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Dear Colleagues,

The extensive response to our call for papers for the first Special Issue volume on “Crystal

Plasticity” was very staggering. I am sure that it was also a surprising feat for 25 excellent articles to

be published in such a short amount of time.

The articles are freely accessible to read through the following link: https://www.mdpi.com/

journal/crystals/special issues/Crystal Plasticity.

Our previous efforts have provided us with a completely new collection of original

state-of-the-art research papers on both theoretical and experimental aspects of plastic deformation.

Indeed, the wide spectrum of submitted papers allowed us to merge the most important

research areas of the crystal plasticity field, i.e., research on the theoretical modeling of

dislocation mechanisms and lab-scale validation of materials’ structural/mechanical responses to

(semi-)industrial processing. Furthermore, both conventional (e.g., steels, nonferrous alloys) and

novel (intermetallics, composites, high entropy alloys) materials were investigated. It was my honor

to host well-recognized worldwide authorities as well as young researchers and post-docs taking the

“next step” in their scientific careers. This versatility of contributing authors and topics provides

more proof for the high interest of the scientific community in revealing materials’ behaviors at the

atomic scale to macroscale under external loadings.

After closing the first volume of Special Issue, we had the feeling that there was still much

research to be conducted in the field of crystal plasticity, and thus much potential for publishing

activities. . . Therefore, we had no doubts about announcing the second volume of a Special Issue

on crystal plasticity. In this book, a collection of completely new 26 original works is presented for

readers.

We hope that the second volume of our Special Issue will be interesting for the scientific and

academic communities, and that it will bring much inspiration for future research activities in the

field of crystal plasticity.

Wojciech Polkowski

Editor
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X-ray Line Profile Analysis of Austenitic Phase Transition and
Morphology of Nickel-Free Fe-18Cr-18Mn Steel Powder
Synthesized by Mechanical Alloying

Eliza Romanczuk-Ruszuk 1,*, Krzysztof Nowik 2 and Bogna Sztorch 3

1 Institute of Biomedical Engineering, Faculty of Mechanical Engineering, Bialystok University of Technology,
Wiejska 45C, 15-351 Bialystok, Poland
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3 Centre for Advanced Technologies, Adam Mickiewicz University in Poznan, Uniwersytetu Poznanskiego 10,
61-614 Poznan, Poland

* Correspondence: e.romanczuk@pb.edu.pl

Abstract: In this study, microstructural evolution and phase transition of nickel-free Fe-18Cr-18Mn
(wt. %) austenitic steel powders, induced by mechanical alloying, were investigated. X-ray diffraction,
scanning electron microscopy, and microhardness testing techniques were used to observe the changes
in the phase composition and particle size as functions of milling time. The first 30 h of mechanical
alloying was performed in an argon atmosphere followed by nitrogen for up to 150 h. X-ray diffraction
results revealed that the Fe-fcc phase started to form after 30 h of milling, and its fraction continued to
increase with alloying time. However, even after 150 h of milling, weak Fe-bcc phase reflections were
still detectable (~3.5 wt. %). Basic microstructure features of the multi-phase alloy were determined
by X-ray profile analyses, using the whole powder pattern modeling approach to model anisotropic
broadening of line profiles. It was demonstrated that the WPPM algorithm can be regarded as
a powerful tool for characterizing microstructures even in more complicated multi-phase cases
with overlapping reflections. Prolonging alloying time up to 150 h caused the evolution of the
microstructure towards the nanocrystalline state with a mean domain size of 6 nm, accompanied by
high densities of dislocations exceeding 1016/m2. Deformation-induced hardening was manifested
macroscopically by a corresponding increase in microhardness to 1068 HV0.2. Additionally, diffraction
data were processed by the modified Williamson–Hall method, which revealed similar trends of
domain size evolutions, but yielded sizes twice as high compared to the WPPM method.

Keywords: nickel-free austenitic stainless steel; phase transition; mechanical alloying; X-ray diffraction;
profile analysis; whole powder pattern modeling

1. Introduction

Mechanical alloying (MA) is a popular method for obtaining new materials with a
controlled structure. This method can be used for the synthesis of materials with equilib-
rium and non-equilibrium structures, and the preparation of supersaturated, metastable
crystalline, quasi-crystalline, intermetallic, nanostructured, and amorphous alloys [1,2].
The advantage of MA involves the possibility of obtaining nanocrystalline solid solutions
and the occurrences of low-temperature phase transformations [2]. During the mechanical
alloying process, parameters such as milling time, milling atmosphere, ball-to-powder ratio,
or the size of grinding balls are selected. The milling time is one of the most important vari-
ables that affect the purity, structure, and properties of the final powder product. Therefore,
many publications focus on the analysis of the properties of powders depending on the
milling time [1,3–5]. Another important process parameter that affects the oxidation and
contamination of powders is the milling atmosphere. Generally, an inert atmosphere, such

Crystals 2022, 12, 1233. https://doi.org/10.3390/cryst12091233 https://www.mdpi.com/journal/crystals1
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as argon or helium, is used. Nevertheless, when milling reactive powders, such as titanium,
aluminum, iron, or iron alloys, a different protective atmosphere can be used to introduce
gas from the atmosphere into the powders [1]. Mechanical alloying of iron alloy powders
in a nitrogen atmosphere introduces nitrogen into the matrix in a solid–gas reaction. One
interesting issue is the development of nickel-free austenitic stainless steel with nitrogen
obtained by mechanical alloying in a nitrogen atmosphere and then consolidating these
powders. Therefore, many studies have been carried out on nickel-free austenitic steel
powders mechanically alloyed in a nitrogen atmosphere, which allows the introduction
of nitrogen into the matrix. The use of nitrogen atmosphere in the mechanical alloying
process leads to the transformation of ferrite into austenite. Additionally, manganese is
added to these materials to increase the solubility of nitrogen [6,7].

The influence of the milling parameters and atmospheres on the Fe-α→Fe-γ phase
transformation and amorphization process of the nickel-free stainless steel powder were
analyzed by researchers [8–11]. However, there is no systematic analysis of the manganese
(Mn) and nitrogen (N) influence and MA process parameters on the powder properties.
Amini et al. [9] used elemental powders for the synthesis of Fe-18Cr-18Mn (wt. %) stainless
steel under a nitrogen atmosphere. A fully fcc (Fe-γ) phase structure was achieved after
96 h of ball milling in a high-energy ball mill. Prolonging the ball milling process in this
atmosphere up to 144 h resulted in an amorphous phase. Similar results, for Fe-18Cr-
11Mn (wt. %) steel elemental powders mechanically alloyed in argon were reported by
Haghir et al. [10]. A fully austenitic structure was achieved after 120 h of milling using a
planetary high-energy ball mill (Retsch, PM100, Haan, Germany). When nitrogen atmo-
sphere was used, a complete phase transformation occurred 20 h earlier. This emphasizes
the nitrogen interstitial effect on the bcc to fcc phase transformation.

Tehrani et al. [12] reported an influence of Mn content on the Fe-α→Fe-γ phase
transformation on two Fe-18Cr-7Mn and Fe-18Cr-8Mn (in wt. %) steel powder compositions
mechanically alloyed in argon using a planetary high-energy ball mill (Retsch, PM100,
Haan, Germany). In the higher manganese content alloy (8 wt. %), the fully austenitic
structure was detected after 100 h of MA, while in the material with lower manganese
content, even after 150 h of milling, the Fe-α→Fe-γ phase transformation was incomplete.
This suggests that Mn content in the mechanically-alloyed austenitic steel should be higher
than 7%.

The results in the literature show that the influence of manganese content from 6 to
12% on the properties of nickel-free stainless steel was usually investigated. The literature
appraisal revealed that the influence of manganese content from 6 to 12% on the nickel-free
stainless steel properties was usually investigated. In this study, a higher manganese
content (18%) and a mixed atmosphere of mechanical alloying were used.

The main goal of this work was to analyze the phase transformation process and
morphology of the Fe-18Cr-18Mn steel powder after mechanical alloying using argon
followed by a nitrogen atmosphere.

2. Materials and Methods

2.1. Mechanical Alloying of Powders

Iron, chromium, and manganese elemental powders (average particle size ~45 μm,
99.5% purity) supplied by Alfa Aesar (Kandel, Germany) were mixed and mechanically
alloyed to obtain a nominal composition of Fe-18Cr-18Mn (in wt. %). The MA process was
conducted in a planetary, high-energy ball mill Pulverisette 6 (Fritsch, Amberg, Germany)
at a rotation speed of 250 rpm. Stainless steel balls (12 mm in diameter) were charged into
a 500 mL stainless steel bowl with a ball to powder ratio (BPR) of 10:1. First, mixing of the
powders was performed for 0.5 h at 150 rpm under argon atmosphere. For the first 30 h,
the milling process was conducted under a pure argon atmosphere (>99.999%); after that,
pure nitrogen (>99.999%) was applied. After 150 h of MA, the process was finished.

2
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2.2. Morphology and Microhardness of Powders

The morphology of the powders was examined using scanning electron microscopy
(SEM, Hitachi 3000N, Tokyo, Japan) with an energy dispersive spectroscopy (EDS) (Hitachi,
Tokyo, Japan). Semi-quantitative chemical analysis of the main elements in the powders
was performed. Figure 1 shows the SEM image of the surface area of the particle taken for
the EDS analysis.

 
Figure 1. Example SEM image of a particle surface area for the SEM-EDS analysis.

Vickers microhardness (HV0.2) tests of the powders after different mechanical alloying
times were performed using the PMT-3 tester (PMT Labs, Wah, Pakistan) under a load of
1.96 N (0.2 kg) for 15 s. For accurate results, at least ten indents were conducted on each
sample and then the results were averaged and standard deviations determined.

2.3. X-ray Diffraction of Powders

A small amount of the MA powder was taken for the X-ray diffractometry (XRD)
(Bruker, Karlsruhe, Germany) analysis after 30, 60, 90, 120, and 150 h of the milling
process. To minimize the powder contamination, loading and unloading of the powder
were performed in a glove box under a protection argon atmosphere. The phase structure
was measured by means of X-ray diffractometry using Bruker D8 Advance equipped with
Cu anode (λ = 0.15418 nm) radiation of 40 kV and 25 mA. For all samples, the angular
range (2θ) of 20◦ to 100◦ with a step width of 0.01 and an acquisition time of 5 s was used.
The instrumental broadening of peak profiles was determined using a corundum (Al2O3)
standard (NBS SRM 1976b) and processed accordingly to the Caglioti et al. formula [13],
following the procedures described widely in the literature (e.g., [14]).

It is widely known that traditional, “single-peak” methods of extracting microstruc-
tural data (e.g., Williamson–Hall method) do not take strain anisotropy effects into con-
sideration [15], which are manifested in that the widths of the peaks do not increase
monotonically with the diffraction angle θ [16]. For that reason, Ungár and Borbély de-
veloped an upgraded dislocation model of the mean square strain by incorporating the
so-called average dislocation contrast factor C, which is known as the modified Williamson–
Hall plot (MWH) [17]. The strain contribution can be expressed in terms of dislocation
properties, as demonstrated in Equation (1):

ΔK = 0.9/d +
(

πAb2/2
) 1

2
ρ

1
2 KC

1
2 + O

(
K2C

)
(1)

where K = 2 sin θ/λ, ΔK = 2 cos θ(Δθ)/λ, θ, Δθ, λ are the diffraction angle, FWHM of
the reflection and the wavelength of X-rays. C is the average dislocation factor, where
the average is made over the equally populated equivalent slip system. Other physical

3



Crystals 2022, 12, 1233

parameters in Equation (1) are: the dislocation density ρ, respectively, A is a constant
determined by the outer cutoff radius of the strain field, Re, and O stands for noninterpreted,
higher-order terms. Finally, b is the Burgers vector equal to b = abcc3

1
2 /2 or b = a f cc2

1
2 /2

for bcc and fcc crystal systems, respectively, where a is the lattice constant. The value of C
depends only on the ratios of the material’s elastic constants c11, c12, and c44, which can be
further reduced to two parameters—elastic anisotropy Ai = 2c44/(c11 − c12) and the ratio
c12/c44 [18]. In the case of cubic lattice systems, C is a linear function of the fourth-order
invariant of the hkl Miller indices [19], as shown in Equation (2):

C = Ch00

(
1 − qH2

)
(2)

where:

H2 =
h2k2 + h2l2 + k2l2

(h2 + k2 + l2)
2 (3)

Equation (2) shows that, under the hypothesis that the sample has a random texture,
which is entirely justifiable for a milled powder or randomly oriented polycrystal, C can
be evaluated if the values of q and Ch00 are known. Ch00 is the average contrast factor
corresponding to the h00 reflection, whereas the value of q determines the edge/screw type
of dislocations [20].

To implement the strain anisotropy model, contrast factor coefficients had to be cal-
culated for both Fe-bcc and Fe-fcc phases. As the austenitic transformation is caused by
the continuous dissolution of Mn in the Fe matrix, it was assumed that the ferritic phase
occurring at the beginning of MA was pure Fe, while the austenitic phase had the nominal
composition of Fe-18Cr-18Mn. The necessary single crystal cij elastic constants of pure
ferrite (Fe-bcc) were adopted from the literature [21], whereas Fe-18Cr-18Mn alloy elastic
properties were estimated by the relations provided by Razumovskiy et al. [22]. These
values were used to calculate the average contrast factors toward the h00 direction for edge
Ce

h00 and screw the Cs
h00 dislocations, considering the 〈111〉{110} and 〈110〉{111} primary

slip systems for bcc and fcc metals, respectively, using the online program ANIZC [23].
Similarly, the extreme values of q, corresponding to pure edge qe and pure screw qs disloca-
tion characters were obtained by equations elaborated by Ungár et al. [18]. After obtaining
Ch00 and q, the average contrast factor can be calculated. The trend of C as a function of the
scattering vector modulus (s = 2 sin θ/λ) is plotted in Figure 2. As presumed, C reaches
its maximum towards the h00 direction, which is the soft crystallographic direction in both
bcc and fcc Fe, along which the strain proceeds the most easily [24]. Relevant parameters
needed to incorporate the dislocation model are summarized in Table 1. As can be noticed,
the anisotropy of Fe-18Cr-18Mn austenitic alloy is considerably higher than in the case of
pure bcc Fe, which is manifested by bigger deviations of Ai from unity.

 

Figure 2. The average value of anisotropic contrast factor C versus the scattering vector s calculated
for bcc and fcc microstructures of the Fe-18Cr-18Mn alloy, considering pure edge and pure screw
dislocation characters.

4
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Table 1. Elastic parameters required to implement the strain anisotropy model.

Parameter Fe, bcc Fe-18Cr-18Mn, fcc

c11 230 219

c12 134 153

c44 116 152

Ai 2.417 4.606

Ce
h00 0.403834 0.333565

Cs
h00 0.361353 0.357697

qe 0.721 1.821

qs 2.597 2.561

Contrary to the classical methods of the line profile analysis (LPA), i.e., fitting peak
profiles using arbitrarily defined, bell-shaped mathematical functions (top-down approach),
the more sophisticated, bottom-up approach was recently developed. In the bottom-up
approach, the entire diffractogram is modeled directly as a set of physical parameters
affecting the peak‘s shape, width, and position. The size broadening calculation is based on
the concept of column heights and the lognormal distribution of crystallite sizes is assumed
(in contrast to the plain average obtained by classical LPA methods), which was largely
verified in the case of highly deformed metals and finely dispersed powders [25]. Strain
broadening was considered by the Krivoglaz–Wilkens theory of dislocations in distorted
crystals [26].

The whole powder pattern modeling (WPPM) has been proposed as a universal tech-
nique for microstructure refinement. It provides detailed data on specimen microstructures
by directly comparing model peak profiles with the entire experimental pattern, consid-
ering instrumental broadening and background [27,28]. Size and defect contributions
are convoluted together with the instrumental component, and the pattern is then di-
rectly synthesized through Fourier transformation [29]. Despite the close analogy to the
widely used Rietveld method, in WPPM, structural information is limited only to lattice
parameters, while Rietveld refinement strictly relates integrated intensity to the structural
model (atomic positions, occupancy, thermal factors, etc.) [28]. Another (but very similar to
WPPM) approach is known as the convolutional multiple whole profile fitting (CWMP) [30],
with the procedure of employing the instrumental profile being the only major difference.
WPPM has been successfully utilized for investigating microstructural evolution in many
ball-milled powders and other nanocrystalline materials [29]. Its algorithm has been imple-
mented in a free and flexible software package, named PM2K [31], which was exploited in
this study.

3. Results and Discussion

3.1. Morphology and Microhardness of the MA Powders

Figure 3 shows SEM images of the powder morphology as a function of milling time.
The histogram of the average particle size is presented in Figure 4. It is clear that the
time of the process impacts the powder morphology. As received, an iron powder is
regular and smooth in shape (Figure 3a). The chromium powder is irregular and angular
in shape (Figure 3b), whereas the manganese powder (Figure 3c) has a morphology similar
to chromium, with a more regular and smoother surface. The first 30 h of MA revealed
an irregular shape of the powder, with an average size of 165 ± 10 μm. After replacing
argon with nitrogen and prolonging the milling time up to 60 h, an average particle size
continues increasing up to 213 ± 11 μm. The next 30 h of milling (30 h in argon and 60 h in
nitrogen) did not change the morphology of powder particles; however, the average size of
particles slightly decreased to 200 ± 10 μm. After another 30 h of MA, significant particle
refinement to 81 ± 8 μm was observed. Thus, at this stage of the MA process, after 30 h of
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milling in argon and 90 h of milling in nitrogen (total time of MA was 120 h), the powder
fracturing took place. The MA process was performed up to a total of 150 h (30 h in argon
and 120 h in nitrogen) and revealed bimodal distributions of particle, where approximately
75% of the powder had particle sizes of 51 ± 6 μm and 25% of powder had particle sizes of
10 ± 5 μm. This kind of bimodal powder distribution might have a favorable influence on
the classical PM consolidation process, e.g., annealing, cold compaction, and sintering.

  

  

  

  

Figure 3. Morphology of the elemental powders: (a) Fe, (b), Cr and (c) Mn, and mechanically alloyed
powder at different milling times, after: (d) 30 h, (e) 60 h, (f) 90 h, (g) 120 h, (h) 150 h.
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Figure 4. The particle size and microhardness of powders at different milling times.

The mechanical alloying process consists of the repetition of cold welding, fracturing,
and rewelding of powder particles occurring in the milling jar by collisions of balls against
each other and the walls of the jar. The cold welding leads to an increase in particle sizes,
while the fracturing leads to the fragmentation of particles [32]. Analyzing changes in
the morphology of particles as a function of milling time, it can be concluded that during
the first 60 h of MA, cold welding dominates, increasing the average particle size. The
subsequent 30 h of milling does not cause a significant alteration in the particle size. This
means that the fracturing process, resulting in the particle size decrease, is in equilibrium
with the cold welding process. After 120 h of MA, the fracturing phenomenon causes a
continuous decrease in the particle size, which emphasizes domination of the fracturing
over cold welding. After 150 h of ball milling, the average particle sizes were almost similar
to the initial sizes of the particles used at the beginning of the process (but with the bimodal
distribution). Similar trends were reported by Haghir et al. [10], whereas Cisneros et al. [33]
and Duan et al. [34] observed that the initial sizes of the elemental powders of ~50 μm
after mechanical alloying, up to 170 h in nitrogen, were reduced to 10 μm. The authors
pointed out that first the powder particles flattened and then the prolonging of milling time
became equiaxed.

Coarser particle sizes observed here, in comparison with the literature data [33,34], are
due to the different milling devices and process parameters, including atmospheres. For in-
stance, decreasing the ball to the powder weight ratio from 10:1 to 5:1 can cause a significant
increase in the crystallite and particle size of the obtained powder [32]. Cisneros et al. [33]
used an attritor ball mill with the ball to powder weight ratio of 30:1, the rotation speed
of 300 rpm, and nitrogen. Duan et al. [34] used a planetary ball mill, for instance, with a
rotation speed of 350 rpm, and with three different types of ball diameters. This explains
the differences between the literature data and the results presented here. Moreover, the
atmosphere used here differs from the literature cited. The powder obtained here is softer
in comparison to the hardness measurements presented by the other authors. This suggests
that nitrogen content in the bulk powder is lower and, therefore, the number density of
hard nitride precipitations can be reduced. This is clearly observed especially when argon
atmosphere is used.

Figure 4 depicts the microhardness variation of the as-milled powder as a function of
the milling time. The average microhardness of the powder increased from 450 ± 35 HV0.2
(after 0.5 h of powder blending) to 523 ± 45 HV0.2 after the first 30 h of MA. Note that
when the atmosphere changed from argon to nitrogen, the hardness of the powder abruptly
increased from 523 ± 45 up to 731 ± 52 HV0.2 within the same period of time. By further

7



Crystals 2022, 12, 1233

prolonging the milling time, an average hardness almost linearly increased, reaching
1068 ± 56 HV0.2 after 150 h of milling.

The mechanical alloying process, due to collisions of the powder with the balls and jar
wall, generated microstructure defects, which caused the hardening effect and a continuous
increase in hardness. As expected, a greater increase in the hardness of the powder was
measured after changing the milling atmosphere from argon to nitrogen. However, the
final hardness measured in this work was about 5% lower in comparison with the literature
data [7], where the nominal composition of the tested powder was Fe-18Cr-4Mn (in % wt.),
a 2.5 times lower percent of manganese in comparison with this work [7]. It is worth noting
that Salahinejad et al. [7] applied different mechanical alloying process parameters (e.g., the
ball to powder weight ratio was 30:1) and nitrogen atmosphere through the whole period of
MA. After 153 h of mechanical alloying, a fully amorphous phase was obtained. Moreover,
the microhardness of powder after 99 h of milling, when the phase structure was crystalline,
was 1070 HV similar to the value obtained in this work after 150 h of MA.

3.2. Chemical Composition of Powders

In this work, the nominal composition of the alloy (Fe-18Cr-18Mn-N) was selected
based on the modified Schaeffler’s diagram for austenitic stainless steel. The percentage of
manganese used in this study was higher in comparison to the literature data [6,33,35–37].
Higher Mn content stabilizes γ-Fe phase and alters the final powder’s properties. We
calculated both the Ni and Cr equivalents assuming that the steel possessed 18% of Mn
and 18% of Cr, to find out the minimum N content that ensured the austenitic structure.
From these calculations, it followed that 0.75% of N content was enough to obtain the
austenite phase structure at room temperature. This N content can also be diminished
when the equivalent carbon in the powder is included. From the literature, it is known that
0.9 ÷ 1.2% of N and 0.02 ÷ 0.03% of C content in austenitic steel powder after 120–150 h of
MA was measured [33,36].

Table 2 presents the changes in the main element composition of the steel powder as a
function of the milling time. These results reveal that, with up to 90 h of MA, the Mn and
Cr content continuously increase; however, after this time of milling, the concentrations
of these elements are almost unaffected. Therefore, taking into account the optimization
process, the expected composition of the alloy was achieved after 90 h of milling, which
suggests that the process of MA should be interrupted. The MA process was continued for
up to 150 h to find out whether—after such a long time of milling—an amorphous phase
would occur. The content of nitrogen and carbon increased gradually with the increasing
milling time. After 150 h of mechanical alloying, the nitrogen content was 0.9% and carbon
was 0.03%; the content of N and C were similar to the data from the literature.

Table 2. SEM-EDS analysis of the iron, chromium, and manganese concentrations in the MA powders
at different milling times.

Milling Time (h)
Element Composition (wt. %)

Fe Cr Mn N C

30 72.04 ± 3.46 12.28 ± 1.25 15.67 ± 0.89 0.12 ± 0.03 0.01 ± 0.01

60 67.08 ± 2.32 16.18 ± 0.86 16.74 ± 1.58 0.28 ± 0.05 0.015 ± 0.006

90 64.21 ± 3.86 17.86 ± 0.98 17.93 ± 2.03 0.35 ± 0.01 0.016 ± 0.003

120 64.33 ± 1.02 17.66 ± 1.53 18.01 ± 0.99 0.68 ± 0.08 0.023 ± 0.007

150 64.22 ± 2.29 17.92 ± 1.37 17.86 ± 1.24 0.93 ± 0.09 0.029 ± 0.002

3.3. X-ray Diffraction Analysis of the Powders

Several XRD patterns gathered at various stages of MA are shown in Figure 5a. As
can be seen at the early stage of MA (5 h), the microstructure was purely bcc, and the main
Fe-bcc phase was accompanied by several reflections of Mn-bcc. After 5 h of milling, no
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significant change in microstructure occurred as compared to the initial powder mixture
(Figure 5c), besides broadening of reflections, and Mn peaks were still present. Eventually,
after 30 h of MA, Mn reflections vanished, suggesting that it was finally dissolved in the
Fe matrix. At this point, the Mn-induced phase transformation process was obvious, as
the bcc peak intensities dropped drastically and fcc peaks became dominant (Figure 5a,c).
After 60 h of MA, the bcc reflections were nearly elusive, with the exception of the most
prominent [110] Fe-bcc peak. Prolonged milling caused a further increase in the intensity
of the Fe-fcc phase. The Fe-bcc [110] peak trace, however, was still detectable even after
150 h of MA (Figure 5d).

  

  

Figure 5. Microstructural evolution of Fe-18Cr-18Mn alloy: (a) overall comparison of XRD patterns
after a certain MA time, (b) insight showing the vanishing of Fe-bcc peaks, (c) comparison of initial
and after 5 h of MA patterns with emphasis on Mn-bcc reflections, (d) changes of the shape and
intensity of most prominent Fe-bcc [110] and Fe-fcc [111] reflections during the MA course.

XRD patterns were fitted using the pseudo-Voigt function and the extracted data
(peak 2θ position and FWHM) were processed in accordance with the MWH procedure,
using the calculated contrast factor values for Fe-bcc and Fe-fcc phases, and regarding
the instrumental broadening correction and proper background definition. The phase
percentage was estimated by the ratio of integrated areas of peak profiles of Fe-bcc and
Fe-fcc phases, respectively, as presented in Figure 6.
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Figure 6. Phase percentage of Fe-fcc.

Extracting information from the experimental peak profiles, where multiple phases ex-
ist simultaneously, outlines the major problem concerning the traditional LPA
methods—overlapping among peak profiles (especially within the region of Fe-bcc [110]
and Fe-fcc [111] peaks). The most common solution to this difficulty is pattern
decomposition—separating the individual contributions from different phases and sub-
tracting the instrumental and background effects.

The main results of the MWH analysis are collated in Figure 7. The experimental
values of q, which imply the edge/screw characters of dislocation, were evaluated using
the methodology provided by Ungár et al. [18] (Figure 7a). The FWHM values were plotted
according to the MWH relation (Figure 7b), where the intersection at KC1/2 = 0 gave the
average crystallite size d. It is clear that the data points follow the linear trend in almost the
exact manner and, therefore, were fitted using the linear function. It should be underlined
that, due to the progressive bcc→fcc phase transformation over the MA time, the reliable
determination of FWHM of Fe-bcc reflections was rather unobtainable after 30 h of MA,
caused by the strong broadening and low intensity. Although after 30 h of MA, there were
still three apparent Fe-bcc reflections present (Figure 5a), they were not enough to calculate
d accurately using the MWH method.

As presented in Figure 7c, the domain size was reduced from ~20 nm to around 10 nm
during the first 60 h of MA and saturates at this level until the end of milling. The slope
of the MWH linear approximation is also plotted in Figure 7c, which can be related to
the dislocation arrangement parameter M and the square root of dislocation density ρ.
However, the M can be determined thoroughly only with the Fourier methods, such as
WPPM. Consequently, the determination of ρ from the results obtained by MWH alone
is improper and should be avoided [38]. Nevertheless, the inspection of the MWH slope
provides some insight into the strain accumulation in the material, and it can be noticed that
it mimics the trend of d in the opposite manner (Figure 7c). Finally, the dislocation character
trend was plotted in the form of the edge dislocation fraction fe (Figure 7d). In general,
the dislocation structure is in favor of screw dislocations over the whole MA process,
which might be caused by the rotational nature of the ball milling process, promoting the
formation of twists in crystals [39]. The fe value fluctuates in the 0.2–0.4 region and never
exceeds the half edge–half screw line. This supports the other authors’ conclusions that
edge dislocations are unstable in fine Fe domains [24,40].

10



Crystals 2022, 12, 1233

  

  

Figure 7. The principal result of the MWH analysis: (a) determination of experimental q values,
(b) FWHM values plotted according to the MWH procedure, (c) evolution of crystallite size and
MWH slope, (d) fraction of edge dislocations during MA.

The diffraction data were furtherly analyzed by the WPPM approach and the quality of
fit can be perceived in Figure 8. Plots present the experimental data compared with model
WPPM diffractograms, further decomposed into single analyzed phases (Mn-bcc, Fe-bcc,
and Fe-fcc). A flat, nearly featureless residual line (the difference between experimental and
calculated patterns) proves good quality of modeling. The graphical analysis is essential to
determine the quality of fit and to ensure that the model is chemically plausible. The quality
of WPPM fit, such as in other least-squares minimization methods, can also be defined
by inspecting the discrepancy factors. In this study, the most straightforward discrepancy
index, the weighted profile R-factor, Rwp, did not exceed 3.46%, which indicates a robust
quality of fit, particularly considering the multiplicity of phases and overlapping peaks.
Another marker, goodness of fit (GoF, related to the ratio between actual and expected Rwp)
had a maximum of 1.52 (pattern after 5 h of MA) and a mean value of 1.21 (where unity
indicates the flawless fit).

Unlike the MWH method, the pattern is not decomposed into individual line profiles,
but the whole diffractogram is modeled by optimizing the value of several physical pa-
rameters. Figure 8a presents the pattern obtained after 5 h of MA, with a detailed view of
multiple, minor Mn-bcc reflections, successfully refined using WPPM. Figure 8b–d magnify
the most interesting, from the modeling viewpoint, 2θ region, where prominent Fe-bcc
[110] and Fe-fcc [111] peaks extensively overlap. Additionally, inserts show the fit quality
of the remaining reflections.
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Figure 8. WPPM-refined experimental patterns gathered after: (a) 5 h of MA, (b) 30 h of MA, (c) 60 h
of MA, (d) 150 h of MA. Legend: hollow dot—experimental data, red line—WPPM model, orange
line—Mn-bcc phase, blue line—Fe-bcc phase, green line—Fe-fcc phase, black line—residual.

Basic results derived from WPPM refinement, in terms of size and strain evolution
during MA, are revealed in Figure 9. It is a known fact that MA prompts the volume
expansion of the unit cell, predominantly as a result of severe plastic deformation and
persistent dissolution of alloying additives and various contaminants originating from the
milling equipment into the matrix [28]. As depicted in Figure 9a, the lattice parameter a f cc
of the Fe-fcc phase increases constantly up to 90 h of MA and then exhibits a sharp rise and
sets around this value.

The domain size d decreases with the MA time, following a similar trend as using the
MWH method, and so does the lognormal standard deviation (Figure 9b,c). However, the
d values obtained with the WPPM method are roughly half of that calculated by MWH.
Both methods confirm that grain refinement is effective only during the beginning of
MA (up to 30 h), with little reduction achieved afterward. It is worth mentioning that
real materials have distributions of domain sizes, so the trends of the size distributions
should also be followed, as demonstrated in Figure 10, and the corresponding values of
the standard deviation of lognormal distribution are plotted in Figure 9c. It is clear that
mechanical treatment causes the shift of the domain size distribution curve to lower values,
the standard deviation being reduced accordingly, especially in the early stage of MA
(Figure 10a). Eventually, a microstructure consisting of very fine (d = 6 nm) and narrowly
distributed (σ = 3 nm) crystalline domains is established. Similar crystallite sizes were
previously reported for other ball-milled fcc alloys (e.g., [41,42]).
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Figure 9. Basic microstructural data derived from WPPM refinement in terms of the progression of
following the parameters during MA: (a) lattice parameter, (b) lognormal domain size, (c) lognormal
standard deviation, (d) dislocation density. Error bars correspond to the estimated standard deviation
of the WPPM fit.

 
 

Figure 10. Lognormal domain size distributions of crystalline domains: (a) up to 30 h of MA, (b) after
30 h of MA, in terms of probability density function (PDF).

It is also clear that ball milling generates a high density of dislocations due to severe
plastic deformation of ground material, which can be followed in Figure 9d. In general,
the accumulation of defects in the Fe-fcc phase follows a similar trend to lattice expansion,
with the same sharp rise after 120 h of MA. This is foreseeable, given the fact that the
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lattice inflation is caused not only by the dissolution of alloying additives but is directly
caused by an increase in the dislocation density [43] and is further promoted by extrinsic
dislocations pilling up at the grain boundaries [44]. Rawers and Cook suggested that
the strain on the grain boundary could extend into the nanograin itself, expanding the
lattice [45]. In this study, from the moment of appearing (30 h) up to 90 h of MA, the ρ of
Fe-fcc phase oscillates around 2 × 1016/m2, then experiences a sharp rise and sets around
3.5 × 1016/m2, the effective outer cutoff radius Re being 6.24 nm. The final value of Re is
around that of the mean crystallite size d (6.0 nm), and corresponds to an average of half
the dislocation per crystalline domain (for d = 6.0 nm: d/

(
πd3/6

) ∼ 5.3 × 1016/m2),
which is plausible. This is in line with HRTEM observations of ball-milled FeMo alloy by
Rebuffi et al. [24], which concluded that dislocations are rather unlikely to be present in
every single crystalline domain. As the accumulation of defects in powders, subjected to
serious mechanical treatment, is the principal cause of microhardness growth during MA
(Figure 4), ρ and HV can be related, which is demonstrated in Figure 11.

Figure 11. Relationship between dislocation density ρ and powder microhardness HV. Dashed line
is the linear fit of the data.

Regarding the mutual dependence of ρ and Re parameters in the Krivoglaz–Wilkens
dislocation theory, Wilkens introduced the dimensionless parameter M = Reρ−1 = Re/ld
called the Wilkens parameter. As can be noticed, M is also directly related to the average
dislocation distance ld; therefore, it is used to determine the arrangements of dislocation
arrangements in the strain fields [30]. The value of M much larger than unity (M � 1) indi-
cates that the dislocations are very weakly correlated and randomly arranged (weak dipole
character). In contrast, M ≤ 1 signifies a distinctly correlated dislocation arrangement,
accompanied by an intense screening of strain fields (Re < ld) (strong dipole character). In
the present case, the decreasing value of M of the fcc phase to the value of ~1 with milling
time (Figure 12) supports the hypothesis of gradual transformation from a dislocation cell
structure with long-range strain fields into the nanocrystalline microstructure with a high
density of dislocations, systematically distributed in grain boundaries.

 

Figure 12. Trend of the Wilkens parameter M in the function of milling time.
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The WPPM modeling quality was good (mean GoF = 1.21) and hassle-free in almost
all cases, except the problems encountered during refining the pattern obtained after
30 h of MA. In that case, during refinement of the Fe-bcc phase, Re constantly reached
unrealistically small values (<1 nm), the lower limit of the continuum approach [46]. As
a consequence, ρ rose to incredibly high levels a few times 1017/m2, accompanied with
very low M (~0.35). When the dislocation density in material becomes sufficiently high
(�1016/m2), the strain field parameters (ρ, Re, M) can become uncertain in the sense that
Re constantly approaches 0; this is a known intrinsic problem with the Krivoglaz–Wilkens
theory caused by the strong reciprocal correlation of Re and ρ [47]. The simplest way
to overcome this discrepancy is by imposing the arbitrary value of Re and keeping it
fixed during refinement. Here, we assumed that Re was extended to the size of the entire
crystalline domain (Re = d, ~6 nm), and with this constraint, ρ = 2.92 × 1016/m2 and
M = 0.85 was obtained, which seemed perfectly reasonable.

4. Conclusions

The Fe-18Cr-18Mn-N nickel-free austenitic stainless steel powder was synthesized
by mechanical alloying under argon for the first 30 h followed by nitrogen for up to
150 h. The formation of the nanocrystalline Fe-fcc phase involved the bcc to fcc phase
transition induced by MA, which was studied via the analysis of powder diffraction data.
After the first 30 h of MA in argon, an XRD examination revealed solubility of the main
alloying elements (manganese and chromium) in the iron matrix and the mixture of fcc
and bcc phase structure. Nitrogen incorporation into the powder intensified the phase
transformation. The final morphology of the powder was globular but flattened, with a
bimodal distribution. A greater increase in the hardness of the powder was measured after
changing the milling atmosphere from argon to nitrogen.

The XRD line profile analysis was illustrated herein by means of a typical case of
an experimental study of plastically deformed metal powders subjected to intense ball
milling. It was demonstrated that the classic Williamson–Hall method can be relevantly
enhanced by incorporating the anisotropic contrast factor, but there is no doubt that WPPM
provides a far more detailed description of complex phenomena occurring during MA,
and, in general, microstructure evolution. However, despite entirely different methodol-
ogy of processing the XRD data, our comparison shows that results obtained by MWH
and WPPM are coincident in terms of the domain size evolution trend, as both of them
indicate that the final value of d halved during the MA cycle. The agreement between the
grain size trend in WPPM and MWH certainly contributes to validating the calculations.
However, each domain size value produced by MWH is generally twice higher compared
to the results obtained by WPPM; however, both of these methods still indicate very fine,
nanocrystalline sizes of crystallites (~10 nm or below). The source of the discrepancies
in the d estimation might be numerous but is most likely caused by the fact that neither
shape nor distribution of the domain size was taken into account in the MWH procedure.
Thus, MWH should mostly be used for the preliminary analysis of diffraction lines and
quantitative interpretation of its results should be discouraged.

Our simulations proved that the WPPM algorithm can be successfully adopted to
quantify the microstructural parameters of more complex, multi-phase patterns when
overlapping of line profiles occur. WPPM delivered detailed information on the evolution
of the crystallite size and average defect density. Microstructural information attained
by WPPM is useful in terms of optimizing and controlling the phase transformation
during MA.

The SEM-EDS analysis of the powder revealed that manganese and chromium content
continuously increases up to 90 h of MA; however, after this time, the concentration of these
elements is almost unaffected, which suggests that the process of MA can be considered
finished. Due to the gentle MA process parameters applied in this work in comparison to
the literature, no amorphous phase of the steel powder was detected.
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Abstract: Mechanical properties, including the fatigue behavior of metals, are usually determined
from damage-free specimens, but it is not well known how these properties change with respect to
prior damages; hence, the present work aims to understand the remaining mechanical properties
of low carbon alloy steel Q345q with pre-damages. Low-cycle fatigue tests on the damage free
specimens, tensile tests on the low-cycle fatigue damaged specimens, and fatigue tests on the plastic
deformed specimens were carried out, respectively. The low-cycle fatigue life prediction formula was
proposed. The influences of different kinds of pre-damages on the residual mechanical properties
were analyzed. Results show that the stable hysteretic loops in the low-cycle fatigue tests are well-
stacked. The material illustrates Masing behavior, and it has a good energy dissipation capacity. The
ductility of the low-cycle fatigue-damaged materials decreases significantly in comparison with the
undamaged ones. The low-cycle fatigue lives of Q345q steel are almost unaffected, so long as the
pre-applied tensile strain is lower than 10%.

Keywords: plastic deformation; low-cycle fatigue; mechanical properties; pre-damage; low alloy
steel; coupling damage

1. Introduction

Low carbon alloy steels are widely used in the construction of buildings and bridges,
energy storages such as fuel cells, and various mechanical equipment [1–3]. On the one
hand, low-cycle fatigue (LCF) damage may be discovered in these structures during service
due to seismic events and other extreme loading conditions. On the other hand, the materi-
als in local regions on these steel structures and equipment may experience large plastic
deformation caused by severe impact or other improper artificial operations. The coupling
damage of alloy steel caused by LCF, and tensile plastic deformation is still unknown.

Fatigue of materials can be traditionally divided into high-cycle fatigue (HCF) and low-
cycle fatigue scopes. Low-cycle fatigue involves bulk plasticity, whereas the deformation in
high-cycle fatigue is in elastic range. A considerable number of studies on LCF of metals
have been conducted to understand the fatigue life prediction and crack propagation
rules [4–6]. Recently, Tsutsumi et al. [7] investigated the LCF behavior of butt-welded joints
considering the inhomogeneous mechanical properties in the base metal, weld metal, and
the heat-affected zones. They found that the effects of inhomogeneous material properties
are very significant when evaluating the LCF of welded joints. Procházka et al. [8] studied
the development of advanced techniques of the LCF test using miniature test samples.
They reported that cyclic-strain and strain-life curves of the mini-sample geometries are
almost of the same shape for rotor steels. Ho et al. [9] studied the LCF performance of
gradient structured 316 austenitic steels under high strain amplitude loading conditions.
They found that gradient structured steels exhibit inherently lower fatigue life than their
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coarse-grained counterparts. Huang et al. [10] conducted monotonic tensile and ultra-
low-cycle-fatigue tests on Q235 and Q690 steels to investigate the fracture behavior under
various loading conditions. It was found that the deformability of Q690 steel under
monotonic loading and the fatigue life under LCF loading are lower than those of Q235
steel. Tong et al. [11] evaluated the LCF life of buckling-restrained braces (BRBs), and they
proposed an evaluation method for BRBs based on the combination of the cumulative
plastic deformation curves. Yoon et al. [12] studied the effect of multiple high-density
pulsed electric currents on the LCF life of austenitic stainless steel. An improved LCF life
in austenitic stainless steel was proposed and examined by the test results. Hua et al. [13]
experimentally investigated the LCF behaviors of high strength steel Q690 exposed to
different elevated temperatures. A fatigue model considering the elevated temperatures
was proposed to describe the relation between the total strain amplitude and the load
cycles to failure. Tang et al. [14] studied the effect of structural parameters on the LCF
damage evolution of thin-walled steel bridge piers. Practical formulae to evaluate the LCF
damage levels were proposed and validated by experiments. Bouazza et al. [15] conducted
the LCF fragility of RC bridge piers and developed an LCF fragility curve based on the
performance-based earthquake engineering methodology. These above-mentioned studies
were devoted to the LCF behaviors, life prediction, and fracture models of metals. However,
the coupling effects of LCF damages and other types of damages of these metals were
not involved.

More than 30 years ago, Park et al. [16,17] proposed a practical damage index of
concrete material and members, in which the combined effects of plastic deformation
and plastic energy consumption caused by cyclic loads are considered. After that, many
researchers tried to reveal the relation between the cyclic damage and the plastic defor-
mation damage of metallic materials. Cadenas–Herrera et al. [18] studied the impact of
the HCF damage on the fracture toughness parameters of aluminum alloy. They reported
that the tensile static mechanical properties of the material are unaffected by the prior
fatigue damage. Tang et al. [19] investigated the influence of pre-fatigue damages on the
alloy steel material and steel members. It was found that the tensile mechanical prop-
erties of Q345 steel decrease significantly with consideration of the prior HCF damages.
Paul et al. [20] conducted material experiments under pre-LCF, followed by tensile load
conditions, to study the mechanical behavior and damage evolution during cyclic plastic
deformation. It was found that the pre-ratcheting has a massive effect on the subsequent
LCF life. López et al. [21] studied the effect of preceding cyclic loading on the tensile be-
havior of titanium alloy and found that pre-damage only affects the surface of the material,
but not the fundamental mechanical properties. Moćko et al. [22] investigated the change
of the strain distribution on the surface of the material caused by the pre-fatigue damages
using the digital image correlation method. It was found that the pre-fatigue loads can
change the formation of micro-damages in the material. Tang et al. [23] experimentally
studied the combined effect of HCF and LCF damages and reported that the coupling effect
of different types of damages is very significant, e.g., the residual life reducing to 0.6 of the
original LCF life when the prior HCF damage reaches 0.4. Wang et al. [24] investigated
the influence of pre-fatigue damage on the residual mechanical properties of P92 steel.
It was found that the ultimate stress of the material considering pre-fatigue shows two
stages; the first one is the initial rapid degradation stage and the second one is the linear
decreasing stage. Jia et al. [25] studied the LCF and extreme LCF performance of the high
strength steel Q690E, and an effective constitutive model was proposed. Based on the
framework of damage mechanics, Peng et al. [26] investigated the effect of average strain
on the LCF life of materials under different strain cycle ratios. The relationship between
the maximum strain, strain amplitude, material properties, and LCF life of the material
was discussed. The above-mentioned research mainly concentrated on the effect of prior
HCF/LCF damages on the tensile properties of different kinds of metals. However, the
change of the mechanical behavior is very much related to the material itself. Addition-
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ally, few studies have been conducted on the effect of tensile plastic deformation on the
subsequent LCF behaviors.

In this research, strain-controlled fatigue tests were conducted under six different load
amplitudes to study the LCF behavior of the alloy steel Q345q. Effects of the prior LCF
damage on the remaining tensile properties were experimentally investigated. Moreover,
the effects of the damage caused by tensile plastic deformation on the LCF behavior of
the material were studied. Finally, predictive equations were proposed to determine the
residual mechanical properties of the material.

2. Experimental Methods

The as-received material is low carbon alloy steel grade Q345q and its mechanical
properties are similar to S355 and ASTM 50 steels [27]. Table 1 shows the chemical composi-
tions in weight ratio of grade Q345q material provided by the factory of Baoshan Iron and
Steel Co., Ltd. According to GB/T 228.1–2010 [28] and GB/T 15248–2008 [29], the shape
and size of the test specimens were machined, as shown in Figure 1. All of the specimens
were cut from the same plate with a nominal thickness of 10 mm. A total of 42 specimens
were machined and tested for different purposes in this study. Four groups of specimens
were prepared for the tensile test, the low-cycle fatigue test, the fatigue–tension test, and
the tension–fatigue test, respectively.

Table 1. Chemical compositions of grade Q345q steel (wt%).

C Si Mn P S Nb V Ti

≤0.18% ≤0.55% 0.9~1.70% ≤0.025% ≤0.02% ≤0.06% ≤0.08% ≤0.03%
Cr Ni Cu Mo N Als Fe /

≤0.08% ≤0.50% ≤0.55% ≤0.20% ≤0.012% ≥0.015% Balance /

Figure 1. Geometric dimensions of specimens (mm).

Figure 2 shows the test machine with an installed specimen. The low-cycle fatigue
test and the tensile test were performed on an INSTRON 8802 servo hydraulic machine
in ambient air at room temperature. For the local deformation measurement, a clip-on
extensometer with a gauge length of 25 mm was used and attached to the test specimens.
The quasi-static tensile test was performed with a constant strain rate of 1 mm/min, while
the cyclic load frequency for the low-cycle fatigue testing was kept to around 0.03 Hz. The
low-cycle fatigue tests were conducted under fully reversed axial push and pull strain-
controlled conditions. The test programs were designed as follows:

1. Tensile tests: to obtain the basic mechanical properties of the material such as the
elastic modulus E0, the yield stress σy, the ultimate stress σu, and the elongation at
breakage δ0. Static tensile tests were performed using 3 specimens.

2. Fatigue tests: to investigate the LCF behavior of the damage free material, a group
of specimens were cyclically loaded up to fracture at selected strain amplitudes.
The strain amplitude (Δε/2) in the pure fatigue tests ranged from 1.0% to 3.0%.
18 specimens were used in the fatigue tests. The strain ratio R = εmax/εmin was set as
−1 for all fatigue load cases.

3. Tension–fatigue tests: to study the effect of large tensile plastic strain on the low-
cycle fatigue behavior of the material, post-tension fatigue tests were carried out.
First, the specimens were loaded with a very large deformation into the plastic stage.
Afterwards, low-cycle fatigue loads were applied to the pre-damaged specimens.
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9 specimens were used in the tension–fatigue tests. Triangular waveform was adopted
for all cyclic loads.

4. Fatigue–tension tests: to study the effect of LCF damage on the tensile behavior of
the material, pre-cyclic tests were performed to produce LCF damaged samples, and
subsequent static tensile tests were carried out on these pre-damaged specimens.
12 specimens were used in these tests.

Figure 2. Test setup and instrumentation.

3. Results and Discussions

3.1. Tensile Tests

Three specimens were used in the monotonic tensile tests, in which two of them were
used for repeated tests. The key parameters were derived from the stress–strain curves.
Table 2 shows the monotonic tensile properties of the material, in which σy represent the
yield stress, σu represents the ultimate stress, εu represents the ultimate strain corresponding
to the ultimate stress, E0 is the elastic modulus, and δ0 denotes the elongation at breakage.

Table 2. Monotonic tensile properties of Q345 steel.

σy (MPa) σu (MPa) εu (%) E0 (GPa) δ0 (%)

389.6 529.2 26.0 204.2 39.5

3.2. Fatigue Tests

Constant-amplitude protocols were used for the LCF tests according to GBT 15248-
2008 [29]. Six strain amplitude levels were designed, e.g., 1.0%, 1.5%, 1.7%, 2.0%, 2.5%,
and 3.0%. 18 specimens were used in these tests. Figure 3 shows the hysteretic loops with
different strain amplitudes in the fatigue tests. Table 3 lists the low-cycle fatigue lives of the
specimens under different amplitudes of cyclic loads, in which Nf represents the fatigue
life. As can be seen, low-cycle fatigue life decreases as the load amplitude increases in the
constant-amplitude loading conditions.
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Figure 3. Hysteretic loops of low-cycle fatigue tests with strain amplitudes of: (a) 1.0%; (b) 1.5%;
(c) 1.7%; (d) 2.0%; (e) 2.5%; (f) 3.0%.

Table 3. Low-cycle fatigue lives of Q345 steel.

No. Δε/2 (%) Nf Average Life

1
1.0

364
405.02 430

3 421
4

1.5
276

304.75 312
6 326
7

1.7
244

234.08 220
9 238
10

2.0
214

194.711 198
12 172
13

2.5
128

139.014 140
15 149
16

3.0
71

77.717 65
18 97
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The total strain amplitude in LCF tests is composed of the elastic strain amplitude
component and the plastic component as such:

Δε/2 = Δεe/2 + Δεp/2 (1)

where Δεe/2 is the elastic strain amplitude part, and Δεp/2 is the plastic strain amplitude part.
The relation between the LCF lives and the plastic strain amplitudes can be described

by the Coffin–Manson equation:

Δεp/2 = ε’f·(2Nf)
c (2)

where ε’f is the fatigue ductility coefficient and c is the fatigue ductility exponent.
Figure 4 shows the fatigue lives of the test specimens and the fitting strain–fatigue

life relation (see Equation (3)), which can be used to predict the LCF life of this kind of
steel material.

Δεp/2 = 0.843·(2Nf)
−0.64 (3)

Figure 4. Fitting results based on the LCF tests.

Figure 5 shows the stress–strain loops at the Nf/2 load cycle under different strain
amplitude conditions. It can be seen that the maximum stress in each case is basically
on the coincident curves, and all the hysteretic loops are well-stacked and in a stable
state. This means this kind of steel material illustrates Masing behavior, and it has a good
energy dissipation capacity. Hysteretic curves can be fitted using the Ramberg–Osgood
equation [30], and for LCF tests, the relation between the cyclic stress and strain can be
expressed as:

Δσ/2 = K’·(Δεp/2)n’ (4)

where Δσ/2 is the stable stress amplitude, K’ is the cyclic hardening coefficient, and n’ is
the cyclic hardening index. These stable values are obtained from the stress–strain loops at
the Nf/2 load cycle as shown in Figure 5. The parameters in the Ramberg–Osgood equation
can be calibrated via these experimental results. Parameter K’ is 395.8 and n’ is 0.118 for the
low alloy steel Q345.

3.3. Fatigue-Tension Tests

The fatigue–tension tests were conducted to investigate the remaining mechanical
properties of the specimens after being fatigue damaged. A constant strain amplitude of
1.7% was adopted in the fatigue–tension tests. Therefore, the corresponding fatigue life at
this strain amplitude is 234.0 according to the previous pure fatigue tests. Eight different
pre-fatigue levels were selected by applying different numbers of load loops (10, 20, 30,
40, 50, 60, 70, and 200) to the specimens. The pre-damage levels are represented using the
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ratio of the applied load cycles N and the corresponding fatigue life Nf. Figure 6 shows the
stress–strain curves of the fatigue–tension tests, in which the static tensile curves are also
illustrated for comparison. As can be seen, the ductility of the fatigue-damaged specimens
decreases dramatically. When the specimen is severely fatigue-damaged, e.g., N/Nf = 0.855,
both the strength and ductility degrade significantly.

Figure 5. Stabilized cyclic stress–strain hysteretic loops in low-cycle fatigue tests.

Figure 6. Cont.
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Figure 6. The stress–strain curves of fatigue-tension tests with strain amplitude of 1.70% and pre-
fatigue damages of: (a) 0.043; (b) 0.085; (c) 0.128; (d) 0.171; (e) 0.214; (f) 0.256; (g) 0.300; (h) 0.855.

The fatigue–tension tests were also conducted with a constant strain amplitude of 2.5%
to study the effects of the load amplitudes. The corresponding fatigue life with a strain
amplitude of 2.5% is 139.0. Four different pre-fatigue levels were designed by applying 10,
20, 30, and 40 load cycles to the specimens. Figure 7 shows the stress–strain curves of the
fatigue–tension tests with strain amplitude of 2.5%. As can be seen, the ultimate stress is
almost unaffected by the pre-fatigue damage in these cases.

Figure 7. The stress–strain curves of fatigue–tension tests with a strain amplitude of 2.5% and
pre-fatigue damages of: (a) 0.072; (b) 0.144; (c) 0.216; (d) 0.288.
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Figure 8 shows the remaining mechanical properties of the specimens after being
fatigue damaged, in which σ’u represents the remaining ultimate stress, ε’u represents
the ultimate strain corresponding to the remaining ultimate stress, and δ denotes the
elongation of the specimens with pre-fatigue damages. As can be seen in the figure, the
ultimate strength and the elongation decrease as the pre-fatigue damages increase. The
strain amplitudes of the cyclic loads have no significant effects on the deterioration tendency
of the mechanical properties. Notable among the deterioration of the mechanical properties,
the ultimate strain ε’u corresponding to the ultimate stress decreases remarkably even if the
pre-fatigue damage is slight, which indicates an earlier decrease of the tensile stress–strain
curves (see Figures 6 and 7). The fitting equations of the test results are also given in these
figures (see Equations (5)–(7)), which can be adopted for the prediction of the remaining
mechanical properties of the fatigue-damaged materials. Note that for the fitting of the test
results ε’u, the result of the undamaged specimen was not used (Figure 8b).

σ’u/σu = −0.151·(N/Nf) + 1.000 (5)

ε’u/εu = −0.114·(N/Nf) + 0.627 (6)

δ’u/δ0 = −0.372·(N/Nf) + 0.974 (7)

(a) 

(b) 

' u 
/

u

N Nf

'u / u − N Nf +1.000
R

' u 
/

u

N Nf

'u / u − N Nf +0.627
R

Figure 8. Cont.
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(c) 

/

N Nf

/ − N Nf 0.974
R

Figure 8. The remaining mechanical properties of the specimens after being fatigue damaged;
(a) remaining ultimate stress; (b) strain corresponding to remaining ultimate stress; (c) remaining
elongation at breakage.

3.4. Tension-Fatigue Tests

In this section, the effects of pre-damages caused by a large tensile plastic deformation
on the LCF behavior of the low alloy steel are studied. Consequently, the tension–fatigue
tests were performed, in which the specimens were firstly subjected to tensile strains of
3.35%, 4.20%, 5.03%, 5.86%, 6.70%, 7.54%, 8.38%, 9.20, and 10.10% to generate different
pre-damage levels, and then subsequent low-cycle fatigue loads were applied to the same
specimens. Figure 9 shows the stress–strain curves obtained from the tension–fatigue tests,
in which constant strain amplitude of 1.7% was selected. Table 4 shows the remaining
LCF lives of the specimens with consideration of the pre-damages caused by prior tensile
deformation, in which N’f represents the remaining fatigue life.

Table 4. Test results of the tension–fatigue tests.

No. εt (%) N’f

1 3.35 185
2 4.20 221
3 5.03 192
4 5.86 180
5 6.70 190
6 7.54 247
7 8.38 201
8 9.20 229
9 10.10 238

Figure 10 shows the remaining LCF lives of the pre-damaged specimens, in which
the fatigue life of the specimen without pre-damage is also indicated. As can be seen,
the fatigue lives decrease due to the pre-damages induced by the tensile deformation in
most cases. However, this kind of effect is not so notable. The remaining fatigue lives of
the specimens with previous tensile deformation damages of 7.54% and 10.10% are even
longer than that of the undamaged ones. Considering the large dispersion of the fatigue
test results, it can be concluded that the fatigue lives are almost unaffected as long as the
pre-applied tensile strain is lower than 10%.
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Figure 9. The stress–strain curves of tension–fatigue tests with a prior maximum tensile strain of:
(a) 3.35%; (b) 4.20%; (c) 5.03%; (d) 5.86%; (e) 6.70%; (f) 7.54%; (g) 8.38%; (h) 9.20%; (i) 10.10%.
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Figure 10. The remaining low-cycle fatigue lives considering prior tensile deformation damages.

4. Conclusions

The low-cycle fatigue behavior, the remaining mechanical properties with considera-
tion of low-cycle fatigue damages, and the remaining fatigue lives considering the prior
plastic deformation damages of low carbon alloy steel Q345q were experimentally studied
herein. The following conclusions can be drawn, and they are limited to Q345q steel, which
was adopted in the tests of this study.

1. The Manson–Coffin formula of Q345q steel was obtained based on the pure fatigue
tests, which can be used to predict the low-cycle fatigue life of this kind of material.
The stable hysteretic loops are well-stacked. The material illustrates Masing behavior,
and it has a good energy dissipation capacity.

2. The ductility of the LCF-damaged materials decreases in comparison with the undam-
aged ones. When the specimen is severely fatigue-damaged, e.g., N/Nf = 0.855, both
the strength and the ductility degrade significantly.

3. The strain amplitudes of the prior cyclic loads have no significant effects on the deteri-
oration tendency of the remaining mechanical properties. The strain corresponding to
the ultimate stress decreases remarkably, indicating an earlier decrease of the tensile
stress–strain curves.

4. The obtained fitting equations of the remaining mechanical properties of the fatigue-
damaged specimens can be adopted for the plastic behavior prediction of the LCF-
damaged steel materials.

5. The low-cycle fatigue lives of Q345q steel are almost unaffected, as long as the pre-
applied tensile strain is lower than 10%.

Author Contributions: Conceptualization, Z.T. and Z.H.; methodology, Z.T.; software, Q.L.; valida-
tion, Z.T. and Q.L.; formal analysis, Q.L. and X.Y.; investigation, H.X.; resources, Z.T.; data curation,
Q.L. and Z.T.; writing—original draft preparation, Z.T. and Q.L.; writing—review and editing, Z.H.
and H.Z.; visualization, Q.L.; supervision, Z.T.; project administration, Z.T.; funding acquisition, Z.T.
All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Postgraduate Research & Practice Innovation Program of
Jiangsu Province (SJCX22_1747, KYCX21_3225), the Qing Lan Project of Yangzhou University, and
the National Natural Science Foundation of China (51708485).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data is contained within the article.

30



Crystals 2022, 12, 967

Acknowledgments: The corresponding author gratefully acknowledges the support of Yangzhou
Zhongde Mining Machinery Co., LTD., Yangzhou, China for the manufacturing and testing work of
some of the specimens.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Smith, B.H.; Szyniszewski, S.; Hajjar, J.F.; Schafer, B.W.; Arwade, S.R. Steel foam for structures: A review of applications,
manufacturing and material properties. J. Constr. Steel Res. 2012, 71, 1–10. [CrossRef]

2. Stornelli, G.; Gaggiotti, M.; Mancini, S.; Napoli, G.; Rocchi, C.; Tirasso, C.; Di Schino, A. Recrystallization and grain growth of
AISI 904L super-austenitic stainless steel: A multivariate regression approach. Metals 2022, 12, 200. [CrossRef]

3. Di Schino, A. Analysis of phase transformation in high strength low alloyed steels. Metalurgija 2017, 56, 349–352.
4. Guo, Y.; Fang, C.; Zheng, Y. Post-fire hysteretic and low-cycle fatigue behaviors of Q345 carbon steel. J. Constr. Steel Res. 2021,

187, 106991. [CrossRef]
5. Dong, Q.; Yang, P.; Xu, G.; Deng, J. Mechanisms and modeling of low cycle fatigue crack propagation in a pressure vessel steel

Q345. Int. J. Fatigue 2016, 89, 2–10. [CrossRef]
6. Liao, F.; Wang, W.; Chen, Y. Parameter calibrations and application of micromechanical fracture models of structural steels. Struct.

Eng. Mech. 2012, 42, 153–174. [CrossRef]
7. Tsutsumi, S.; Fincato, R.; Luo, P.; Sano, M.; Umeda, T.; Kinoshita, T.; Tagawa, T. Effects of weld geometry and HAZ property on

low-cycle fatigue behavior of welded joint. Int. J. Fatigue 2022, 156, 106683. [CrossRef]
8. Procházka, R.; Džugan, J. Low cycle fatigue properties assessment for rotor steels with the use of miniaturized specimens. Int. J.

Fatigue 2022, 154, 106555. [CrossRef]
9. Ho, H.S.; Lv, C.; Zhou, W.; Zhang, E. Low-cycle fatigue behavior of gradient structured austenitic stainless steels under high

strain amplitude. Fatigue Fract. Eng. Mater. Struct. 2022, 45, 1818–1829. [CrossRef]
10. Huang, X.; Yuan, Y.; Zhao, J.; Wei, C. Comparative study on ultra-low-cycle-fatigue behavior of Q235 normal-steel and Q690

high-strength steel. J. Constr. Steel Res. 2022, 194, 107308. [CrossRef]
11. Tong, C.; Wu, J.; Hua, K.; Tian, H. Low-cycle fatigue life evaluation of buckling-restrained braces based on cumulative plastic

deformation curves. Adv. Struct. Eng. 2022, 25, 336–354. [CrossRef]
12. Yoon, S.; Cui, Y.; Kimura, Y.; Gu, S.; Toku, Y.; Ju, Y. Improvement of low-cycle fatigue life of austenitic stainless steel by multiple

high-density pulsed electric currents. Int. J. Fatigue 2022, 156, 106639. [CrossRef]
13. Hua, J.; Yang, Z.; Zhou, F.; Hai, L.; Wang, N.; Wang, F. Effects of exposure temperature on low–cycle fatigue properties of Q690

high–strength steel. J. Constr. Steel Res. 2022, 190, 107159. [CrossRef]
14. Tang, Z.Z.; Xue, H.Y.; Liu, H.; Zhang, W. Prediction of ultralow cycle fatigue damage of thin-walled steel bridge piers. Adv. Steel

Constr. 2021, 17, 403–411.
15. Bouazza, H.; Djelil, M.; Matallah, M. On the relevance of incorporating bar slip, bar buckling and low-cycle fatigue effects in

seismic fragility assessment of RC bridge piers. Eng. Struct. 2022, 256, 114032. [CrossRef]
16. Park, Y.J.; Ang, A.H. Mechanistic seismic damage model for reinforced concrete. J. Struct. Eng. 1985, 111, 722–739. [CrossRef]
17. Park, Y.J.; Ang, A.H.; Wen, Y.K. Damage-limiting aseismic design of buildings. Earthq. Spectra 1987, 3, 1–26. [CrossRef]
18. Cadenas-Herrera, P.; Amrouche, A.; Mesmacque, G.; Jozwiak, K.; Puchi-cabrera, E.S. Influence of residual fatigue damage on the

fracture toughness parameters of an AA6082-T6 aluminium alloy. Fatigue Fract. Eng. Mater. Struct. 2010, 33, 54–65. [CrossRef]
19. Tang, Z.; Hu, X.; Jiang, J.; Xue, H.; Zhuge, H. Effects of pre-fatigue damages on ultimate strength of steel columns: From material

to structure. J. Constr. Steel Res. 2022, 195, 107358. [CrossRef]
20. Paul, S.K.; Sivaprasad, S.; Dhar, S.; Tarafder, S. Cyclic plastic deformation and damage in 304LN stainless steel. Mater. Sci. Eng. A

2011, 528, 4873–4882. [CrossRef]
21. López, J.G.; Verleysen, P.; Baere, I.D.; Degrieck, J. Tensile properties of thin-sheet metals after cyclic damage. Procedia Eng. 2011,

10, 1961–1966. [CrossRef]
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Abstract: Exposure of the engine valve to high temperatures led to the degradation of the valve
material due to microstructural instability and deteriorating mechanical properties. Performance
enhancement and alteration in microstructures can be attained through the powder metallurgy
route which is a viable method to produce near net shape components. In this current study, the
development of austenitic stainless steel (21-4N) through the powder metallurgy route as an alternate
material for engine valves was investigated. Mechanical alloying was carried out for the pre-alloyed
mixtures and consolidated using vacuum hot pressing. Sintering parameters were fixed at 1200 ◦C,
50 MPa and at a vacuum level of 10-3 Torr. A scanning electron microscope was used to analyze
the morphology of the milled powders. Densities for the hot pressed powders were compared
with theoretical densities and found to be around 98–99%. Observations regarding grain size, the
presence of austenitic grain, heterogeneous distribution of metal carbides and analysis of chemical
composition along the metal matrix were determined using both optical and electron microscopes.
X-ray diffraction was carried out for both the consolidated and powder samples. The hot pressed
samples exhibited a hardness value of 410 ± 10 Hv. An isothermal compression test for the sintered
samples was carried out at a temperature of 650 ◦C and strain rate of 0.001 s−1. It is showed that
the compressive strength of 1380 MPa. An analysis between the room temperature yield strength
obtained from hardness measurement and the strengthening mechanism based on the microstructure
was conducted. Grain size, dislocation and solid solution are the major strengthening mechanisms
which strengthen the material. Overall, the development of valve steel material through the powder
metallurgy route exhibited improved metallurgical and mechanical properties in comparison to the
corresponding cast product.

Keywords: 21-4N valve steel; mechanical alloying; vacuum hot pressing; powder metallurgy

1. Introduction

Almost all engine valves consist of bi-metallic welded materials, which are composed
of hardened steel stem and a superalloy. Superalloys previously used for valve manu-
facturing include Inconel 751, Pyromet 31 and Nimonic 80A which are resistant to heat,
oxidation/corrosion and wear at elevated temperatures [1]. Due to the higher cost and
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processing requirements of nickel-based superalloys, valve manufacturers initiated the
development of an alternate material consisting of titanium and austenitic stainless steels
(21-4N). Due to the low density of titanium alloys, it had a good strength to weight ratio
when compared to existing materials consisting of nickel superalloys. However, titanium
alloys had poor room temperature ductility, low toughness properties and a high cost of
production [2]. An alternate suitable material to improve strength, resistance to creep,
corrosion and oxidation resistance at elevated temperatures is 21-4N austenitic heat re-
sistant stainless steel [3]. It consists of a high chromium and manganese content which
improve the material properties and provide structural stability. The high pressure and
high operating temperature of automotive valves ranges between 800–950 ◦C, where the
instability in strength was noted [4].

Zhang et al. analyzed the failure of valve heads due to the non-uniform distribution of
temperature in the valve region, which resulted in an increased stress concentration and led
to a crack in valve heads [5]. Similarly, a review of the failure of the engine valve conducted
by Naresh et al. suggested that the principal reason for the failure of the valve is excessive
heating leading to the degradation of valve material, fretting, microstructural instability
and impact load [6]. If the engine valve is deemed poor, the output power decreases or can
even lead to seizure. Overall, analyses regarding automotive failure have been conducted
predominantly in engines [7].

Several researchers carried out the failure analysis of engine valves and interpreted
the cause for its failures. Yu et al. investigated the failure of an exhaust valve made of
5Cr21Mn9Ni4N steel. It was stated that the reason for the failure is the disintegration of the
austenitic structure due to the depletion of chromium from the grain structure. This led to
impaired mechanical properties and subsequently fatigue failure [8]. Kum et al. found that
the thermal deformation of valve heads leads to valve fracture. Moreover, they found that
fractures occurred as a result of non-uniform stress distribution near the valve region [9].

Overall, it can be seen that materials produced through the cast route showed inhomo-
geneous grain growth throughout the product due to the uneven solidification rate during
the casting process. To overcome these defects, alloys were developed through directional
solidification to uplift the mechanical properties along the longitudinal directions. This will
eliminate the weakening of the grain boundary and enhance high temperature mechanical
strength. One such method to obtain high strength with fine grain structure is the powder
metallurgy route. Near net shapes are obtained using the powder metallurgy process
which reduces secondary machining processes such as milling, turning and drilling [10,11].
A better surface finish, close tolerance and post or secondary processing are needed for
many parts in the service industry. With the introduction of powder metallurgy compo-
nents, market review shows that 60% of components will only require one machining
processes [12]. Powder consolidation techniques using vacuum hot pressing will eliminate
unwanted and undesirable reactions within metal matrices due to the lower processing
temperature [13]. Great flexibility during material design and selection can be achieved
using powder metallurgy technique. Due to these advantages, materials developed using
the powder metallurgy route exhibit superior properties in comparison to their counter-
parts developed through traditional methods such as the melting and casting route [14–16].
Components produced through the powder metallurgy route present fine microstructure
and a homogeneous distribution of particles [17]. To consolidate metal powder particles in
order to attain superior strength, hot pressing under vacuum conditions was carried out.
During this process, both temperature and pressure were applied to the powder compacts.
Vacuum condition was used to provide control over the atmosphere to prevent oxidation at
a high temperature. These powder particles consist of a single phase before consolidation. It
is attained by the process of mechanical alloying (MA). Without melting, the solid solution
can be attained by violently deforming the powder mixtures under controlled conditions.
This non-equilibrium process works based on energizing and quenching, whereby the
alloyed materials are brought into the metastable state with the application of pressure
and temperature. Moreover, studies related to hot compression for 21-4N were carried out
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previously using the casting route [18–20], whereas hot compression studies of 21-4N steel
developed using the powder metallurgy route have yet to be reported.

The literature related to the comparison of mechanical and microstructural properties
of similar materials with different processing routes are relatively scarce. Bartolomeu et al.
studied the microstructure and mechanical properties of austenitic 316L stainless steel
developed using both conventional casting and also the powder metallurgy route (hot
pressing). It was reported that 316L stainless steel samples had a coarse grain structure
in cast route whereas they possessed an equiaxed grain structure when developed using
the hot pressing technique. A slight increase in hardness of 6% was reported for 316L
developed through hot pressing. Yield and tensile strength increased by 33% and 50%,
respectively, due to the equiaxed grain structure [14]. Garbacz et al. compared the mechan-
ical and microstructural properties of platinum and rhodium (Pt-Rh) alloys manufactured
using the isostatic pressing and casting route. When subjected to tensile testing, both
the alloys exhibited an increase in tensile property by a factor of 2.5 when compared to
alloys manufactured using the casting technique. The increase in tensile properties for
Pt-Rh alloys developed using the powder metallurgy route can be attributed to grain size
strengthening as a result of the fine grain size when compared with the coarser grain ob-
tained with the casting route [15]. High entropy alloys consisting of Fe-Ni were developed
by Larissa et al. using the cast and spark plasma sintering technique. Alloys developed
using powder metallurgy possessed a nano-sized FCC metal matrix with a uniform and
fine grained microstructure, whereas in contrast, cast alloys showed a coarse grained struc-
ture. Similarly, the mechanical properties were far superior when compared to its cast
products [16]. Overall, the alloys developed through the powder metallurgy route showed
improved mechanical properties when compared to cast products of a similar composition.

In the present work, we developed a suitable substitute for valve materials consisting
of austenitic stainless steel (21-4N) using the powder metallurgy technique. It is very
important that the microstructural stability of the material is evaluated using an optical
micrograph (OM), scanning electron microscope (SEM) along with energy dispersive
spectrum (EDS) and transmission electron microscopy (TEM) studies. The structural
evolution of the powders was studied using SEM, and the X-ray diffraction (XRD) patterns
were also evaluated for the hot pressed samples. The Vickers hardness (HV) for the
consolidated samples was evaluated and compared with results obtained with various
strengthening mechanisms.

2. Experimental Procedures

The chemical composition for the valve material of 21-4N austenitic stainless steel was
developed with ferro-alloy powders of Fe-Ni, Fe-Mn and Fe-Cr which had a particle size of
less than 25 μm. The desired chemical composition of 21-4N heat resistant steel is shown in
Table 1.

Table 1. Individual elemental composition for 21-4N steel.

Alloy
Concentration of Elements in wt%

Cr Ni Mn C Si Fe

21-4N 21 4 8.2 0.48 0.40 Rest

To convert the pre-alloyed mixtures into austenitic alloy, high energy planetary ball
milling was used. MA was executed in a Fristch GmbH planetary ball mill with tungsten
carbide balls and vials where the ball to powder ratio (BPR) was 10:1. Ball milling was
carried out for 10 h at 300 rpm with toluene as the process control agent. The structural
morphology of the milled powders at regular intervals were studied using SEM analysis.
Milled powders were consolidated using vacuum hot pressing with a temperature, pressure
and vacuum level of 1200 ◦C, 50 MPa and 10−3 Torr, respectively, for a period of 2 h. A
schematic representation is shown in Figure 1 for vacuum hot pressing. After vacuum hot
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pressing, the dimensions of the consolidated sample obtained were 30 mm in diameter and
12 mm in height as shown in Figure 2.

Figure 1. Schematic representation of vacuum hot pressing.

Figure 2. Schematic representation of vacuum hot pressed sample.

Vacuum hot pressed samples were analyzed for densification studies, microstructural
examination and phase determination. Metallographic techniques were used to prepare
the sample with ferric chloride as the etchant to reveal the microstructure. The phase
distribution, shape and morphology of both powder and vacuum hot pressed samples
were studied using SEM-EDS. INCA Xsight JOEL–JEM–2100 was used to carry out the
transmission electron microscopy (TEM) study operated at 200 kV. The preparation of
samples for TEM studies was initially carried out with Gatan model 656 for dimpling the
specimens, followed by ion milling with Gatan model 691. Measurement of hardness for the
hot pressed samples was evaluated at room temperature in a Vickers micro hardness tester
using a FIE Model OMEGA hardness tester (Deckenpfronn, Germany). Indentation was
carried out using a diamond intender at a load of 1 kg for a dwell time of 15 s. The bottom
of the test specimens were filed flat before each testing. From each of the three hot pressed
samples, 10 indentations were carried out and each of the indents were spaced 3 mm from
each other. Zwick/Roell Z100 was used to carry out compression testing to evaluate the
compression strength of the hot pressed samples as per ASTM E209, with a strain rate of
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0.001 s−1 and at 650 ◦C. Specimens of cylindrical sizes with a height 10 mm and diameter
8 mm were subjected to uniaxial compression. During hot compression, the sintered
samples were heated through resistance heating and the temperature measurements were
conducted in thermocouples. To reduce the effect of friction during hot compression, the
two ends of the sample were padded with a lubrication sheet consisting of graphite.

3. Results and Discussion

3.1. Structural Morphology of Milled Powders

Pre-alloyed mixtures of the powder particles consisting of ferro-alloys and traces of
elemental powders that were blended inside a tungsten carbide vial are shown in Figure 3a.
From the micrograph, it can be observed that the ferro-alloy particle mixtures consisted of
various shapes such as irregular dentritic and flaky structures. Similarly, the morphology
of the mixtures is shown in Figure 3b,c for a milling condition of 5 h and 10 h, respectively.

Figure 3. (a–c) Morphology of milled powders at regular milling interval.

From the SEM morphology, significant variations in size and morphology of the pre-
alloyed powders during the entire milling time at regular intervals can be observed. The
initial condition of the powder particles was soft and ductile. As the milling was carried
out in wet conditions, these soft particles tended to agglomerate with each other during the
early stages. With the continuation of milling, the agglomerated particles break down and
flatten. It is evident that the milled powders are finer when compared to the initial condition
after 5 h of milling. The formation of finer particles is due to the repeated fracturing and
welding between the powder particles due to collisions between ball-powder-vial. Due
to the high impact ball-powder-vial and shearing action between them, a high amount
of energy was transferred to the milled powders. However, after 10 h of milling, the
milled powders were found to be fragmented due to continuous work hardening. The
surface properties revealed that the fracturing of the powder particles was dominant when
compared to cold welding.

From Table 2, several studies carried out on the formation of austenitic stainless steel
through MA are presented and it can be inferred that the formation of austenitic stainless
steel depends on the milling parameters, namely starting materials, milling medium, BPR
and milling time.
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Table 2. Evolution of various austenitic grade stainless steels from different starting powders
through MA.

Elemental/Pre-Alloyed
Mixtures

Balls and Vial BPR Milling Speed (rpm)
Milling
Time (h)

References

304, 316 and 310 Stainless Steel 5:1 300 50 [21]
Fe, Cr, Ni and W Tungsten Carbide 10:1 300 25 [22]

Fe, Ni, Cr, Mo, Al and Mn Stainless Steel 30:1 500 16 [23]
Fe, Cr, Ni, W and Ti Stainless Steel 10:1 380 60 [24]

Fe, Cr, W, Fe-Ti and Fe-Y Stainless Steel 8:1 225 100 [25]
Fe, Cr, Mn and Mo Stainless Steel 25:1 300 60 [26]

Fe, Cr and Mn Stainless Steel 25:1 300 100 [27]
Fe, Cr and Mn Stainless Steel 10:1 400 144 [28]

Fe-Cr, Fe-Ni and Fe-Mn Tungsten Carbide 10:1 300 10 Current study

When compared to stainless steel balls and vials, the kinetic energy of the moving par-
ticles within the vial is higher for tungsten carbide due to its higher density. If the austenitic
stainless steel powders were to be developed from elemental powders, their evolution
would require much more time compared to their development from pre-alloyed mixtures.

3.2. Evaluation of Density for the Hot Pressed Samples

Consolidation of the MA powders was carried out using hot pressing under a vacuum
atmosphere. Density measurements for the vacuum hot pressed samples were performed
using Archimedes principle. Theoretical density was calculated using rule of mixtures and
compared with the hot pressed density as shown in Figure 4. The density attained for the
hot pressed samples is averaged to be 7.67 g/cc which is 98.8% the density when compared
to the theoretical density. A higher density was achieved due to MA, which fractured the
powder particles to produce complicated shapes, which in turn increased the surface area
of the powder particles required for hot pressing. Reduction in the size of the particles led
to the formation of single compacts during hot pressing through grain boundary diffusion
rather than lattice diffusion [29,30]. The high specific area of the powder particles initiated
the surface diffusion mechanism during the initial stages of sintering. As the sintering
progressed, grain boundary diffusion occurred and during later stages volume diffusion
took place to produce highly dense compacts.

Figure 4. Density of hot pressed samples developed through powder metallurgy route.
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3.3. Metallography Analysis

Figure 5a depicts the optical micrograph of 21-4N austenitic steel developed through
vacuum hot pressing. The microstructure consists of equiaxed austenitic grains with
grain boundary carbides distributed heterogeneously along the grain boundaries. The
formation of grain boundary carbides is due to the slow cooling rate of 25 ◦C/min attained
during vacuum hot pressing. The cooling rate plays an important role in the formation
of metal carbides in an austenitic structure. This 21-4N alloy consists of low nickel and
a high concentration of chromium in the metal matrix. Due to this, the grain boundary
carbides consist of chromium-rich precipitates which are seen as dark phases within the
micrograph. The light region represents austenitic grains. As the temperature for sintering
is high (1200 ◦C), pores are not evident in the micrograph. Growth of grains did not
occur at a faster pace at the beginning stages of sintering. However, at later stages of the
sintering, cycle due to high temperatures, the available pores were rounded off. This can be
interpreted in relation to a larger grain size in comparison to the crystallite size obtained as
a result of MA. The sintering mechanism promotes the volume diffusion process through
grain boundaries which act as vacancy sinks. The coalescence of pores occurs at high
temperatures where grain growth is observed with grain boundaries as pinning points.
Grain growth resulted in the rounding off of pores with little room for vacancies. Similarly,
the density of the samples increased due to grain growth as well as volume diffusion.

Figure 5. Optical micrograph of (a) 21-4N, (b) corresponding grain size.

The mean grain size of the austenitic grain was found to be around 7–12 μm as shown
in Figure 5b. The grain size was measured using the intercept method as per ASTM E112.
The size of the grains was much smaller compared to a similar cast product which contained
16 μm and 17 μm sized grains as reported by Ji et al. and Kumar et al., respectively [20,31].
The initial starting size of the powders followed by the MA inhibited the grain growth
during sintering in order to obtain a fine grain size.

The precipitation of carbides along the grain boundaries can still be authenticated
using a SEM-EDS analysis. Figure 6a,b show the SEM-EDS analysis of both the grain and
grain boundaries of 21-4N austenitic stainless steel. The presence of carbide precipitates is
due to the effect of alloying elements within the metal matrix which change the solubility
of carbon in the austenitic matrix. As nickel and manganese are austenitic stabilizers, they
enhance the precipitation of carbides by reducing their solubility within the metal matrix.
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Figure 6. SEM-EDS analysis of 21-4N both at (a) grains and (b) grain boundaries.

In both the grains and grain boundaries, three sections of EDS measurement were
selected and shown in Table 3. A variation in the chemical composition can be seen from
the EDS analysis. It is evident that elemental migration took place from the grains to the
grain boundary. From Figure 6a, concentration spots (1, 2 and 3) within the grain reveal the
presence of an austenite stabilizing element such as nickel at an appropriate level. Similarly,
at the grain boundary spot in Figure 6b, a higher concentration (1, 2 and 3) of chromium,
carbon and manganese along with iron were found in excess in comparison to the required
elemental composition. In comparison to similar studies conducted by Xu et al., the size
of the carbide precipitates were not larger or continuously dispersed within the metal
matrix [32]. Moreover, the development of the alloy through the powder metallurgy route
led to the formation of fine grains and restricted the size of metal carbide precipitates.

Table 3. EDS concentration of elements both at grain boundaries and grains.

Location Region
Concentration of Elements, wt%

Cr Ni Mn C Fe

Grain
1 19.9 3.8 8.5 0.25 Bal.
2 19.2 3.6 8.3 0.30 Bal.
3 18.7 4.1 8.7 0.27 Bal.

Grain
Boundary

1 25.3 4.4 9.2 0.65 Bal.
2 26.4 4.25 9.1 0.70 Bal.
3 24.2 4.3 8.9 0.68 Bal.
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The XRD analysis of the vacuum hot pressed steel is shown in Figure 7, and it can be
confirmed that these metal carbides were mostly composed of M23C6 where M represents
chromium, manganese and iron. The formation of carbides occurred mainly due to the
higher C/Cr ratio. From the metallographic studies, it can be understood that M23C6
nucleates very easily at the beginning when compared to other types of carbides. Moreover,
the structural shape of these metal carbides is of a globular or cellular type. These carbide
precipitates are usually observed near the grain boundaries due to it being a favorable place
for carbon, with an interstitial solid solution capability which rapidly diffuses near the
grain boundaries. The intensity of austenite peaks was dominant when compared to M23C6
peaks. The formation of the M23C6 peak in hot pressed samples is due to slow cooling in
the sintering cycle. During the sintering of MA powders at 1200 ◦C, the peaks of austenite
became intense and sharper with diminished peaks of M23C6. The presence of M23C6 at the
grain boundary improved the material resistance to heat and sliding of grains. Similarly,
Figure 8 shows the XRD analysis of powder particles milled for 10 h. The austenitic peak is
evident from the XRD analysis.

Figure 7. X-ray diffraction pattern for vacuum hot pressed sample.

Figure 8. X-ray diffraction pattern for milled powder.
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Figure 9a represents the TEM microstructure of the vacuum hot pressed steel. Within
the austenitic grain, twins were available which indicates the presence of an austenitic
matrix. Face centered cubic crystal alloys have a tendency to form twins within the
microstructure when subjected to cold working and annealing as a result of low stacking
fault energy. Due to low stacking faults, the energy required for twin formation is lower
when compared to grain boundary formation. These kinds of fine austenitic twins are
found as the material is subjected to cold working and annealing during ball milling and
vacuum hot pressing, respectively. Few dislocations were also found within the grains due
to hot pressing. The formation of nano crystalline grains along with dislocations is the
outcome of severe plastic deformation. The dislocations are pinned at the grain boundaries.
This is due to the presence of metal carbides which are present at the grain boundaries
that resist dislocation due to the precipitate strengthening mechanism. These precipitates
will impede movement or dislocation and resists plastic deformation. Due to MA, the
powders consists of residual stresses which act as sites for nucleation [33]. During sintering,
these powders nucleates and give rise to the particle stimulated nucleation phenomenon.
Face centered cubic structures are found to have particle stimulated nucleation. As the
holding time during sintering is 2 h, some grains nucleate near the grain boundaries. This
is because a favorable place for grain nucleation is near the grain boundaries which are also
the locations for rapid diffusion when compared to a lattice. From Figure 9a, few grains
are seen in between the grain and grain boundary region. Grain sizes of the TEM samples
were determined by the method of linear intercept. The mean grain size of 1 μm was
obtained for the samples developed through vacuum hot pressing as shown in Figure 9b.
Cast products with similar compositions had large precipitates of carbides along with
σ-phases which were not visible near the grain boundary in the current study [3]. Due
to the particle stimulated nucleation phenomenon, very few residual carbides were seen
within the metal matrix along with the formation of grains and grain boundaries. Similarly,
as the material was manufactured using MA and subsequently consolidated using hot
pressing, σ-phases and other intermetallics were not visible as sintering took place under a
vacuum atmosphere. The selected area diffraction (SAD) pattern, as shown in Figure 9c,
indicates the formation of a nanocrystalline structure even after the consolidation of MA
powders at 1200 ◦C. The rings represent the formation of nano crystallite structures of the
metal matrix. Correspondingly, the outer ring represents the formation of face centered
cubic structures, namely (111) and (222), respectively. Both the austenitic matrix and
precipitates of the carbides co-exist within the metal matrix due to the fact that both have
face centered cubic structures.
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Figure 9. TEM micrograph of heat resistant austenitic steel of 21-4N (a) bright field image where
arrow mark indicates dislocation lines, (b) distribution of grain size for the austenitic matrix, (c) cor-
responding SAD pattern.

3.4. Hardness Measurement

Measurement of hardness was carried out using Vickers microhardness. Table 4 shows
the hardness value in comparison with other 21-4N heat-resistance steels manufactured
through other processing routes. The hardness obtained through the powder metallurgy
process was higher when compared to the hardness obtained through other processing
techniques. The increase in hardness is due to the higher sintering temperature during the
vacuum hot pressing technique [34]. Moreover, it can be seen that the presence of nano
crystalline structures led to the formation of a fine-grained metal matrix which was evident
from the microstructural analysis from Figure 9b which resulted in superior hardness for
the alternate valve steel material developed using the powder metallurgy route. Similarly,
the availability of precipitate strengthened metal carbides distributed heterogeneously
(not as continuous structure) near the grain boundaries which had a significant effect
on the increase in hardness. This acted as a strengthening mechanism in the formation
of precipitates.
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Table 4. Comparison of hardness values obtained for different valve steel made of 21-4N material.

Sl No. Manufacturing Method Hardness Value (Hv) References

1 Casting 360 ± 15 [3]
2 Casting 320 ± 10 [35]
3 Casting 290 ± 10 [4]
4 Casting 375 ± 15 [36]
5 Hot rolled 343 [31]
6 Powder Metallurgy 410 ± 10 Present Study

3.5. Hot Compression Measurements

Figure 10 represents high temperature compression stress strain curves for 21-4N steel
at 650 ◦C and 0.001 s−1. Superior strength of 1340 MPa was reported for the material devel-
oped using the powder metallurgy technique. The flow stress hump that can be seen within
the compressive stress strain graph is due to the formation of dynamic recrystallization
which accumulates during the straining [37]. Figure 11a illustrates the micrograph of hot
compressed samples at a temperature 650 ◦C and strain rate of 0.001 s−1. Local bulging
along with serrated irregular boundaries are indicated by arrow marks from Figure 11b.
In the SEM micrograph, the serrated irregular boundaries are due to the movement of
dislocations near the regions. Due to the fine microstructure, shearing of the particles is
avoided, leaving behind deformations in the form of bulging. Similarly, near the serrated
boundaries the structure consists of early stages of recrystallization. When compared to the
compression test of the 21-4N cast product, steel developed through the powder metallurgy
route showed higher compressive strength with a higher strain rate. Materials developed
through cast products showed a decreasing trend in hot compressive strength. Huang et al.,
reported a maximum hot compressive stress value of 350 MPa with material developed
through cast product [38]. Similar results of 350 MPa were reported by Li et al., and Ji et al.,
for 21-4N material developed through the cast process [19,20]. This can be attributed to
the fact that inhomogeneous distribution of grain growth from the surface to inner layers
occurred during uneven solidification rate. The development of the homogeneous and
fine microstructure attained as a result of the powder metallurgy processing route showed
substantial improvement in hot compressive values when compared to materials processed
using the cast route.

Figure 10. Hot compressive strength of the sintered sample, sample before and after compression (insert).
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Figure 11. SEM micrograph of hot compressed sample (a) Overview of bulged sample (b) indication
of serrated boundaries.

3.6. Corresponding Relationship between Mechanical and Microstructural Properties

The strength of the material at room temperatures was calculated and compared with
the strengthening mechanism. As stated in Equation (1), the strength of the material at
room temperatures was obtained with hardness measurements, where Hv is the value of
the obtained hardness in terms of MPa and σy is the yield strength [39]. A multiplication
factor of 9.8065 was used to convert the obtained hardness from Hv to MPa [40]. The value
of yield stress as per Equation (1) is 1340 MPa.

σy =
1
3

Hv (1)

For any alloy, the calculation of yield strength is also based on the combined contribu-
tion of the various strengthening mechanisms as stated in Equation (2) [39].

σy = σss + σgs + σdis (2)

where σss is strengthening due to a solid solution, σgs is grain size strengthening and σdis
strengthening due to dislocations. The effect of solid solution strengthening in an alloy is
mainly due to both substitutional and interstitial types of elements present in the system.
In the present study, substitutional elements consisted of chromium, nickel and manganese
which were the major alloying elements. Meanwhile, the presence of interstitial or minor
alloying elements based on their wt% was neglected, which in this case was carbon. The
solvent iron which is strengthened due to substitutional elements is given by Equation (3) [41].

σss = 0.00689KXn (3)

where “K” is coefficient of strengthening and the corresponding values of “K” for the
elements chromium, nickel and manganese are 1400, 6100 and 7000, respectively, “X”
represents the elemental concentration in the present alloy in terms of atomic percentage
and “n” is the constant valued 0.75 [42]. The effect of strengthening due of solid solution
for the current study is found to be 447 MPa from Equation (3). The Hall Petch relation
can be used to calculate the strengthening effect as a result of fine grain structure as per
Equation (4).

σgs = σo + kd
−1
2 (4)

where “σo” is taken as 30 MPa for iron alloys which is known as friction stress, “k” is a
constant and taken as 0.4 MN/m2 for austenitic stainless steel grain sizes of less than 3 μm
and “d” is the grain size (in meters) for the alloy [43]. Taking the average grain size of the

45



Crystals 2022, 12, 923

samples from Figure 9b as 1 μm, the yield strength due to grain boundary strengthening
is 430 MPa. The increase in strength due to dislocations present in the alloy is calculated
using Equation (5) [44].

σdis = αMGb
√

ρ (5)

The efficiency of the hardening effect induced due to dislocation is denoted by “α”
which as a constant ranges from 0.1 to 0.5, where the mean value is taken for calculation [42].
For a given FCC structure, “M” denotes Taylor’s factor which is 3, “G” is termed as modulus
of rigidity and for pure iron it is 83 GPa, “b” is burgers vector and for the FCC material it is
0.251 nm. Dislocation density for the vacuum hot pressed samples is expressed as “ρ” and
is taken as 5 × 1014 m−2 [45]. From Equation (5), as a result of dislocation strengthening, the
yield strength is 419 Mpa. From Equation (2) the overall yield strength obtained from the
strengthening mechanisms, namely solid solution strengthening, grain size strengthening
and dislocation strengthening can be found to be 1296 MPa. The obtained theoretical value
as per Equation (1) is slightly overestimated by 3.39% which is in good agreement with the
summation of all contributed strengthening mechanisms. The overestimated observation is
due to either the summation or overestimation of individual strengthening contributions.
Alloys consisting of solid solution strengthening lead to overestimation as a result of friction
stress. The factor of friction stress is dependent on temperature, dislocation and slip system.
Chauhan et al. reported that when comparing the calculated and measured values of yield
stress, a small amount of overestimation for all alloys up to 53 Mpa occurs, whereas smaller
values of 30 MPa were also reported by Li [42,46].

4. Conclusions

The current study reported on the development and evaluation of mechanical and
microstructural properties of 21-4N austenitic steel through the powder metallurgy route.
Parameters used for sintering gave rise to a balanced austenitic structure when compared
to cast products with a similar composition. The 21-4N austenitic valve steel developed
through MA to obtain a nano-crystalline structure led to the following conclusions.

During the initial stages of milling, pre-alloyed mixtures were soft and ductile. A
prolonged milling time leads to the cold welding of particles and break down due to
repeated fracturing. The morphology of the milled powders revealed that the fracturing of
powder particles was dominant when compared to cold welding.

MA powders were consolidated using vacuum hot pressing which had a density of
98% in comparison to the theoretical density of the samples. High dense samples were
obtained due to grain boundary diffusion and volume diffusion during sintering.

SEM-EDS studies revealed the presence of carbide precipitates near the grain bound-
aries. XRD analysis of the hot pressed samples confirmed the precipitates as M23C6,
whereas these precipitates were not present in the powder particle. The formation of M23C6
carbide particle is due to slow cooling in the sintering cycle.

The TEM analysis revealed the presence of austenitic twins as materials were subjected
to cold working and annealing. Dislocations were present within the metal matrix as an
outcome of severe plastic deformation which is due to hot pressing. A fine grain structure
was revealed during the TEM analysis with a mean grain size is of 1 μm.

When compared to other conventional processing techniques, the hardness value of
410 ± 10 Hv obtained through the powder metallurgy route was higher. The presence of
a nano crystalline structure led to an increase in the hardness value. Evaluations of the
strengthening mechanism clearly reveal that strengthening due to solid solution, grain size
and dislocations are the dominant forces which increase the structural rigidity of the alloy.

Substantial improvements in the hot compression value of 1340 MPa were reported
for 21-4N austenitic valve steel when compared to similar material developed through the
cast product technique. The development of fine microstructure throughout the material
resulted in the increase in hot compression values.

46



Crystals 2022, 12, 923

With the obtained results, 21-4N austenitic valve steel developed through the powder
metallurgy route was demonstrated to have better strength and structural rigidity for the
metal matrix which can be used for high temperature applications.
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Abstract: Gradient interstitial free (IF) steels have been shown to exhibit a superior combination of
strength and ductility due to their multiscale microstructures. The novelty of the work resides in the
implementation of a modified slip transmission and a back-stress quantity induced by a long-range
dislocation interaction in the dislocation-based multiscale model. This is an improvement over the
model we previously proposed. Simulations are performed on IF specimens with gradient structures
and with homogeneous structures. The macroscopic behavior of the samples under tension and
compression is studied. The evolution of the microstructure such as dislocations, geometrically
necessary dislocations (GNDs), and the effects of grain orientation is analyzed. Results show that
with our enhanced model, the simulations can successfully reproduce the stress-strain curves ob-
tained experimentally on gradient nano IF steel specimens under tension. The simulations also
capture the tension-compression asymmetry (TCA) in specimens with homogeneous and gradient
microstructures. The initial texture is found to have a significant effect on the TCA of specimens with
gradient microstructures.

Keywords: multi-scale modeling; dislocations; gradient materials

1. Introduction

Gradient nanostructured materials are polycrystalline materials with microstructures
containing grain sizes in the order of nanometers and exhibiting a gradient variation in
grain size. Due to their outstanding combination of strength and ductility, these new
kinds of materials have attracted tremendous interest over the few past decades and are
ideal candidates for many practical applications [1–4]. Materials with different patterns
of gradient microstructures have been successfully produced using severe plastic defor-
mations (SPD) [5–14]. For instance, materials with nano-size grains on the surface and
coarse grains in the center have been produced with the surface mechanical attrition treat-
ment (SMAT) [2,15]. A ‘bamboo’ microstructure has been reported in [1,16] as successfully
enhancing the mechanical properties of metals. (see for instance, [2,17] for their work on
interstitial free (IF) steel, [18,19] for copper and [20] for magnesium). Other methods such as
the high-pressure torsion method (HPT) have been employed to produce ultrafine-grained
materials while maintaining their strength and ductility [9].

In experimental data on plastic deformations of various metals, evidence of a strong
tension-compression asymmetry (TCA) behavior has been documented (i.e., see [21–24]
for Mg alloys, [25,26] for body center cubic (BCC) alloys). The underlying mechanisms
have been attributed to the activation of tension/compression twinning in hexagonal close-
packed (HCP) alloys [27–29] or non-gliding forces contributing to the slip (aka non-Schmid
effect) in BCC metals [30–32]. Recent experiments reported in [33] have also observed
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TCA in gradient nano-structured copper as a consequence of the residual stress induced
by surface mechanical grinding treatment. Similarly, TCA on iron-based metal has also
been observed. For instance, in [34], a TCA behavior in dual-phase steel is reported while
in [35], TCA in a 3D-printed stainless steel specimen is said to be induced by residual stress.
TCA has also been observed for low-carbon steel and a correlation between the TCA and
the loading direction has been demonstrated [36]. However, the underlying mechanisms
leading to such asymmetry are not completely understood and the opportunity to propose
an enhanced model which could explain how an optimal combination of strength and
ductility can be obtained arose.

At the same time, a deeper understanding of the synergetic effects that multiple
deformation mechanisms have at different scales is needed as is a thorough theoretical
investigation of the underlying mechanisms responsible for the plastic behavior of materials
with heterogeneous microstructures. Conventional or classical continuum plasticity (CCP)
models describing plastic deformations of crystalline materials were popular in the last few
decades. The basis for CCP relied on the assumption that by using an average grain size,
an equivalent homogenized microstructure of strength depending on the average grain
size (Hall–Petch relation) could be constructed [37,38]. However, these have been shown to
lead to inaccurate predictions of the strength and ductility of the specimens with a high
degree of spatial heterogeneity [39].

Subsequent improvements to CCP plasticity models based on gradient theories were
proposed in the literature [40,41]. Among them, strain-gradient models assume that
hardening results from the formation of geometrically necessary dislocations (GNDs)
and statistically (or randomly) stored dislocations (SSDs). GNDs can accommodate the
lattice curvature and act as barriers to gliding dislocations. SSDs arise as the result of
plastic strains. They evolve from random trapping and are stored in the form of tangles,
dipoles, etc. A summary of strain gradient plasticity models can be found in [42,43]. Stress-
gradient plasticity models were introduced by Hirth in [44] to analyze pileup dislocations
against grain boundaries and obstacles emitted from two sources. Using a continuum
approach, Hirth [44] solved a singular integral equation with a kernel of Cauchy type on a
finite interval. The idea was extended by Chakravarthy et al. and Liu et al. in [45,46] to
capture how the flow stress depended on the obstacle spacing as in the Hall–Petch relation.
In [47], Taheri et al. proposed a high-order stress gradient theory considering a general
inhomogeneous state of stress. Stress and strain gradient models were first proposed
independently but combining strain-gradient to stress-gradient models was effective in
capturing the grain size effect in heterogeneous microstructures over a wide range of length
scales [46]. This was done using a 2D Voronoi tessellation diagram, each Voronoi cell
representing an individual grain.

In the present work, to consider the evolution of dislocations into the grain and the
grain-grain interactions, we implement an enhanced version of the multiscale framework
proposed by Zbib’s group [39,48] based on a continuum dislocation dynamic model (CDD)
coupled with a viscoplastic self-consistent (VPSC) model. In essence, in these models, CDD
accounts for the evolution of dislocation density in polycrystals. The stress/strain state
of individual grains is updated with this information and the plastic deformation of the
entire sample subjected to external load can be predicted by the VPSC model. In [48], one
of the essential features was to introduce the intrinsic length scale by means of the Nye’s
dislocation tensor. The effect of dislocations on flow stress was captured by incorporating
GND and SSD densities into hardening laws or in the expression of the mean free path
of gliding dislocations. This was shown to contribute to strain hardening [48,49]. In [39],
implementing two material parameters (the grain size and the grain-size gradient) in
the models lead to results closer to experimental data than when a Hall–Petch relation
for homogeneous materials based on grain size only was used. In the dislocation-based
theory by Taheri-Nassaj and Zbib [47], the dislocation pile-up against the grain boundary
is shown to work as a strong barrier to stop the dislocation motion when the grain is under
a homogeneous state of stress (Hall Petch effect), at the onset of the plastic deformation.
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When the grain is subjected to an inhomogeneous state of stress, a stress gradient term that
can capture the effect of dislocation pile-up is introduced. In addition, the motion of the
dislocations is affected by a long-range stress field (LRS, aka back-stress) caused by a group
of dislocations in other grains or grain boundaries [50]. In the investigation of gradient
nano-grained material, extra strengthening is attributed to the back-stress-induced GND
pileups [14,41].

Regarding the role of grain boundaries in plastic deformations, they have been shown
to play an important role in the dynamics of dislocations in polycrystalline materials.
They can either act as barriers to the motion of dislocation [51–53] or emit dislocations
across the grain boundaries [54]. Slip transfer through transparent, semi-transparent, and
impenetrable grain boundaries are investigated. In a transparent grain boundary, slip
transfer travels through directly without any strengthening effect. In contrast in [55], the
motion of dislocation for an impenetrable grain boundary can be stopped by the resistance
from the grain boundary and form pileups. Additionally, dislocations can cross the grain
boundary by changing the Burgers vector and this process always includes absorption
and nucleation of dislocations at the grain boundary. In the present work, we will employ
and modify the dislocation flux model proposed by Hamid et al. in [55] to describe slip
transmission across grain boundaries. The model is verified experimentally [55] with
nano-indentation tests on two randomly selected adjacent grains and the results show
that dislocation pileups between the indent and grain boundary propagate through the
grain boundary.

In summary, the current dislocation-based multiscale approach proposed by Lyu et al. [39]
can relate the macroscopic behavior of materials deforming plastically to their microstruc-
tures and it accounts for short-range interactions among dislocations (via the evolution
equations), but not the effects of long-range interactions, including the long-range forces
and associated back-stress. However, it is known that the magnitude of the back-stress
is inversely proportional to the distance between a material point and the dislocations
in neighboring grains, so the effect of the back-stress becomes more predominant with
reducing the grain size and should be included. In this spirit, we improve on the model we
previously proposed [39] by implementing a back-stress quantity in the simulations. The
model for the back-stress is taken from [56,57] and it uses the Nye’s dislocation tensor to
describe the stress field arising from the continuous distribution of dislocations. Additional
details are included in Section 2.2.

Section 2 provides the relevant details of the CDD-VPSC multiscale model as described
in the work by [39,48]. Section 3 presents the results of the simulations as they pertain to
the IF steel specimen. We show how the texture and gradient in texture affect the material’s
mechanical behavior. The models are implemented into a tension-compression loading
scenario as we investigate if a TCA behavior resulting from various competing stresses
can be captured. Results are compared with experimental data on TCA retrieved from the
literature. A discussion of the result follows (Section 4) before we end with some conclusive
statements (Section 5).

2. Materials and Methods

2.1. CDD-VPSC Model

As explained, the work presented here is based on the introduction of additional
features in the multiscale theoretical framework we proposed earlier [48] and [39]. The
multiscale framework relies on combining a continuum dislocation dynamic (CDD) with a
visco-plastic self-consistent (VPSC) model, with the goal of understanding the grain size
effect in materials with heterogeneous microstructures.

CDD-VPSC is a strain/stress gradient plasticity model which can capture the finite
deformations of polycrystal materials represented by grains with certain orientations and
volume fractions. At each time step, CDD tracks the evolution of the dislocation density in
each grain under the stress state information provided by VPSC. This results in a critical
resolved shear stress value and a dislocation density value (at this particular time) which
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is sent back to VPSC as it continues to iterate over the time domain until the average
deviatoric stress of all grains equals the deviatoric stress of the effective medium. More
details about the iterative process are contained in [58,59].

CDD and VPSC models are independent but they are connected via the Orowan
relation, an expression introduced in the forties [60] relating the strain rate to the Burgers
vector, the dislocation density, and the dislocation velocity. In the relation, dislocations
refer to mobile dislocations. The dislocation velocity is a function of the critical resolved
shear stress on a slip system needed to activate the dislocation motion. The critical shear
stress is further decomposed into the sum of minimum stress to move a dislocation, a hard-
ening term due to the dislocation-dislocation interaction, and a size-effect term describing
the resistant effect arising from the dislocation pileups against the grain boundary. The
hardening term is a function of statistically stored dislocation density, which is equal to
the sum of mobile and immobile dislocation density. To capture the grain size effect, an
intrinsic length scale was introduced within the geometrically necessary dislocation term
considered in the mean free path of gliding dislocation (see Appendix A Equation (A3))
and a stress gradient term that accounts for the stress gradient aroused by non-uniform
loading (see Appendix A Equation (A6)). Details of the formulation can be found in [39,48].

Briefly, in the CDD model [39], there are seven different dislocation-based mechanisms
captured by seven distinct terms (see Equations (A1) and (A2) in Appendix A) which
themselves differentiate the effects on mobile vs. immobile dislocations. The dislocation
density on each slip system in one grain is assumed to be a scalar quantity. This is unlike
the CDD model proposed by [61,62] in which the dislocation density is represented by a
second-order tensor. In [39], the evolution of dislocation densities in each grain is repre-
sented by a set of nonlinear partial differential equations with seven coefficients obtained by
fitting the evolution equation with discrete dislocation dynamics (DDD) and single-crystal
tensile tests. In this work, we use the coefficients from [47,63].

In the VPSC model, each grain is treated as an ellipsoidal visco-plastic inclusion
embedded in a homogenous effective matrix. The deformation of each grain is determined
by rate-dependent crystal plasticity, which includes slip and twinning. VPSC model
considers a dimensionless space with no spatial information of grains and domain size
and is not intended to solve a boundary value problem (BVP). Using a self-consistent
homogenization method, the macroscopic behavior of the polycrystal can be obtained by
solving the stress equilibrium equation for the homogeneous medium. Details appear in
Appendix B.

Our main contribution is the implementation of a back-stress and slip transmission
quantity in the previous CDD-VPSC models we proposed in [39]. These two features are
described in more detail below.

2.2. Back-Stress

In this work, we will use the back-stress model proposed by Akarapu and Zbib
in [56,57], which uses the Nye’s dislocation tensor to describe the stress field arising from
the continuous distribution of dislocations. In the formulation, the shear stress field σ̃ij is
obtained by integrating Mura’s formula (see [64]) as:

σ̃ij(x) = Cijkl ∑N′
b=1 εlnhCpqmnGkp,q

(
x − x′

)
AhmVb

′ (1)

where εlnh is the permutation tensor, C is the stiffness matrix, Gkp,q is the derivative of
Green’s functions, Ahm is the Nye’s tensor at position x′ and Vb

′ is the volume where the
dislocations are homogenized (volume of a neighboring grain), N′ is the total numbers of
neighboring grains.

When the grain size was larger than 300 nm, we assumed isotropic conditions on the
basis that the isotropic stress field in an array of dislocations converges to the anisotropic
approximation when the distance between homogenized dislocations and the position of
interest is greater than 80 Burgers vector [50]. The derivative of Green’s functions can be
approximated by [56]:
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CpqmnGkp,q
(

x − x′
)
=

−1
8π(1 − ν)

[
(1 − 2ν)

δni(xm − x′m) + δim(xn − x′n) + δmn(xi − x′ i)
R3 + 3

(xm − x′m)(xn − x′n)(xi − x′ i)
R5

]
(2)

where R =
√
(x1 − x′1)2 + (x2 − x′2)2 + (x3 − x′3)2, ν is Poisson’s ratio, δ Kronecker delta,

x(x1, x2, x3) refers to the position of interest and x′
(

x′1, x′2, x′3
)

to the location where the
dislocations are homogenized.

The stress field σ̃ij(x) resolved on slip system α and τα is rewritten as the superposition
of the resolved flow stress σij(x) and resolved back-stress σ̃ij(x).

2.3. Slip Transmission

Three criteria are used to determine the occurrence of slip transfer: geometrical
criteria [65], stress criteria [66], and dislocation density criteria [67].

In [29,65], the degree of coplanarity of slip systems is expressed by the mean of a

parameter m′ =
(
⇀
n in ·⇀n out

)(⇀
d in ·

⇀
d out

)
written as a function of the slip normal

⇀
n and

the slip direction
⇀
d . The parameter m′ is a scalar number between 0 and 1. The upper

bound 1 signifies that the grain boundary is transparent and the lower bound 0 means that
the grain boundary is impenetrable. If the normal to the slip plane or the slip directions are
in different directions, m′ can take on a negative value. However, slip transfer cannot occur.
A schematic of the slip transfer across grain boundary is depicted in Figure 1.

 

Figure 1. Schematic of slip transmission across grain boundary (θ is the angle between the normal
direction of the incoming slip plane and the outgoing slip plane; k represents the angle between the
incoming slip direction din and the outgoing slip direction dout).

There are two additional requirements. First, the resistance from the grain boundary
must be overcome. In this work as in [65], the resistance is expressed as

τGB =
(
1 − m′)τS (3)

where τS is the stress gradient term. τS can be approximated by K√
L

(
1 + L

4τ |∇τ|
)

, where K
is Hall–Petch constant, L is grain size, and ∇τ is the gradient of effective stress. Secondly,
the dislocation density in the outgoing slip system must be greater than in the incoming

55



Crystals 2022, 12, 889

slip system. Once the above conditions are satisfied, the dislocation flux
.
ρ

α
f lux between two

grains can be measured using the following equation

.
ρ

α
f lux = pvα · ∇ρα

M
∼= pvα

g
ρ

α(in)
M − ρ

α(out)
M

R
(4)

where R is the distance between two neighboring grains, p is a parameter used by Shi and
Zirky [67], which can be expressed as

p =

m′
αβ

(
τ

β
out

τ
β
C

)
∑N′

i=1

(
m′

αi
τi

out
τi

C

) (5)

in which m′
αβ is the geometrical parameter between two neighboring grains mentioned

above and N′ is the number of all possible outgoing slip between two neighboring grains.

2.4. Implementation

To capture the strain/stress quantities and the dislocation density and to measure
the strain and stress gradient as the result of the specimens deforming plastically, we use
a spatial representative domain to represent the polycrystalline material. The domain is
discretized into grains with spatial, size, and neighboring information using a 2D Voronoi
tessellation diagram. Each Voronoi cell represents a grain with a stress state, from which
the strain and dislocation densities are computed via the CDD-VPSC model. Then, the
stress and strain fields (spatial) gradients can be numerically approximated using a moving
least square method. Details on the technique can be found in [68].

We implemented the proposed models on a four-grain sample and verified that slip
transmission and back-stress were captured accordingly. Figure 2 shows the stress-strain
curves obtained from the simulations of the sample with—Σ5 grain boundary (see grain 1
and grain 3), which accounts for grain slip transmission and impenetrable grain boundary
(between grain 1 and grain 3). As expected, transmission occurs from slip system 13 in
grain 1 to slip system 24 in grain 3 with a transferred mobile dislocation density in the
order of 1012 m−2. The mobile dislocation density after slip transmission (red line) shows
that the value in grain 1 is greater than for grain 3, after dislocation flux. Depending on the
grain orientation, slip transmission may occur from grain 1 to grain 3 with further loading.
The stress-strain curves also indicate a softening behavior. A possible explanation is that
slip transmission induces more plasticity in comparison to the impenetrable boundary case
because there is no resistance from dislocation pileups against grain boundaries.

 

Figure 2. (a) Verification of the slip transmission model on a four-grain sample; (b) Verification of the
back-stress model on a two-grain sample with a tilt grain boundary.
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The implementation of the back-stress model was verified by a set-up of two grains
with tilt boundary (an array of edge dislocations). Then the shear stress was evaluated and
compared to the discrete solution of the stress field around an infinite edge dislocation.
This is shown in Figure 2b. The results show that the solution for the shear stress converges
when x is close to the source of the dislocation (x < 150b) but that the simulations closely
reproduce the discrete solution otherwise.

2.5. Samples Generation

To generate samples representing specimens with homogenous and gradient struc-
tures, we first obtain 2D Voronoi tessellations using NEPER, a specialized software package
for polycrystal generation [69]. Then, we employed a grain growth algorithm embedded in
the NEPER code to obtain the desired gradient structure. Details of the procedure can be
found in [70–72].

Figure 3 depicts samples with constructed gradient structures and cells size ranging
from hundreds of nanometers to tens of microns. Using 35 μm as the average grain size,
specimens with homogeneous structures and randomly assigned crystal orientations (i.e.,
homogeneous texture) were constructed (Figure 4a). The grain size was chosen to be the
same as the one used by Wu et al. [2] in their experiments. The equivalent grain size
distribution along the y axis for specimens with homogeneous structures and gradient
structures are shown in Figure 3c,d, respectively.

 
Figure 3. Constructed structures with 35 μm average grain size for specimens with (a) homogeneous
structure and (b) gradient structure. Corresponding grain size distribution along the y axis for
(c) homogeneous structure and (d) gradient structure.
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Figure 4. Predicted stress-strain curves of IF steel specimens with homogeneous structures. Results
are shown for three initial textures. (a) Without (WO) and with back-stress (LRS) and slip transmission
(SLIP TRANS) included; (b) Comparison of simulation results with and without LRS and SLIP TRANS.
T denotes tension; C denotes compression.

3. Results

After implementing the back-stress and slip transmission in the multiscale CDD-VPSC
model, simulations were performed on IF steel specimens with homogeneous microstruc-
tures with three different randomly assigned crystallographic orientations. The parameters
used in the simulations were taken from [39] and are summarized in Table 1 below.

Table 1. Parameters used in the simulations.

Symbol IF Steel (Unit)

c* (Bailey–Hirsh hardening coefficient) 0.4
τ0 (Internal friction) on [1 1 2] 11 MPa
τ0 (Internal friction) on [1 1 0] 27.5 MPa
τ0 (Internal friction) on [1 2 3] 25 MPa
C11 (Elasticity constant) 242 GPa
C12 (Elasticity constant) 150 GPa
C44 (Elasticity constant) 112 GPa
μ (Shear modulus) 80 GPa
K (Hall–Petch constant) 0.18 MPa/mm−1/2

v0 (Reference strain rate) 1 × 10−5 m/s
m (Strain rate sensitivity) 0.05
b (Magnitude of burger vector) 2.54 Å
Rc (Critical radius for annihilation coefficient) 15 b
q1 q2 q3 q4 q5 q6 q7 0.02 1.0 0.002 0.002 0.018 0.001 0.1
Ωij (i = 1,48; j = 1,48) (Interaction matrix) 0.5

Using the neighboring information and the information about the grain orientation,
the distribution of the misorientation angle was plotted (see Figure A1 in Appendix C).
The distribution of misorientation angles in the specimens with three different textures is
somehow identical.

Figure 4 shows the predicted stress-strain curves of the IF steel specimens with ho-
mogeneous structures in tension and compression. Results are shown for three textures
and compared when back-stress (LRS) and slip transmission (SLIP TRANS) are not con-
sidered. Experimental data on tensile tests obtained by Wu [2] on IF steel specimens with
homogenous structures and 35 μm average grain size is also indicated.

Figure 4a shows that the stress-strain curve obtained from the simulations closely
captures the mechanical behavior observed experimentally by [2], regardless of the initial
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texture. Upon implementing the LRS and SLIP TRANS in the model, the TCA of the tensile
strength can be observed at the instability point. Otherwise, TCA is barely noticeable for
the three different cases (see Figure 4b). This also shows that implementing the back-stress
and slip transmission yields a higher strain hardening rate at the beginning and results in a
tension-compression asymmetry. Figure 4b shows that deactivating the back-stress and
slip transmission leads to a much lower initial strain hardening but yields a higher tensile
strength and higher ductility values than the ones obtained experimentally. TCA of flow
stress can be observed at a strain of around 1.5%, which is measured by using

TCA =
2(|σC| − |σT |)
(|σC|+ |σT |) (6)

One can also find slightly higher flow stress under compression than under tension
test before 1%. Higher flow stress under compression (positive TCA) was also captured by
experimental tests of low-carbon steel [36] but with a much more pronounced asymmetry.
Although the role of the initial texture and the microstructure on TCA was not completely
understood by [36], they hinted that the loading direction was the reason for the behavior.
In Figure 4a, the tensile strength is 266 MPa at 0.55 strain (approximately). This is 11 MPa
larger than the strength obtained in a compression test at a 0.45 strain (approximately).
These values refer to the homogeneous cases for which the initial random grain orientation
has no effect. That explains why we have one tensile value and one compression value for
the three different initial textures with different random grain orientations.

Because our multiscale model, as proposed, does not consider the reduction of the
cross-sectional area, the simulations yielded a smaller slope in the true stress-strain curve
and consequently, the onset of instability from the simulations is seen to appear later
than in the experimental curves. In future work, we plan to consider the decrease in the
cross-sectional area in the model to improve the accuracy. Similarly, the predicted stress-
strain curves on IF steel specimens with gradient structures when back-stress and slip
transmission are implemented in the model are shown in Figure 5. Using a zoomed view
at the onset of instabilities for each of the three initial textures, we measured the tensile
strength and the strain at the instability point. Then we calculated an average value of
tensile strength and position of instability for the three textures. They are shown in Table 2.

The values show that tension-compression asymmetry (TCA) of flow-stress exists and
depends on the texture. However, the tensile strength value varies by less than 5 MPa for
the three textures. In addition, in comparison to specimens with homogenous structures,
specimens with gradient structures have a higher strength and strain hardening.

When compared to experimental data obtained by Wu et al. [2] for tests on homoge-
nous specimens, one can see that our simulation results can predict the stress-strain curves
of the tensile test of IF steel with the same average grain size, in trend if not values. Even
though the simulation values for specimens with gradient structures (Figure 5a) show
that they exceed those recorded in the experiments, the trend of the stress-strain curves
is similar to the macroscopic behavior of grain size gradient IF steel under the tensile test
given in [2]. In addition, the grain size spatial distribution and the size of the specimens
used in the simulations differ from the experimental samples. The strain-stress curves in
Figure 5a (all textures combined) show that the tension-compression asymmetry (TCA) of
stress is negligible at early strain stages and that the texture plays a role in the TCA of the
flow stress. Texture increases strength and strain hardening, while it was inferred from
Figure 3 that for homogenous structures, it did not. Figure 5b–d show that the specimens
with texture 1 and texture 3 have a flow stress under compression that is consistently larger
than the one in tension. In the specimens with texture 3, the flow stress in compression
is always larger than that in tension. For the specimens with texture 2, the initial strain
hardening rate in compression is higher than in tension, until approximately a 10 % strain
after which the strain hardening decreases leading to a lower tensile strength. This agrees
with what is shown in experiments in [36], where before 10% strain, higher flow stress in
compression is recorded. The onset of instability for a gradient structure occurs earlier than
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in a homogeneous structure. Depending on the initial texture, the onset of instabilities in
gradient structures varies from 0.2~0.25 (strain).

Figure 5. Predicted stress-strain curves of IF steel specimens with gradient structures in tension and
compression after implementing back-stress and slip transmission in the model. (a) three textures
combined; (b) texture 1; (c) texture 2; (d) texture 3.

Table 2. Average tensile strength and ductility for specimens with gradient structures in tension
and compression.

Measure 1
(Tensile Strength
in MPa/Ductility)

Measure 2
(Tensile Strength
in MPa/Ductility)

Measure 3
(Tensile Strength
in MPa/Ductility)

Average Value
(Tensile Strength
in MPa/Ductility)

Texture 1
T 428/0.25 427/0.26 427/0.25 427/0.25

C 430/0.22 429/0.22 429/0.21 429/0.22

Texture 2
T 428/0.25 428/0.26 429/0.26 428/0.26

C 425/0.22 426/0.21 425/0.21 425/0.21

Texture 3
T 427/0.24 427/0.24 427/0.24 427/0.24

C 430/0.24 431/0.23 431/0.23 431/0.23
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Figure 6 shows the texture evolution of specimens with gradient structures in tension
and compression. The texture evolution tracks the change of the misorientation angle
with loading. Results are shown for two textures and compared to their respective initial
texture. Results are recorded at 15 % strain. For both cases, the evolved texture shows
the distribution of misorientation angle for a random texture without exhibiting a strong
texture. In Figure 6a pertaining to specimens with texture 1, the evolution trend is similar
in tension and compression. In specimens with texture 2 (Figure 6b), there is almost no
change in the fraction of misorientation when the sample is under compression.

Figure 6. Comparison of misorientation angle distribution for specimens with gradient structures in
tension and compression for two textures, (a) texture 1 and (b) texture 2. The corresponding initial
texture is also shown. Results are shown for IF steel specimens at 15% strain.

Figure 7a shows the average mobile dislocation density vs. equivalent strain curves
for IF steel specimens in tension and compression. The average mobile dislocation density
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is measured using the total dislocation density in the polycrystal sample divided by the
total number of grains. Results are shown for three initial textures. Results on specimens
with gradient structures are compared to the reference cases, for specimens with homo-
geneous structures. The curves show that at early strain stages, the mobile dislocation
density increases much faster for the homogeneous cases than for the gradient structures.
With further straining, the trend reverses, i.e., the average mobile dislocation density in
specimens with gradient structures surpasses that of the homogeneous structures.

Figure 7. (a) Average mobile dislocation density vs. equivalent strain and (b) average GND density
vs. equivalent strain, for IF specimens in tension and compression with three initial textures. Results
are compared to samples with homogenous structures.

Figure 7a shows that there is a slight difference in the evolution of the average mobile
dislocation density depending on if the specimens are in tension or compression for samples
with homogeneous and gradient structures. However, the GND density for samples with
gradient structures in tension is much higher than for specimens in compression (Figure 7b).
This contrasts with the GND density of samples with homogeneous structures, which are
similar in tension and compression.

Regarding the effect of initial texture, Figure 7a shows that the average mobile dis-
location density does not depend on the initial texture, and that is true for both the ho-
mogeneous and the gradient cases. However, one can infer from the figure that the local
plastic deformation and dislocation density evolution depend on the initial texture. This is
due to the slip transmission and back-stress. This means that even though all polycrystal
samples have the same total dislocation density, different textures will result in different
local strain distributions and strain gradients. This can also be seen from the evolution of
GND density shown in Figure 7b which shows that the average GND density vs. equivalent
strain curves varies depending on the initial texture. Here, the assumption was that the
initial GND density was 0 before it increased with straining. Additionally, the average
GND densities for specimens with gradient structures are significantly higher than for
those with homogeneous microstructures.

4. Discussion

We discuss the effects of implementing slip transmission and back-stress in the model
as they pertain to IF steel specimens with homogeneous and gradient structures, in tension
and compression.
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4.1. Homogeneous vs. Gradient Structures

Figure 8 shows how the microstructure affects the GND density and the stress gradient
quantities. Specimens with homogenous structures have a narrow unimodal grain size
distribution. As a result, the critical resolved shear stress needed to activate the slip
is the same for each grain and all grains experience the same amount of deformation
simultaneously. Specimens with gradient structures have bimodal or multimodal grain
size distributions, with large and small grains. The dislocation motion is more difficult to
activate in small grains with a size of 100 nm compared to in large grains with a size of
10 μm. Small grains contribute more to the strengthening of the polycrystal materials and
large grains endure more plastic deformation. In homogeneous structures, all grains are in
equal-axial shape and have the same opportunities to activate dislocation motions. This
leads to a relatively uniform deformation which further lowers the GND densities and rises
the stress gradient due to dislocation pileups against the grain boundary. This is shown
in Figure 8a. In this work, the stress gradient was approximated using the moving least
square method (see Section 2.4). Considering that there is less activation of slips in the finer
grain region, one would expect a lower average mobile dislocation density in the gradient
structure at the early strain stage (5%).

Figure 8. GND density in (a) homogenous structures and (b) gradient structures. Stress gradient in
(c) homogenous structures and (d) gradient structures. The results are recorded on IF steel specimens
at 5% strain.
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As a result, the inhomogeneous deformation between small (hard) grains and large
(soft) grains increases the accumulation of GNDs which explains the higher average GND
density in Figure 7b. At the early strain stage, these GNDs burst which prevents the motion
of dislocations significantly and strengthens the polycrystal material. When the GND rate
starts dropping (∼=5% strain), the average mobile dislocation density in gradient structures
surpasses that of homogeneous structures. When the local stress state increases, more
dislocation activities are triggered in the small grains. The stress gradient term also plays
an important role in preventing slip activation. Figure 8d shows that the stress in gradient
structures is almost three times higher than in homogeneous structures (Figure 8c). In
gradient structures (Figure 8d), the stress gradient increases along the y-direction, not in a
random fashion.

Figure 9 shows how the stress gradient varies between two strain stages. Results
are shown for gradient structures with texture 2 in tension and compression. Four grains
undergoing slip transmission have been chosen and labeled in Figure 9. As can be seen
from Figure 8a, the stress gradient due to dislocation pileups can be significantly relieved by
the slip transmission from grains A, B, and C to the neighboring grains. Further straining
will decrease the stress gradient. Grain D experiences an increase in stress gradient, which
makes the small grain even harder to deform and causes local stress concentrations. This is
in contrast to what happens during compression: when the sign of the resolved back-stress
is altered and superposed to the resolved stress afterward, the value of resolved shear stress
is lower than the critical resolved shear stress, and slip transmission cannot be triggered.
Thus, grains A, B, and C experience only a minimal increase in stress gradient.

Figure 9. Difference in stress gradient at 5.0% and 5.1% strain for specimens with gradient structures
(texture 2) under (a) tension and (b) compression. Points A to D (marked in red) are grains that
endure significant stress gradient change and slip transmission.

We note that for smaller grains such as grain D, a higher stress gradient could be
induced due to small grain size (see the top and bottom surface in Figure 8d). In such a case,
the slip transmission can occur due to the back-stress and the local grain orientation. When
more slip transmissions occur in the nanograin (NG) region, a reduction of macroscopic
flow-stress can ensue. Thus, for a homogeneous structure with random texture, the TCA is
independent of the initial texture and the local grain orientation. For a gradient structure
with random texture, TCA is determined by the local grain orientation and the grain size.
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4.2. Slip Transmission and Relation to Tensile Strength and Ductility

Table 3 shows the number of slip transmissions that occurred in the entire sample,
in the transient region, and the nano-grain region for specimens with homogeneous and
gradient structures, for three textures. Table 3 also lists the average values of the tensile
strength and ductility for the various cases, recorded at 20% strain. As explained previously,
these are average values taken over three measurements.

Table 3. Number of slips per region, tensile strength, and ductility in specimens with homogeneous
and gradient structures, under tension and compression, for three initial textures. Results are recorded
at 20 % strain.

Number of Slip
Transmission in

the Entire Sample

Number of Slip
Transmission in

the Transient
Region (y > 80 μm

and y < 20 μm)

Number of Slip
Transmission Which
Occurred in the Nano

Region (y > 90 μm and
y < 10 μm)

Tensile Strength
(MPa)

Ductility

Texture 1
Homogeneous

T 82,336 31,599 15,638 266 0.55
C homogeneous structure 100,840 38,866 19,234 255 0.45

Gradient
T 1564 435 19 427 0.25

C homogeneous structure 1736 287 0 429 0.22

Texture 2
Homogeneous T 79,896 31,193 15,754 266 0.55

C homogeneous structure 110,350 43,863 23,049 255 0.45

Gradient
T 1490 448 13 428 0.26

C homogeneous structure 2036 583 3 425 0.21

Texture 3
Homogeneous T 80,524 32,788 16,716 266 0.55

C homogeneous structure 101,996 41,455 22,417 255 0.45

Gradient
T 1978 464 55 427 0.24

C homogeneous structure 2196 568 8 431 0.23

The reason why the sum of the second and third column values does not equal the
value of the first column is that we did not list the number of slip transmissions in the
coarse-grain region. In addition, since homogenous structures have no transient nor nano-
grain regions, we used the number of slip transmissions in the relative region. For example,
if the number of slip transmissions that occurred in the nano-region—y [0.95, 1] and [0, 0.05]
μm for a gradient case, we compared the number of slip transmissions that occurred in the
same area—y [0.95, 1] and [0, 0.05]μm for the homogeneous case.

4.3. Slip Transmission in Homogeneous vs. Gradient Structures

The values of Table 3 show that a significantly smaller number of slip transmissions
occur in specimens with gradient structures than in specimens with homogeneous struc-
tures. Dislocations in small grains within the nano-region (region with grains of nano-size.
i.e., for which y > 90 μm and y < 10 μm) can barely travel through the grain boundary,
regardless of the misorientation. That is because the stress gradient (refer to Figure 8d)
arising in the region of nano-size grains is at least twice as much greater than that in the
region of coarse grains. Even when the geometrical factor is satisfied, dislocations still
need to overcome the huge resistance from dislocation pileups and grain boundaries. Most
slip transmissions occur in the center of the specimens and are locally dependent on the
inhomogeneous deformation.

4.4. Slip Transmission in Compression vs. Tension

The values also show that more slip transmission occurs in compression than in
tension. Slip transmission leads to the reduction of pileups and therefore reduces the
barrier for dislocation motion causing further softening. This could explain why the
tensile strength is higher than that in compression for a homogeneous structure. For the
homogenous structure, ductility is lower in compression than in tension. A possible reason
may be that slip transmission affects the total dislocation density indirectly, so more slip
transmission does not necessarily result in a higher total mobile dislocation density (refer
to Figure 7a, which shows the mobile dislocation density vs. strain). When looking at the
number of slip transmissions that occurred during the entire loading process, we find that
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although more slip transmission occurs in a homogeneous structure under compression,
the mobile dislocation density under tension is much higher, possibly because tension
activates more slips.

In contrast, for specimens with gradient structures, the probability to trigger slip
transmission varies with the region. In particular, slip transmission is more difficult in the
nano region (y > 90 μm and y < 10 μm), which possesses very fine grains of size around
200 nm. For the gradient structures, the flow stress under compression is higher than under
tension at the early hardening stage (less than 20%) (refer to Figure 5). The occurrence of
TCA at the early stage could be attributed to less slip transmission in the nano region (see
Table 3) and fewer activated slips due to grain size. However, subsequent deformation and
onset of instability are complicated by the redistribution of strain/stress occurring at the
later strain stage. As a result, there is not a clear correlation between tensile strength value
and slip transmission. Yet, the number of slip transmissions in the nano-region affects the
onset of instability in gradient structures. Less slip transmission in the nano-region results
in earlier instability (low ductility).

4.5. Tension-Compression Asymmetry (TCA)

Tension-compression asymmetry in IF steel specimens have been evaluated in relation
to their microstructure, texture, back-stress, and subsequent slip/slip transmission. In
this work, and unlike in [59,60], we did not consider non-gliding forces, so we assumed
that the non-glide slip was not responsible for TCA. With the bursting of GNDs due to
non-uniform straining, the magnitude of the resolved-back-stress increases. Depending
on the superposition of the resolved back-stress and the resolved stress, slips and slips
transmission can be triggered.

Figure 10 shows the resolved back-stress in specimens with gradient structures under
tension and compression. Results are recorded at 2.5 % strain. The values of the back-stress
vary between ±200 MPa., while the critical shear stress (CRSS) is in the range of [90, 500]
MPa. These values are the output of the simulations for slip system 16 for all grains at
the 2% strain stage. Simulations track CRSS values on any slip system in any grain. This
indicates that the resolved back-stress can aid or prevent the slip and the slip transmission,
leading to a different strain hardening at the macroscopic scale.

Figure 10. Resolved back-stress on slip 16 for specimens with gradient structures under (a) tension
and (b) compression. Results are shown at 2.5% strain.

The values of tensile strength and ductility in Table 3 show that gradient structures
exhibit much less tension-compression asymmetry than homogeneous structures. One
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reason may be that homogeneous structures have grain size in the order of 1μm so slips
and slip transmissions occur more easily. Also, all equal axial grains have the same chance
to deform, resulting in a more uniform deformation than for gradient structures. Thus, the
magnitude of GND density and stress gradient in homogeneous specimens can be expected
to be much lower than for a gradient specimen. Slip and slip transmission can easily be
activated with low GND density and stress gradient. The critical resolved shear stress on
slip system [-2-1-1] (-111) in homogeneous structures is around 70 MPa. This is much lower
than the critical resolved back-stress (in order of 100 MPa) at approximately 0.1 % strain.
Again, these values are retrieved as the output of our simulations, which tracks CRSS for
any slip system in any grain. For homogeneous structures, the back-stress is negligible,
initially. For gradient structures, the magnitude of the resolved shear stress (see Figure 10)
is comparable to the critical resolved shear stress. The larger resolved back-stress is a result
of non-uniform straining (formed GNDs) and the grain size, which can alter the activation
of slips and slip transmissions depending on the sign.

With the results of the simulations, we were able to show that the local orientation
played a key role in plastic deformation and macroscopic behavior of IF steel specimens.
For samples with homogeneous structures, TCA does not depend on the initial texture if
the texture has a random orientation. For samples with gradient structures, TCA is more
sensitive to the local texture and particularly for the grains in the nano-region, even though
the distribution of misorientation angles of three different samples are almost identical.

Producing a gradient microstructure using severe plastic deformation (SPD) such
as SMAT will inevitably introduce a strong texture or grain orientation gradient into the
texture of the sample [73]. To show this, we conducted another simulation using a texture
gradient similar to the one reported in [74] for a low carbon steel specimen. Because the
sample size differs from [74], we scaled the thickness of different regions with different
fractions of the {110} textures The results are shown in Figure 11a and point that- an earlier
onset of TCA occurs at the strain 5% and the value of TCA increases with further loading
for the specimens with gradient grain size and gradient texture. This indicates that the local
grain orientation in the nano layer and the gradient layer has a significant effect on the TCA
behavior. Thus, a deeper investigation of the effect of local texture and texture gradient on
deformation as well as a better understanding of the synergetic effects between the spatial
distribution of grain size and grain orientation on the material macroscopic behavior will
eventually lead to the development of new gradient materials.

Comparing the simulation results with the experimental data on low carbon steel by
Koizumi et al. [36], Figure 11b shows that the predicted TCA value is lower and even in a
more pronounced way, for the random texture. This can be attributed to the assumption of
texture as well as the initial dislocation density and GND density.

Koizumi et al. have also shown that the loading direction (in the initial texture) could
affect the magnitude and trend of the TCA in flow stress. Details of sample preparation
are not given in [36], but residual stresses will likely exist in raw samples with no heat
treatment. In the work by Chen et al. [35] on 3D printed stainless steel, there is a significant
decrease in TCA when the sample is annealed. This could be explained by the release of
residual stress in the homogeneous texture. Our simulations on specimens with gradient
structures show that the TCA behavior is captured, and although the magnitude of TCA
is much lower than the data recorded in experiments, it exhibits the same trend, i.e., a
small hump at the initial strain stage followed by increasing TCA. The low initial TCA
value predicted by the simulations could be attributed to a low dislocation capacity of
the fine grains at the top and bottom surface. These fine grains can bare almost no plastic
deformation and as a result, a stress concentration arises at the surface, regardless of the
grain orientation. However, the strong texture in the transient and in the central region can
lead to a very different deformation gradient, which could in turn affect the TCA.
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Figure 11. (a) Stress-strain curve of gradient grain size with random texture and gradient texture
(b) TCA in flow stress vs. engineering strain and comparison with experimental data. Solid lines are
simulation results; Dot plots in (b) are generated using experimental data from [35,36]. Blue dots are
from tension/compression tests of 3D-printed stainless steel with and without heat treatment [35];
black data are experimental results of tension and compression tests by varying loading directions [36],
1-RD, 2–45◦, 3-TR.

5. Conclusions

In this work, we improved on the multi-scale CDD-VPSC framework we previously
proposed [39,68] by implementing a back-stress and slip transmission quantity in the con-
stitutive model. With that, our simulations predicted the deformation of IF steel specimens
under tension and compression, with three initial textures and in two specific grain-size
regions (transient and nano). Comparisons between specimens with homogeneous and
gradient structures were made. The following conclusions can be inferred from this study:

(1) Specimens with gradient texture cause deformation gradient along the grain size gra-
dient direction. Plastic deformation occurs first in the coarse grains in the center region.
Then it gradually expands to the transient and the nano region. Local inhomogeneous
deformations were more easily induced for microstructures with a bi-or multi-modal
grain size distribution and gradient size distribution along the y-direction.

(2) There is no clear correlation between slip transmission and tensile strength. More slip
transmission in the nano region could explain the delay in the onset of instability.

(3) The back-stress quantity which arises from dislocations and slip transmission causes
tension-compression asymmetry (TCA) behavior. TCA exists in specimens with
homogeneous microstructure and with gradient microstructure. The simulations
show that the predicted TCA values are lower than recorded experimentally. The
initial texture of the specimens plays a predominant role in TCA.
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Appendix A

The evolution of the dislocation density in the CDD model can be expressed by Equa-
tion (A1) for mobile dislocation (
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M) and by Equation (A2) for immobile dislocation (
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In Equations (A1) and (A2), q1~q7 are coefficients obtained by fitting the evolution
equation with discrete dislocation dynamics and single-crystal tensile tests. Terms 1 and
3 describe the increase of the mobile dislocation density due to multiplication and mobi-
lization of immobile dislocation respectively. The annihilation of two mobile dislocations
is captured in term 2. Mobile dislocation can also interact with other defects, leading to a
reduction of mobile dislocations. The immobilization of moving dislocation, absorption of
mobile dislocation by grain boundary, and dipole formation are considered in terms 3, 6,
and 7. In this work, we used the coefficients from [47,63]).

l̃α
g is the mean free path of mobile dislocation on slip system α, which can be ex-

pressed as

l̃α
g =

c√
∑β Wαβ(ρ

β
M + ρ

β
IM +

∣∣∣∣∣∣ρβ
GND

∣∣∣∣∣∣) (A3)

where c is a numerical constant in the order of 10, Wαβ is a weight matrix similar to Ωαβ.∣∣∣∣∣∣ρβ
GND

∣∣∣∣∣∣ is the effective density of GNDs on slip system β written as:

∣∣∣|ρβ
GND|
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b

√
AA (A4)

where A is the Nye’s tensor [74] that can be approximated by A ≈ curl (−Fp) ∼= curl (−Dp),
where Dp = ∑N

i γ(i)s(i) ⊗ n(i) [75–77], and where the derivative of Dp over space is approx-
imated by a moving least square method.

τα
cr is the critical resolved shear stress needed to activate the dislocation motion. It can

be decomposed as
τα

cr = τα
0 + τα

H + τα
S (A5)

where τα
0 is an internal friction term that describes the minimum stress to move a dislocation,

τα
H is a hardening term, which is dependent on current total dislocation density. The last

term τα
S is a size-effect term, which describes the resistant effect arising from the dislocation

pileups against the grain boundary. In the present work, we implement in our framework
a simplified linear version of the stress gradient model such as

τS
α = K√

L

(
1 + L′

4τ |∇τ|
) (A6)

where K is Hall–Petch constant, ∇τ is the spatial gradient of effective stress, L stands for the
grain size, and L′ is the average length of dislocation obstacles spacing. L′ is also treated as
the grain size.

Rc is the critical radius for reactions set to be 15 times the Burgers vector, r is 0.5,
and Pαβ is a cross-slip probability matrix describing the probability of screw dislocations
cross-slip from slip system β to slip system α. When the Burgers vector on α-system and
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β-system are parallel, cross slip is possible and can be determined stochastically using a
Monte-Carlo analysis [77].

Appendix B

In the visco-plasticity self-consistent (VPSC) model, each grain is treated as an ellip-
soidal visco-plastic inclusion embedded in a homogenous effective matrix. The deformation
of each grain is determined by rate-dependent crystal plasticity including slip and twinning.
The constitutive behavior at the local level is written as

.
εij(x) =

.
γ0 ∑N

α=1 m(α)
ij

(
m(α)

kl σkl(x)

τ
(α)
cr

)n

(A7)

where
.
γ0 is the reference strain rate, m(α)

ij is the Schmid tensor associated with slip systems,
n is a strain rate sensitivity exponent equal to 1/m.

The linearized form of Equation (A9) I inside the domain of grain (r) is:

.
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.
ε
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ij (A8)

where M(r)
ijkl is the viscoplastic compliance and

.
ε

0(r)
ij is the back-extrapolated term of grain

(r). Similarly, the average strain rate is related to the stress in each grain via the expression
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ε

0
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At the polycrystal level, the relation between the macroscopic strain rate and the
stress is

.
Eij = Mijkl ∑kl +

.
E

0
ij (A10)

where Mijkl and
.
E

0
ij are respectively the macroscopic viscoplastic compliance and the back-

extrapolated term. Invoking the concept of equivalent inclusion [63], the local constitutive
behavior can be rewritten in terms of macroscopic compliance with the inhomogeneity
included in an Eigenstrain rate term

.
ε
∗
ij, as
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Thus, the interaction of local and the macroscopic level can be expressed as

(
.
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Appendix C

Additional supporting figures for the misorientation angle distribution for three
initial textures.
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Figure A1. Effect of initial texture on distribution of misorientation angle (a) texture 1; (b) texture 2;
(c) texture 3; (d) all combined.
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Abstract: We have developed a self-consistent model for predicting the velocity of 1/2[111] screw
dislocation in binary iron–carbon alloys gliding by a high-temperature Peierls mechanism. The
methodology of modelling includes: (i) Kinetic Monte-Carlo (kMC) simulation of carbon segregation
in the dislocation core and determination the total carbon occupancy of the core binding sites;
(ii) Determination of kink-pair formation enthalpy of a screw dislocation in iron—carbon alloy;
(iii) KMC simulation of carbon drag and determination of maximal dislocation velocity at which the
atmosphere of carbon atoms can follow a moving screw dislocation; (iv) Self consistent calculation of
the average velocity of screw dislocation in binary iron–carbon alloys gliding by a high-temperature
kink-pair mechanism under a constant strain rate. We conduct a quantitative analysis of the conditions
of stress and temperature at which screw dislocation glide in iron–carbon alloy is accomplished
by a high-temperature kink-pair mechanism. We estimate the dislocation velocity at which the
screw dislocation breaks away from the carbon cloud and thermally-activated smooth dislocation
propagation is interrupted by sporadic bursts of dislocation activity.

Keywords: dislocations; diffusion; FeC alloy; dynamic strain aging

1. Introduction

Steel plasticity is strongly influenced by interactions between solute atoms, such
as carbon, and dislocations [1]. It is commonly accepted that the segregation of solute
atoms in the surroundings of dislocations, forming clouds of impurities known as Cottrell
atmospheres, is the underlying atomistic mechanism behind steel hardening [2–4]. The
atmosphere is known to pin dislocations and render them less mobile. As more carbon
atoms segregate, the atmosphere grows around the dislocations and hinders dislocation
motion. Higher stresses are then required to unpin the dislocation from the solutes. The
hardening of a material that is aged for a certain period of time after undergoing plastic
deformation is defined as static strain aging. In contrast to static strain aging, which occurs
during the specimen rest time, another strain aging phenomenon, called dynamic strain
aging takes place during the plastic deformation of a specimen. It is associated with the
diffusion of impurities to a mobile dislocation temporarily arrested at obstacles.

Carbon-induced strengthening of bcc iron has been studied in [5] using molecular
dynamics (MD) simulations and a stohastic model based on minimum-energy path calcula-
tions and transition state theory. Plastic deformation of a solid solution where dislocations
pass a random distribution of atomic-size obstacles have been studied by MD simulations
in [6]. Simulations of a single edge dislocation in Ni-Al alloy reveal that dislocations propa-
gate through jerky avalanches, the size and duration of which are power-law distributed.
Dislocation propagation above the depinning threshold has been characterized by the
distributions of avalanche area and duration. The analysis of atomic-scale dislocation dy-
namics has revealed a number of signatures of criticality. Microscopic mechanisms of DSA
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in W-O interstitial solid solutions has been studied at atomic scale [7]. Simulations have
been performed using a kinetic Monte Carlo model that accounts for kink-pair nucleation
and solute diffusion. Solute cloud formation, solid solution strengthening and disloca-
tion/solute coevolution leading to jerky flow have been revealed from the simulations. A
kMC model of screw dislocation glide and solute diffusion in substitutional W-Re alloy
has been developed in [8]. The model has been applied for studying the mechanisms
governing dislocation kinetics. The intrinsic drawback of both MD and kMC simulations
of dislocation/solute coevolution is that diffusion and kink-pair nucleation are rare events
operating on different timescales.

Recent measurements by Caillard [9] in binary iron–carbon alloys with carbon concen-
trations of 1, 16 and 230 atomic parts per million (appm), reveal that the dynamic interaction
between mobile dislocations and solute carbon atoms results in dynamic strain aging effects
in the temperature range of 100–300 ◦C. Caillard found three regimes of behaviour: (i) the
expected Peierls mechanism of kink pair formation and migration at low temperature;
(ii) at intermediate temperatures carbon atoms become sufficiently mobile to reach and
segregate in the core of nearest dislocation and immobialize it. Dislocations start to move
in bursts—no dislocation motion is observed upon straining before a source is unlocked
and emits many dislocations. This results in the dynamic strain aging effect characterized
by avalanches of rapid dislocation glide corresponding to the observed jerky and serrated
flow. (iii) Above about 200 ◦C, a new mechanism was discovered, namely viscous glide
accomplished by a Peierls mechanism but with an activation energy almost twice that of the
room temperature viscous flow. The transitions between these domains vary as a function
of dislocation velocity, but so far a quantitative analysis and confirmation of observation
with theory and modelling has been lacking.

A dislocation drag mechanism, by which dislocations can collect and transport carbon
within their cores, takes place if the diffusion of carbon atoms and the motion of disloca-
tions occur with rates in the same order of magnitude. It can be assumed that dislocations
glide is accomplished by a high-temperature Peierls mechanism when carbon atoms in
bcc-iron become mobile enough to follow gliding dislocations. To study the drag of car-
bon atoms by dislocations requires simulation techniques that capture carbon diffusion
events, trapping and escaping from the core and the motion of dislocations simultaneously.
Caillard [9] ascertained that dynamical strain aging is caused by the trapping of carbon by
straight screw segments of 1/2[111] dislocations. For this reason we focus on the 1/2[111]
screw dislocation in the present work. In [10] we have developed an atomistic kinetic
Monte-Carlo (kMC) model describing carbon diffusion in the non-homogeneous stress
field created by a 1/2[111] screw dislocation in bcc-iron, where the behaviour of individual
atoms is explicitly taken into account. The kMC model employs information gathered
from molecular statics simulations carried out in order to determine the activation energies
required for carbon hops in the neighbourhood of the line defect [11]. The number of segre-
gated carbon atoms forming a Cottrell atmosphere around a 1/2[111] screw dislocation,
predicted by performing long time kMC simulations, has been validated against the carbon
atmosphere visually identified by position-sensitive atom probe microscopy [12]. The
kMC model allows us to study both the diffusing carbon residing in the dislocation core,
and carbon atoms which move through the interstitial sites in dislocation surroundings.
We have employed the kMC model to simulate carbon diffusion in bcc–iron leading to
the formation of Cottrell atmosphere. The kMC approach also offers an atomistic view
of the carbon drag mechanism. By setting the dislocation to glide with constant velocity
vdis, we can simulate the evolution of the carbon cloud around the moving linear effect.
This approach allows us to estimate the maximal dislocation velocity vmax(T, C) at which
the atmosphere of carbon atoms can follow a moving screw dislocation. When dislo-
cation velocity is higher than vmax, dislocations gradually break away from the carbon
clouds. Carbon atoms trapped in the core can follow the dislocation if it glides slowly
and viscously via a Peierls mechanism (the process of kink pair creation followed by kink
migration). However, we do not consider kink pair formation and migration explicitly
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in the kMC model. We therefore turn now to the problem of predicting vdis within the
Peierls mechanism. vdis is then the dislocation velocity averaged over the numerous acts
of kink-pair creation and migration processes. The trapped C atoms strongly modify the
kink pair formation enthalpy Ekp, which for a given resolved shear stress is a function
of the solute concentration and the rate at which impurities are distributed among trap
sites [13]. At lower solute atom mobility, the impurities remain behind in binding sites of
higher potential energy as a dislocation segment moves between Peierls valleys, leading
to a higher Peierls barrier and Ekp. The Peierls barrier becomes smaller as the rate at
which solute atoms are distributed among the trap sites increases [13]. With increasing
temperature, the number of solute atoms trapped in the core decreases, which also reduces
the Peierls barrier [14]. Hence, as temperature increases, Ekp decreases as a consequence of
the decreasing Peierls barrier. It could be expected that a screw dislocation can glide via
a high-temperature Peierls mechanism if: (a) the kink-pair formation energy barrier, Ekp,
becomes smaller as the mobility of carbon atoms trapped in the dislocation core increases
at high temperature; (b) the carbon Cottrell atmosphere can follow the dislocation, that is,
a dislocation’s average velocity at a given carbon concentration and temperature is lower
than vmax. The transitions to high-temperature viscous glide accomplished by a Peierls
mechanism vary as a function of dislocation velocity. The problem of predicting vdis within
the Peierls mechanism is related to predicting kink-pair formation enthalpy Ekp at a given
carbon concentration and local shear stress τ. Here, we present a self consistent model that
is able to predict the average velocity of screw dislocation in binary iron–carbon alloys
gliding by a high-temperature kink-pair mechanism. The purpose of the present work is
conducting a quantitative analysis of the conditions of stress and temperature at which
a screw dislocation glide is accomplished by a high-temperature kink-pair mechanism
and transition may occur between carbon drag and breakaway. We aim to understand
whether the dislocation behaviour in the high temperature domain of DSA described in [9]
is related to the occurrence of the “high-temperature Peierls mechanism”. The structure of
the paper is as follows. Section 2 presents our methodology of modelling: in Section 2.1,
we examine the effect of trapped carbon on the motion of a straight dislocation between
two adjacent Peierls valleys. Section 2.2 addresses the effect of carbon segregated in the
dislocation core on kink-pair formation. In Section 2.3, we present a self consistent model
for the determination of the average velocity of screw dislocation in binary iron–carbon
alloys gliding by a high-temperature kink-pair mechanism under a constant strain rate.
Sections 3 and 4 are our results and discussion sections. We conclude in Section 4.

2. Materials and Methods

2.1. Carbon Effect on the Dynamics of Straight Dislocation

Density functional theory (DFT) calculations have identified two core structures of
the 1/2[111] screw dislocation in bcc Fe. The so called “easy core” (EC) is the stable
configuration, and the metastable “hard core” (HC), which is very close in configuration to
the “saddle point” core [15,16]. Tight-binding (TB) simulations of carbon interactions with
the 1/2[111] screw dislocation found solute distribution to vary significantly between the
easy and hard cores [17]. The binding sites of carbon, and their strengths, were determined
by the TB calculations of carbon–screw dislocation interactions. These were performed
using the Fe-C TB model of Paxton and Elsässer [18]. The binding energies of carbon
to both the hard and easy cores, with the resulting distribution of carbon can be seen in
Figure 1.

These binding energies agree well with experiments and atomistic/elastic calcula-
tions [16,19]. In agreement with DFT, the highest binding energy is found in the centre of
the hard screw core [19]. As a dislocation moves from EC to HC to EC, the trap sites ahead
of the dislocation line transform into HC sites before finally transforming into EC trap
sites behind the dislocation line. These atomistic results provide data for determination
of kink-pair formation energies as a function of stress and carbon concentration, C, using
a line tension (LT) model of a screw dislocation [15]. A segment of a streight dislocation
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lying in its Peierls valley has to migrate towards or into the next Peierls valley so as to
make an incipient or complete kink pair. Within the LT model, the dislocation is divided
into segments of width b, the Burgers vector, along its length. The energy per unit length of
dislocation is then described by the following line tension expression [15].

E = ∑
j

Ej =
1
2

K ∑
j
(xj − xj+1)

2 + ∑
j

EP(xj)− ∑
j

ε1pqτprbrξpxj − ∑
k

Ec
k(|xj − xC|) (1)

(a) (b)

Figure 1. The binding sites and binding energies of carbon segregated around: (a) easy 1/2[111]
screw dislocation core; (b) hard 1/2[111] screw dislocation core.

The variable xj describes the deviation of the jth segment from the dislocation’s
original position in the Peierls valley. The first term describes the energy penalty for
two segments which have different amounts of deviation from the original Peierls valley
towards the next and K is the associated “spring constant”. The periodic Peierls energy
landscape is described by an energy function, EP(xj). The third term is the component
perpendicular to the line sense ξ of the Peach–Kohler force arising from a local stress ø times
the displacement of the jth segment. ε1pq is the Levi–Civita symbol where 1-component is
perpendicular to [111] direction. The final term expresses the energy associated with carbon
atoms that are trapped at the binding sites in the dislocation core at a distance |xj − xC|
from the core, in which xC is the position of the kth carbon atom relative to the elastic centre.
Here, 0 < x < h, where h is the period of the Peierls potential on the (110) plane. This term
varies when a dislocation segment propagates between two adjacent Peierls valleys as a
result of the variation in the binding energies Ec

k(x) and carbon redistribution between trap
sites. We parameterise Ec

k(x) by fitting and interpolation of tigth-binding data [17]. We
define

χt = ∑
i

χi = const (2)

as the total carbon occupancy of the core sites. We assume that χt is constant, that is, carbon
will redistribute dynamically between trap sites during dislocation propagation between
two Peierls valleys, but overall the dislocation will not absorb or reject carbon. We also only
allow C to redistribute among traps within a plane perpendicular to the dislocation line,
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in view of the slower carbon pipe diffusivity [10]. We define the equilibrium occupation
probability, χe

i of trap site i as [20],

χe
i (x) =

χie−Ec
i (x)/kT

∑j χje
−Ec

j (x)/kT
(3)

Within the line tension model (1), we have a complete description of the energetics of
the dislocation as a function of x and χt only in two limiting cases: (a) slow glide, in which
traps are occupied according to (3), and (b) fast glide, in which all carbon atoms are fixed
in the traps they occupy in the initial state before glide. Figure 2 shows potential energy
profiles in both limiting cases for carbon concentration in the bulk C = 250 appm.

Figure 2. Potential energy of a straight 1/2[111] screw dislocation.

In the equilibrium limit, the effect of carbon trapped in deeper traps is strong enough
that for carbon concentration in the bulk, C = 250 appm, the hard core is lower in energy
than the easy core, and their roles are reversed. This result agrees well with DFT simulations
by Ventelon [19]. When a carbon is placed in the vicinity of a relaxed easy dislocation core,
a spontaneous reconstruction of the dislocation core occurs: from easy to hard. In the limit
of rapid glide, carbon remains behind in sites of higher binding energy, leading to higher
Peierls barrier. The actual dislocation energy profile between two Peierls valleys will be
controlled by the dislocation velocity, v. Therefore, we need a theory that will predict the
energy profile as a function of v. We may assume that the difference between the probability
of the occupancy of trap i, χi(x), and its equilibrium value (3), χe

i (x) is the driving force for
carbon redistribution between trap sites. For any of the binding sites, we find the following
continuity equation,

∂χi(x, v)
∂t

= v
∂χi(x, v)

∂x
= −∑

i �=j
(χi(x, v)− χe

i (x))R (4)
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where R = f exp(−Ei(x)/kT)
(

χe
j (x)− χj(x, v)

)
if

(
χi > χe

i
)

and
(

χj < χe
j

)
;

R = f exp(−Ej(x)/kT)
(

χj(x, v)− χe
j (x)

)
if

(
χi < χe

i
)

and
(

χj > χe
j

)
; f is an “attempt

frequency” for carbon to escape from the ith trap. By solving (4), subject to the condition (2),
we may determine the potential energy of the dislocation as a function of position between
two Peierls valleys and velocity v.

2.2. Kink Pair Formation Enthalpy

Formation of a kink pair is a result of numerous random events in which a small
segment of dislocation moves towards a neighbouring Peierls valley producing an “incipi-
ent” kink pair. The elastic attraction of the kinks leads to the annihilation of most of the
“incipient” kink pairs. The formation of a stable kink pair is a result of increasing distance
between kinks under the action of the applied shear stress. We do not consider these
processes explicitly in our simulations. Trapped carbon strongly modifies the kink-pair
formation energy, Ekp. Ekp is a function of vdis since the distribution of carbon among
binding sites will depend on how fast the dislocation is moving. Using the LT model, the
energy, Ej(C, x, vdis), of a dislocation segment of length b between two Peierls valleys, can
be calculated. Then, using the “nudged elastic band” (NEB) method [21], we may calculate
the kink pair activation energy, Ekp(C, τ, vdis) [14,15] for a given resolved shear stress, τ,
and an assumed vdis. However, dislocation velocity vdis is a function of Ekp. We assume
that vdis is constant, and

vdis(Ekp) =
h
tr

(5)

where we define an average relaxation time for kink-pair formation,

tr = f−1
kp eEkp(C,τ,v)/kT (6)

The frequency prefactor fkp has been determined by comparing the velocity of a pure
screw segment in bcc-Fe calculated from the kMC model of 1/2[111] screw dislocation with
the experimentally estimated velocity [14]. We find fkp = 2.31 × 109 s−1.

To find a self consistent solution of (5) and (6), and to determine Ekp at a given C and
τ, we proceed with the following iterative process.

1. Assume an initial Ekp.
2. Calculate the corresponding vdis using (5) and (6).
3. Determine the distribution of carbon from the continuity Equation (4), subject to (2);

and calculate the segment energy, Ej(C, x, vdis) from the LT model.
4. Calculate Ekp using the NEB and go to step 2.
This process is iterated until the Ekp calculated in step 4 is no longer changing to

within some tolerance.

2.3. Self-Consistent Calculation of Dislocation Velocity in Binary Iron–Carbon Alloys

The velocity of a screw dislocation, steadily moving by the kink-pair mechanism, can
be expressed as

vdis = fkp
hL
w

e−Ekp(τ,C)/kT (7)

where w is the critical width of a stable kink pair and L is the dislocation length. Molecular
dynamics simulations have identified the critical width of the 1/2 [111] screw dislocation
as w ≈ 30b [22]. The increased probability of kink pair formation on all three [110] glide
planes leads to an increased likelihood of kink pair collisions resulting in the formation
of cross-kinks [13,14]. Equation (7) does not take into account the effects of cross-kink
formation and self pinning on the dislocation mobility. In order to emulate experimental
tests, which are performed under a constant strain rate, ε̇0 , and temperature, T, we carry

80



Crystals 2022, 12, 518

out strain rate-controlled simulations. The instantaneous shear stress resulting from a
given ε̇0 is obtained as:

τ(t) = 2μ[tε̇0 − εp(t)] (8)

where εp is the total accumulated plastic strain and μ is the shear modulus

εp(tn+1) = εp(tn) + δεp(tn+1) (9)

t is the total simulation time and δtn+1 is the current timestep. The plastic strain up-
date is obtained from the dislocation velocities calculated at each stress using Orowan’s
equation, as:

δεp(tn+1) = ρdbvdis(τ)δtn+1 (10)

where vdis(τ) is the dislocation velocity, which depends on the resolved shear stress τ and
carbon atoms trapped in the dislocation core; ρd is dislocation density. In order to determine
self-consistently the velocity of screw dislocation in binary iron–carbon alloys gliding by a
high-temperature Peierls mechanism, we proceed with the following iterative process.

1. Calculate the vdis at the initial shear stress τ using (7) and determined by Ekp(τ, C).
2. From the dislocation velocity calculated at stress τ, we calculate the total accumu-

lated plastic strain from (9) and (10).
3. The instantaneous shear stress τ resulting from the calculated accumulated plastic

strain is obtained from (8).
4. Go to step 1
If dislocation breaks away from the carbon cloud, the steady dislocation propagation

by the Peierls mechanism is replaced by a thermally-activated screw dislocation burst in
carbon-free regions with a lower kink-pair formation energy interrupted by interactions
with solute atoms. In the carbon-free regions, the kink-pair activation energy Ekp(τ, C) in
(7) is replaced by the corresponding kink-pair formation enthalpy in bcc-Fe.

3. Results

The kMC treatment of carbon Cottrell atmosphere formation presented in this work
considers a portion of the atmosphere contained inside a fixed volume parallelepipedal re-
gion 10× 10× 10 nm3, the rectangular cross section of which (10× 10 nm2) corresponds ap-
proximately to the surrounding dislocation core region of the atom probe experiments [12].

In the present study, the surroundings of the dislocation core (region with radius
R ≈ 0.6 nm in the direct neighbourhood of the dislocation centre [11]) are connected to
an infinite carbon reservoir, such that no carbon depletion occurs in the matrix due to
segregation [10]. The evolution of the number of carbon atoms segregated to form an
atmosphere around a 1/2[111] screw dislocation at a background carbon concentration of
250 appm simulated by our kMC model is shown in Figure 3.

The kMC calculations allow us to predict the rate of formation and strength of carbon
atmospheres.

The simulations show that at T = 400 K, an equilibrium carbon Cottrell atmosphere is
formed after 100 s. At 500 K, the equilibrium carbon Cottrell atmosphere around a screw
dislocation is formed even faster—0.3 s for 250 appm. At equilibrium, the average number
of carbon atoms trapped in the screw dislocation core is around 5 C/nm at 400 K and
2.3 C/nm at 500 K.

From these kMC simulations, we determine the total carbon occupancy of the core
binding sites χt.

The kMC treatment of the carbon drag mechanism presented in this section considers
the evolution of the carbon cloud dragged by a mobile straight screw dislocation inside
a fixed volume parallelepipedal region 60 × 10 × 10 nm3. At the starting time t = 0,
the carbon atoms segregated to form an atmosphere around the 1/2[111] screw dislocation
are at equilibrium with the background carbon concentration. We employ the kMC model
to simulate the redistribution of carbon atoms when dislocation migrates in the (110) glide
plane with constant velocity vdis (Figure 4).

81



Crystals 2022, 12, 518

Figure 3. The number of carbon atoms per 1 nm trapped in the dislocation core at two different
temperatures.

(a)

(b)

(c)

Figure 4. The motion of a screw dislocation dragging carbon, illustrated by a series of snapshots.
KMC simulations are carried out at dislocation velocity vdis = 0.1 nm/s and temperature 400 K;
(a) t = 0 s; (b) t = 25 s; (c) t = 52 s.

The number of carbon atoms effectively dragged by the dislocation as a function of
the dislocation travel distance is shown in Figure 5 for different dislocation velocities and
temperatures of 400 K and 500 K. From the above simulations, we evaluate the maximal
dislocation velocity vmax at which the atmosphere of carbon atoms can follow a moving
screw dislocation (Figure 6).

Figure 7 shows the results of the self-consistent iterative procedure for the calculation
of kink-pair formation enthalpy Ekp proposed in Section 2.2.
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We may interpret Figure 7 in the following way. At high stress, Ekp is smaller because
the process of dislocation segment transition to the adjacent Peierls valley is dominated by
the applied stress.

At low stress, we observe a large Ekp, the largest being that of zero stress. As tempera-
ture increases, Ekp decreases as a consequence of the decreasing Peierls barrier resulting
from the enhanced carbon mobility and lower C occupancy in the core. After determina-
tion of Ekp as a function of τ and C, we apply the self-consistent procedure described in
Section 2.3 to determine the evolution of the 1/2[111] screw dislocation velocity during a
strain rate-controlled simulation of dislocation motion in binary iron–carbon alloys. Dislo-
cation density in our simulations is ρd = 1013 m−2. ρd sets the dislocation line length to
a magnitude of approximately L = (ρd)

−1/2, which for ρd = 1013 m−2, gives L = 1280b.
The simulations are performed under a constant strain rate, ε̇0 = 10 s−1. Evolution of
the velocity and stress with time during a strain rate-controlled simulation of dislocation
motion at T = 400 K and T = 500 K are shown respectively in Figures 8 and 9.

(a) (b)

Figure 5. The evolution of the number of carbon atoms per 1 nm trapped in the core of a moving
straight dislocation as a function of the travel distance; (a) T = 400 K; (b) T = 500 K.

Figure 6. The maximal dislocation velocity vmax at which the atmosphere of carbon atoms can follow
a moving screw dislocation at different temperatures.
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Figure 7. Kink pair formation enthalpy, Ekp, as a function of resolved shear stress, calculated by
iterative solution of Equations (5) and (6).

(a) (b)

Figure 8. Evolution of the stress and dislocation velocity with time during simulation of dislocation
motion at T = 400 K; (a) stress; (b) velocity.

(a) (b)

Figure 9. Evolution of the stress and dislocation velocity with time during simulation of dislocation
motion at T = 500 K; (a) stress; (b) velocity.
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4. Discussion

We use our approach to simulate screw dislocation propagation by kink-pair mecha-
nism in an iron–carbon system at two temperatures—400 K and 500 K, which belong to two
regimes of behaviour found by Caillard [9] (intermediate temperatures where dislocations
start to move in bursts and high-temperatures above about 200 ◦C where dislocations move
slowly and steadily by a possible Peierls mechanism). The experiments [9] show that the
temperatures at which the screws move slowly, presumably by high-temperature kink-pair
mechanism, are almost independent of the carbon concentration.

At 400 K, carbon atoms become sufficiently mobile to move to the nearest dislocations
and hinder dislocation motion. The trapped solute atoms remain behind in binding sites
of higher potential energy as a dislocation segment moves, leading to a higher Peierls
barrier and kink-pair formation energy Ekp (Figure 7). Higher stresses are then required to
increase kink-pair formation rate and dislocation velocity. The carbon atoms have sufficient
time to follow the dislocation at lower dislocation velocities (Figure 5a). kMC simulations
reveal that at 400 K and at background carbon concentrations of 250 appm, the maximal
dislocation velocity vmax at which the atmosphere of carbon atoms can follow a moving
screw dislocation is 0.1 nm/s. The accumulated plastic strain induced by dislocations
gliding at low velocities vdis < vmax can not efficiently relieve the shear stress resulting
from the constant shear strain rate (Figure 8a). The rising shear stress increases the velocity
of dislocation gliding by kink-pair mechanism. When vdis exceeds vmax, dislocations break
away from the carbon clouds and start to move in carbon-free regions with a lower kink-
pair formation energy interrupted by interactions with solute atoms. Plastic deformation of
a solid solution where dislocations pass a random distribution of atomic-size obstacles have
been studied in [6]. MD simulations of a single edge dislocation in a binary alloy reveal
that dislocations propagate through jerky avalanches. In this work, we do not simulate
dislocation motion after dislocation breaks away from the carbon cloud. We only consider
the initial acceleration of dislocations in the carbon-free region. In the carbon-free region,
we calculate the dislocation velocity using Equation (7), where the kink-pair activation
energy Ekp(τ, C) is replaced by the corresponding kink-pair nucleation enthalpy Ekp(τ) in
bcc-Fe which, for applied shear stress τ = 115 MPa (Figure 8a), is Ekp(τ) = 0.35 eV [15].
Due to the lower kink-pair formation energy in bcc-Fe, after breaking away from the carbon
cloud, the dislocation accelerates to a velocity which is six orders of magnitude higher
then vmax. The abrupt increase in the dislocation velocity relieves the stress, which results
in decreasing vdis below vmax. After restoration of the kink-pair, the glide dislocation
velocity gradually increases above vmax, leading to repeated bursts of rapid dislocation
glide. The studied thermally-activated smooth dislocation propagation is interrupted by
abrupt sporadic bursts of screw dislocation activity.

At higher temperatures, the number of carbon atoms trapped in the core decreases,
which reduces the barrier between two adjacent Peierls valleys. The Peierls barrier is
additionally reduced as the rate at which carbon atoms are distributed among trap sites
increases. Hence, as the temperature increases, the kink-pair formation enthalpy Ekp de-
creases as a consequence of the decreasing Peierls barrier (Figure 7). At higher temperatures,
carbon has a sufficiently high mobility to keep up with faster dislocations (Figure 5b). Due
to the higher vmax and lower Ekp, the accumulated plastic strain, induced by dislocations
gliding by kink-pair mechanism, relieves the shear stress, resulting in relatively long peri-
ods of steady dislocation glide by kink-pair mechanism (Figure 9b). The periods of steady
propagation are interrupted by more abrupt changes in stress and velocity due to the
interactions between carbon and dislocations (Figure 9). The average dislocation velocity
determined in the present simulation is 0.93 nm/s. The average velocity depends on the
loading conditions. Figure 10 shows the evolution of the velocity with time during a strain
rate-controlled simulation of dislocation motion for three different strain rates ε̇0. With an
increase in the constant strain rate, the average dislocation velocities increase, and for ε̇0,
shown in Figure 10, they are correspondingly 0.1 nm/s, 0.42 nm/s and 1.3 nm/s. The exper-
imentally observed average dislocation velocity at C = 230 appm and T = 200 ◦C reported
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in [9] is 0.27 nm/s. Formation of cross-kinks resulting from kink collisions amount to self
pinning points which reduce dislocation mobility. The present model does not take into
account the effects of cross-kinks formation and self pinning on the dislocation mobility.

Figure 10. Evolution of the dislocation velocity with time during the simulation of dislocation motion
at T = 500 K for three constant strain rates.

5. Conclusions

We have developed a self-consistent model for predicting the velocity of 1/2[111] screw
dislocation in binary iron–carbon alloys gliding by a high-temperature Peierls mechanism.
The methodology of modelling includes:

• KMC simulation of carbon segregation in dislocation core and determination the total
carbon occupancy of the core binding sites.

• Evaluation of the effect of trapped carbon on the motion of a straight dislocation
segment between two adjacent Peierls valleys.

• Determination of kink-pair formation enthalpy Ekp of a screw dislocation in iron—
carbon alloy.

• KMC simulation of carbon drag and determination of maximal dislocation velocity
vmax at which the atmosphere of carbon atoms can follow a moving screw dislocation.

• Self consistent calculation of average velocity of screw dislocation in binary iron–
carbon alloys gliding by a high-temperature kink-pair mechanism under constant
strain rate.

We conduct a quantitative analysis of the conditions of stress and temperature at
which screw dislocation glide is accomplished by a high-temperature kink-pair mechanism.
We conclude that several factors are responsible for the viscous dislocation glide observed
above about 200 ◦C in iron—carbon alloy:

• At high temperatures, kink-pair formation enthalpy Ekp decreases as a consequence
of the increased carbon mobility in the dislocation core and reduced number of
segregated C atoms.

• The enhanced diffusivity of carbon both in the core region and in dislocation sur-
roundings lead to higher maximal dislocation velocity vmax at which the atmosphere
of carbon atoms can follow a moving screw dislocation.
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In accordance with the experimental observations, the present simulations reveal that
at high temperatures (T = 500 K), 1/2[111] screw dislocation glide in iron–carbon alloy is
accomplished by a high-temperature kink-pair mechanism. At intermediate temperatures
(T = 400 K), thermally-activated smooth dislocation propagation is interrupted by sporadic
bursts of screw dislocation activity.
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Abstract: A three-dimensional coupled temperature-displacement finite element model was
developed to generate values of temperature distribution, cooling rate, and residual stresses at
the meso-scale level in a thick sheet AISI 310 laser welding test sample. High cooling rates (cooling
time from liquid-to-solid temperatures) ranging from 960 ◦C/s to 2400 ◦C/s were observed when
the calculations were made at the meso-scale level. These high cooling rates that arise during the
formation of the weld pool originate the highest observed residual stresses that evolve throughout the
weld during the entire heating and cooling cycles. An ABAQUS CAE meso model with dimensions of
10 × 5 × 1 mm (element size 100 μ) constructed from a global macro model of 40 × 10 × 75 mm (element
size 1 mm) via the submodeling technique is presented in the present paper. In both analyses, macro and
meso, the C3D8T thermally coupled brick, trilinear displacement and temperature elements were used.
To mesh the entire plate with elements of regular size 100 × 100 × 100 μ, a total of 30 million elements
are necessary. With the present approach, 1 macro mesh of 30 thousand elements (1 × 1 × 1 mm)
and a meso mesh of 50 thousand elements (100 × 100 × 100 μ) were enough to simulate the weld
problem at the meso-scale level.

Keywords: laser weld; heat input; cooling rate; residual stresses; fusion zone; meso scale; coupled
temperature-displacement

1. Introduction

Epitaxial solidification can be achieved if the welding process is adequately performed.
It requires the solidification theory to control the columnar-to-equiaxed transition caused
for the macroscopic heat input on the microstructure development. The analytical heat-
flux solution methods presented in early approaches [1–8] use semi-empirically based
computer programs with constant material properties. Consequently, several mathematical
simplifications of the integral solution of the non-linear transient governing heat equation
were made. As demonstrated in refs. [2–5], the heat input has a profound influence on
the dendrite growth velocity, growth pattern, and melt pool geometry. The high peak
temperatures and cooling rates (localized thermal cycling), grain structure, distortion,
and reduced strength of a weld joint are produced by the intense heat input from fusion
welding [9,10]. In the present work, the temperature-dependent material properties and
forced convection due to Marangoni effects were incorporated into a three-dimensional
coupled temperature-displacement finite element model.

The microstructure development and the evolution of the residual stresses are important
aspects, both in the repair of gas turbine components and in relation to safety in the
nuclear industry. The parameters that describe the heat input from the heat source are the
most critical input data in the welding thermal analysis [9–11]. In regard to the residual
stresses and distortions, the experimental optimization of the welding technique requires
measurements and prototyping, which are expensive and time consuming. However, with
the virtual prediction of residual stress evolution and microstructure development in the

Crystals 2022, 12, 502. https://doi.org/10.3390/cryst12040502 https://www.mdpi.com/journal/crystals89



Crystals 2022, 12, 502

melt pool, the process can be optimized in the early stages of prototyping. Although
these phenomena are difficult to simulate due to a lack of exact knowledge of welding
conditions and material behavior, their prediction can provide substantial assistance in the
accurate design and fabrication of welded structures. Accurately calculating the transient
temperature field, that causes non-equilibrium phase formation in and around the welded
joint, is the critical first step in creating a science base, not only for the design and analysis
of welds, but also for the repair applications. The residual stresses that develop both in
the heat-affected zone (HAZ) and the fusion zone (FZ) are harmful to the integrity and
service-life of the welded part. In ref. [12], it is shown that residual stresses can cause
problems, such as hydrogen-induced cracking, stress corrosion cracking, distortion, as well
as initiating fracture and degrading the corrosion resistance of welded structures. To reduce
them, pre- and post-heating is often used.

The accurate calculation and measurement of residual stresses at different scale levels
still remains a major issue. The numerical prediction of thermal cycles is the prerequisite
for subsequent calculations of residual stress distribution and microstructure development
in welds [12–15]. Several key problems and issues remain to be addressed, especially at
small scales. The main difficulties in the quantitative analysis of fusion welding are the
scarcity of relevant data of properties at very high temperatures, i.e., much higher than the
melting point, and the complexity of the physical processes. That is, the effects of fluid flow
in the weld pool produced by the complex coupled transport phenomena are difficult to
be addressed. Moreover, because of the extreme cooling conditions encountered during
laser welding, the events that follow welding are far from equilibrium and, as a result,
non-equilibrium phase formation in and around the welded joint occur. Therefore, the
simulation of phase transformations (and the resulting microstructures), distortion and
residual stress evolution in weldments remains a great challenge.

Physically based models used to simulate the entire thermal cycle of the welding
process can provide a new understanding of the distortion evolution and microstructure
development [14]. However, the physically based modeling of the entire thick plate and
the melt pool as a whole, is a computationally formidable task. The lack of accurate stress–
strain constitutive relations and the use of coarse grids create differences in the calculated
and measured residual stresses. The uncertainties in the calculation procedures include
the inaccuracies in the calculation of the thermal cycles as well as the approximations
in the general frame for the mechanical model, especially when important solid-state
transformations take place [12–15]. In previous works [10,16], it was well established that
the cooling time from liquid-to-solid temperatures is longer at the fusion line and shorter at
the weld centerline. As such, the cooling rate through the solidification temperature range
increases and the dendrite arm spacing decreases from the fusion line to the centerline. In
agreement with these previous numerical results, in ref. [16], it is also shown through weld
micrographs that the solidification microstructure becomes finer from the fusion line to
the centerline.

The modeling of forming processes involving the melting and solidification of metals,
such as additive manufacturing (AM), casting or welding, all share some common
features associated with those thermomechanical aspects that play an important role in the
final material properties at the macroscale. The multiscale and Multiphysics phenomena
involved, at different levels of significance, are imperative to be addressed when it comes to
characterizing important aspects that perform a role in the final properties of the resulting
parts. When running simulation studies with large assemblies, the submodeling feature
allows us to refine the results for critical components without having to re-run the analysis
for the entire assembly. In technical terms, submodeling helps transfer complex global loads
from the entire structure to local sub-regions to obtain much more accurate results for the
unknown field variables, such as temperature, stresses, and strains. Submodeling allows
us to start the analysis process on a large assembly by running a “relatively coarse” parent
analysis. This analysis may use coarser mesh than is really needed, might make simplified
assumptions about contact and boundary conditions, or might neglect connection details.
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The present research aims not only to verify that, at the microscale level, materials display
strong size effects when the characteristic length-scale associated with non-uniform plastic
deformation is on the order of microns, but also to clarify the link between cooling rates and
solidification grain substructures. The prediction of crack initiation and propagation in weld
samples is very important to identify direct energy deposition (DED) additive manufacturing
(AM) process parameters for preserving the single-crystal nature of nickel-base superalloy
gas turbine blades during repair procedures. The accurate prediction of the melt-pool
shape and solidification parameters as a function of the processing parameters (including
filler metal additions) is also important in the development of microstructural models for
the design of functionally graded materials, using either laser additive manufacturing, or
Wire + Arc additive manufacturing (WAAM).

2. The Model

The temperature T(x; y; z; t) at any location (x; y; z) and time (t) with respect to the
moving heat source is calculated by solving the 3D transient nonlinear heat equation:
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Here, k, ρ and cp are the temperature-dependent thermal conductivity, density and

specific heat, respectively. T is temperature, t is time, and
.

Q the internal heat-source term.
The solution depends on the physical conditions existing at the boundaries of the workpiece
and the conditions existing in the workpiece at some initial time. In this work,

.
Q is 0, the

initial temperature T0 is 20 ◦C, and the latent heat was ignored. Convective and radiative
boundary conditions for the heat exchange between the top surface of the workpiece and
the surroundings beyond the laser heat source are expressed in the following equation:

−k
∂T
∂y

|top + q(x, z, t) = ht(T − Ts) + σε
(

T4 − T4
s

)
(2)

Here, ht is the convection heat-transfer coefficient, Ts is the surrounding temperature,
σ is the Stefan–Boltzman constant and ε is the surface emissivity. Values of ε = 0.7 and
ht = 242 Wm−2 K−1 to include forced convection in the area directly beneath the nozzle of
the laser heat source were used. Convection heat loss at the workpiece top surface and all
the other weldment surfaces were also accounted for using a value of ht = 10 Wm−2K−1.
The heat input q(x,z,t) from the heat source to the workpiece is represented by a moving
Gaussian power density distribution (Figure 1a and Equation (3)) applied over the top
surface of the specimen during a period of time that depends on the welding speed (v). The
characteristic heat distribution parameter, C, was selected based on previous experimental
measurements of the fusion zone and heat-affected zone widths [17]. The mentioned
parameter is very important because the shape and distribution of the heat input from
the heat source greatly depend on its value. A distribution parameter C = 4.5 mm was
used in all the simulations. The Gaussian distribution model is usually used in simulations
of welding processes with high power densities, i.e., arc, laser, or electron beam welding.
With the help of this heat source model, in which energy is distributed according to a
Gaussian profile, it is possible to map deep penetration, while maintaining a small width,
characteristic of “keyhole” welding techniques [18].
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(a) (b) 

Figure 1. (a) Gaussian surface heat source model. (b) Tungsten arc profile and fusion zone and
heat-affected zone (HAZ) widths.

The Gaussian power density distribution is described as follows:

q(x, z, t) =
3Q

πC2 exp{−3[(z−vt)2+x2]/C2} (3)

Q = ηthVi, where ηth is the thermal efficiency, V is the voltage and i is the electric
current. The thermal efficiency nth is defined as the ratio of the power required for melting
the volume of metal in the fusion zone Pth and the emitted laser beam power PE [19], and
is described by:

nth =
Pth
PE

=
A .ρ . v .

(
cp . (TM − TA) + hM

)
PE

(4)

where A is the area of the cross-section of the molten pool, ρ the density, v the welding speed,
cp the specific heat capacity, TM the melting temperature, TA the ambient temperature, and
hM the latent heat for melting. Using Equation (4), it should be considered that the energy
for heating the material outside of the molten pool as well as the energy for overheating
the molten pool are assumed to be energy losses. Equation (4) can also be written as:

Heat input =
nth .PE

v

[
J

mm

]
(5)

A thermal efficiency of ηth = 0.5 and a heat input of 120 J/mm were used in all
the simulations. The ABAQUS [20] user subroutines FILM and DFLUX were written to
account for the convection, radiation and heat-input distribution. Of a similar manner, the
dependent elastic modulus and yield strength (0.2% offset) for AISI 310 austenitic steel
obtained from ref. [21] and plotted in Figure 2d,e, respectively, were included into the
ABAQUS material module. It is important to note that the AISI 310 steel can be welded
relatively easily to other weldable steels, and also to the HAYNES® 230® alloy. Material
property values at very high temperatures (i.e., above the liquidus temperature) are difficult
to obtain, and most of the information found in the literature is related to fits, assumptions,
simplifications, and effective properties used to simulate phase transformations and stirring
of the weld pool. Therefore, we prefer to feed the model with the available data documented
in Figure 2, and allow the code’s material module adjust the values itself based on the most
appropriate trend.
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(a) (b) 

  
(c) (d) 

 
(e) 

Figure 2. Temperature-dependent material properties for AISI 310 austenitic steel: (a) density;
(b) specific heat; (c) thermal conductivity; (d) Young’s modulus; and (e) yield strength.

The mechanical model framework used to represent the physical problem is presented
in refs. [22,23] as follows:

The components of the total strain-rate tensor
.
εij are presented by the sum of the elastic

.
ε

e
ij and plastic

.
ε

p
ij components:

.
εij =

.
ε

e
ij +

.
ε

p
ij (6)

The elastic part obeys Hooke’s law and reads as follows:

.
ε

e
ij = Cijkl

.
σkl , Cijkl =

1 + ν

E

(
δikδjl − ν

1 + ν
δijδkl

)
, (7)

where Cijkl is the elastic stiffness matrix, σij is the stress tensor and a dot denotes the
differentiation with respect to time t, E is Young’s modulus, ν is the Poisson’s ratio, and
δij is Kronecker’s delta. The Levy–Mises equation accounts for the plastic part of the
strain-rate tensor as follows:

.
ε

p
ij =

3
2

.
p

qvm
σ
′
ij (8)
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Here, σ
′
ij is the deviatoric stress tensor; the quantities

.
p =

(
2
3

.
ε

p
ij

.
ε

p
ij

)1/2
(9)

and

qvm =

√
3
2

σ
′
ijσ

′
ij (10)

are the equivalent von Mises plastic strain rate and stress, respectively. The substitution of
the above equations into the equilibrium Equation (11)

∂σji

∂xj
= 0 (11)

leads to the governing equation to be solved by means of the finite element method.
The elastic-plastic problem is a boundary-value problem that requires essential boundary
conditions at each boundary point. Burnet [24] has shown that, for a well-posed problem,
that is, to prevent the rigid-body motion of the entire structure, enough displacements
(BCs) must be specified. In this work, to represent the fixation of the specimen to the base
plate, appropriate mechanical boundary conditions were applied using the ABAQUS-BCs
module. The eight corners of the thick sheet (the macro model) were firmly fixed with the
ABAQUS option *ENCASTRE, and the ABAQUS option* ZASYMM was used to prevent
rigid-body motion in the sub-model. Of this manner, loading from the master study was
transferred as temperature or/and displacement values to the boundary between the
surfaces included in the sub-model, and those neglected.

In a coupled temperature-displacement finite element model, the total strain increment
at a material point from t → t + Δt can be expressed as:

Δεij = Δεe
ij + Δε

p
ij + Δεth

ij (12)

Here, the total strain increment derived from the classical incremental plasticity theory
can be accounted for an additive decomposition of the elastic, plastic and thermal strain
component increments. On the other hand, a fairly general formulation adopted by most
of the commercial finite element codes is the von Mises yield function defined by

f = qvm − σy =

√
3
2

σ
′
ijσ

′
ij − σy (13)

Here, σy is the yield strength at temperature T, and qvm is the von Mises stress. The
yield criterion is given by

f < 0: Elastic deformation

f = 0: Plastic deformation

The use of the von Mises equivalent quantities implies the plastic isotropy (ideal
plasticity) of the material. The C3D8T ABAQUS element type and appropriate built-in-
type boundary conditions (thermal and mechanical) were used in the macro and meso
models. From there, a transient nonlinear coupled temperature-displacement finite element
model was performed to determine the evolution of temperature, cooling rate and residual
stresses at the meso-scale level in a thick sheet AISI 310 laser welding test sample. The
calculations of the distortions, stresses, and strains are computationally intensive, and they
take significantly more computer time than the calculation of the transient temperature field.

The numerical simulations presented in the next section correspond to an autogeneous
laser weld test (Figure 3) with a heat input of 120 J/mm (emitted laser beam power
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PE = 1500 Watts, heat source speed v = 6.25 mm/s and thermal efficiency nth = 0.5) deposited
on an AISI 310 austenitic steel macro mesh.

 
Figure 3. Schematic of the autogeneous laser weld test showing the overall dimensions, the direction
of the welding speed, and the x, y, and z directions. Units in mm.

3. Results and Discussions

The multiscale simulation of microstructure and distortion evolution into the melt-
pool is an important issue. It is, at the same time, a heavy and costly task, giving way
to the use of different approaches traditionally used in multidomain approaches, such
as level set or phase field. This may include, for example, the influence of cooling rates
on the microstructure (formation of different phases, and grain texture), and resulting
macro-scale properties. This also encompasses the modeling of heat sources combining
fluid flow, solid mechanics, gas or plasma interaction, in order to predict the occurrence of
various defects (for instance, porosity, segregation, and cracks) and evaluate their influence
on local properties and part behavior. Since differences in the measured and calculated
residual stresses are attributed to the absence of accurate stress–strain constitutive relations,
uncertainties in the calculations of thermal cycles and the use of coarse grids, in this work, an
efficient model order reduction approach is addressed. The numerical results obtained along
three different paths located in the fusion zone were calculated in coarse and fine meshes.
Figure 4 shows an autogenous laser weld deposited on a macro mesh of 40 × 10 × 75 mm,
composed of 30,000 C3D8T elements of size 1 × 1 × 1 mm, and 3 thermal cycles calculated
at points N1, N2 and N3 located ouside the fusion zone. It is observed that the cooling
rates decrease as the analyzed locations are further away from the fusion zone.

 

(a) (b) 

Figure 4. (a) An autogenous laser weld performed in a macro mesh of 40 × 10 × 75 mm and (b) thermal
cycles at documented N1, N2 and N3 locations. Element size 1 mm.
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Figure 5 shows the rough Gaussian profiles of temperature vs. true distance along the
documented paths.

p

 

(a) 

  
(b) 

Figure 5. (a) Temperature distribution along Path 1 of 4 mm length and (b) temperature distribution
along Path 2 of 10 mm length. Values obtained at the step time 4.766 s. Element size = 1 mm.

To obtain smoother Gaussian profiles, a fine meso grid was constructed from the
global macro model via the submodeling technique. The domain of the meso model is
located symmetrically at the top in the middle of the plate (see Figure 6a). In this figure,
a description of the meso model with dimensions of 10 × 5 × 1 mm constructed from
a global macro model of dimensions 40 × 10 × 75 mm (element size = 1 mm) via the
submodeling technique using the Shape → Cut → Extrude options available in ABAQUS
CAE is presented. A meso mesh of 50,000 C3D8T elements (element size = 100 μ) was
generated. As expected, smoother Gaussian profiles of the temperature distribution along
Paths 1 and 2 were obtained and are plotted in Figure 6b,c, respectively. The temperature–
distance curves were obtained at the step time of 4.756 s.
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(a) 

 

 
(b) 

  
(c) 

Figure 6. (a) Description of the meso model (10 × 5 × 1 mm) constructed from a macro model
(40 × 10 × 75 mm) using the Shape → Cut → Extrude options available in ABAQUS CAE;
(b) temperature distribution along Path 1; and (c) temperature distribution along Path 2. Values
obtained at the step time 4.756 s. Element size = 100 μ.

Figure 7 shows a meso weld-pool cross-section, thermal cycles and cooling rates at six
reported locations. The liquidus (TL) and solidus (TS) temperatures are also shown. For AISI
310 steel, the liquidus and the solidus temperatures are 1402 ◦C and 1354 ◦C, respectively [25].
Figure 7c reveals high cooling rates (through the solidification temperature range) in the
points located at the meso fusion zone ranging from 960 ◦C/s at point D6 to 2400 ◦C/s at
point D1.
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(a) 

 
(b) 

 
(c) 

Figure 7. (a) Cross-section of the meso weld pool showing six locations (D1–D6) in Path 3; (b) thermal
cycles (and the liquidus TL and solidus TS temperatures) at the documented locations; and (c) cooling
rates (through the solidification temperature range) at the selected six locations.

Figure 8 shows the meso-level residual stresses (normal, shear and mises) at a cooling
time of 60 s along Paths 1 and 2 (see the paths in Figures 5 and 6). The maximum observed
value of 520 MPa corresponds to the normal stress S33 that follows the direction of the
heat-source speed (longitudinal axes Z or 3). These high values explain the evolution of
the distortion of the fusion zone due to the welding process. Macro residual stresses are
commonly calculated with the finite element method using macro grids. However, rough
residual stress profiles are commonly plotted due to the scarcity of numerical points. In the
proposed meso model, as a fine mesh is used, smoothed profiles of residual stresses can be
better graphed, as shown in Figure 8.
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(a) 

(b) 

Figure 8. Meso-level residual stresses at cooling time 60 s (a) along Path 1 and (b) Path 2.

The present contribution is in line with the multiscale framework that covers the thermal
and mechanical failure analysis of extended microstructural regions. The submodeling
technique (a flexible strategy used to calculate plastic strains, temperature gradients, and
residual stresses to any number of levels) was used to mesh a local portion of the part with a
refined mesh, based on the interpolation of the solution from the initial coarse macro global
model. In a future work, the presented meso-level residual stresses will be validated by a
comparison to the experimental results performed under the same welding and boundary
conditions. In addition, more numerical and experimental work will be performed to
compare the best welding parameter combination to minimize residual stresses and the
formation of stray and equiaxed grains. Depending on the experimental technique and
magnification used, it is observed that dendrite secondary arm spacing belongs to the micro
scale, cooling rate belongs to the macro scale, and residual stresses belong to the macro,
meso or micro scale. Therefore, to find new expressions that link, for example, the grain
substructure with the cooling rate that is imposed on the welding during solidification, the
experimental and numerical work should be conducted at the same scale. At the present
time, the connection between the scales is yet unclear [26]. An interesting overview of the
state of the art in laser welding simulation can be found in refs. [27–29].

Figure 9a describes Path 3 (see also Figure 7a), which is used to calculate the stresses
vs. true distance along Path 3 shown in Figure 9b. The stress evolution at location D1
during the first 10 s of the welding process is shown in Figure 9c. The point D1 located at
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the top surface is the starting point of Path 3 (coordinate 0.00), and the point D6 located at
0.5 mm from D1 in the Y (2) direction is the end point of Path 3.

 

(a) (b) 

 
(c) 

Figure 9. (a) Description of Path 3, (b) stress vs. true distance along Path 3 at step time 60 s, and
(c) stress evolution at location D1.

After the process has started, it takes 4.756 s for the heat source to be positioned
just above the meso-model domain located at the central part of the plate. At that time,
maximum negative values of stresses appear (see Figure 9c). Figure 9c also shows the
evolution of the stresses that change signs (from negative-to-positive values) as the cooling
time increases.

The evolution of the meso-normal stresses S33 is shown in contour graphs in Figure 10.
These stress contours evolve from 100% negative values at step time 3 s, to almost 100%
positive values at step time 60 s. At this step time, the plate temperature has already
cooled down to approximately 70 ◦C. It therefore means that only a few more seconds are
needed to finish the cooling cycle, and thus the complete conversion to positive values. It
is important to note that, in order to mesh the 40 × 10 × 75 mm plate with elements of a
0.1 × 0.1 × 0.1 mm size, a total of 30 million elements is necessary. With the present
approach, one macro mesh of 30,000 elements (1 × 1 × 1 mm) and a meso mesh of 50,000
(0.1 × 0.1 × 0.1 mm) elements were enough to simulate the weld problem at the meso-scale
level. Multiscale modeling is based on fundamental physical principles and experimental
data. The goal is to predict the behavior and performance of complex materials across all
relevant time-and-length scales. The challenge is tremendous due to the fact that, at the
macro scale (centimeters), stresses arising from temperature gradients may be the controlling
elements of the materials’ performance. At the microscale (tens of micrometers), defects,
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such as dislocations controlling the mechanical behavior, occur, while large collections of
such defects, including grain boundaries and other microstructural elements, govern the
mesoscopic properties (hundreds of micrometers). The net outcome of these interactions
governs the continuum behavior that can be described as a constitutive law. To analyze the
thermal and mechanical phenomena on the micro scale, the proposed meso-model based
on the interpolation of the solution from an initial relatively coarse macro global model has
to be considered as the global model for a subsequent micro submodel. In this manner, the
cooling rate–microstructure relationship can be calculated at the same scale level.

  

  

  

Figure 10. Evolution of the meso-level residual stresses (S33) at documented step times.
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4. Conclusions

1. A new three-dimensional coupled temperature-displacement finite element meso model
constructed using appropriate ABAQUS CAE submodeling options is proposed.

2. High cooling rates (through the solidification temperature range) ranging from
960 ◦C/s to 2400 ◦C/s were observed when the calculations were made at the
mesoscale level. These high cooling rates that arise during the formation of the
weld pool originate the highest observed residual stresses that evolve throughout the
weld during the entire heating and cooling cycles.

3. To mesh the entire plate with elements of a regular size of 100 × 100 × 100 μ, a total
of 30 million elements are necessary. With the present approach, one macro mesh
of 30 thousand elements (1 × 1 × 1 mm) and a meso mesh of 50 thousand elements
(100 × 100 × 100 μ) were enough to simulate the weld problem at the meso-scale level.
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Abstract: This study analyses the effect of martensite grain size and its volume fraction in dual-phase
(DP) steel on (1) the formability limit, (2) average global behavior under different loading conditions,
and (3) damage initiation. The virtual RVEs (Representative Volume Elements) were constructed
using DREAM.3D software with a variation of microstructural attributes. The numerical simulations
were carried out using DAMASK, which evaluates the polycrystalline material point behavior and
solves versatile constitutive equations using a spectral solver. The simulations were post-processed to
obtain global and local stress, strain, and damage evolution in constructed RVEs. The global results
were processed to obtain FLDs according to Keeler-Brazier (K-B) and Marciniak and Kuczynski (M-K)
criteria. In this work, the capability of microstructure-based numerical simulations to analyze the
FLDs has been established successfully. From Forming Limit Diagrams (FLDs), it was observed
that formability changes by changing the strain hardening coefficients (n-values), the martensite
fraction, and martensite grain sizes of DP steels. The improved formability was observed with
lower martensite fraction, i.e., 17%, decreased martensite grain size, i.e., 2.6 μm, and higher strain
hardening coefficient. The M-K approach shows the better capability to predict the formability by
various loading conditions and clarifies the necking marginal zone of FLD. The damage propagation
is also strongly affected by the loading conditions. The current study would be a good guide for
designers during the manufacturing and selecting of appropriate DP steels based on the service
loading conditions.

Keywords: dual-phase steel; forming limit diagrams; crystal plasticity; DAMASK; M-K approach;
Keeler-Brazier approach

1. Introduction

Dual-Phase (DP) steel, due to its higher energy absorption capacity and reduced
weight, is used in the automotive industry to achieve simultaneous high strength and
elongation goals [1–3]. Hard phase martensite laths embedded in the softer ferrite matrix
are responsible for reinforcing the solid aggregate, while ductility is incorporated by the
matrix [4]. Dual-phase steel is a suitable example of a multi-phase material because of the
significant difference in the mechanical properties of its phases, and it has widespread usage
in the automotive industry. This peculiar combination of hard and soft phases imparts
desirable properties in the material, i.e., low 0.2% proof stress and a high work-hardening
coefficient (n-value). Generally, during cold forming processes of drawing and stretching,
higher n-values exhibit uniform global formability by avoiding local thinning [5]. However,
practical aspects often reveal unexpected necking and local failure in complex forming
during bending or flanging processes. Due to the heterogeneous microstructure of soft
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ferrite and hard martensite, local straining causes unpredicted local abnormalities. The
heterogeneity affects the micro-scale attributes of materials. Consequently, it influences
the component scale’s material properties, particularly the material damage behavior [6].
Therefore, it is of the utmost importance to investigate the relationship between the phases’
heterogeneity and their microstructural attributes, especially martensite and ferrite fractions
and their grain sizes [7].

Material formability is a fundamental mechanical property for vehicle bodies and
structural members in the automotive sector. Therefore, accurate predictions of its indi-
cators and reliable utilization are needed. For this purpose, FLDs are commonly used to
estimate sheet metal formability. Its purpose is to predict safe, necking, and failure zones
by adopting major and minor forming limit strain inside a diagram [8]. Experimentally, the
Nakajima test detects these forming limit strains, which is used by performing a punch–
die method on specimens with varying dimensions under different loading conditions.
The test shows a higher accuracy for most materials, but it is expensive, slow, and relies
on a complex specimen-shaping process. Therefore, FLDs are plotted using some well-
established numerical models [9]. Tasan et al. [10] carried out nanoindentation experiments
and concluded that the numerical damage could not be applied with better accuracy to the
martensite phase because the indents are the same size or bigger than martensite grains.
While there is a considerable difference in the indent and average grain size for ferrite, the
identified parameters in their study could predict the damage in the ferrite phase [11].

Analytical models commonly applied to predict and plot FLDs by adopting ma-
jor and minor limit strains are Swift, Chow–Hosford, Keeler–Brazier, and Marciniak–
Kuczynski [11]. These approaches have been analyzed and compared in depth in research
work by Basak and G Béres [12,13]. These approaches depend on some variables to develop
the mathematical model and corresponding limit strains, i.e., Swift models require strain
ratios and strain hardening coefficient values. Chow equations depend on the anisotropy
coefficients, and for the Keeler–Brazier model, the thickness value and strain hardening
coefficient are primarily important. The simulations in this study were performed using
two approaches, i.e., the Keeler–Brazier, and M-K approaches, because of their efficiency,
popularity, and simplicity in plotting FLDs of high-strength steels recommended by Du-
ancheng Ma, Basak, and Béres. Kuang-Hua Chang et al. [14] used damage percentage
detection to show the marginal zone of an FLD, where the area under this zone is safe,
while the area above it is a damage zone.

Virtual modeling and simulation tools for the sheet metal processes play an essential
role in predicting mechanical behavior and have become an essential and inevitable part of
each industry [15,16]. These tools introduce full behavior prediction models of the metals,
starting from their production to the heat treatment and testing processes. It helps engi-
neers and designers to reduce the resource-consuming experiments and push the overall
economic and technical aspects forward. A significant amount of work is being carried out
toward developing, validating, and implementing numerical models to improve the accu-
racy of the simulation results. The numerical simulations method is an intelligent tool used
to solve complex equations with different variables, called constitutive equations. These
equations and variables represent the physical situations of the materials, e.g., deformation
mechanisms, and help analyze the phenomena of mechanical deformation, damage, and
failure. It can also predict crucial mechanical thresholds for high-end application materials
during melting, casting, forming, and machining [17].

Hutchinson [18] built a model for FCC crystal, which was later expanded for BCC and
HCP crystal structure and applied to DAMASK (Düsseldorf Advanced Materials Simulation
Kit). Michel et al. [19] stated that the heterogeneity of ferrite and martensite phases in
DP steels and their elastic stiffness coefficients play an essential role in the convergence
behavior and stability schemes. After that, Diehl et al. [20] used some FFT assumptions
and developed the stiffness coefficients applied later in the DAMASK framework. [7] The
phenomenological crystal plasticity model is employed as plasticity law, which assumes
that plastic deformation occurs on a slip system when the resolved shear stress exceeds
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a critical value. The resolved critical shear stress depends on the amount of the applied
stress and can be calculated from a relation known as Schmid’s law in Equation (1) [19,21].

.
γ
α
=

.
γ0

∣∣∣∣ταSα

∣∣∣∣nsgn(τα) (1)

Analytical techniques can merely solve partial differential equations used in these
constitutive models more straightforwardly, while numerical methods are essential for
complex forms. Many efforts have been made to reach a framework connecting these
boundary problems with physical phenomena [18]. Many numerical methods, i.e., Finite
Element Method (FEM), Finite Volume Method (FVM), spectral method, and the Fast
Fourier Transform (FFT)-based (Crystal Plasticity Finite Element Method) CPFEM method
are usually used [22,23]. The difference between FE and SP methods lies in their homog-
enization technique and consequent time saving, as Shanthraj et al. [24] reported. The
analytical FLD strain calculation models must be solved numerically with a high-efficiency
solver to construct FLDs [25].

A representative volume element (RVE) was constructed for this purpose as a virtual
sample to express the properties and microstructure of the material in the sample. In
this study, spectral solver methods were applied using Fast Fourier Transform (FFT) to
solve the boundary value problem for mechanical equilibrium and damage phase field.
An FFT-based spectral solver shows higher efficiency and faster computational time over
the domain.

The elastic and plastic material properties are governed by the crystal plasticity-based
constitutive model, which is extensively used to study the deformation in crystalline
materials. Besides considering microstructural parameters, it also considers some fitting
parameters to compensate for the influence of some complex phenomena happening during
the processing route of a specific grade of the material [25,26]. The simulations presented
in this work were performed using DAMASK, which is available as free and open-source
software [25]. It aims to simulate the material using crystal plasticity principles within a
finite strain framework for continuum mechanical considerations by modeling the material
point (Fourier point) inside the constructed mesh. The plasticity laws implemented in
DAMASK are represented by isotropic plasticity, phenomenological crystal plasticity, or
dislocation density-based crystal plasticity. The phenomenological crystal plasticity models
were used in these simulations of polycrystal models. Furthermore, as deformation of
polycrystalline aggregate strongly depends on the respective orientations of grains inside
the lattice, consideration of Euler angles and rotation matrices was taken during the
implementation of the model [20,25].

In this work, the establishment of a crystal plasticity-based approach to evaluate
the forming limits of multi-phase steels by numerical simulation has been carried out
successfully. A plastic instability approach and a high-efficiency numerical solver were
employed to investigate multi-phase materials’ formability by adopting major and minor
strains in FLDs. Specifically, the microstructural attributes of martensite, i.e., grain size
and phase fraction under different loading conditions, were studied. Furthermore, the
damage initiation and propagation were determined by a CPFFT-based spectral solver
using a phenomenological model for plastic deformation and Hooke’s law for elasticity.
The conclusions of this study can help the sheet metal industries as a guide for the designers
to process material in an improved way.

2. Methodology

The numerical simulation modeling approach is a systematic process that uses well-
defined pre-processing steps, running a set of simulations, post-processing, and visual-
ization of the results, as shown in Figure 1. Firstly, RVEs were constructed by varying
martensite volume fraction and martensite grain size by using DREAM.3D [27]. Next, the
DAMASK adopts individual grains details to run numerical simulations using given load
and geometry configuration files. Constitutive equations and microstructural attributes
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for ferrite and martensite phases were adopted from Tasan’s work [10]. Ductile damage
and degradation parameters already implemented by Shanthraj et al. [24] were applied to
the ferrite phase within a pre-developed model by Roters and Tasan et al. [20,25]. Finally,
the values of local and global results were extracted after simulations and visualized by
ParaView and other trend-plotting tools.

Figure 1. A simple flow chart showing the methodology adopted and data flow in this study.

2.1. Data Collection

The microstructural attribute values, e.g., martensite fractions and grain sizes, were
taken from Tasan et al. [10], as shown in Table 1. The study was carried out for DP600
with the variation of martensite attributes (fractions 1.2%, martensite grain size from 1.0 to
4.3 μm) and a considerable ferrite grain size difference within 2.2 to 14.5 μm.

Table 1. The chemical composition and microstructural characteristics of DP 600 used in the current
study. Reprinted with permission from Ref. [10] Copyright 2014 Elsevier.

Steel Martensite (%) Ferrite Grain Size (μm) Martensite Grain Sizes (μm)

DP600
17.2 8.4 ± 6.1 2.7 ± 1.6
18.4 4.9 ± 1.9 1.7 ± 1.1

2.2. RVE Construction

From DP steel values in Table 1, four RVE models (A–D) were constructed using
DREAM.3D with variations in RVE dimensions, phase fractions, martensite grain size,
and spatial distribution (refer to Figure 2). However, in all the five RVE models, the same
hardness properties of martensite and ferrite grain size were considered, as shown in
Table 2.
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Model A Model B Model C Model D 

Figure 2. Top surfaces of 3D RVE models of the dual-phase steels, where the black particles represent
the martensite phase inside the grey ferrite matrix.

Table 2. The projected RVEs used in the study with ferrite grain size 8.4 ± 6.1 μm for all the RVEs.

Parameter Model A Model B Model C Model D

Synthetic volume size (voxels) 40 × 40 × 10 40 × 40 × 10 40 × 40 × 10 40 × 40 × 10
Martensite grain size (μm) 2.7 ± 1.6 2.7 ± 1.6 4 ± 2 6 ± 2
Martensite volume fraction 17% 18% 17% 17%

Ferrite volume fraction 83% 82% 83% 83%

Suitable statistical distributions, cubic crystal structure, and ellipsoid grain shapes
closely mimic the actual microstructure of DP Steel. In addition, different dimensions of
synthetic volume were adopted to check the effect of RVE size on the global stress–strain
curves and FLDs. Qayyum et al. [28] have shown a more detailed framework for the RVE
generation using the DREAM.3D pipeline in their work. If interested, the readers are
encouraged to refer to their work for further details.

2.3. Pre-Processing Stage
2.3.1. Material Properties

The ferrite and martensite phases in DP steel have some common elastic–viscoplastic
properties, which help build a more manageable material file framework, despite variations
in their mechanical behavior and properties. The material parameters and damage values of
both phases were adopted from Qayyum et al. [7], wherein already developed and validated
models from the framework of DAMASK [25] were adopted. The elastic coefficients, initial
and saturated shear resistances of slip systems and fitting parameters from the already
published literature [10,29] were used as presented in Table 3. Regarding damage, the
already developed models from Roters et al. [25] were incorporated and adopted in the
material configuration files of respective RVEs. The critical plastic strain value εcrit for the
ferrite phase was taken as 0.5 [10].

2.3.2. Boundary/Loading Conditions

Different loading conditions were used in the simulation process with four strain
states on each RVE model along y-directions while controlling x-directions and freeing the
z-directions (refer to Figure 3).

The periodic boundary conditions were stated as:
In the uniaxial tension state:

Ḟ =

⎡⎣ ∗ 0 0
0 1 0
0 0 ∗

⎤⎦ × 10−3 s−1 & P =

⎡⎣ 0 ∗ ∗
∗ ∗ ∗
∗ ∗ 0

⎤⎦ Pa (2)
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Table 3. Physical and fitting parameter values were adopted from the published literature for ferrite
[29], reprinted with permission from Ref. [10] Copyright 2014 Elsevier, and martensite [7].

Parameter Definition Symbol
Ferrite

Attributes
Martensite Attributes

Lattice crystal structure lattice structure bcc bcc
First elastic stiffness constant with

normal strain C11 233.3 GPa 417.4 GPa

Second elastic stiffness constant with
normal strain C12 135.5 GPa 242.4 GPa

First elastic stiffness constant with
shear strain C44 118.0 GPa 211.1 GPa

Shear strain rate γα 10−3/s 10−3/s
Initial shear resistance on [111] So [111] 95 MPa 405.8 MPa

Saturation shear resistance on [111] S∞ [111] 222 MPa 872.9 MPa
Initial shear resistance on [112] So [112] 97 MPa 456.7 MPa

Saturation shear resistance on [112] S∞ [112] 412 MPa 971.2 MPa
Slip hardening parameter h0 1000 MPa 563.0 MPa

Interaction hardening parameter hα,β 1 1
Stress exponent n 20 20

Curve fitting parameter w 2 2

Damage parameters

Interface energy g0 1.0 J m−2 -
Characteristic length l0 1.5 μm -

Damage mobility M 0.01 s−1 -
Damage diffusion D 1.0 -

Critical plastic strain εcrit 0.5 -
Damage rate sensitivity P 10 -

 

Figure 3. Projected loading states to conclude the forming limit diagram.

In the plane strain state:

Ḟ =

⎡⎣ 0 0 0
0 1 0
0 0 ∗

⎤⎦ × 10−3 s−1 & P =

⎡⎣ ∗ ∗ ∗
∗ ∗ ∗
∗ ∗ 0

⎤⎦ Pa (3)

In the partial biaxial stretching state:

Ḟ =

⎡⎣ 0.5 0 0
0 1 0
0 0 ∗

⎤⎦ × 10−3 s−1 & P =

⎡⎣ ∗ ∗ ∗
∗ ∗ ∗
∗ ∗ 0

⎤⎦ Pa (4)
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In the equi-biaxial stretching state:

Ḟ =

⎡⎣ 1 0 0
0 1 0
0 0 ∗

⎤⎦ × 10−3 s−1 & P =

⎡⎣ ∗ ∗ ∗
∗ ∗ ∗
∗ ∗ 0

⎤⎦ Pa (5)

where Ḟ and P are the rate of the deformation gradient and first Piola–Kirchhoff stress
tensors, respectively. The coefficients denoted by ‘∗’ express the stated complimentary con-
ditions. Using these conditions, the four strain states were applied in the y-direction, with
a 1 × 10−3 s−1 iso-static strain rate, as shown in Figure 3. For readers not familiar with the
modeling strategy, a brief model background is provided in the work of Qayyum et al. [7]
and Duancheng Ma et al. [30].

2.4. Evaluation of FLDs by M-K and K-B Approaches
2.4.1. M-K Approach

In this approach, the engineering stress and strain values were extracted by applying
customized subroutines. Then engineering stress–strain curves of the four loading con-
ditions for each RVE were plotted. According to Duancheng Ma [30], Drucker’s stability
criterion claims that the forming limit occurs at the maximum stress (localized necking
point) on the engineering stress–strain curve.

2.4.2. Keeler-Brazier Approach

In this approach, the true stress and strain values were extracted from applying already
customized subroutines, and then the true stress–strain curve was plotted. As per the
Keeler–Brazier model detailed in appendix A, the major strain values (E1) depend on t (RVE
thickness), n (strain hardening coefficient of material), and E2 (minor strain values detected
from the tensor matrix at an increment, corresponding to the maximum stress on the stress
and strain curve). Therefore, the major and minor strain values were available for the four
loading conditions. These and other extended details about post-processing and an activity
flow chart of M-K and K-B approaches are given in Appendix A.

3. Results

Simulations of multi-phase DP steel were processed for 3D RVEs with damage consid-
eration, wherein four models were virtually constructed to detect the variation in FLDs’
behavior by varying microstructural attributes. By simulating different synthetic volumes
of RVEs with the same ferrite grain sizes, the varying behavior of engineering stress–strain
curves and FLDs was observed.

3.1. Effect of Martensite Fractions on Stress–Strain Curve and FLDs

The numerical simulations were carried out for models A and B as per Figure 2,
and the difference in martensite volume fractions, as shown in Table 2. The behavior of
stress–strain curves of uniaxial, plane strain, biaxial, and equi-biaxial loading is shown
in Figure 4. By increasing martensite volume fractions, the yield and ultimate strengths
increased while the values of corresponding engineering strains decreased. The stress
values of uniaxial loading were almost like those of plane strain loading conditions but
much lower than biaxial and equi-biaxial loading conditions. By calculating areas under
engineering flow curves for the four loading conditions, the plastic work per unit volume
increased by decreasing the martensite fraction in DP steels. The plastic work performed
by the biaxial loading case ranged between 37 and 39 MJ/m3, while uniaxial and plane
strain loading cases ranged from 28 to 36 MJ/m3.
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(a) (b) 

(c) (d) 

Figure 4. Comparison of stress–strain curves of different martensite volume fractions in (a) uniaxial
tension, (b) plane strain tension, (c) partial biaxial tension, and (d) equi-biaxial loading.

Concerning FLDs, the results are more significant, as shown in Figure 5. It was
observed that the increase of martensite volume fractions decreased the values of major
and minor strains of FLDs slightly in the M-K approach. However, in the case of the K-B
approach, the formability difference was not observed.

 
(a) (b) 

Figure 5. The FLDs in martensite fraction differences in the case of (a) M-K approach and
(b) K-B approach.

By plotting the logarithmic true stresses and strains of models (A and B), both variables
were directly proportional to each other; when the values of n-values were detected from
the slope of the graph. It was found that by decreasing the martensite volume fractions, the
values of n-values increased, as shown in Figure 6 and Table 4. The trend is similar to what
is already reported in the literature [25].
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Figure 6. Comparison of strain hardening exponent (n) with corresponding martensite volume
fraction, i.e., 18% and 17%.

Table 4. N-values versus martensite fractions of DP steels.

n-Values Martensite Fractions

0.2594 18%
0.2557 17%

3.2. Effect of Martensite Grain Size on Stress–Strain Curve and FLDs

By simulations of models (A, C, and D) as per Figure 2, the influence of the difference
in martensite grain sizes was plotted as stress–strain curves of the four loading conditions
in Figure 7. The stress–strain curves do not significantly affect the variation of martensite
grain size in uniaxial loading. Contrarily, it was observed that the maximum stress of
medium and small martensite grain size was almost the same, but the RVEs with bigger
martensite sizes failed at lower strain values.

 
(a) (b) 

Figure 7. Cont.
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(c) (d) 

Figure 7. Comparison of stress–strain curves of martensite grain sizes in (a) uniaxial tension, (b) plane
strain tension, (c) partial biaxial tension, and (d) equi-biaxial loading.

By increasing martensite grain sizes, the limiting major and minor strains decreased
in the case of the M-K approach with some exceptions in uniaxial loading cases, as shown
in FLDs in Figure 8. On the other hand, in the case of the K-B approach, the variation in
martensite grain sizes did not have a remarkable effect on formability.

 
(a) (b) 

Figure 8. The FLDs in martensite grain sizes in the case of (a) M-K approach and (b) K-B approach.

3.3. Necking Band

In the case of the M-K approach, as shown in Figure 9, the FLD band was observed for
models A and B, where the green line is the necking start at 0% of material degradation,
the blue line is localized necking point, and the red line represents the fracture of the RVE
at 20% of material degradation. The area under the green line is a safe zone, and above the
blue line is the damage zone, where the necking starts.

While in the case of K-B, by using models A and D, the values of major strains at the
plane strain loadings were almost the same when the damage values were changed, while
the values of the major and minor strains in other loading conditions changed. In addition,
the marginal zone of the FLD was not observed for either model, as shown in Figure 10.
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(a) (b) 

Figure 9. FLDs are showing marginal zones of (a) model A and (b) of model B.

 
(a) (b) 

Figure 10. The FLDs marginal zones for (a) martensite grain sizes = 2.7 μm and for (b) martensite
grain sizes = 6 μm.

3.4. Local Damage Evolution

Damage initiation in models A and C were analyzed on the top surfaces of 3D RVEs, as
shown in Figures 11 and 12, respectively. The frames were extracted during post-processing
of the simulation results to compare local behaviors of the RVEs at the necking point, which
showed 20% and 30% of global material degradation, respectively. The local damage field is
presented with the help of values ranging from 1.0 to 0.0, i.e., undamaged to fully damaged
state, respectively.
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Figure 11. Damage behavior of dual-phase steels in model A with martensite grain sizes = 2.7 μm.

In model A (refer to Figure 11), the voids coalesced at 45 degrees of the load direction
for uniaxial tension. The voids propagated sharply in this direction by the application
of further load. In relation to plane strain loading, the damage initiation occurred at 45
and 90 degrees of load direction. With additional loading, the voids propagated as sharp
straight lines at 90 degrees because of fixed loading at x-directions.

At partial biaxial loading, the damage was initiated by large voids. These voids
propagated in 45 and 90 degrees to load directions. In contrast, in the equiaxial loading case,
the damage propagated in different and random directions, such as 0, 45, and 90 degrees
to load directions (refer to Figure 11). In the case of model C (refer to Figure 12), the
local damage evolution did not differ much from model A, especially in the uniaxial case.
However, it was observed in the plane strain case that the larger martensite grains constraint
the damage behavior, and the damage tended to form around the martensite grains. The
damage propagation also behaved in the same manner in the case of partial-biaxial and
equi-biaxial loadings. The damage was initiated at the inter-granular level but continued
growing trans-granularly with increased matrix degradation. In addition, stress relaxation
near the damage areas affected the damage propagation and strain localization.
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Figure 12. Damage behavior of dual-phase steels in model C with martensite grain sizes = 4 μm.

4. Discussion

Most analytical models used for plotting FLDs detect the forming limits at the necking
point of materials, but calculating major and minor limit strains by numerical simulations
is still required. In this study, these limiting strain values were detected from logarithmic
strain tensor components, where the maximum value inside the tensor matrix represents
the major strain, and minimum value is minor strain. Logarithmic strain is widely used
in numerical simulations and is the best indicator for true strain, as its ability to count the
strain values at every time interval and gives us an exact number when deformation occurs
by a series of increments [31]. The strain tensor of this matrix represents an imaginary
square unit, where minor strain is the minimum logarithmic change value in the unit
square, and major strain is the maximum logarithmic change in this unit.

The increasing value of ultimate tensile strength by increasing phase fraction of the
martensite is because of the enhanced reinforcement by uniformly distributed hard marten-
site particles [32]. On the other hand, the reduced capability of the material to undergo
global strains with more martensite fraction is due to the brittle nature of martensite and
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the comparatively less force shifted to the ferrite grains. Furthermore, the martensite’s
decreased grain size provokes the surrounding ferrite’s plastic deformation; therefore,
the DP steel sample with a small martensite grain size showed comparatively better
formability [33].

The behavior of FLDs agrees with the results of Duancheng Ma [30], where it applies
on the right side of FLD with and without periodic boundary conditions, as shown in
Figure 5 for the M-K approach. On the other hand, in the K-B approach, the simulations, as
shown in Figure 5b, agree with Basak [8], where results are presented for DP steels 600, 800,
and 1000, and G Béres [12], who worked on aluminum alloy Al 2008-T4. In Figure 5a, the
FLDs with a relative difference in trends influenced by martensite fraction compared to
those in Figure 5b, where no significant difference was observed, establish the argument
that the M-K approach corresponds better to the crystal plasticity-based modeling approach.
Furthermore, this effect was observed to be more pronounced in the case of using the M-K
approach to evaluate the influence of variation in the martensite grain size, as shown in
Figure 8.

Keeler–Brazier’s equations did not illustrate the difference of formability by chang-
ing martensite grain sizes. Furthermore, they did not show a significant necking band,
as the damage values at plane strain loading conditions were not altered, as shown in
Figures 8 and 10. On the other hand, the damage values’ dependency on engineering
stress–strain curves can clarify the 0.2% proof stress points, onset of necking, and fracture
for the M-K approach.

In addition, n-values were calculated for both models using Equation (6).

σt= k εn
t (6)

where σt is the true stress, k is a constant, Et is the true strain, and n is the strain hardening
coefficient. These n-values can keep their higher strength values in the pre-necking zones,
reducing the risk of local strain accumulations and uniformly distributing the strain over
the whole domain, improving materials’ formability. True stress–strain curves of DP steels
and the plastic work performed by biaxial and uniaxial loading using crystal plasticity
models show a good agreement with Equations (7) and (8) used during experimental work.

σt= σe ( 1+Ee ) (7)

Et = ln ( 1+Ee ) (8)

where σt is the true stress, Et is the true strain, σe is the engineering stress, and Ee is the true
strain. These equations are based on the ISO 16842 standard for studying biaxial tensile
testing on sheet metals [34].

The local damage behavior of the DP steel samples upon varying loading conditions
showed different outcomes, which can help understand the corresponding effect of mi-
crostructure. This is also affected by the morphology of the martensite particles, their
orientation, aggregation, and presence in small islands. The initiation and propagation
of local damage at the martensite–ferrite grain interface are because of the decohesion
of the comparatively weak point in the aggregate [35,36]. The direction of the damage
propagation in the case of tensile loading in ductile ferrite matrix, i.e., at 45 degrees, is
caused by the shear bands [29]. A further extensive study is needed to understand this
effect by considering the contributing factors.

5. Conclusions

The dependence of microstructural attributes on the formability limit of DP steels
was analyzed. Specifically, the averaged global behavior and the effect of different load-
ing conditions on damage initiation were investigated. Several 3D RVEs with varying
microstructural attributes were simulated using a crystal plasticity-based numerical simu-
lation model called DAMASK. The global and local stress, strain, and damage evolution
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of various RVEs revealed the internal phenomena during deformation. The global results
were processed to obtain FLDs according to K-B and M-K criteria. Appealing outcomes
were observed, which can be summarised by the following points.

1. DAMASK can model FLDs of multi-phase materials with different loading conditions.
Therefore, it can be used to study the effect of microstructural attributes on the
formability of crystalline materials.

2. There are some limitations in the K-B model; firstly, the equations did not introduce
a significant difference in FLDs by using different martensite grain sizes. Secondly,
they did not possess the traditional marginal zones of FLDs. Contrarily, the M-K
approach was proved to have good efficacy and agreement with the previous study
of Duancheng Ma [7]. Moreover, it can clarify differences in mechanical behavior
influenced by varying grain sizes of martensite in FLDs. Consequently, it shows
comparatively safe necking and damage zones for different loading conditions.

3. In plotting FLDs, it was found that the lower the martensite fractions in DP steels, the
better the formability. The precipitates of martensite act as obstacles, which restricts
the slip deformation. Regarding martensite grain size in DP steels, the formability
generally improves by decreasing martensite grain size. The higher strain hardening
coefficient values (n-values), the better the formability because of comparatively low
martensite phase fractions, which is a hard phase.

4. Plastic work and strength values of biaxial loading cases are higher than those in
uniaxial and plane strain loading. At the same time, the plastic work values increase
by decreasing martensite fractions in DP steels.

5. The difference in martensite grain sizes and loading conditions strongly affects the
damage initiation and propagation behaviors of the RVEs, which could serve as a
good guide on how to avoid damage propagation in the future.

Author Contributions: Conceptualization, T.H. and F.Q.; methodology, T.H.; software, T.H., F.Q. and
M.U.; validation, T.H., F.Q. and S.G.; formal analysis, M.U.; investigation, T.H. and F.Q.; resources,
F.Q. and S.G.; data curation, T.H.; writing—original draft preparation, T.H., M.U. and F.Q.; writing—
review and editing, F.Q., M.U. and S.G.; visualization, T.H.; supervision, F.Q. and S.G.; project
administration, S.G. and U.P.; funding acquisition, T.H. and U.P. All authors have read and agreed to
the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The simulation data are not publicly available but can be shared
upon request.

Acknowledgments: The authors acknowledge the DAAD Faculty Development for Candidates
(Balochistan), 2016 (57245990)-HRDI-UESTP’s/UET’s funding scheme in cooperation with the Higher
Education Commission of Pakistan (HEC) for sponsoring the stay of Faisal Qayyum at IMF TU
Freiberg. This work was conducted with the DFG-funded collaborative research group TRIP Matrix
Composites (SFB 799). The authors gratefully acknowledge the German Research Foundation (DFG)
for the financial support of SFB 799. Furthermore, Freunde und Förderer der TU Bergakademie
Freiberg e.V. is acknowledged for providing financial assistance to Muhammad Umar. The authors
also acknowledge the support of Martin Diehl and Franz Roters (MPIE, Düsseldorf) for their help re-
garding the functionality of DAMASK. Finally, the competent authorities at Khwaja Fareed University
of Engineering and Information Technology, (KFUEIT) Rahim Yar Khan, Pakistan, and TU BAF Ger-
many are greatly acknowledged for providing research exchange opportunities to Muhammad Umar
at the Institute of Metal Forming TU BAF, Germany, under a memorandum of understanding (MoU).

Conflicts of Interest: The authors declare no conflict of interest.

119



Crystals 2022, 12, 155

Nomenclature

Acronym

Symbol Description
CPFEM Crystal plasticity finite element method
DAMASK Düsseldorf Advanced Materials Simulation Kit
DP Dual-phase steels
FEM Finite Element Method
FFT Fast Fourier Transform
FLD Forming Limit Diagram
K-B equations Keeler–Brazier equations
M-K approach Marciniak and Kuczynski approach
RVE Representative volume element
SP Spectral method
g.z. Grain Size (μm)

Appendix A.

Appendix A.1. Running Simulation via CP Spectral Solver

The numerical simulations were processed by incorporating ductile damage and
recording more increments after the damage initiation than those without damage in each
RVE. During numerical processing by the spectral method, each grid point inside the mesh
of the RVE acts as a computation point and represents individually defined deformation
mechanisms, phase fractions, grain orientation, and homogenization schemes. Each incre-
ment after damage initiation records the material degradation behavior in detail. Once
the damage is initiated, the numerical processing slows down and becomes intensively
computed, and crashes after specific material degradation occurs for the RVE. The sim-
ulations and the load increments in each loading condition in this work were processed
till converging.

Appendix A.2. Postprocessing Stage

The completed numerical simulations were post-processed using customized subrou-
tines on DAMASK [37]. FLDs were plotted by adopting major and minor strains. The
following two approaches are generally accepted, and commonly employed techniques
based on some equations and engineering stress and strain curves to adopt the major and
minor forming limit strains as forming limit criteria.

Appendix A.2.1. M-K Approach

For the M-K approach, after plotting engineering stress and strain curves, the maxi-
mum stress (localized necking point) was detected, and the strain tensors were recorded
along with the increments. Major and minor values were detected from the strain tensor
matrix at an increment, corresponding to this maximum stress in the stress–strain curve, as
shown in the following process chart (see Figure A1).

Appendix A.2.2. K-B Approach

The Keeler-Brazier model depends on the major true strain value FLD0, true on the
thickness of the virtual samples, and the strain hardening coefficient when the minor true
strain equals zero [13]. It presents Equations (A1)–(A3) to predict the FLDs following the
activities, as shown in Figure A2, where major true strain E1 is dependent on values of
thickness t and strain hardening coefficient n.

For E2 < 0 (uniaxial case)
E1= FLD0, true− E2 (A1)

For E2 > 0 (biaxial case)

E1= ln[0 .6 × (exp(E2)−1)+ exp(FLD 0, true)] (A2)
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where,
FLD0, true= ln[1+(0.233 + 0.413xt) ·n/t] (A3)

Figure A1. Process chart of plotting FLD via M-K approach.
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Figure A2. Process chart of plotting FLD via Keeler-Brazier (K-B) approach.
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Abstract: Twinning behaviors in grains during cold rolling have been systematically studied in
preparing ultra-thin grain-oriented silicon steel (UTGO) using a commercial glassless grain-oriented
silicon steel as raw material. It is found that the twinning system with the maximum Schmid factor
and shear mechanical work would be activated. The area fraction of twins increased with the cold
rolling reduction. The orientations of twins mainly appeared to be α-fiber (<110>//RD), most of
which were {001}<110> orientation. Analysis via combining deformation orientation simulation and
twinning orientation calculation suggested that {001}<110> oriented twinning occurred at 40–50%
rolling reduction. The simulation also confirmed more {100} <011> oriented twins would be produced
in the cold rolling process and their orientation also showed less deviation from ideal {001}<110>
orientation when a raw material with a higher content of exact Goss oriented grains was used.

Keywords: ultra-thin grain-oriented silicon steel (UTGO); cold rolling; twinning; Goss; {100}<011>

1. Introduction

Ultra-thin grain-oriented silicon steel (UTGO steel, thickness ≤ 0.10 mm) is an impor-
tant magnetic material mainly used for manufacturing intermediate and high-frequency
transformers [1–4], thanks to its ability to increase core power while reducing core loss and
volume. Although the manufacturing route for grain-oriented silicon steel has been devel-
oped for decades, it is still difficult to produce ultra-thin products using a conventional
process which is based on secondary recrystallization. The difficulty is due to acceleration
of the inhibitor coarsening during recrystallization and poor control over Goss orientation
under large rolling reduction [5–9]. At present, the most prevalent production method to
prepare ultra-thin grain-oriented silicon steel is to use commercial grain-oriented silicon
steel sheets as starting material, then cold-rolling the steel sheets to the desired thickness
followed by annealing processes [4,10,11].

In recent years, many studies have reported the formation of deformation twinning
in silicon steel. Shi et al. [12] and Xie et al. [13] discovered that deformation twinning
occurred in Fe-6.5% Si alloy in a medium temperature tensile and compress test, and that
this twinning promoted the plastic deformation of the alloy. Dunn et al. [14] demonstrated
that both slip and twinning were activated during cold rolling in Fe-3.25 wt.% Si alloy, and
{001}<110> oriented twins could be formed in Goss single crystal at an early deformation
stage. Rusakov et al. [15] studied the features of twinning in cold-deformed Goss single
crystal in an Fe-3% Si-0.5% Cu alloy and found that twins with near {001}<110> orientation
were formed at 5% reduction and the twinning orientation did not change during the subse-
quent deformation. Dorner et al. [16] reported that the area fraction of {001}<110> oriented
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twins increased with an increase of deformation reduction and reached the maximum at
61% deformation reduction when studying the evolutions of crystallographic orientations
of cold-rolled Goss single crystals in Fe-3% Si alloy. Even with extensive studies, there are
still disputes on how the twins in BCC structured grain-oriented silicon steels are formed
and evolved during cold rolling.

It is known that deformation twinning has a pronounced grain orientation dependence
in FCC [17–19] and HCP [20,21] metals or alloys, and similar effects of initial grain orienta-
tion on deformation twinning are also reported in BCC structure [22,23]. Fu et al. [22] found
that twins tend to occur in grains with a tensile orientation near the <001> corner and a
compressive orientation near the <101>-<111> line, and this twinning activation is closely
related to their corresponding Schmid factor, respectively. In the production of ultra-thin
grain-oriented silicon steel, it is preferred that the starting material has a strong Goss
texture, so that grains with exact Goss in a certain extent in the resultant UTGO steel will
occupy the great majority of area. The deviation of grain orientation from the exact Goss
will affect the subsequent orientation transition routes [23]. However, the effect of deviation
degree on the twinning behavior remains unclear. In this study, the twinning behaviors
during cold rolling ultra-thin grain-oriented silicon steel have been systematically analyzed,
and special attention has been focused on the influence of initial Goss orientation deviation
on the twinning behavior. The results will help to comprehensively understand the cold
rolling process and to provide a theoretical basis for preparing ultra-thin grain-oriented
silicon steel.

2. Experimental Procedure

A 0.35 mm-thick commercial glassless grain-oriented silicon steel plate without a
magnesium silicate layer was used as raw material to prepare the ultra-thin silicon steel.
Its magnetic properties were B8 = 1.89 T, P1.7/50 = 1.12 W/kg, the average grain size was
about 30 mm and the chemical compositions (mass fraction, %) were C: 0.0058, Si: 3, Mn:
0.0088, S: 0.0003, Al: 0.005, N: 0.001, Sn: 0.1. After being pickled with hydrochloric acid
to distinguish the original grain boundaries, the sample plates of 300 mm (along rolling
direction, RD) × 40 mm (along transverse direction, TD) were cut into two parts, as shown
in Figure 1. The parts marked by the red block diagram are 10 mm (RD) × 5 mm (TD)
and were used to confirm the initial orientation of the marked grains. The analysis was
done using a Zeiss GeminiSEM500 field emission scanning electron microscope (SEM)
equipped with an EBSD system and the accelerating voltage was 20 KV when measured.
EBSD data was post-processed by the HKL CHANNEL5 software. The part marked by
the green block is 300 mm (RD, rolling direction) ×30 mm (TD, transverse direction)
and was cold rolled to 0.21–0.075 mm thick to investigate the twinning behavior. The
microstructures and microtextures at different reductions were characterized and evaluated
with a Confocal laser scanning microscope (CLSM) and EBSD technique, respectively. For
the EBSD measurements, the samples were machined and electropolished with a 5%
perchloric acid/alcohol solution to remove the surface strain layer. In the EBSD data, the
tolerance angles for the orientations are set as 15◦.

Figure 1. Schematic diagram of sample cutting.
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3. Results and Discussion

3.1. Deformation Twinning Microstructure

The microstructures of the 0.075 mm rolled sheet were characterized by CLSM and
are shown in Figure 2, and the textures measured by EBSD are presented in Figure 3.
Parallel bands with serrated edge and different angles toward RD direction were found.
The measurement shows the parallel bands are {001}<110> orientation and they are in
<111> /60◦ relationship with the {111}<112> oriented matrix.

Figure 2. SEM micrographs in deformation twinning area of 0.075 mm sheet in rolling plane.

Figure 3. EBSD measurement of 0.075 mm sheet in transverse plane with step size = 0.2 μm: (a) EBSD orientation image
mapping; (b) {111} pole figure; (c) rotation axes distribution for misorientation angle of 55–65° in (a).

3.2. Twinning Behavior in Goss-Oriented Grains during Cold Rolling

In this paper, the twinning Schmid factor and shear mechanical work of cold rolled
Goss oriented grains at different strains are calculated and the effect of grain orientation on
the selection of the twinning system is discussed [24–26]. The evolution of the twinning
behavior during cold rolling in ultra-thin grain-oriented silicon steel is investigated by
theoretical calculation and is verified via experiments.

The microstructures of the grains with a 3◦ angle deviated from exact Goss orientation
at different reductions are depicted in Figure 4. The microstructure and microtextures at
78% reduction measured with EBSD are shown in Figure 5. With the increase of deformation
reduction, the area fraction of twins increases. When the deformation reduction reaches
78%, the edge serration of the twins becomes more prominent. Twins with three different

127



Crystals 2021, 11, 187

deviation angles from exact {001} <110> orientation are observed in Figure 5a, and it is
suggested that they were formed at different deformation stages during cold-rolling.

Figure 4. The morphology of deformation twinning within Goss-oriented grains at different reduc-
tions in rolling plane. (a) 32%; (b) 41%; (c) 53%; (d) 78% reduction.

Figure 5. EBSD measurement in deformation twinning area of exact Goss orientated grains with a reduction of 78% in
transverse plane with step size = 0.3 μm: (a) orientation image mapping; (b) the distribution of the deviation degree between
twinning orientation and exact Goss orientation in the area marked by different color block diagram in (a).
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According to Humbert’s observation [24], the deformation twinning in BCC alloy can
be obtained when every two adjoining (112) planes are displaced toward [111] direction by√

3a/6. By these successive displacements, the BCC lattice is sheared by
√

2/4.
In the reference frame YT based on the corresponding twinning system, this plane

strain is expressed by matrix ET.

Ey =

⎡⎢⎣ 0 0
√

2
4

0 0 0√
2

4 0 0

⎤⎥⎦ (1)

In the reference frame based on deformed matrix orientation, the twinning strain
matrix, E, is expressed as

E = N · M · ET · M−1 · N−1 (2)

Herein, M and N are corresponding transformation matrices of the twinning strain
matrix from the reference frame based on corresponding twinning system to sample
coordinate system and crystal coordinate system based on deformed matrix orientation
successively, and the corresponding mechanical work of the twinning shear is calculated as

W =
1
2
(ε11·E11 − ε33·E33) =

1
2

ε11(E11 − E33) (3)

Herein, the rolling stress is simplified as equivalent force in the direction of ND and
RD, that is, ε11 = ε33.

The twinning forming stages can be deduced based on the orientation relationship
between twinning and deformed matrix. On the other hand, the selection of the twinning
system can be analyzed based on the orientation of the deformed matrix when twinning
occurs. The VPSC (visco-plasitic self-consistent) model has been applied to predict the
orientation rotation path of Goss oriented grain during cold rolling and the result is shown
in Figure 6.

Figure 6. The orientation rotation path of Goss orientation: (a) corresponding twinning orientation;
(b) during cold rolling, strain value = −0.6.

The calculation results suggest that during cold rolling, Goss orientation rotates
to {111}<112> orientation along the route indicated by red arrows in Figure 6a, which
is consistent with the literature [27]. In the calculated deformed matrix, the twinning
orientations can be predicted based on the maximum Schmid factor and shear mechanical
work of the twinning systems, as shown in Figure 6b. The orientation of the twinning
forming during the cold rolling of Goss oriented grains is always α-fiber, close to {001}<110>
orientation but with different degree of deviation. This is in good agreement with the
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experimental results, suggesting that twinning can occur in Goss oriented grains across a
cold rolling process. The twinning orientation of exactly {001}<110> is achieved when the
strain is about –0.6 and the deformed matrix orientation is (18◦ 48◦ 153◦). Since most twins
have orientations of exact or close to {001}<110>, we predict that twins mainly formed at
this strain.

In a matrix of (18◦, 48◦, 153◦) orientation at strain equal to –0.6, the Schmid factor
and shear mechanical work of the twinning systems and their corresponding twinning
orientations were estimated and are listed in Table 1. It is obvious that the Schmid factor
and shear mechanical work of the twelve twinning systems increase at the same time; in
other words, the maximum Schmid factor and shear mechanical work will correspond
to the same twinning system, which leads to the twinning orientation of (136◦ 90◦ 90◦).
Similarly, the same phenomenon applies to the deformed orientations at different stains,
and the calculated twinning orientations are always close to or near {001}<100>. The results
confirm the assumption that the activated twinning system during cold rolling of Goss
orientation grain always has the maximum value of Schmid factor and shear mechanical
work. The greater the Schmid factor and shear mechanical work, the easier a twinning
system would occur.

Table 1. The Schmid factor, shear mechanical work of twins in the deformed matrix with orientation
of (18◦ 48◦ 153◦).

Twinning System Schmidt Factor Mechanical Work Twinning Orientation

(112)[111] 0.48 0.167ε33 (46◦ 90◦ 0◦)
(121)[111] 0.26 0.093ε33 (90◦ 141◦ 45◦)
(211)[111] 0.36 0.130ε33 (106◦ 116◦ 8◦)
(121)[111] 0.26 0.093ε33 (37◦ 116◦ 30◦)
(112)[111] 0.14 0.046ε33 (122◦ 27◦ 105◦)
(112)[111] 0.52 0.176ε33 (105◦ 64◦ 83◦)
(121)[111] 0.46 0.167ε33 (42◦ 180◦ 86◦)
(121)[111] 0.14 0.046ε33 (162◦ 84◦ 154◦)
(121)[111] 0.50 0.176ε33 (161◦ 97◦ 116◦)
(211)[111] 0.38 0.130ε33 (120◦ 153◦ 14◦)
(211)[111] 0.94 0.333ε33 (136◦ 90◦ 90◦)
(211)[111] 0.52 0.185ε33 (141◦ 117◦ 60◦)

3.3. Effect of Goss Orientation Accuracy of Initial Grain on Twinning Behavior

The majority of grains in the raw material have orientations close to Goss with 3◦–10◦
deviation. The microstructures of 3◦ and 10◦ deviated Goss grains at 78% reduction were
characterized by metalloscopy in the ND plane and by EBSD in the TD plane. The typical
images are shown in Figures 7 and 8, respectively. Compared to 10◦ deviated Goss oriented
grains, there is much higher density of twins in 3◦ deviated Goss oriented grains and the
twinning orientations are more closely aligned to the exact {001}<110> orientation.

The crystal rotation routes of 10◦ deviated Goss orientation (0◦ 35◦ 0◦) during cold
rolling were simulated using VPSC model. Meanwhile, the Schmid factor and shear
mechanical work as well as twinning orientation of the twinning systems were calculated
in matrices with various orientations at different strain values. The results are shown in
Figure 9 and Table 2. During cold rolling, the crystal rotation routes of grains with deviated
Goss orientation are similar to that of exact Goss grains, showing deviated {111}<112>
orientation at 78% rolling reduction. Moreover, under the same strain, the twining Schmid
factor and shear mechanical work in deviated grains are both lower than that of exact
Goss oriented grains. In a deviated Goss grain, the twins generally have a deviation
angle with the exact {001}<110> orientation. The relationship of this deviation angle with
{001}<110> orientation and strain is analyzed and the simulated results are presented in
Figure 10. At the same strain, the twins in the initial deviated Goss grains have twinning
orientation further away from the exact {001} <110> orientation. Since twinning systems
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are critical for achieving the final microstructures in ultra-thin grain-oriented silicon steel,
the deviation degree of initial Goss oriented grain, therefore, would influence the evolution
of the microstructure and microtextures of recrystallized steel. This influence is subject to
future study.

Figure 7. The effect of the deviation degree of the initial Goss orientation on twinning distribution in
rolling plane: (a) 3◦ deviated Goss oriented grain; (b) 10◦ deviated Goss oriented grain.

Figure 8. The effect of deviation angle of Goss oriented grain on twinning orientation in the lateral plane: (a) 3◦ deviated
Goss oriented grain; (b) 10◦ deviated Goss oriented grain; EBSD measurement step size = 0.5 μm.

131



Crystals 2021, 11, 187

Figure 9. The orientation rotation path of (0◦ 35◦ 0◦) orientation; (a) and corresponding twinning
orientation (b) during cold rolling, strain = −0.6.

Table 2. Schmid factor and shear mechanical work of (0◦ 45◦ 0◦) orientation and (0◦ 35◦ 0◦) orientation
at different strain in cold rolling (MSF and MMW represent maximum Schmid factor and shear
mechanical work, respectively).

Strain MSF of (0◦ 45◦ 0◦) MMW of (0◦ 45◦ 0◦) MSF of (0◦ 35◦ 0◦) MMW of (0◦ 35◦ 0◦)

0 0.951 0.336ε33 0.935 0.329ε33
−0.2 0.962 0.340ε33 0.938 0.331ε33
−0.4 0.989 0.350ε33 0.948 0.336ε33
−0.6 0.988 0.350ε33 0.965 0.341ε33
−0.8 0.929 0.329ε33 0.952 0.337ε33
−1.0 0.845 0.298ε33 0.887 0.313ε33
−1.2 0.756 0.269ε33 0.823 0.288ε33
−1.4 0.714 0.254ε33 0.776 0.263ε33
−1.6 0.710 0.251ε33 0.739 0.242ε33

Figure 10. The effect of initial grain orientation on the deviation angle of twinning orientation from
exact {001}<110> orientation during cold rolling.

4. Conclusions

The actual activated {112}<111> twinning systems are shown to have the maximum
Schmid factor and shear mechanical work. The greater Schmid factor and shear mechanical
work a twinning system has achieved, the easier it is to be activated.
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Twinning can occur at different stages of rolling deformation in Goss oriented grain
during cold rolling. The twinning area fraction increases with the increase of rolling reduc-
tion, and the twinning orientations are mainly located at α-fiber and are mostly around
{001}<110> component. Based on VPSC simulation results, exact {001}<110> oriented
twinning is achieved when the rolling reduction is 40–50%.

In the preparation of ultra-thin grain-oriented silicon steel, when an initial material
has more grains with exact Goss orientation, more twins are observed in the deformed
grains after cold-rolling and the twinning orientation is closer to exact {001}<110>.
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Abstract: Polycrystalline nickel-based superalloys tend to have large grains within component
areas where high loads are dominant during operation. Due to these large grains, caused by the
manufacturing and cooling process, the orientation of each grain becomes highly important, since it
influences the elastic and plastic behaviour of the material. With the usage of the open source codes
NEPER and FEPX, polycrystalline models of Inconel 738 LC were generated and their elastic and
crystal plasticity behaviour simulated in dependence of different orientation distributions under
uniaxial loading. Orientation distributions close to the [100] direction showed the lowest Young’s
moduli as well as the highest elastic strains before yielding, as expected. Orientations close to the
[589] direction, showed the lowest elastic strains and therefore first plastic deformation under strain
loading due to the highest shear stress in the slip systems caused by the interaction of Young’s
modulus and the Schmid factor.

Keywords: nickel-based superalloy; anisotropy; slip system modelling; Schmid factor; Young’s moduli

1. Introduction

Stationary gas turbines, as used in gas power plants, can be started from cold to
a maximum output in less than 30 min [1]. Due to this short start-up time, gas power
plants are able to react to shortages in the electricity supply caused by volatile feed in of
renewables energies and can stabilize the electricity grid in times of high demand. Due
to frequent start-up, shut down and load changes, the components in the hot gas section,
especially the turbine blades and vanes undergo high mechanical and thermal loads,
which has to be considered in the design process. Current design paradigms are based
on deterministic lifetime approaches, which lead to conservative designs and inefficient
component geometries caused by high safety factors. In recent years, these deterministic
approaches were successfully replaced by probabilistic approaches, which are based on
the statistical distribution of factors, which affects the high temperature fatigue life of the
considered materials [2–4].

Polycrystalline nickel-based superalloys are widely used in the rear hot gas section as
blades and vanes. Due to the casting manufacturing process and the component geometries,
large grains with diameters up to 3–4 mm can form in areas where high loads appear
during operations. Experimental strain controlled high temperature fatigue tests of nickel-
base superalloys with large grains, i.e., low grain numbers in the gauge sections, show
significantly large scatter in the lifetime as well as in the mechanical properties. As shown
by several authors, the scatter in fatigue life and mechanical properties can be mainly
attributed to two characteristics, the local grain orientation and the low amount of grains.
Nickel-based superalloys show a high elastic anisotropy factors up to 2.7 [5]; therefore,
the local orientation distribution of the grains within the gauge section have a significant
influence on the elastic response of the component. This leads, in combination with the
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low amount of grains, to a non-averaging of mechanical properties as known for isotropic
materials. For example, some austenitic steels show higher elastic anisotropies [6,7], but
due to significantly smaller grains known for stainless steels, mechanical properties are
averaging over the high amount of grains, and the macroscopic material behaviour can be
classified as isotropic.

Furthermore, the local grain orientation influences the local plastic behaviour. If a
critical shear stress within the slip systems of the grain is exceeded, dislocations start
moving within the slip systems, which represents plastic deformation. For a face-centred
crystal structure (fcc), such as nickel, slip mainly occurs preferably in one of the 12 slip
systems of the type {111}[110], which are composed of four closed packed planes together
with three close packed directions. As proposed by Schmid [8], the resulting shear stress
within a slip system can be calculated by the product of the cosines of slip system direction
and slip system plane (the so-called Schmid factor m) related to the loading direction and
the applied normal load. Numerical investigations showed for 100,000 randomly orientated
fcc single crystals, the minimum possible Schmid factor under normal loading is 0.28, which
occurs only with a probability of 0.032%. The highest and also most frequently occurring
Schmid factor is 0.5, which occurs with a probability of 16.4%. On average, the Schmid factor
is calculated to 0.45 ± 0.041 for a single grain under uniaxial loading [9]. Seibel, Schmitz
et al. [10,11] could significantly decrease the occurring scatter in a total strain Wöhler
diagram for polycrystalline nickel-based superalloy Rene80, by determining the Schmid
factor of the crack initiating grains using electron backscatter diffraction (EBSD), estimating
the resulting shear stress and representing it over the lifetime. Further experimental
and analytical investigations showed that with the usage of the product of the Young’s
moduli (E) and the Schmid factor (m) the so-called E·m value, predictions can be made
in which grains plastic deformations concentrates. These grains tends to form persistent
slip bands and provide crack initiations as shown in [12]. With the usage of polycrystalline
finite element models and calculations of resulting shear stresses within the slip system,
it could be proven that different orientation distribution within the materials can lead to
improvements of the mechanical properties [13]. For smooth specimen made of random
orientated coarse grain nickel-based superalloy Rene80 Young’s moduli were in general
higher compared to smooth specimen made from the same material batch but with a
determined crystallographic texture (resulting from the casting process). In addition to
lower Young’s moduli and therefore lower stresses for tests under total strain control
(compared to the random orientated material), the texture of the grains also leads to a
shift of the Schmid factor distribution to lower values. This leads to lower resulting shear
stresses in the slip systems and therefore to a delay in crack initiation and therefore longer
lifetimes. Based on these findings, a probabilistic lifetime models for both variants of the
material could be developed with a great accordance to observed experimental results. The
same material batch, as discussed before, was investigated in [14] but for notched specimen.
Contrary to all expectations, the material with the crystallographic texture didn’t show any
improvements in lifetime or mechanical properties. This can be attributed to the interaction
of varying stress states along the notch with the crystallographic texture, which lead to
high stiffness along the notch area, which increases the local stresses and shear stresses [15].

All above mentioned numerical researches were conducted using anisotropic elastic
material models were calculated up to the point where the elastic resulting shear stress
within the slip systems reaches a critical value and plastic deformation starts. The following
paper investigates how local grain orientation also affects the plastic behaviour of poly-
crystalline nickel-based superalloys by numerical simulation. Specifically, the influence of
different orientation distributions on the local and global onset of plasticity as well as the
interaction of grains will be investigated.
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2. Materials and Methods

2.1. Material

The investigated material is the polycrystalline nickel-based superalloy IN-738 LC,
which has the composition shown in Table 1.

Table 1. Composition of IN-738LC [16].

Element Ni Cr Co Ti Al W Mo Ta C Nb

Wt.% Bal. 16 8.58 3.42 3.36 2.67 1.81 1.9 0.105 0.9

This material is a precipitation strengthened nickel-based superalloy with around
59 vol.% of cuboid shaped γ’ embedded in the γ matrix with grain sizes up to 3 mm in
dependence of the manufacturing process and specimen design [17,18].

2.2. Material Modelling

Finite element simulations were carried out for polycrystalline models by using the
open source codes NEPER (Version 4, by Romain Quey, MINES Saint-Étienne) [19,20] and
FEPX (Version 1.1.2 by Paul Dawson, Cornell University) [21]. Neper is able to generate
complex geometric components made of polycrystals by using three dimensional Voronoi
tessellation and allows for a convenient meshing procedure. The generated model file
can be exported as an input file for commercial finite element solvers or passed on to
FEPX. FEPX is a finite element solver that allows for elastic and plastic calculations within
polycrystals under the assumption of crystallographic characteristics within the material
(i.e., slip system, anisotropy effects) to be performed. The main advantage of FEPX is the
large range of possible material properties that can be considered. For example, FEPX
includes non-linear kinematic hardening, rate-dependent slip within the slip systems, the
evolution of state variables for crystal lattice orientation and slip system strength. In the
following the main equations, which are important in this work, will be discussed where
further details can be found in [21].

The elastic regime of the material in dependence of its orientation will be described by
using a generalized Hooke’s law for cubic crystals. The stress tensor C can be calculated by
using the stiffness tensor C, with the material constants C11, C12 and C44, multiplied by the
elastic strain ε according to Equation (1).

σ = Cε (1)

Grains within polycrystalline materials are characterized by different grain orien-
tations. In order to calculate the stiffness for a specific grain, the stiffness tensor must
be rotated according to the grain orientation related to the loading direction. For plastic
deformation, the kinematics of slip are given as a power law function by the following
Equation (2).

.
γα =

.
γ0

( |τα|
gα

) 1
m

sgn(τα) (2)

With
.

γ0 the fixed-state strain rate scaling coefficient, τα is the resolved shear stress
of the αth slip system, m is the rate sensitivity coefficient and gα is the current slip system
strength or resistance to shear [22]. Note that in FEPX gα is equal for the same family of
slip systems. Since gα describes the slip system strength, it can be further varied by using
the modified Voce form, to account for cyclic hardening, i.e., slip system strength evolution
(Equation (3)).

.
gα = h0

(
gs
( .
γ
)− gα

gs
( .
γ
)− g0

)n

g0 (3)

h0 is the fixed-state hardening rate scaling coefficient, g0 is the initial slip system
strength (which is considered equal for all slip systems) and n is the non-linear Voce
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hardening exponent. gs
( .
γ
)

describes the slip systems saturation strength and is given by a
power law according to Equation (4).

gs
( .
γ
)
= gs0

( .
γ
.
γs0

)m′

(4)

gs0 is the initial slip system saturation strength, m′ is the saturation strength rate
scaling exponent and

.
γs0 is the initial saturation slip system shear rate.

.
γ is the sum of the

individual
.

γα values. Cyclic hardening [23] is not considered within the present paper.

2.3. Material Parameters

The elastic constants for IN-738 LC [16] were linearly interpolated between the given
temperatures of 800 ◦C and 898 ◦C to calculate the elastic constants at 850 ◦C, as given in
Table 2.

Table 2. Elastic constants of IN-738 LC at 850 ◦C.

C11 (GPa) C12 (GPa) C44 (GPa)

225.83 161.45 98.79

In order to model the plastic behaviour, IN-738 LC experimental tensile test data (for
an assumed random orientation distribution) at 850 ◦C [24] were fitted and optimized
against a model with sufficient amounts of grains for a strain rate of 0.001 s−1. Figure 1
shows the experimental stress-strain data as well as the corresponding fitted elastic plastic
material model.

 

Figure 1. Experimental stress-strain data for IN-738 LC at 850 ◦C [24] and corresponding fitted elastic
plastic polycrystalline model.

Plastic parameters, as shown in Table 3, where derived from the fitting and are used
in the following simulations.

Table 3. Fitted plastic constants of IN-738 LC at 850 ◦C.

.
γ0 (s−1) m h0 (MPa) g0 (MPa) n

′ g1 (MPa)
.

γs (s−1) m
′

1.0 0.05 200 210 1 330 5 × 1010 5 × 10−3
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2.4. Simulations

Material behaviour simulations were carried out for a cuboid with a 7 × 7 mm2 cross
section and 18 mm in length. 49 grains were generated using NEPER, which leads to an
average grain size of 3.25 mm in diameter. Figure 2a represents the simulated specimen,
within the visualization tool of NEPER.

Figure 2. (a) Polycrystalline model with 49 grains generated by NEPER and (b) meshed equivalent
for finite element analysis.

Meshing was conducted using the meshing tool integrated in NEPER, by using a
relative cell length value (rcl) of 0.4, which leads to approximately 65000 10-node tetrahedral
elements (C3D10), which gives a good compromise between calculation time and accuracy
(see Figure 2b). A displacement load in loading direction (see Figure 2a) was applied
on one face to ensure a uniaxial loading whereas the other face was locked for rotation
and translation. The maximum displacement was set to 0.18 mm, which is the equivalent
of 1% of total strain to allow for distinct plastic deformation. In order to investigate the
influence of various orientation distribution, sets of rotational matrices, i.e., Euler angles,
were generated and assigned to the grains.

In order to explain the reasons why the following orientation distributions were
chosen, the E·m model for a single grain will be explained [9,12]. The main assumption of
this model is that the resulting shear stress in a slip system of a single grain under uniaxial
strain control is only dependent upon the Young’s modulus, E, and Schmid factor, m, of
the grain, both of which are defined by the local grain orientation. Under the assumption
of an elastic behaviour, the resulting shear stress can be calculated using Equation (5). Note
that this equation is only valid up to the point where the resulting shear stress, τres,is equal
to the critical shear stress, τcrit, which is the point at which plastic deformation begins.

τres = εa,t·E·m (5)

For a constant total strain, εa,t, grains with a high value of E·m reach yield earlier
compared to grains with low E·m values. The pole figures shown in Figure 3 represent
the chosen orientation distributions (see Figure 3a) as well as the value of at 850 ◦C in
dependence of the grain orientation, illustrated as an inverse pole figure (see Figure 3b).

Whereas the orientations close to [001], [011] and [111] directions will be named the
same, orientations at (1) will be considered stiff orientations (close to the [589], since they
show a maximum in the E·m model (see Figure 3b), whereas (2) will be considered soft, due
to the correspondingly low E·m values. Furthermore, six random orientation distribution,
were generated in accordance to the Haar measure to ensure statistically random grain
orientations [4]. One model is divided in the middle in a half stiff and half soft grain
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orientation distribution in order to investigate how they interact; this will be considered a
mix model.

Figure 3. (a) Inverse pole figure of chosen grain orientation distributions and (b) E·m values at
850 ◦C.

3. Results

Figure 4 shows the macroscopic stress-strain curves, i.e., the mechanical response of
the whole model (see Figure 2) for a uniaxial load in dependence of the different orientation
distributions. The yield point is indicated with x for each curve whereby it was defined as
the point at which the simulated elastic stress (based on the Hooke’s law) differs by more
than 5% from the simulated elastic-plastic results.

 

Figure 4. Simulated stress-strain curves for different grain orientation distributions for an INC-738
LC at 850 ◦C.

The overall stress-strain curves comparison shown in Figure 4 shows a significant
scatter within the elastic regions. The detailed results for each curve is listed below:
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• For the [100] orientation distribution the lowest Young’s moduli of 91.19 GPa can be
found. The yield point is reached at 622 MPa with an elastic strain of 0.7%.

• For the soft orientation distribution, which slightly differs from the [100] orientation
distribution (see Figure 3), the Young’s moduli is marginal higher with 97.58 GPa.
However, yield is distinct lower and reached at 568 MPa and a related elastic strain
of 0.6%.

• Highest Young’s moduli is reached for the [111] orientation distribution with 250.45 GPa
and yield at 973 MPa with an elastic strain of 0.4%.

• The stiff orientation distribution reaches yield first, i.e., shows lowest elastic strain
compared to all other investigated orientation distributions. Besides a quite high
Young’s modulus of 220.37 GPa, yield is reached at 0.3% with a yield stress of 655 MPa.

• The [110] orientation distribution as well as the random orientation distribution show
same elastic strains at the yield point with 0.35%. But due to slightly higher Young’s
modulus for the [110] orientation distribution with 182.67 GPa, the yield stress is also
slightly higher with 625 MPa.

• In order to consider the influence of random orientation distributions and the resulting
scatter, six simulations were statistically evaluated, where the average stress-strain
curve is shown in Figure 4. For the random orientation distribution, the Young’s
modulus is 163.8 ± 4.8 GPa and yield stress is reached at 561.63 ± 15.17 MPa.

• The mix orientation distribution shows a Young’s modulus of 136.37 GPa and yields
at 590 MPa and 0.45% total strain.

Figure 5 shows the local elastic strain in the loading direction as well as the equivalent
plastic strain for a simulated specimen with a random grain orientation at 1% total strain
(turquoise curve, see Figure 4).

Figure 5. (a) Elastic strain S33 in loading direction and (b) equivalent plastic strain for a randomly
orientated specimen.

The elastic strain distributions in loading direction are inhomogeneous, where some
grains show significantly higher elastic strains compared to others. Interestingly, these
high elastic strain grains show low equivalent plastic strains as seen at grain (1) and (2)
in Figure 5b. Higher plastic strains have been observed in grains that show intermediate
elastic strains, as demonstrated by grain (3). Grain (4) shows both, high local elastic strain
as well as high equivalent plastic strain, whereas grain (5) and (6) see intermediate elastic
strains, but almost negligible equivalent plastic strain. Figure 6 shows the distribution and
development of equivalent plastic strain for the specimen shown in Figure 5, at 0.2%, 0.4%,
0.6% and 0.8% of total strain.
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Figure 6. Distribution of equivalent plastic strain under (a) 0.2%, (b) 0.4%, (c) 0.6% and (d) 0.8% total
strain for the randomly orientated grain distribution.

For a total strain of 0.2%, no plastic strain within the whole material can be determined.
At a total strain of 0.4% some plastic deformation can be seen to occur at some grain bound-
aries. At this strain, the previously discussed grain (2) displays no plastic deformation,
whereas grain (3) already does. Plastic deformation continues to increase as the total strain
increases to 0.6% and grain (2) still shows only minor plastic deformation. For a total strain
of 0.8% grain (2) show slightly increased plastic deformation whereas for grain (3) plastic
strain is significantly increased.

Figure 7 shows the distribution of elastic strain in the loading direction and the
equivalent plastic strain for a simulated specimen with the soft orientation distribution at
1% of total strain (light blue curve, see Figure 4).

 

Figure 7. (a) Elastic strain S33 in loading direction and (b) equivalent plastic strain, for the soft
orientated specimen.

The results shown in Figure 7 for a specimen with soft orientation distribution, show
a much more homogeneous distribution of high elastic strains within the material (see
scale range), compared with the previous shown specimen. This leads to an approximately
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uniform distribution of equivalent plastic strains with small areas of slightly increased
equivalent plastic strain (see grain (8)) or slightly decreased equivalent plastic strain (see
grain (7)). The small deviations arise from similar but not equal grain orientations (see pole
figure in Figure 3a).

A contrary behaviour can be seen for the stiff orientation distribution in Figure 8 (see
blue curve in Figure 4). The elastic strains are in general much smaller compared to the soft
orientation distribution and high values are occasionally located at grain boundaries as the
grains (9) shows.

Figure 8. (a) Strain S33 and (b) equivalent plastic strain in loading direction for the stiff orien-
tated specimen.

According to Figure 8b and the grains indicated with (10), it appears that highest
plastic deformations mostly occur close to grain boundaries and decline into the grain.
Areas which show high elastic strains also show high equivalent plastic strains. As the
simulation also shows, high multi-axial deformation is added to the stiff specimen during
a simulated uniaxial test.

Figure 9 shows the results for the mix specimen under a total strain of 1%. It should
be noted here that the first 25 grains have a stiff orientation distribution whereas the last 24
show a soft orientation distribution (if counted from the right).

Figure 9. Elastic strain S33 in loading direction (a) and equivalent plastic strain (b) for the mix
orientated specimen.

The elastic strains in the soft part of the specimen (12) are significantly higher compared
to the stiff orientated part (11), which is caused by the grain orientation and their associated
low Young’s moduli. However, the soft part shows significantly larger equivalent plastic
strains as compared to the stiff part.
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4. Discussion

The stress-strain curves, shown in Figure 4, represent what was already assumed in
the E·m model. Even if the [100] and the soft orientation distribution show similar Young’s
moduli (see Figure 10b), their yielding behaviour is different. This is due to the case that
the [100] close orientations show average Schmid factors of 0.412 ± 0.0019, whereas the
soft orientation distribution shows distinct higher average value for the Schmid factor of
0.455 ± 0.0036, as Figure 10a represents. The slightly increased Young’s moduli together
with higher Schmid factors for the soft orientation distribution leads to average E·m values
of 43.57 ± 0.023 and thus leads to earlier plastic deformation at the same strains as for the
[100] orientation distribution with average E·m values of 37.65 ± 0.1834.

Figure 10. Inverse pole plot of the Schmid factor (a), inverse pole plot of the Young’s moduli of
IN-738 LC at 850 ◦C (b) and the chosen orientation distributions.

Comparing the stiff and the [111] orientations distributions also shows an interesting
behaviour. For the [111] orientation the space diagonal of a unit cell of the investigated
nickel-based superalloy aligns with the loading direction and shows a global maximum
in Young’s moduli with about 250 GPa. Despite the fact that the stiff orientation has a
lower Young’s moduli of 220 GPa it yields at significantly lower strains (see blue curve,
Figure 4). Also in this case the Schmid factor distribution is the important factor. For
orientations close to the [111] direction, Schmid factor shows a global minimum with
average Schmid factors of 0.284 ± 0.0015, whereas the stiff orientation distribution shows
average Schmid factors of 0.421 ± 0.0016. However, if both Young’s moduli and Schmid
factor are considered in combination within the E·m model, it becomes apparent that the
stiff orientation distribution leads to a global maximum in E·m with 88.09 ± 0.038 as shown
in Figure 3.

Thus, it follows that the stiff orientation distribution globally shows lowest elastic
strain, i.e., start to plastic deform as first, compared to other orientation distributions,
although this distribution doesn’t show maxima in Schmid factor neither in Young’s modu-
lus. First as a combination in the E·m model, it becomes obvious why the stiff orientation
distribution shows the explained behaviour. A comparison of the stiff orientation dis-
tribution and its Schmid factor distribution with 0.421 ± 0.0016 and the soft orientation
distribution and its Schmid factor distribution with 0.455 ± 0.0036 also reveal the fact that
a higher Schmid factor doesn’t necessarily lead to higher shear stresses, as it could possibly
be assumed. Moreover, the Young’s moduli has also to be considered to make reliable
statements about the occurring shear stress within the slip systems.
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Since the individual orientations for the distributions [100], [110], [111], stiff and soft
are all very close to each other, no large scatter in local mechanical properties were expected
and proven by the finite element results. However, for the random orientation distribution,
a statistical analysis has been carried out because of a large occurring scatter in local and
global mechanical properties (see Figure 5). The following Figure 11 shows the distribution
of the random grain orientations for all five simulated specimen within an inverse E·m pole
plot; additionally, the grains (1)–(6) from Figure 5 are highlighted.

Figure 11. Distribution of random orientations in the inverse E·m plot (a) and its histogram (b).

It can be clearly seen at the inverse pole plot that the orientations are randomly
distributed, whereas on average the E·m value is calculated to 69.57 ± 13.89 (see Figure 11b).
The histogram also shows a shift of the distribution to higher E·m values, which underline
the fact that for a random orientation, a high E·m value (> 70) is more likely than a low
one. It should be noted for the random specimen, since the orientations and therefore
the mechanical properties differ over a wide range, the strain distributions also are not
homogeneously distributed compared to the specimen where orientation just differs slightly.
As grain (2) in Figure 5 shows, large elastic strains in loading direction evolve, but only
minor plastic strains are generated. This is caused by its orientation, as Figure 11a shows.
The orientation is close to [100] and allows due to lowest E·m values high elastic strains
before plastic deformations starts at a total strain of 0.6%, as the stress-strain curve in
Figure 4 shows. In comparison grain (3) has an intermediate E·m value, which leads to
lower elastic strains and more equivalent plastic strains. For the mentioned cases of grain (2)
and (3) in Figure 5, the E·m approach works well to estimate the onset of plasticity, which is
due to the case that both grains show total strains of same magnitude until yield is reached
as the following Figure 12a shows.

But within the random orientated specimen, grains appear that show remarkably
low total strain, and therefore there is nearly no plastic deformation as grain (5) indicates.
Even with an E·m value of 82.16, the amount of strain that is generated within the grain is
not sufficient enough to reach yield and to generate plastic deformation, even at a global
total strain of 1%. The same behaviour can be found for grain (6), which has a calculated
E·m value of 83.5 but only show low equivalent plastic deformation. It appears that the
grains (2) and (3), both with much lower E·m value, generate much more local equivalent
total strain as the connected grains (5) and (6). A similar behaviour can be observed in
the mix specimen. The stiff part with an average E·m value of 88.1 ± 0.038 shows distinct
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lower equivalent total strains and therefore lower equivalent plastic strains compared to
the soft part with an average E·m of 43.57 ± 0.023. Due to the higher local strains, the soft
part of the specimen generates the majority of the plastic deformation. These results lead to
the hypothesis that if grains with a low E·m value are interacting with grains with high
E·m value, the softer grains will see higher local total strains and therefore more potential
plastic deformation compared to stiff grains. This behaviour could already be observed
in [9,12] during fatigue testing, where cracks either initiate in grains with high E·m value
or in grains with a low E·m value, which are interacting and surrounded with grains with
a high E·m.

 

Figure 12. Equivalent total strain for (a) 0.4% global applied total strain and (b) 1% global applied
total strain.

5. Conclusions

The presented work could clearly demonstrate by means of numerical simulations the
influences of different grain orientation distributions on the local and global mechanical
behaviour of IN-738 LC. It could be shown that grain orientations close to the [100] direction
provide lowest Young’s moduli and additionally highest elastic strains before yielding. It
could be also shown that orientation distributions close to the [111] direction generates
highest Young’s moduli, but interestingly not the lowest elastic strains before yielding. This
could be attributed to lowest Schmid factors associated with the [111] direction. Using the
E·m model, which considers both Young’s moduli and Schmid factor in dependence of the
orientation, it could be found that orientations close to the [589] direction show a global
maximum in the E·m model and therefore lowest elastic strains before yielding. Since the
E·m model is only able to predict the onset of plasticity if a uniform and homogeneous
strain distribution is considered, random grain orientation distribution were simulated.
Due to a high range of possible mechanical properties of the grains caused by elastic and
plastic anisotropies, the total strain distribution is highly inhomogeneous. For regions in
the material where the total strain is evenly distributed, the E·m allows for the indication
of which grains show plastic deformation first. But, if grains with high and low E·m value
interact, most of the total strain is taken by grains with low E·m value (due to low stiffness),
which therefore show more plastic deformation compared to surrounding grains with a
high E·m value.

The presented results were derived from modeling a specific nickel-based superalloy.
But the determined elastic plastic behaviour in dependence of the grain orientation, i.e.,
the E·m value, can be applied to all cubic fcc metals as long the plastic deformation occurs
within the {111}[110] slip systems. Extensions of the model to bcc metals as well as other slip
systems are also possible. The shown approach is particularly interesting because almost
all metallic materials show an anisotropic elastic behaviour on the microscale. Future
investigations should focus on the application of the shown procedure to more complex
geometries and multi-axial stress states.
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Abstract: This paper presents scanning and transmission electron microscope investigations of
the structure, phase composition, and morphology of a heat-resistant alloy modified by thermal
treatment and additionally alloyed by rhenium. The rhenium alloy was obtained by using the
directional crystallization technique. The structural investigations were carried out for two states of
the alloy, i.e., (1) original (after the directional crystallization); (2) after the directional crystallization
with 1150 ◦C annealing for 1 h and 1100 ◦C annealing for 480 h. It is shown that fcc-based γ- and
γ′-phases are primary in all states of the alloy. The γ′-phase has an L12 structure, while γ-phase is a
disordered phase. It was found that after directed crystallization, the volume fraction of the γ′ phase
is ~85%, the fraction of the γ-phase is less than 10%. Annealing leads to an increase in the γ′- phase
up to 90%, the proportion of the γ-phase practically does not change. Rhenium is a phase-formation
element. The investigations show that high-temperature annealing modifies the structural and phase
conditions of the heat-resistant alloy.

Keywords: aluminum; nickel; superalloys; γ′- and γ-phases; close-packed phases; rhenium

1. Introduction

The global political processes of the last century have triggered the emergence of
materials used in the manufacture of the engine-related parts of jet aircrafts, i.e., superalloys.
Further enhancement of the properties of materials operating under high temperatures has
enabled them to increase their operating temperatures and operating voltages by improving
the production processes and changing the chemical compositions of superalloys. Progress
in the development of such alloys has made it possible to create modern jet engines with
an even higher ratio of the developed thrust to the dead weight of the engine. Superalloys
play a vital role in industrial gas turbines, coal refineries, and other installations where
high temperatures and highly corrosive environments operate [1–3].

The success of modern technology is largely driven by the creation and application of
metallic materials with the necessary service properties. The level of the requirements for
these materials is constantly growing due to the new problems that arise when creating
new equipment, particularly when operating under extreme conditions, such as high
velocities, high temperatures, etc. The search for metallic materials that can operate in
these extreme conditions is constantly ongoing [4]. One of the promising directions is
the development of superalloys containing intermetallic phases. Some examples of these
superalloys are those based on a mixture of γ′- and γ-phases [1–6], where the γ-phase is
a disordered fcc solid solution based on, e.g., nickel and aluminum, while the γ′-phase
(in this case, Ni3Al) is an ordered structure with an L12 superstructure [7–9]. Currently,
superalloys are often created on the basis of an alloy of nickel and aluminum alloyed with
various refractory elements. In these modern superalloys, the γ′-phase is the primary
one. For this reason, it is largely responsible for the formation of the superalloy properties.
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With the development and creation of superalloys, the proportion of the γ-phase in the
superalloy decreases, while the proportion of the γ′-phase increases (up to 90% or more).
In real nickel-based superalloys, the composition of which has multiple components, along
with Ni and Al, there are atoms of other elements, such as Ti, Cr, Co, Mo, W, Ta, Nb, Hf,
and Re [1,2,10–16]. Alloying with Re increases the operating temperature and entails the
appearance of topologically close-packed phases (TCP-phases) inside the material, which
are called Frank–Kasper phases. These phases can have a complex effect on the structure
and properties of superalloys [17–20].

It has also been established that Re is mainly localized in the γ-phase [21–23]. When
concentrated in solid γ-solution, Re reduces the velocity of diffusion processes under
working temperatures, and thus increases thermal stability of γ-matrix. Thus, with an
increase in Re content, the long-term strength of heat-resistant alloys grows [21]. Apart
from the increase in strength properties, a larger content of Re also results in increased
numbers and sizes of γ-phase interlayers, which significantly reduce the coarsening kinetics
of γ′-phase quasi-cuboids [21,22]. Moreover, Refs. [21–23] revealed inhomogeneities in the
spatial distribution of Re: Areas enriched with Re are localized close to the border of the
γ-/γ′-phases on the side of the γ-phase [21,22].

Thus, superalloys, their structures, and their mechanical properties under high tem-
peratures and under low temperatures, as well as their stability in operating conditions,
represent one of the greatest achievements in the physics of alloys nowadays. Their creation
and the need to obtain high properties require studying the structure and properties of
solid solutions, ordered phases, and intermetallic compounds, constructing numerous equi-
librium diagrams, solving high-temperature strength problems, studying creep resistance,
and solving numerous other problems. Since the morphology of the γ′-phase can have a
decisive influence on the mechanical properties of the superalloy, it seems important to
study the structures of various superalloys in detail using structural research methods,
which, along with the study of the phase composition of multicomponent superalloys,
allow detailed study of the morphology of the γ′-phase. The studies carried out within this
work are aimed at solving some of the above-mentioned problems.

The aim of this work was to qualitatively and quantitatively study the structure,
phase composition, and phase morphology of a complexly alloyed heat-resistant alloy
additionally alloyed with Re both in the initial state and after heat treatment.

2. Materials and Methods

The study of the structure of the alloy was carried out in two states: (1) the initial state—
after directional crystallization (DC); (2) DC + annealing at a temperature of T = 1150 ◦C
for 1 h + annealing at the temperature of T = 1100 ◦C for 480 h. All states of the alloy had a
monocrystalline structure with the [001] orientation.

The basic elements of the alloy were: Ni: ~70 at.%, Al: ~17 at.%, and Cr: ~5 at.%. The
alloying elements were Mo: 3 at.%, W: 1.2 at.%, Ti: 1.3 at.%, Co: 2 at.%, C: 0.1 at.%, and Re:
0.4 at.%. The chemical composition was determined by X-ray fluorescence analysis.

Three methods were used in the present work: (1) transmission electron microscopy
(TEM) (transmission electron microscope EM-125), (2) scanning electron microscopy (SEM)
(electron microscope QUANTA 200 3D FEI), and 3) a method of X-ray diffraction analysis
(DRON-7 diffractometer with 20–920 range for angles).

Using the SEM method, the following structural parameters were identified: the
shapes and sizes of large particles of the γ′ phase (≥1 μm) and secondary phases, their
relative positions, and their volume fractions. TEM images of the fine structures of the
materials were used: firstly, to classify the structures; secondly, to identify phases and
determine the size and volume fraction of the main γ- and γ′-phases and precipitates of
the secondary phases (≤1 μm) [24], as well as their localization sites; thirdly, to determine
the scalar dislocation density (ρ). In the case of X-ray structural analysis, the images of
samples were taken at room temperature on an X-ray diffraction meter. The positions of
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the diffraction maxima that were clearly related to the unit cell size were used to calculate
the crystal lattice parameters of the present phases.

The average sizes of structural elements (phases) and the scalar dislocation density
were measured from the corresponding micrographs using the secant method [25]. The data
obtained were processed statistically. Phase analysis was carried out on the basis of data
obtained via transmission electron microscopy from the interpretation of the corresponding
microdiffraction patterns, observations in the bright and dark fields of high resolution, and
the results of the X-ray structural analysis [26].

3. Results and Discussion

3.1. Phase Composition

The electron microscopy method showed the presence of a number of phases in
different states of the alloy, the qualitative and quantitative composition of which depends
on the heat treatment (Table 1).

Table 1. Phase composition and quantitative properties of phases.

Phases Crystal Lattice Type Spatial Group Parameter of Crystal
Lattice, nm

Volume Fraction of Phases (±1), %

After DC After DC + Annealing

γ′ Cubic Pm3m a = 0.3568–0.3575 85.6 90.0

γ Cubic Fm3m a = 0.3569 8.0 9.0

β Cubic Pm3m a = 0.288 5.0 0

χ Cubic I43m a = 0.957–0.960 1.4 0

σ Tetragon P42/mnm a = 0.910–0.960
c = 0.475–0.499 0 1.0

The phases observed in a superalloy can be classified into primary and secondary
phases. This classification is based on the volume fractions of the phases, their roles in the
alloy, and stationary or single presence. As seen in Table 1, the primary phases are γ′- and
γ-phases. They form the basic structure of the alloy in almost all superalloys [1,2]. The
γ′-phase is an ordered solid solution with the L12 superstructure (based on Ni3Al); the
γ-phase is an fcc-disordered solid solution based on nickel [1,2]. In the alloy under study,
these phases are present in the form of γ′-phase quasi-cuboids [20] separated by γ-phase
interlayers. The rest of the phases are secondary. Different secondary phases are present
depending on the state of the alloy. The types and volume fractions of all present phases
regardless of their state are given in Table 1. The deviation in determining the volume
fractions of phases is ±1%.

As seen in Table 1, the volume fraction of the γ-phase is kept the same irrespective of
the alloy state.

The secondary phases are phases β, χ, and σ (Table 1). The TEM studies showed
that, under the symbol “β-phase”, two phases can be present in the alloy: (1) β-NiAl
with a crystal lattice parameter of a = 0.288 nm, and (2) AlRe with the same crystal lattice
parameter of a = 0.288 nm. Both of them have a CsCl structure, and both can transform
into tetragonal phases of the L10 type [27]. These phases are mutually soluble, they can
form solid solutions, and their presence on the sides of the Ni–Al and Al–Re triangle of the
Ni–A–Re triple diagram means [28] that they can form a larger area by connecting these
positions. Both phases (AlRe and β-NiAl) can be called the β-phase.

The next two phases, σ and χ (see Table 1), refer to topologically close-packed phases
or, in other words, to Frank–Kasper phases [17–20]. Their appearance is due to the presence
of Re in the alloy. Indeed, the interaction of Re with Mo and W leads to the appearance of
the σ and χ phases: The σ-phase is formed as a result of solidification at high temperatures,
and the χ-phase is formed as a result of decomposition at lower temperatures or as a result
of crystallization. In addition, the σ-phase arises as a result of the interaction of Re with Co,
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Cr, Ni, and Al, and the χ-phase is formed due to the interaction with Mo and W, as well as
with Co and Al.

3.2. Phase Morphology

It is known that the structure of superalloys is a mixture of (γ + γ′)-phases. This
mixture has a morphologically correct crystallographic orientation and forms a quasi-
monocrystalline structure. The presence of active phase-forming metals in the alloy com-
plicates the structure of the superalloy and causes the appearance of areas with a damaged
γ-/γ′-structure in them. In the investigated alloy, the phase-forming metal is mainly Re.
The presence of Re contributes to the formation of a part of the β-phase, as well as to the
complete formation of the σ- and χ-phases. The formation of these four phases seriously
disturbs the structure of γ/γ′ quasi-cuboids [20]. Research has shown that these phases
are shaped like needles or plates. Since Re does not uniformly fill the entire volume of the
alloy and is only present in local areas, then, in all states of the alloy, only a part of the
volume of γ/γ′ quasi-cuboids was damaged.

The conducted studies enabled presentation of the schemes of the alloy samples under
study. They are given in Figure 1.

  
( ) (b) 

Figure 1. Schematic representation of the structure of the alloy: (a) the structure of the alloy in the initial state (after
directional crystallization (DC)); (b) structure of the alloy after DC and annealing.

Let us comment on these figures.
A schematic representation of the structure of the alloy after DC (initial state) is

shown in Figure 1a. It is clearly seen that the alloy contains three different morphological
phase states, i.e., “A”, “B”, and “C”. The volume fractions of these states, their phase
compositions, and the sizes of the quasi-cuboids of the γ′-phase are given in Table 2.

Table 2. Structural phase states of the alloy and their quantitative data after DC.

The State
Volume Fraction
of the State, %

Phase Composition The Size of Quasi-Cuboids, nm Particle Size of χ-Phase, nm

A 65 γ′ + γ 320 × 440 -

B 5 β - -

C 30 γ′ + γ + χ 320 × 440 30 × 240

It is clearly seen from the diagram in Figure 1a that state “A” is an ideal struc-
ture (γ + γ′) with slightly anisotropic distortion. Its TEM image is shown in Figure 2,
which, along with the bright-field image (Figure 2a), indicates a microdiffraction pattern
(Figure 2b). Additionally shown are the dark-field images obtained in the superstructure
reflection [012] of the γ′-phase (Figure 2c) and in the reflection [311], which, due to the
parallelism of the crystal lattices of the γ′- and γ-phases [1,2], is simultaneously the main
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reflection for the γ′- and γ-phases (Figure 2d). It is these reflections that make it possible to
separate the γ′- and γ-phases: the first reflection is the quasi-cuboids of the γ′-phase, and
the second is the interlayers of the γ-phase. That is why, in Figure 2c, only the structure
of the quasi-cuboids of the γ′-phase is visible, and in Figure 2d, both the structure of the
quasi-cuboids of the γ′-phase and the interlayer of the γ-phase are visible.

μ
  

(a) (b) 

  
(c) (d) 

 

 

 

Figure 2. Electron microscopic image of a quasi-cuboid structure (γ′ + γ) in the alloy after DC (structural phase state
“A”): (a) bright-field image; (b) indicated microdiffraction pattern; (c,d) dark-field images obtained, respectively, in the
superstructure reflection [012] and the main reflection [311].

Along with quasi-cuboids (γ + γ′), state “C” contains interlayers of the χ-phase. It
was found that, in the “C” state, the quasi-cuboids of the γ′-phase are also anisotropic,
and the volume fraction of the γ-phase is close to 5%. It was found that, first, the χ-phase
interlayers can be localized in both the γ′- and γ-phases and, secondly, the crystallographic
orientation of the χ-phase interlayers, like the orientation of the γ-phase interlayers, is
parallel to the cubic directions of γ′-phases. The proof of the second statement is Figure 3,
which shows an image of the structural phase state “C”. Figure 3 shows the parallelism of
the χ-phase interlayers and the γ-phase interlayers. Both phases have cubic crystal lattices;
however, the differences in the parameters of the crystal lattices make them have some
crystallographic misorientation.
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( ) (d) 

0.5 μm 

χ 

Figure 3. Electron microscopic image of the structural phase state “C” in the alloy after DC: (a) bright-field image; (b)
dark-field image obtained in the reflection [323]χ; (c) microdiffraction pattern; (d) its indicated scheme.

The point is that the parameters of the crystal lattices of these phases are noticeably
different (aγ = 0.3569 nm; aχ = 0.9570 nm). Figure 3c shows that the [002] direction, which
is simultaneously the main direction for the γ′- and γ-phases, is almost parallel to the
[323]χ direction. In other words, despite the difference in the crystal lattice parameters of
these phases, the tendency toward a minimum of elastic energy led to the formation of a
crystallographic orientation with the above-mentioned orientation ratio and parallelism
of the χ- and γ-phase interlayers. In this case, there are no elastic stress fields. This is
indicated by the absence of the structure of bending–torsion extinction contours in the
electron microscopic images [20]. Thus, the γ- and γ′-phases are in almost coherent and
stress-free contact with the χ-phase.

State “B” is distinguished by a completely damaged structure of quasi-cuboids. The
entire volume of section “B” is occupied by a β-phase.

Consider the contact between the β-phase and the γ-/γ′-phase block (Figure 4).
The boundary between the block and the β-phase runs along the [011] direction of the

γ′-phase. The orientation ratio of the β-phase and γ-/γ′-phases is [110]β II [111]γ′. This is
a typical ratio for the mutual phase transformation fcc → bcc, for example, in steels [19].
Significantly, the extinction contours of bending–torsion are not observed near the β–
γ/γ′ boundary (see Figure 4a). This means that the β-, γ-, and γ′-phases are coherently
connected. The microdiffraction pattern shown in Figure 4b characterizes the structure of
the β-phase. The presence of diffuse strands connecting reflections may indicate a non-
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stoichiometric composition against the formula indicated above, as well as the presence of
a micro-phase separation in it. That is why this phase disappears after annealing.

 
(a) (b) (c) 

Figure 4. Electron microscopic image of the fine structure in the sample after DC: (a) junction of structural phase states
“A” (γ′ + γ) and “B” (β); (b) microdiffraction pattern obtained from state “B” (there are only reflections of the β-phase); (c)
microdiffraction pattern obtained from state “A” (only reflections of the γ-/γ′-mixture are present).

The integral image of the alloy structure after DC, which was obtained with the SEM
method at a lower magnification, is shown in Figure 5a. As seen in Figure 5a, most of the
alloy’s volume is represented by quasi-cuboids (solid and damaged), the contrast from
which does not differ due to a relatively small increase. The separation by Re is clearly
visible due to the precipitation of the β-phase, which is predominantly stabilized by this
chemical element. Particles of the β-phase are also shown in Figure 5a.

 
(a) (b) 

Figure 5. Scanning electron microscopy (SEM) images of the alloy structure: (a) image of the alloy after DC; (b) image of the
alloy after DC and annealing. The black arrows in (a) mark examples of particles of the β-phase, and those in (b) mark the
σ-phase; white arrows show the direction of periodicity.

Thus, concluding the description of the morphology and phase composition of the al-
loy after DC, we note that 95% of its volume consists of quasi-cuboids of γ-/γ′-phases; 65%
of these are ideal quasi-cuboids and 30% are quasi-cuboids containing χ-phase interlayers.
Finally, 5% of the volume is occupied by the β-phase, the basis of which is the bcc-ordered
ternary NiAl2Re phase.

A schematic representation of the structure of the alloy after DC and annealing is
shown in Figure 1b. As can be seen, the alloy consists of ideal quasi-cuboids—the volume
fraction of which is 90%—and quasi-cuboids distorted by the presence of the σ-phase, the
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volume fraction of which is 10%. Let us designate the corresponding structural phase states
as “A′” and “B’”, the quantitative data of which are given in Table 3.

Table 3. Structural phase states and quantitative data of the alloy after DC and annealing.

States
Volume Fraction

of States, %
Phase Composition The Size of Quasi-Cuboids,nm The Size of σ-Phase Particles, nm

A′ 90 γ′ + γ 1440 × 1720 -

B′ 10 γ′ + γ + σ 1440 × 1720 290 × 4050

Electron microscopic images of the states “A′” and “B′”, respectively, are shown in
Figures 6 and 7.

 and  

 
(a) (b) 

0.5 μμm 

Figure 6. Electron microscopic image of a quasi-cuboid structure (γ′ + γ) in the alloy after DC and annealing (structural
phase state “A′”): (a) bright-field image; (b) in the indicated microdiffraction pattern, there are reflections belonging to the
(310) plane of the γ′-phase.

(a) (b) ( ) 

′ ′

( )
( )σ

γ ′
γ ′

γ ′

γ ′

γ ′

γ ′

σ
σ

Figure 7. Electron microscopic image of the structural phase state “B′” in the alloy after DC and subsequent annealing: (a)
bright-field image (arrows indicate particles of the σ-phase); (b) microdiffraction pattern; (c) its diagram.

Figure 6 shows a TEM image of a quasi-cuboid structure (γ′+γ) that corresponds to
the “A′” state (Figure 1b). This figure clearly shows the γ′-phase cuboids separated by
γ-phase interlayers.

Figure 7 shows the particles of the σ-phase, which have a plate-like shape and are
located along the [011] and [001] directions of the γ′-phase. The diffraction analysis in
Figure 7 shows that the crystal lattices of the γ′- and σ-phases have coinciding directions
and planes.

The contact between the γ′- and σ-phases occurs without noticeable distortions. This
is evidenced by the absence of bending–torsion extinction contours in the structure. As can
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be seen from Figure 7, the structure of quasi-cuboids is damaged in the places of formation
of the σ-phase.

If, after DC, the ideal quasi-cuboids account for 65% of the alloy’s volume, then in the
state after DC and subsequent annealing, they already make up 90%.

Figure 5b shows an SEM image of the alloy’s structure after DC and annealing. The
local distribution of particles of the σ-phase is clearly seen, and it alternates with the ideal
structure of γ-/γ′-phases.

Therefore, the analysis of Figure 5a,b indicates the presence of periodicity in the ar-
rangement of spatial structures (structural phase states “A”, “B”, “C”, “A′”, “B′”). Similar
results were obtained in [22], where an inhomogeneous distribution of phases containing a
large amount of Re was theoretically proved. It was noted that this non-uniform distribu-
tion has a wave-like nature. It has been stated that this inhomogeneity is caused by the
heterogeneous Re distribution. In this work, this fact was confirmed experimentally and
was called the “periodicity”. The direction of periodicity is indicated by a long arrow in
the images of the structure (Figure 5). The ideal state of the γ-/γ′-mixture and the strongly
damaged one (γ′ + γ + secondary phases) alternate along it. The average width of each
layer is given in Table 4.

Table 4. Quantitative data of the periodicity of the structure of the superalloy.

The State of the Alloy
The Width of Interlayers of Ideal

Structure (γ′ + γ), μm
The Width of Interlayers

with Secondary Phases, μm
The Length of Periodicity, μm

After DC 120 10 130

After DC and annealing 420 25 445

In this case, in the alloy after DC, the main period length is occupied by an ideal
structure (γ′ + γ) that is 120 μm wide, the structure with secondary phases is very local—
10 μm. In turn, in the structure of the alloy after DC and subsequent annealing, the width
of ideal interlayers is, on average, about 3.5 times greater than the corresponding width of
the alloy after DC, and the width of interlayers with secondary phases is ~2.5 times greater.
There is no doubt that the periodic structure of the superalloy with a suitable orientation
should strengthen the material. In other words, there are reserves at the mesoscale for
strengthening the superalloy material.

3.3. Crystallographic Correspondence of the Primary and Secondary Phases in All States of the
Superalloy and the Problem of the Long-Range Stress Field

The complex phase composition of the superalloy under study is not its only feature.
An important structural property is the concentration layer separation, which leads to a
periodic structure and localization of secondary phases in the (γ′ + γ) mixture. This is
clearly seen in Figure 5. A detailed simultaneous electron microscopic and diffraction study
of the structure of areas with secondary phases localized in the γ′- and γ-phases showed
the absence of extinction contours and, thus, the absence of noticeable internal stresses.
This behavior is due to the good crystallographic agreement between the crystal lattices of
γ/γ′ and the secondary phases, which is organized during the separation of these phases.
The corresponding orientation ratios are presented in Table 5. Such good crystallographic
agreement suggests that alloying with Re, which brings a hardening effect, should not
cause complications associated with internal stresses. This also means that the positive
effect of Re alloying can be exploited in superalloys.
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Table 5. Orientation ratios between the crystal lattice of the γ′-phase and the crystal lattices of the
secondary phases in various states of the alloy.

State of the Alloy
Secondary Phase

β-Phase χ-Phase σ-Phase

After DC [110]β I I[111]γ′
[
323

]
χ I I[001]γ′ –

After DC and annealing – – [100]σ I I
[
111

]
γ′

3.4. Sizes of Quasi-Cuboids, Secondary Phases, and Dislocation Structure

As noted above, in alloys both after DC and after DC and subsequent annealing, there
are areas with ideal (undamaged) quasi-cuboids of the γ′-phase. A schematic representation
of such quasi-cuboids and their sizes are shown in Figure 8 and Table 6, respectively. As
can be seen in Table 6, the sizes of quasi-cuboids in the alloy after DC are the smallest.

Figure 8. Schematic representation of quasi-cuboids: D—transverse; L—longitudinal size of γ′-phase
quasi-cuboids; h is the width of the γ-phase interlayers.

Table 6. Quantitative properties of quasi-cuboids of the γ/γ′ mixture.

The State of the Alloy

The Sizes of Quasi-Cuboids of γ′-Phase
The Width of γ-Phase

Interlayers, h, nm

Scalar Dislocation Density,
ρ·10−10, cm−2

Lateral Size, D,
μm

Longitudinal Size,
L, μm

in γ′-Phase,
ργ′ ′

in γ-Phase,
ργ

After DC 0.32 0.44 80 3.8 8.8

After DC+annealing 1.44 1.72 170 3.0 8.3

In the alloy after DC and subsequent annealing, the dimensions of the quasi-cuboids
of the γ′-phase (D and L), as well as the width of the interlayers (h), increase, and the
dimensions (D) grow faster than h. The fact that the dimensions change disproportionately
is due to two factors. The first is the different volume fraction of the γ- and γ′-phases.
Secondly, there is a different volume fraction of ideal quasi-cuboids in each state of the
alloy. Thirdly, the thickness of the γ-phase interlayers is nanometric, and the dimensions of
the quasi-cuboids of the γ′-phase in the state after DC are also nanometric; in the sample
after annealing, they are a few micrometers. In turn, the volume fraction of the distorted
γ/γ′ structure is due to the formation of various secondary phases (β, χ, σ) in it and the
kinetics of this process.

The particle sizes of the secondary phases (see Tables 2 and 3) range from nanometric
to microns. This means that a significant role in the formation of the superalloy properties
will be played by particles periodically located in groups in the bulk of the superalloy
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material and belonging to the areas where the damaged γ/γ′ mixture and secondary
phases are located.

3.5. Scalar Dislocation Density (ρ)

The average values of the scalar dislocation densities in the γ′- and γ-phases are given
in Table 6. As follows from Table 6, in the γ-phase, the value of ρ is much larger than in the
γ′-phase. Annealing the alloy at a high temperature decreases the ρ value in both phases.
This indicates a high degree of dislocation pinning in both phases of the superalloy. This is
especially true for super-dislocations in the ordered γ′-phase.

The dislocation structure in the γ′-phase is cellular-meshy. In the γ-phase, it is not
possible to classify the structure, since it is fixed in narrow channels.

3.6. Phase Transformations during Alloy Annealing after DC

As stated above, after high-temperature annealing of the DC alloy, a phase transfor-
mation occurs. Let us compare the phase composition and the volume fraction of the alloy
phases in these two states (Table 7).

Table 7. Quantitative phase compositions of alloys.

The State of the Alloy
The Volume Fraction
of Ideal γ′-Phase, %

The Volume Fraction of
Damaged Mixture γ/γ′, %

The Volume Fraction
of β-Phase, %

Phases before and
after Transformation

After DC 65 30 - β+χ

After DC and annealing 90 10 5 σ

It is quite obvious that the phase transformation is complex. It was found that it
occurs, first, in the interlayers of the γ-phase of the imperfect part of the structure; secondly,
inside γ′-quasi-cuboids of the same part of the structure; thirdly, in the free space between
areas with quasi-cuboids. A part of the area of the damaged quasi-cuboids and the β-phase
transforms into an ideal zone of quasi-cuboids. The following transformation occurs:
[(γ′ + γ) partially + (β + γ) completely] → (γ + γ′ + σ). This transformation is of a diffusion
nature and is connected with mass transfer. It is mainly localized in the areas of the β-phase
and the damaged γ/γ′ mixture. The volume fraction of the γ-phase is generally preserved,
and the γ′-phase even slightly increases. Apparently, this occurs due to the decomposition
of the β-phase. In this case, some Al atoms pass into the σ-phase. Re atoms from the
β-phase also pass into the σ-phase. The atoms of Re, Co, Mo, W, and Al leave the χ phase
to form the σ phase. Cr atoms are also added there. The diagrams of the equilibrium of
Re with Mo, W, and other elements [25] show that at a close volume fraction of the σ- and
χ-phases, the reaction is at quasi-equilibrium, and some of the elements from the β-phase
also appear in the σ-phase.

4. Conclusions

The phase composition, morphology of the phases, and their localization in the bulk
of the Ni-Al-Cr-Me superalloy doped with Re were studied with TEM and SEM methods.
The volume fractions of the phases and the particle sizes of the phases were measured after
directional crystallization (DC) and subsequent annealing.

During the research, the formation of refractory phases was established. These phases
are β-, σ-, and χ-phases. The formation of these phases leads to hardening of the superalloy
for the following reasons: First, the resulting phases are ordered; secondly, their morpho-
logical features, χ-, β-, and σ-phases, are shaped like needles or plates and contribute to
barrier deceleration of dislocations; thirdly, the formation of phases β, σ, and χ led to the
fact that the alloy became multiphase; fourthly, these phases, being refractory, increase the
working temperature of the alloy.

The periodicity in the arrangement of spatial structures was established, where the
ideal state of the γ/γ′ mixture is interchanged with the strongly damaged one
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(γ′ + γ + secondary phases). There is no doubt that the periodic structure of the su-
peralloy with a suitable orientation will help to strengthen the alloy. In other words, there
are reserves at the mesoscale level for strengthening the superalloy material.
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Abstract: A three-dimensional finite element method (3D FEM) simulation was carried out using
ABAQUS/Explicit software to simulate multi-pass processing by equal-channel angular pressing
(ECAP) of a circular cross-sectional workpiece of a Cu-Zr alloy. The effective plastic strain distri-
bution, the strain homogeneity and the occurrence of a steady-state zone in the workpiece were
investigated during ECAP processing for up to eight passes. The simulation results show that a
strain inhomogeneity was developed in ECAP after one pass due to the formation of a corner gap in
the outer corner of the die. The calculations show that the average effective plastic strain and the
degree of homogeneity both increase with the number of ECAP passes. Based on the coefficient of
variance, a steady-state zone was identified in the middle section of the ECAP workpiece, and this
was numerically evaluated as extending over a length of approximately 40 mm along the longitudinal
axis for the Cu-Zr alloy.

Keywords: ECAP; copper alloy; strain homogeneity; 3D FEM

1. Introduction

The fabrication of bulk ultrafine-grained (UFG) materials has been widely investigated
over the last two decades due to the potential to produce metals with superior mechanical
and physical properties. Several techniques are available for fabricating these materials,
but major emphasis has been placed on the use of equal-channel angular pressing (ECAP),
in which a sample is pressed through a die constrained within an internal channel that is
bent through a sharp angle [1]. In this procedure, a shear strain is introduced as the sample
passes through the bend in the channel, and this is a very effective severe plastic deforma-
tion (SPD) processing method for producing bulk UFG materials for use in engineering
applications. In ECAP processing, the cross-section of the sample remains unchanged so
that the pressing may be repeated for multiple passes in order to achieve the required
strain level.

The equivalent plastic strain, ε, introduced in a single pass through the die is given by
a relationship of the form [2]:

ε =
1√
3

(
2 cot

(
Φ

2
+

Ψ

2

)
+ Ψ cosec

(
Φ

2
+

Ψ

2

))
, (1)

where Φ is the angle subtended by the two parts of the channel, and Ψ is the outer
arc of curvature at the point of intersection of the two channels. The relationship in
Equation (1) is therefore only a function of the die geometry, and it provides a very useful
and simple procedure for estimating the average strain introduced during ECAP processing.
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Nevertheless, an understanding of the local strain distribution during ECAP processing is
also important since the strain imposed during processing relates directly to the internal
microstructure, and, ultimately, it characterizes the overall material properties.

The finite element method (FEM) is a powerful tool that can be used to understand
the deformation behavior of a material during the ECAP process. Earlier works on FEM
simulations of the ECAP process were carried out by using two-dimensional (2D) simu-
lations [3–9]. In these 2D finite element models, plane strain conditions were generally
assumed in order to calculate the effects of the die geometries, the processing conditions
and the material properties on the deformation behavior and the inhomogeneity of the
materials. However, 2D simulation is used for a billet with a square cross-section, and it is
not generally applicable to the round cross-sectional workpieces that are used in ECAP
when employing a solid die [10–12]. Recently, three-dimensional (3D) FEM simulations
were effectively performed in an analysis of deformation behavior during the first pass
of the ECAP process [10,11,13–15]. Nevertheless, there are only limited reports related to
multi-pass ECAP processing using 3D FEM for circular cross-sectional workpieces, and all
of these reports are directed at the deformation of aluminum and aluminum alloys [16–18].

Because of this deficiency, the present investigation was initiated in order to use a 3D
FEM simulation to investigate the deformation behavior and homogeneity evolution of the
multi-pass ECAP processing, up to eight passes, of a copper alloy of Cu-0.1 wt.% Zr with
billets with circular cross-sections.

2. The Principles of Finite Element Simulations

The commercial software Abaqus/Explicit version 2016 [19] was used to simulate
the multi-pass ECAP processing of the Cu-0.1 wt.% Zr alloy. The workpiece and the die
geometry were modeled according to descriptions in earlier experiments conducted at
University of Southern California (USC), USA [20,21]. Specifically, the workpiece was in
the form of a cylindrical billet with a diameter of 10 mm and a length of 70 mm, and it was
processed using a rigid solid die with a channel angle (Φ) of 110◦ and an outer corner angle
(Ψ) of 20◦. These angles were therefore used in the simulation.

Figure 1a shows a schematic representation of an ECAP assembly. For convenience in
discussion, a local coordinate system was set as x, y and z axes. The plane normal to the x,
y and z axes are henceforth designated the X-plane, Y-plane and Z-plane, respectively. Four
points (1–4) were marked on the cross-section of the mid-length of the billet, and these
points were used to monitor the accumulated equivalent strain during the ECAP processing
as shown in Figure 1b. Consecutive passes of the ECAP processing were modeled using an
interconnected multi-channel die corresponding to the equivalent of processing route BC,
in which the billet is rotated by 90◦ around the longitudinal axis in the same sense between
each pass [22] up to a total of 8 passes as illustrated in Figure 1c.

In the simulation, the overall behavior of the billet is taken as an elastic–plastic
material. This model can describe the deformation behaviour of a material under severe
plastic deformation during ECAP processing. To determine the material properties, the
Cu-0.1 wt.% Zr billet was annealed as in earlier experimental work [20,21], and then the
tensile testing was conducted. The stress–strain curve and the material properties used for
the analysis are shown in Figure 2 and Table 1, respectively. The flow stress curve of the
present material was determined until the maximum strain of 0.4 and the strain-hardening
exponent was 0.68. However, during the ECAP process, the cumulative strain is expected to
increase continuously with the number of passes. To numerically evaluate the cumulative
strain beyond the limit of the flow stress curve, the flow stress is linear extrapolated
from the end of the curve using a tangent line with a strain-hardening exponent of 0.68.
The billet material was modeled with C3D8R (eight-node linear brick element). The die
and punch were modeled as a rigid surface, and all simulations were performed with a
pressing speed of 3 mm/s. The value of the friction coefficient between the die and the
billet was assumed to be 0.1; this value is recommended when processing using MoS2. An
arbitrary Lagrangian–Eulerian (ALE) adaptive remeshing and mass scaling was used for
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all simulations to prevent failure of the mesh due to large deformation and also to reduce
the total computation time.

Figure 1. Schematic illustration of the ECAP process: (a) an ECAP assembly, (b) four points marked on the mid-length of
the billet and (c) an interconnected multi-channel die.

Figure 2. Experimental true plastic stress–strain curve for the Cu-0.1% Zr alloy.

Table 1. Material properties of an annealed specimen of Cu-0.1 wt.% Zr.

Properties Value

Elastic modulus 110 GPa
Poisson’s ratio 0.3

Density 8960 kg/m3

Yield strength 33.9 MPa
Strain-hardening exponent (n) 0.68

Strength coefficient (K) 659 MPa
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Before performing the simulation, a convergence test was carried out to assess the
mesh sensitivity. Seven different numbers of elements, namely 1056, 1280, 1408, 2200, 3420,
5092 and 7680, were used to calculate the total strain energy. The relationship between the
total strain energy and the numbers of elements was then plotted as shown in Figure 3.
Based on the result in Figure 3, a mesh consisting of 2200 elements, with element sizes of
0.2–2.0 mm, was chosen in all simulations.

Figure 3. Convergence test for different numbers of elements.

3. Results and Discussion

3.1. Equivalent Plastic Strain

The equivalent plastic strain during the pressing stroke was monitored through the
four points located at the cross-sections of the mid-length of the workpiece as illustrated
in Figure 1b. Figure 4 shows the variation in the equivalent plastic strain tracing through
points 1 to 4 located on the cross-section of the mid-length of the billet as it passes through
the die for one pass. As a general overview observation, the deformation behavior of
the four points is similar to the deformation commencing after approximately 40% of the
pressing stroke. Thereafter, the equivalent plastic strain increases rapidly when the billet is
pressed through the intersection or deformation zone of the ECAP channel, corresponding
to 50% of the stroke, and, finally, it remains steady during the subsequent ECAP process.

On close inspection, there is a difference in the magnitude of the equivalent plastic
strain at different points after one pass of ECAP. Thus, shortly after entering the intersection
of the ECAP die, corresponding to approximately between 44% and 50% of the stroke, point
1 and point 3 located near the outer corner and inner corner of the die, respectively, have
higher strains than those of points 2 and 4. This is because points 1 and 3 are deformed
before points 2 and 4, but the local strains change with further pressing whereby each point
reaches a peak value of strain and remains approximately constant after approximately
60% of the stroke. It is found that the highest equivalent plastic strain of ~1.04 occurs at
point 3 located near the inner channel angle; the lowest of ~0.58 is at point 1 located near
the outer corner of the die; and the strains at points 2 and 4 are identical at ~0.75, where this
value lies between points 1 and 3. This result demonstrates the deformation inhomogeneity
that exists in the billet after one pass of ECAP. Similar trends were observed in earlier
research [23–25], in which deformation begins to take place at points near the outer and
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inner curves of the die, but the point near the outer curve has a lower deformation rate
because it necessarily travels a longer distance.

Figure 4. Equivalent plastic strain variation tracing through points 1, 2, 3 and 4 located on the
cross-section of the mid-length of the billet during ECAP processing through one pass.

The equivalent plastic strain distribution contours on the transverse cross-section
(X-plane) and longitudinal section (Z-plane) through ECAP for one pass are plotted in
Figure 5a,b, respectively. Figure 5a shows that the strain distribution varied along the
vertical direction, in which the strain values at the bottom are lower than those at the top of
the billet, while the strain distribution along the horizontal direction is reasonably uniform.
The values of the equivalent plastic strain at the top, middle and bottom are consistent
with the local strain at points 1–4 as observed during ECAP through one pass depicted in
Figure 4. In addition, the strain distributions on the transverse cross-section are consistent
with the microhardness distributions measured on the Cu-Zr alloy in an earlier study [20].
The low effective plastic strain at the bottom corresponds to an area of low microhardness,
which verifies the results from the FE simulation.

Figure 5. Equivalent plastic strain distribution contours for (a) transverse cross-section and (b)
longitudinal direction through ECAP for one pass.
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In practice, the lower values of the equivalent plastic strain at the bottom of the
workpiece in Figure 5a are associated with the formation of a corner gap between the die
and the workpiece at the outer corner as observed in Figure 5b. As the corner gap is formed
during pressing, the workpiece is no longer in contact with the die wall, and this leads to
a lower degree of deformation and, consequently, to a lower imposed strain and a lower
hardness.

The presence of a corner gap is usually found during the ECAP processing of strain-
hardening materials. Thus, the formation of a corner gap at the outer corner of the
ECAP channel was reported through experimental observations [5,12,26] and numerical
modelling [11,12,17,24,27–29]. In a study based on using pure aluminum as a model
material [26], an examination of the formation of the corner gap between a strain-hardening
material and a quasi-perfect plastic material led to the conclusion that a larger corner gap
is formed in the material with the higher strain-hardening rate. It was also pointed out
that the less deformation at the outer corner was due to a bending effect more than a
shearing effect [28]. Another study examined the equivalent plastic strain rate in the plastic
deformation zone and showed that the strain rate at the bottom surface was lower than
that at the top surface, and, in addition, the strain rate at the bottom surface decreased with
increasing angle Ψ [17].

The evolution of the accumulative equivalent plastic strains for these four points in
consecutive ECAP processing of up to eight passes was monitored and plotted as shown in
Figure 6. Since each point was rotated by 90◦ according to processing route BC, the position
of each point has a change of 90◦ in the channel leading to a change in the strain path and
strain increment in consecutive passes. It is therefore obvious that the equivalent plastic
strain of each point continued to increase with the increasing number of passes, but the
increment in each point is different depending on the position of the point in the die for a
given pass number. For example, after two passes, the strain increments of points 1, 2, 3
and 4 were 0.63, 0.87, 0.80 and 0.55, respectively. This means that the highest increment was
found in point 2 because this point was rotated to the inner curve of the die. Conversely,
the lowest increment occurred in point 4 because it was moved to the outer curve of the die.
Similar results were also reported in a study of 6061 Al alloy in a circular cross-sectional
ECAP process with a die angle (Φ) of 90◦ using route BC and a finite volume method (FVM)
simulation [30].

Figure 6. Equivalent plastic strain variation tracing through points 1, 2, 3 and 4 located in the
cross-section of the mid-length of the billet during ECAP processing up to a total of 8 passes.
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The average equivalent plastic strain (εp
ave) from the FE simulation was calculated by

taking the average of the strain values over the cross-section at the mid-length of the billet,
which were obtained by the following equation:

ε
p
ave =

1
n ∑n

i=1 ε
p
i , (2)

where n is the number of nodes in the cross-section, and ε
p
i is the equivalent plastic strains at

node i. The average strain per pass was given earlier as Equation (1). Therefore, the average
equivalent plastic strain obtained by simulation can be plotted as a function of the number
of passes and compared directly to the analytical model dictated by Equation (1) using
a die geometry of Φ = 110◦ and Ψ = 20◦ as shown in Figure 7. It is readily apparent that
the average equivalent plastic strains from the simulation are very close to the analytical
values calculated from Equation (1). This agreement validates the results obtained by the
simulation. Figure 7 also shows that the average equivalent plastic strain increases with
the increase in the pass number.

Figure 7. Average FEM simulation and the calculated equivalent plastic strains using Equation (1)
from [2].

3.2. Effect of Number of Passes on the Strain Homogeneity

In addition to the magnitude of the accumulated strain, the strain homogeneity is
also important in the design of the ECAP process. In practice, the effect of ECAP passes
on the overall strain homogeneity can be assessed directly by measuring the degree of
inhomogeneity and noting that lower values indicate better homogeneity.

The degree of inhomogeneity can be quantified by two different methods: using an
inhomogeneity index (Ci) or a coefficient of variance (CVεp ). The inhomogeneity index (Ci)
is based on the difference between two extreme strain values as defined by

Ci =

(
ε

p
max − ε

p
min

ε
p
ave

)
, (3)

where ε
p
max, ε

p
min and ε

p
ave denote, respectively, the maximum, minimum and average of the

equivalent plastic strain. By contrast, the coefficient of variance (CVεp ) uses the standard
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deviation, which depends on the distribution of strain considering the value of the strain
at all nodes in the section as defined by

CVεp =
Std εp

ε
p
ave

, (4)

where Std εp is the standard deviation of the equivalent plastic strain. This latter value
measures the amount of dispersion of the equivalent plastic strain at each node around the
average strain as defined by

Std εp =

(
1
n ∑n

i=1

(
ε

p
i − ε

p
ave

)2
)1/2

, (5)

The strain distribution homogeneity for different passes during ECAP was determined
using these two methods, where the inhomogeneity index (Ci) and the coefficient of
variance (CVεp ) were estimated across the transverse section in the mid-length of the billet
as shown in Figure 8. It is apparent that the values of the inhomogeneity index, Ci, are
higher than the coefficient of variance, CVεp , for all conditions, and this is consistent with
earlier reports [15,29]. This difference arises because Ci is based on the difference between
the maximum and the minimum values, whereas CVεp is based on the distribution of
strain for all nodes in the section. However, both Ci and CVεp give the same tendency
whereby their values decrease as the pass number increases, and this is especially true in
the earlier stage of deformation as in passes 1–3. However, after four passes, the degree of
homogeneity exhibits no significant change because the strains at all nodes on the cross-
section are taken into consideration for the coefficient of variance. Therefore, this was
selected to represent the strain homogeneity of ECAP.

Figure 8. Inhomogeneity in equivalent plastic strain indicated by the inhomogeneity index and by
the coefficient of variance.

In processing by ECAP, a sample experiences intense plasticity as it is pressed through
the region of the intersection of the two parts of the channel, where this may be denoted
as the plastic deformation zone (PDZ). The evolution of strain homogeneity with the
increment of the number of passes can be explained by the strain distribution within the
PDZ at the intersection of the die channel as shown in Figure 9. The results demonstrate
that the variation in the equivalent plastic strain distribution in the PDZ decreases as the
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pass number increases as, for example, by 0.13 to 0.88 for one pass and 5.10 to 5.70 for
eight passes, and this results in the development of a reasonable degree of deformation
homogeneity in consecutive passes.

 

Figure 9. Equivalent plastic strain distribution contours of the workpiece during ECAP processing at 60% of stroke: (a) 1
pass, (b) 2 passes, (c) 4 passes and (d) 8 passes.

3.3. The Steady-State Zone

The steady-state zone is the region along the billet axis where strain is relatively
uniform. To define the steady-state zone in an ECAP workpiece, the transverse cross-
sections were cut perpendicular to the pressing direction throughout the length of the
workpiece as shown in Figure 10. Then, the average equivalent plastic strains and the
coefficients of variance were calculated over the cross-sectional surface and plotted over
the length of the workpiece through 1, 2, 4 and 8 passes of ECAP as shown in Figure 11a,b,
respectively.

Figure 10. Schematic illustration showing the cross-sections in the analysis for the steady-state zone.
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Figure 11. The plots of (a) average equivalent plastic strains and (b) coefficients of variance on different cross-sections over
the length of the workpiece for various numbers of passes.

Figure 11a shows that the average equivalent plastic strain increases with the increas-
ing number of passes for all sections along the length of the workpiece. Moreover, during
ECAP through one pass and two passes, the values of the average equivalent plastic strain
are relatively constant along the length and decrease slightly near the front of the workpiece
due to the lack of any constraint at the exit of the ECAP die. In consecutive passes with
route BC, the maximum value of the average equivalent plastic strain lies at the back of the
workpiece close to the load application point, and then it decreases with the distance away
from the application point until it reaches a certain value and remains steady in the middle
portion of the workpiece over a length of about 40 mm. It then becomes lower again near
the front of the workpiece as is evident in the workpiece after ECAP for four and eight
passes.

Figure 11b represents the degree of strain homogeneity in each cross-section over the
length of the billet measured using the coefficient of variance, CVεp , where a lower value
indicates a better degree of homogeneity. These results show that the coefficient of variance
decreases as the number of passes increases, where the CVεp values for the workpieces after
ECAP for four and eight passes are lower than 0.1. It is apparent that higher values of CVεp

exist at the front and back of the workpiece within distances of about 15 mm from either
end for all conditions.

Finally, Figure 12 shows the equivalent plastic strain distribution contours along the
length of the workpiece through ECAP after different numbers of passes. An inspection
shows that there is a significant variation in equivalent plastic strain from the bottom to the
top of the workpiece after ECAP for one and two passes as shown in Figure 12a,b, but this
variation is gradually eliminated with the increasing number of ECAP passes. From the
results plotted in Figures 11 and 12, it is concluded that the workpiece may be conveniently
divided into three regions corresponding to the head, the intermediate steady-state zone
and the tail. The steady-state zone is the region of reasonable homogeneity located between
the non-uniformly deformed head at the front of the workpiece and the tail at the back of
the workpiece. This is evident in Figure 12d, where the steady-state zone is clearly marked.

In this study, the length of the steady-state zone of the Cu-0.1 wt% Zr alloy after
ECAP through eight passes is ~40 mm in the middle portion of the billet between the head
and the tail. Minimizing the lengths of the non-uniform regions in the head and tail is
of technological importance in order to maximize the length of the useful homogeneous
portion of the ECAP sample. It was reported earlier that, if the angle Ψ is maintained
constant, the non-uniform part in the head is longer in a strain-hardening material than
that in a perfectly plastic material [8]. Furthermore, if the ECAP facility has a capability of
applying back pressure, this will contribute to the uniformity of the metal flow during the
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ECAP operation because the application of back pressure increases the homogeneity and
leads to a filling of the outer corner of the die so that the deformation zone becomes closer
to that of a localized shear band [31–33].

Figure 12. Equivalent plastic strain distribution contours along the length of the workpiece through ECAP for (a) 1 pass, (b)
2 passes, (c) 4 passes and (d) 8 passes.

The goal in the design of the ECAP process is to maximize the magnitude of the
strain, to minimize the inhomogeneity and to minimize the force that is needed. In order to
achieve these objectives, it is important to obtain an understanding of the effect of various
parameters, including the die geometry, the material properties, the processing conditions
and their interactions on the overall deformation behavior. The present investigation shows
that the use of 3D FEM simulation provides an important contribution toward achieving a
much improved understanding of the ECAP deformation process.

4. Conclusions

1. A 3D FEM simulation was successfully used to investigate the deformation behavior
of a circular cross-sectional workpiece of a Cu-Zr alloy during ECAP processing, with
die angles of Φ = 110◦ and Ψ = 20◦, up to a total of eight passes using processing
route BC.

2. The results show that strain inhomogeneity is present in the early stages of ECAP
processing, in which a lower equivalent plastic strain occurs on the outer corner of the
workpiece due to the formation of a corner gap in a representative strain-hardening
material. However, this strain inhomogeneity decreases with the number of passes
and becomes reasonably uniform after four passes of ECAP.

3. The average equivalent plastic strains obtained from the cross-section in the mid-
length of the workpiece after various passes is in very good agreement with the basic
analytical model for ECAP, and this serves to verify the validity of the simulation
results. The values of the average equivalent plastic strain tend to increase contin-
uously with the increasing number of passes. In addition, the strain distributions
on transverse cross-sections are in a good agreement with the microhardness values
measured on the Cu-Zr alloy.

4. The effect of pass number on the strain homogeneity was evaluated using the inhomo-
geneity index (Ci) and the coefficient of variance (CVεp ), where a lower value means a
higher homogeneity in the strain distribution. Both Ci and CVεp significantly decrease
with up to four passes of ECAP, and, thereafter, they remain reasonably constant so
that there is a potential in ECAP processing for achieving strain homogeneity after
processing through a significant number of passes.

5. Based on the coefficient of variance, it is concluded that, after pressing, the workpiece
may be conveniently divided into three separate regions corresponding to the head,
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steady-state zone and the tail. In this study, the steady-state zone extends over
approximately 40 mm in length along the longitudinal axis of the workpiece.
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Received: 26 October 2021

Accepted: 17 November 2021

Published: 19 November 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Engineering Research Center of Electronic Information Materials and Devices, Ministry of Education,
Guilin University of Electronic Technology, Guilin 541004, China; huang0773@guet.edu.cn (W.H.);
guet.zhang722@gmail.com (J.Z.); gybcome@163.com (Y.G.)

2 School of Mechanical and Electrical Engineering, Guilin University of Electronic Technology, Guilin 541004, China
* Correspondence: pankl@guet.edu.cn

Abstract: Intermetallic compounds (IMCs) are essential in the soldering of electronic products and
are composed mainly of Cu6Sn5 and Cu3Sn. They must maintain reliable mechanical and electrical
connections. As they are usually only a few microns thick, and it is difficult to study their mechanical
properties by traditional methods. In this study, a 100 Å × 100 Å × 100 Å polycrystal with 10 grains
was created by Atomsk through Voronoi tessellation based on a Cu6Sn5 unit cell. The effects of the
temperature and strain rate on the tensile properties of the polycrystalline Cu6Sn5 were analyzed
based on MEAM potential function using a molecular dynamics (MD) method. The results show
that Young’s modulus and ultimate tensile strength (UTS) of the polycrystalline Cu6Sn5 decrease
approximately linearly with an increase in temperature. At high strain rates (0.001–100 ps−1), Young’s
modulus and UTS of the Cu6Sn5 are logarithmic with respect to the strain rate, and both increase
with an increase in strain rate. In addition, at low strain rates (0.00001–0.0005 ps−1), the UTS has a
quadratic increase as the strain rate increases.

Keywords: strain rate; temperature; polycrystalline Cu6Sn5; molecular dynamic; tensile properties

1. Introduction

With the integration and miniaturization of electronic products, electronic packaging
and assembly technologies are progressing toward achieving high density and small size.
Therefore, the size of solder joints has dropped sharply from hundreds of microns to tens of
microns, or even a few microns [1]. Intermetallic compounds (IMCs) are formed between
the solder joint and pad during soldering because of interfacial reactions. At present, the
most commonly used solders in electronic products are the Sn–Ag–Cu (SAC) and Sn–Cu
(SC) lead-free solders [2,3], and the primary composites of IMCs are Cu6Sn5 and Cu3Sn [3].
IMCs are a prerequisite for reliable connection for electronic products [4]. Therefore, the
mechanical properties of IMCs significantly affect those of the entire solder joints [3].

As the thickness of the IMC is only a few microns, it is difficult to obtain its mechanical
properties using conventional methods. There are usually two methods to study the
mechanical properties of IMC: experiments and simulation. In the experimental method,
specific samples are usually required, and nanoindentations are adopted to test the hardness
and Young’s modulus of the IMC [5–11]. However, the results tested by nanoindentation
fluctuate within a certain range because it is difficult to obtain a pure IMC to ensure
the consistency of samples. In the simulation method, first-principles and MD methods
are usually used. First-principles based on quantum mechanics can be used to obtain
relatively accurate physical parameters of a material [12,13]. However, the first-principles
method requires massive computing resources; therefore, only a system with just a few
atoms can be calculated. Molecular dynamics (MDs) based on classical mechanic theories
can ease this problem. With the development of computer technology, MD simulation
can be used to simulate atomic systems at the micro and nanoscales. IMC properties
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such as thermodynamic, mechanical, and diffusion properties can be obtained by MD
simulation [14–19]. The crystal size and strain rate can influence the tensile properties of a
single crystal Ni3Sn4 via MD simulation [16,19]. Studies have shown that the strain rate
affects the tensile properties of the materials, and the UTS of the material increases with the
increase in the strain rate [20–25]. The results of previous studies were primarily based on
experiments. However, because the thickness of IMCs is only a few microns, it is difficult
to study their tensile properties by traditional experimental methods.

The previous studies on the mechanical properties of diffusion properties of IMCs were
all based on monocrystals. However, most of the IMCs in solder joints are polycrystals, and
their mechanical properties differ from those of monocrystals. In this study, the mechanical
properties of a polycrystalline Cu6Sn5 were studied using the MD method, considering
the effects of strain rate and temperature on the tensile properties. The temperature range
in this study is within 250 to 500 K (melting point of Cu6Sn5 is 688 K [5]), and the strain
rate is 0.00001 to 100 ps−1. In this study, the strain rate exceeding 0.001 ps−1 represents a
high strain rate, and from 0.00001 to 0.001 ps−1 represents a low strain rate. The tensile
properties in both situations are discussed separately in Section 3.

2. Methodology

2.1. Structure of Cu6Sn5 Unit Cell

We performed MD simulations using a large-scale atomic/molecular massively paral-
lel simulator (LAMMPS) [26] with the modified embedded atom method (MEAM) potential
proposed by Baskes [27].

The Cu6Sn5 unit cell in this study is an η’ phase belonging to a monoclinic crystal
system with the C2/c space group [28]. In Figure 1, the gray and blue balls represent Sn
and Cu atoms, respectively [12,28].

Figure 1. Cu6Sn5 (η’ phase) cell structure [12].

2.2. Modified Embedded Atom Method (MEAM) Potential

In the MEAM theory, the total energy of the system consists of two parts: the energy
embedding an atom in the background electron density and a pair interaction, which is
described by Equations (1) and (2) [27,29].

Etot = ∑ i[Fi(ρi) +
1
2 ∑

j( �=i)
φij(Rij)] (1)

Fi(ρi) = AEc
ρi
ρi0

ln(
ρi
ρi0

) (2)

where Fi is the embedding energy of the atom i, Φij is the interaction potential between
atoms i and j, and Rij is the distance between atoms i and j. The parameters in the
MEAM potential and their implications can be obtained from the literature [27,29]. For
pure metals, the parameters in the MEAM potential function mainly include the cohesive
energy Ec, equilibrium nearest-neighbor distance r0, exponential decay factor for the
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universal energy function α, scaling factor for the embedding energy, the exponential
decay factors for the atomic densities β (i, i = 0, 1, 2, 3), the weighting factors for the atomic
densities t (i, i = 1, 2, 3), and the density scaling parameter ρ. For alloys, in addition to
the above parameters, interaction parameters between the two pure metals could also
be included, such as the binding energy between two different metal atoms, equilibrium
nearest-neighbor distance between two types of atoms, and exponential decay factor for
the universal energy function of the two atoms. Table 1 list the primary parameters in
the potential according to references [29]. There is a many-body screening function in
the MEAM, and the screening parameter C is adopted to determine the screening extent.
Cmin and Cmax represent the minimum and maximum values of the screening boundaries,
respectively [29]. Values of the Cmin and Cmax in this study are shown in Table 2 according
to reference [29].

Table 1. Parameters of Cu6Sn5 MEAM potential.

Elements Ec (eV) A r0 (Å) α β(0) β(1) β(2) β(3) t(1) t(2) t(3) ρ0

Cu 3.4 1.07 2.657 5.11 3.634 2.20 6.00 2.20 3.14 2.49 2.95 1
Sn 3.84 1 3.176 6.20 6.20 6.00 6.00 6.00 12.5 8.0 −0.38 1

Cu6Sn5 4.03 2.907 5.38

Table 2. Screen parameters of the MEAM.

(Cu, Cu, Cu) (Cu, Cu, Sn) (Cu, Sn, Cu) (Sn, Sn, Sn) (Sn, Cu, Sn) (Sn, Sn, Cu)

Cmin 0.8 0.8 0.8 1.29 0.8 0.8
Cmax 2.8 2.8 2.8 4.43 2.8 2.8

3. Results and Discussion

3.1. Details of the MD Simulation
3.1.1. Monocrystalline and Polycrystalline Structures of Cu6Sn5

Based on a Cu6Sn5 unit cell, polycrystalline Cu6Sn5 can be created by Atomsk through
Voronoi tessellation [30]. The box size and number of the grain seeds can be determined
when creating polycrystals. For example, a 100 Å × 100 Å × 100 Å polycrystal with
10 grains is shown in Figure 2. Different colors represent different grain identifications (IDs).

 
Figure 2. Polycrystalline Cu6Sn5 of 100 Å × 100 Å × 100 Å with 10 grains.

3.1.2. Validation of the MEAM Potential

Table 3 lists the stiffness constants calculated via the large-scale atomic/molecular
massively parallel simulator (LAMMPS) with the MEAM potential in our study and by
the first-principles method in reference [31]. Table 4 lists the elastic moduli of polycrystals,
including bulk modulus (B), shear modulus (G), and Young’s modulus (E), obtained via the
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Voigt–Reuss–Hill (VRH) methods. Though some of the stiffness constants obtained from
both methods differ, the value of the elastic moduli of the polycrystalline Cu6Sn5 is within
the calculated result by Ghosh [32] and Lee [31]. Our MD simulations were performed
based on this MEAM potential.

Table 3. Stiffness constants of monocrystalline Cu6Sn5.

Stiffness Constants (GPa) C11 C22 C33 C12 C13 C23 C44 C55 C66

Our MD 144.52 160.15 133.29 52.25 55.10 68.07 40.91 46.26 43.67
Lee et al. [31] 156.4 165.2 155.8 62.2 69.4 60.6 42.3 51.9 48.0

Table 4. Average elastic constants of polycrystalline Cu6Sn5 with VRH method.

Methods B (GPa) G (GPa) E (GPa)

Our MD 87.25 43.40 111.67
Lee et al. [31] 95.61 46.23 119.435

Ghosh et al. [32] 84.6 37.0 96.9

3.1.3. Simulation Setting

By using the proposed MD simulation, the stress–strain relations of the polycrystals
were studied by stretching the polycrystals at different temperatures and strain rates. The
polycrystal was fully relaxed under NVE, NVT, and NPT ensembles alternately to make
the system reach target setting temperatures and pressures and was stretched under the
NPT ensemble. To access the effects of the strain rate, the polycrystals were stretched at
stain rates of 0.00001 to 100 ps−1. In addition, the temperature effect over a temperature
range of 250–500 K with intervals of 50 K was considered in our study.

3.2. Isotropic Analysis of Tensile Properties of Polycrystals

To determine the isotropic characteristics of the polycrystalline Cu6Sn5, it was stretched
along the x-, y-, and z-axis, respectively, at 300 K with a strain rate of 1 ps−1. Figure 3 shows
the stress–strain response. Stress_x, Stress_y, and Stress_z represent stretching along the x-,
y-, and z-axis, respectively. The three curves almost overlapped before the polycrystalline
Cu6Sn5 cracked, specifically in the linear elastic deformation phase. This indicates that the
tensile properties of the polycrystalline Cu6Sn5 along the x, y, and z directions are very
similar to each other. Therefore, the polycrystalline Cu6Sn5 in our study is isotropic, which
is consistent with the real polycrystal materials [33].

Figure 3. Stress–strains curves when stretching along x-, y-, and z-axis.

3.3. Temperature Effect on Tensile Properties of Polycrystalline Cu6Sn5

The stress–strain curves of the polycrystalline Cu6Sn5 at strain rates ranging from
0.001 to 100 ps−1 were recorded in the temperature range of 250 K to 500 K, as illustrated
in Figure 4. The changing trends of all stress–strain curves are similar in the temperature
range of 250–500 K, with the strain rate ranging from 0.001 to 100 ps−1. The stretching
deformation shifted from the elastic stage to the plastic stage and then cracked. There is
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no yield phase and plastic deformation in this tensile process, which indicates that the
elastic deformation is prominent, and the failure of the polycrystalline Cu6Sn5 at strain
rates from 0.001 to 100 ps−1 is due to brittle fracture. It was also observed that the stress–
strain curve at the tensile strain rate of 100 ps−1 was very close to that at the strain rate
of 10 ps−1. This indicates that for a stain rate exceeding 10 ps−1, its effects on the stress–
strain response are negligible. Research shows that the failure modes of materials can be
affected by strain rate [4]. It was found that elastic deformation is dominant before UTS
and exhibits a brittle failure when the polycrystal is stretched, with the strain rate ranging
from 0.01 to 100 ps−1, as shown in Figure 4a–e. Plastic deformation occurs when the strain
rate is less than 0.001 ps−1 despite the dominance of elastic deformation, as shown in
Figure 4f. More information about the ductile performance under a low strain can be found
in Section 3.5. The polycrystal exhibits obvious ductile deformation with strain rates lower
than 0.001 ps−1. Therefore, 0.001 ps−1 was chosen as a boundary. Therefore, in this study,
strain rates ranging from 0.001 to 100 ps−1 are defined as high strain rate stretching, and
those less than 0.001 ps−1 are considered as low strain rate stretching.

According to the generalized Hooke’s Law, during linear elastic deformation, the
stress (σ) and strain (ε) satisfy Equation (3), where E is Young’s modulus. Therefore, the
slope of the linear part of the stress–strain curve is recorded as Young’s modulus.

E =
σ

ε
(3)

The calculated results of Young’s modulus according to Figure 4 are shown in Figure 5.
It is observed that Young’s modulus decreases approximately linearly with increasing
temperature at different strain rates. Young’s modulus decreases from 136.15 to 125.15 GPa,
137.29 to 126.90 GPa, 155.86 to 147.71 GPa, 180.26 to 174.33 GPa, 182.99 to 177.89 GPa, and
183.04 to 178.02 GPa when the temperature increases from 250 to 500 K at strain rates of
0.001, 0.01, 0.1, 1, 10, and 100 ps−1, respectively. The decreasing rates of Young’s modulus
are 44.03, 41.57, 32.61, 23.71, 20.37, and 20.07 MPa/K, respectively. Young’s modulus
is the tensile modulus, which represents the ability of a material to resist elastic tensile
deformation. Thus, the ability of the polycrystalline Cu6Sn5 to resist tensile deformation at
a lower temperature is greater than that at a higher temperature.

The UTSs at different temperatures are shown in Figure 6. It is observed that the UTS
decreases with an increase in temperature when the strain rate is kept constant. It decreases
from 8.91 to 8.53 GPa, 10.90 to 10.53 GPa, 12.96 to 12.22 GPa, 15.29 to 14.46 GPa, 16.58 to
16.00 GPa, and 16.65 to 16.13 GPa when temperature increasing from 250 to 500 K at strain
rates of 0.001, 0.01, 0.1, 1, 10, and 100 ps−1, respectively. Moreover, it is observed that most
strains at corresponding UTSs are nearly the same, while the strain rates are maintained
constant, which indicates that temperature has little effect on the strain of the UTS during
stretching at a strain rate ranging from 0.001 to 1 ps−1, as shown in Figure 4.

From what has been discussed above, the temperature can affect Young’s modulus
and UTS during stretching, and they both decrease with increasing temperature. This is
because both the initial kinetic energy and potential energy of the relaxed system at a high
temperature are higher than those at a low temperature, as shown in Figure 7. The potential
energy represents the interaction between atoms; thus, the stability of a system increases
with a decrease in the potential. On the other hand, kinetic energy represents the random
thermal motion between atoms. With an increase in temperature, the atomic motion is
more intense, thus leading to an increase in the kinetic energy and, consequently, a decrease
in atomic interactions. As the total energy is the sum of the potential and kinetic energy,
the initial total energy of the system also increases as the temperature increases. The total
energy of the system at the UTS and the energy absorbed during the stretching process (the
total energy at UTS minus the initial total energy) are shown in Figures 8 and 9, respectively.
The total energy of the system at the UTS increases with the increase in temperature, while
the absorbed energy is almost constant. The change in the total energy is due to the initial
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energy differences, while the energy absorbed by the system is almost unaffected by the
temperature at a constant strain rate stretching.

  
(a) (b) 

  
(c) (d) 

 
(e) (f) 

Figure 4. Stress-strain curves of polycrystalline Cu6Sn5 at temperatures of (a) 100 ps−1, (b) 10 ps−1, (c) 1 ps−1, (d) 0.1 ps−1,
(e) 0.01 ps−1, and (f) 0.001 ps−1.
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Figure 5. Young’s modulus at different temperatures.

Figure 6. UTS at different temperatures.

 
(a) (b) 

Figure 7. Initial energy of the polycrystalline Cu6Sn5 of (a) potential energy and (b) kinetic energy.

183



Crystals 2021, 11, 1415

Figure 8. Total energy at UTS with temperature increasing.

Figure 9. Energy absorbed at UTS with temperature increasing.

The above reasons account for the decrease in Young’s modulus and UTS when the
temperature increases. Both Young’s modulus and UTS decrease approximately linearly
with increasing temperature, but the linearity at higher strain rates (0.01 to 100 ps−1) is
better than that at lower strain rates (0.001 ps−1), as shown in Figures 5 and 6. According
to the previous description, 0.001 ps−1 is the critical strain rate between low and high
strain rates. We infer that it may be a ductile–brittle mixed failure when stretching at this
strain rate. The energy values absorbed at UTS with different temperatures are shown in
Figure 9. It can be found that the absorbed energy exhibits inconsistency according to the
temperature variation when stretching with 0.001/ps. Therefore, it can be concluded that
the above reasons lead to the inconsistency of UTS with temperature change. This means
that as the strain rate decreases, the polycrystalline Cu6Sn5 is subjected to more complex
stresses when stretching. The strain rate effects on tensile properties of polycrystalline will
be discussed in the next section.
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3.4. High Strain Rate Effects on Tensile Properties of Polycrystalline Cu6Sn5

Figure 10 shows the stress–strain curves with strain rate changing from 0.001 to
100 ps−1 at (a) 250 K, (b) 300 K, (c) 350 K, (d) 400 K, (e) 450 K, and (f) 500 K. The strain rates
changing from 0.001 to 100 ps−1 are denoted as high strain rates in this study. With an
increase in the strain rate, the stress at the corresponding strain before the UTS is larger
than that at a lower strain rate, and the plastic deformation is more significant at lower
strain rates. Despite this, elastic deformation is predominant at high strain rate stretching.
When elastic deformation is dominant in the stretching process (strain rate from 0.001 to
100 ps−1), the corresponding strain of the UTS increases with the increase in the strain
rate, which indicates that the tensile strength of the IMC at a high strain rate is higher than
that at a lower strain rate. However, the stress-train response at the strain rate of 100 ps−1

is very close to that at the strain rate of 10 ps−1. This means that when the strain rate is
sufficiently large, the effect of the stress–strain response is almost negligible in this study.

Young’s modulus and UTS were also calculated based on the stress–strain curves in
Figure 10. The results are shown in Figures 11 and 12. Logarithmic coordinates were chosen
for abscissa in both figures and the curves reveal the existence of logarithmic relationships
between both Young’s modulus and UTS to the strain rate. Moreover, they both increase
with increasing strain rates. The mechanical properties of Cu3Sn also exhibit a similar
logarithmic trend [22].

We can presume that due to fast stretching at high strain rates, dislocations among
grain boundaries occur later; thus, the effect of the dislocations is negligible. In this case,
the forces at all positions of the polycrystalline Cu6Sn5 are almost the same. Therefore,
the ability of the polycrystal to resist tensile deformation is enhanced, thus leading to an
increase in Young’s modulus and UTS.

To further evaluate the influence of the strain rate on the deformation of the poly-
crystalline Cu6Sn5, polycrystals with 0.25 and 0.5 strains at 300 K are shown in Figure 13.
All the grains are uniformly deformed when stretched at the strain rate of 1 ps−1, and
the defects between the grain boundaries, even the elongation up to 0.5, are negligible, as
shown in Figure 13a,b. This is because the polycrystals are destroyed before the dislocations
between the grain boundaries occur owing to the speed of the tensile velocity. However,
the deformation characteristics change exponentially with decreasing strain rate. When
the strain rate is reduced to 0.001 ps−1, there is adequate time for the grain boundaries to
dislocate, which leads to defects in the polycrystal, as shown in Figure 13c,d. In addition,
with a decrease in the strain rate, the dislocations are more significant among the grain
boundaries at the same strain, which results in a decrease in the UTS of the material, as
shown in Figure 12.

The radial distribution function (RDF) is the most common mathematical language
used to describe the microstructure of liquid and amorphous materials. It denotes the ratio
of the local density of a molecule to the bulk density at a distance of r around a central
atom. In the binary intermetallic compounds system, the RDF for atoms α and β can be
calculated as Equation (4) [16].

g(r) =
V

NαNβ

〈
Nα

∑
i=1

niβ(r)
4πr2Δr

〉
(4)

where V represents the volume of the system and n(r) the number of particles, which can
be found in the shell from r to r + Δr [16].

The calculated RDFs at different strain rates when the strain is 0.1 are shown in
Figure 14. The peak value of the RDFs varies with the strain rates and then gradually
approaches 1 with increasing r. It can be seen from the local enlargement that the RDF
decreases with an increasing strain rate. This is because an increase in the strain rate causes
more disorder in the atomic structure, which increases amorphization and hinders the
formation of slip planes [34,35]. As there is no dislocation surface, the UTS improves [16].
The analysis results here are consistent with those shown in Figure 11. The energy absorbed
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by the system with different strain rates at the UTS is shown in Figure 15. As the strain rate
increases to a larger value, more energy is absorbed by the system when reaching the UTS.
Figure 10 shows that the corresponding strain value at the UTS changes over a small range;
thus, the increased stress causes more energy to be absorbed.

 
(a) (b) 

 
(c) (d) 

(e) (f) 

Figure 10. Stress–strain curves with strain rate changing from 0.001 to 100 ps−1 at (a) 250 K, (b) 300 K, (c) 350 K, (d) 400 K,
(e) 450 K, and (f) 500 K.
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Figure 11. Young’s modulus at different strain rates.

 

Figure 12. UTS at different strain rates.

  
(a) (b) 

  
(c) (d) 

Figure 13. Polycrystals at different strain rates of (a) ε = 0.25,
.
ε = 1 ps−1; (b) ε = 0.5,

.
ε =1 ps−1;

(c) ε = 0.25,
.
ε = 0.01 ps−1; (d) ε = 0.5,

.
ε = 0.01 ps−1.
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Figure 14. RDF of 10% strain at different strain rates.

Figure 15. Energy absorbed at UTS.

3.5. Low Strain Rate Effects on Tensile Properties of Polycrystalline Cu6Sn5

The stress-strain curves at 300 K with the strain rate from 0.00001 to 0.0005 ps−1 are
shown in Figure 16. When the strain rate is lower than 0.001 ps−1, the stress does not
decrease rapidly after the UTS but shows an obvious stage of plastic deformation. Within
this strain rate range, the UTS still decreases with a decrease in the strain rate. However, at
high strain rates, the relationship between UTS and strain rate is approximately logarithmic,
while at low strain rates, the relationship between UTS and strain rate is approximately
quadratic, as shown in Figure 17. As the strain rate decreases, the UTS gradually approaches
a constant. The polycrystals when the strain rate is 0.00001 and the strains are 0.2 and
0.4 are shown in Figure 18. It can be found that there are no obvious dislocations when
stretching at this strain rate. This is because when the tensile velocity is too low, there is
sufficient time for stress relaxation. As seen from the local magnification of Figure 14, with
a decrease in the strain rate, the plastic deformation of the polycrystalline Cu6Sn5 becomes
more significant.
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Figure 16. Stress–strain curve at low strain rates.

 
Figure 17. UTS at different strain rates.

  
(a) (b) 

Figure 18. Polycrystals at strain of (a) 0.2; (b) 0.4.
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4. Conclusions

The tensile properties of the polycrystalline Cu6Sn5 were investigated at different
temperatures and strain rates via the MD simulation. Based on the polycrystalline Cu6Sn5
created through Voronoi tessellation by Atomsk, the stress–strain curves at different tem-
peratures and strain rates were obtained, from which Young’s modulus and UTS were
extracted. The stress–strain response could be affected by both the temperature and strain
rate. The conclusions are as follows:

(1) Young’s modulus and UTS decreased approximately linearly when the temperature
increased from 250 to 500 K at high strain rates. The effect of temperature was
relatively small compared with that of strain rate. The effect of temperature on
mechanical properties was approximately negative linear, while the effect of strain
rate on mechanical properties was approximately exponential with high strain rates.

(2) The strain rate affected the deformation characteristics of the IMC. When it ranged
from 0.001 to 100 ps−1, the elastic deformation was the dominant deformation in the
stretching process. On the other hand, with a decrease in the strain rate, the plastic
deformation was gradually more significant. When the strain rate was between
0.00001 and 0.0005 ps−1, the plastic deformation characteristics gradually appeared.

(3) The strain rate affected the tensile strength of the IMC. At high strain rates (from 0.001
to 1 ps−1), Young’s modulus and UTS decreased with decreasing strain rate, and they
exhibited exponential relationships with the strain rate. At low strain rates (from
0.00001 to 0.0005 ps−1), the relation between the UTS and strain rate was quadratic.
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Abstract: A modified Taylor model, hereafter referred to as the MTCS (Mechanical-Twinning-with-
Coplanar-Slip)-model, is proposed in the present work to predict weak texture components in the
shear bands of brass-type fcc metals with a twin–matrix lamellar (TML) structure. The MTCS-model
considers two boundary conditions (i.e., twinning does not occur in previously twinned areas and
coplanar slip occurs in the TML region) to simulate the rolling texture of Cu–30%Zn. In the first
approximation, texture simulation using the MTCS-model revealed brass-type textures, including
Y{1 1 1} <1 1 2> and Z{1 1 1} <1 1 0> components, which correspond to the observed experimental
textures. Single orientations of C(1 1 2)

[
1 1 1

]
and S’(1 2 3)

[
4 1 2

]
were applied to the MTCS-model

to understand the evolution of Y and Z components. For the Y orientation, the C orientation
rotates toward T(5 5 2)[1 1 5] by twinning after 30% reduction and then toward Y(1 1 1)[1 1 2] by
coplanar slip after over 30% reduction. For the Z orientation, the S’ orientation rotates toward
T’(3 2 1)

[
2 1 4

]
by twinning after 30% reduction and then toward Z(1 1 1)

[
1 0 1

]
by coplanar slip

after over 30% reduction.

Keywords: brass-type shear band; twin–matrix lamellae; coplanar slip; Taylor model; Cu–Zn alloy;
cold-rolling texture; X-ray diffraction

1. Introduction

In the industry applications, the formability of metals plays a significant role, which
mainly depends on the crystallographic texture and microstructure [1]. Moderate-strain
metals and alloys including copper exhibit laminar microstructures called shear bands
(SBs), a form of plastic instability. Duggan et al. [2] and Fargette et al. [3] investigated
the formation mechanism of SBs in Cu–Zn alloys. In rolled metals, the SBs form as thin
planar sheets that are parallel to the transverse direction (TD) and inclined at ~35◦ to the
rolling direction (RD). Brass-type SBs and copper-type SBs have been found in low stacking
fault energy (SFE) and intermediate to high SFE materials [2,4], respectively. Hatherly and
Malin [5] defined low SFE as <20 mJ/m2, intermediate SFE between 20 and 40 mJ/m2 and
high SFE as >40 mJ/m2. Considering the low stacking fault energy (SFE) of fcc metals,
the SBs exhibit the structure of twin–matrix lamellae (TML) composed of twin and matrix
lamella layers. The TML structure was reported in the observation of deformed Cu–30%Zn
by Duggan et al. [2] and Fargette et al. [3]. Malin and Hatherly [6] reported the TML
structure in pure copper. An abnormal slip system parallel to twinning planes also occurs
in the lamellar layer structure [2].

After large thickness reductions for α-brass, the SBs substantially change the texture
from copper-type to brass-type because of the formation of the fine TML structure [2].
Wassermann et al. [7] reported that cold-rolled α-brass with C{1 1 2} <1 1 1>-oriented grains
exhibit twin orientation T{5 5 2} <1 1 5> after twinning; consequently, the T-oriented grains
rotate toward the B{1 1 0} <1 1 2> orientation by dislocation slip. Hirsch et al. [4] found
that the T-oriented grains rotate to the transition orientation of {1 1 1} <1 1 2> (brassR) due
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to mechanical twinning (MT) after small reduction, and the brassR grains rotate to the G
{1 1 0} <0 0 1> orientation through shear banding after large reductions. Paul et al. [8,9]
studied low-SFE fcc single crystals initially oriented with copper and revealed that the two
coplanar slip systems adjusted by the initiation of shear banding play an important role in
the formation of brass-type textures.

Sevillano et al. [10] and van Houtte et al. [11,12] predicted copper-type texture using
full constraint (FC)- and relaxed constraint (RC)-Taylor models, respectively. Leffers [13,14],
Hirsch and Lücke [15] and van Houtte [16] estimated the brass-type texture using various
Taylor models that consider MT. According to Chin’s study [17], Kallend [18] and van
Houtte introduced MT into FC- [16] and RC-Taylor models [11,12]. Hirsch et al. [15] quan-
titatively compared the rolling texture between FC and RC Taylor models. Leffers [19,20]
used a modified Sachs model to predict brass-type texture. Kalidindi [21] proposed a crystal
plasticity model considering deformation twinning and observed that twinning is difficult
to occur in the twinned regions. In addition, Kalidindi [22] modelled with shear banding
to predict the texture transition from Cu-type to brass-type. Lebensohn and Tomé [23,24]
utilized the VPSC model to simulate brass-type texture including comprehensive relative
activity of slip and twin systems. Toth et al. [25] used a Taylor version of the VPSC model
considering dislocation slip and twinning to simulate the deformed texture of TWIP Steel
with fcc structure. Chalapathi et al. [26] proposed a modified LAMEL model to simulate
the rolling texture of an fcc steel. Among all models, the present work aimed to incorporate
the experimental observations of TML [27–31] in the Taylor model while considering MT to
predict the rolling texture of Cu–30%Zn. The modified Taylor model was compared with
conventional Taylor models such as FC and RC Taylor models in terms of rolling texture.

2. Materials and Methods

The dimensions of the as-received Cu–30%Zn alloy were reduced to 60.0 × 20.0
× 20.0 mm3 by using an abrasive cutting machine and annealed at 600 ◦C for 1 h to
homogenize, and then cold-rolled up to 90% thickness reduction. A two-high non-reversing
mill with roll diameter of 590 mm was set with rolling speed of 9 rpm to conduct the cold
rolling experiment. Drops of lubricant oil were applied on the rolls to reduce to friction
and heat during rolling. The alloy was rolled 10 times to reduce the thickness from 20.0 to
14.0 mm (30% reduction). Then, 1/3 length of the alloy was cut off and continued to roll
12 times to reduce the thickness from 14.0 to 8.0 mm (60% reduction). Finally, 1/2 length
of the alloy was cut off and continued to roll 15 times to reduce the thickness from 8.0 to
2.0 mm (90% reduction). The middle regions of the rolled materials were selected and cut
out in dimensions of 20.0 mm width and 20.0 mm length for further texture analysis. The
specimens were prepared by grinding using #400, #800, #1500, #2500, and #4000 SiC papers.

The texture of Cu–30%Zn alloy was examined on the surface parallel to the out-
of-plane direction called ND direction by using Bruker (Germany) D8 ADVANCE in
NCKU with CuKα radiation of λ = 1.5406 Å at 40 kV and 40 mA. Three incomplete pole
figures of {1 1 1}, {2 0 0}, and {2 2 0} were recorded by varying the tilting angle of 0◦–70◦
and the rotation angle of 0◦–360◦ with a scanning step of 5◦. Defocusing correction was
then employed on the measurement of random powder Cu–30%Zn alloy. Orientation
distribution function (ODF) and complete {1 1 1} pole figure were calculated using LaboSoft
(Poland) LaboTex ver.3.0 software in NCKU.

3. Modelling

The rolling texture of Cu–30%Zn alloy was modelled using modified Taylor models in
the Matlab software. FC-Taylor model, RC-Taylor model, RC-Taylor model considering
MT called MT-model, and RC-Taylor model considering MT and coplanar slip called
MTCS-model were constructed as follows.
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3.1. FC-Model

According to the method of van Houtte et al. [12,32] for establishing the FC-Taylor
model, a given displacement gradient eij in a grain is composed of a symmetric matrix
εij (called the strain tensor) and an antisymmetric matrix ωij (called the rotation tensor).
Here, the given strain tensor εij of 90% reduction (corresponding true strain,

∣∣ln 2.0
20.0

∣∣ = 2.3)
is expressed in the macroscopic frame for plane strain condition as follows:

εij =

⎛⎝ 2.3 0 0
0 0 0
0 0 −2.3

⎞⎠ (1)

An incremental strain of 0.01 was set for each step in the simulation. In the crystal
frame, the symmetric matrix εS

ij, which relates the shear on the slip system s, is described
for the slip systems of {1 1 1} <1 1 0> by:

εs
ij =

ns

∑
s=1

γs

2
(bs ⊗ ms + ms ⊗ bs) and (2)

εij = εs
ij (3)

where, bs, ms and γs denote the direction of the Burgers vector, the normal to the slip plane,
and the shear on the slip system s, respectively, in the crystal frame. The symbol ⊗ denotes
the dyadic product of two vectors. The antisymmetric matrix ωS

ij is expressed by:

ωs
ij =

ns

∑
s=1

γs

2
(bs ⊗ ms − ms ⊗ bs) (4)

and
ωij = ωs

ij + Ωs (5)

where Ωs is the lattice rotation in the macroscopic frame.
Five linear equations are needed to solve Equation (2) with 792 combinations for a

given strain. According to the Taylor assumption [33], the minimum work corresponds to
the minimum sum of the activated five absolute shears and is expressed as:

w =
ns

∑
s=1

τs
c |γs| (6)

The critical resolved shear stress is denoted as τs
c for all 12 slip systems, and the

number of the activated slip systems is ns = 5. The lattice rotation Ωs in the macroscopic
frame can be obtained using Equation (5). As a result, the new orientation matrix g∗ is
expressed by:

g∗ = (I − Ωs)g (7)

where g is the initial orientation matrix before deformation.

3.2. RC-Model

After high reduction, the deformation texture shows discrepancies from that predicted
by FC-Taylor model. Van Houtte [11] proposed the concept of partly constrained defor-
mation of crystallites and labelled it as RC-model because of the observation that grains
become flattened and elongated after high rolling reduction. In the RC-Taylor model, only
four slip systems are activated. Hence, the relaxed constraint of εXZ shear strain can be
calculated in Equation (1), where the X direction is the rolling direction and Z the normal
direction, and the number of the activated slip system is ns = 4 in Equations (2) and (4).
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The given strain tensor εij is expressed in the macroscopic frame for plane strain condition
as follows:

εij =

⎛⎝ 2.3 0 εXZ
0 0 0

εXZ 0 −2.3

⎞⎠ (8)

where the εXZ shear strain is unconstrained. Equations (2)–(7) are the same in the case of
the FC-Taylor model.

3.3. MT-Model

Following their observation of MT in low-SFE metals, van Houtte [16] and Chin et al. [17]
proposed a modified Taylor model that assumes that the shear in the crystal frame is due
to the MT in {1 1 1} <1 1 2> twin systems for FC- and RC-models and not {1 1 1} <1 1 0>
slip systems. Following the concept of van Houtte [16], the present study employed an
RC-model combining three slip systems and one twin system. This model is referred to as
the MT-model and differs from the RC-model in that the latter considers four slip systems.
The flowchart of the subroutine is shown in Figure 1.

Figure 1. Flowchart of subroutine in MT-model.
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In the MT-model, the strain tensor resulting from three slip systems and one twinning
system is expressed in the crystal frame as follows:

εst
ij =

ns

∑
s=1

γs

2
(bs ⊗ ms + ms ⊗ bs) +

nt

∑
t=1

γt

2
(
bt ⊗ mt + mt ⊗ bt) (9)

where the numbers of the activated slip and twin systems are ns = 3 and nt = 1, respectively.
The former and latter parts of the symmetric matrix corresponding to the shear on the
slip systems of {1 1 1} <1 1 0> in Equation (2) and the twin systems of {1 1 1} <1 1 2> are
expressed as:

εt
ij =

γt

2
(
bt ⊗ mt + mt ⊗ bt) (10)

where bt, mt, and γt denote the direction of the Burgers vector, the normal to the twin
plane, and the shear on the twin system t, respectively. The slip and twin systems used in
the models are listed in Table 1. The rotational antisymmetric matrix in the crystal frame is
expressed as:

ωst
ij =

ns

∑
s=1

γs

2
(bs ⊗ ms − ms ⊗ bs) +

nt

∑
t=1

γt

2
(
bt ⊗ mt − mt ⊗ bt)|γs| + Ωst (11)

where Ωst is the lattice rotation in the macroscopic frame.

Table 1. Twelve slip and twin systems of fcc metals used in the models.

Slip System Slip Plane
Slip

Direction
Twin System Twin Plane

Twin
Direction

SS1 (1 1 1)
[
0 1 1

]
TS1 (1 1 1)

[
1 1 2

]
SS2 (1 1 1)

[
1 0 1

]
TS2 (1 1 1)

[
2 1 1

]
SS3 (1 1 1)

[
1 1 0

]
TS3 (1 1 1)

[
1 2 1

]
SS4

(
1 1 1

)
[0 1 1] TS4

(
1 1 1

)
[1 1 2]

SS5
(
1 1 1

)
[1 0 1] TS5

(
1 1 1

) [
2 1 1

]
SS6

(
1 1 1

) [
1 1 0

]
TS6

(
1 1 1

) [
1 2 1

]
SS7

(
1 1 1

) [
0 1 1

]
TS7

(
1 1 1

) [
1 1 2

]
SS8

(
1 1 1

)
[1 0 1] TS8

(
1 1 1

)
[2 1 1]

SS9
(
1 1 1

)
[1 1 0] TS9

(
1 1 1

) [
1 2 1

]
SS10

(
1 1 1

)
[0 1 1] TS10

(
1 1 1

) [
1 1 2

]
SS11

(
1 1 1

) [
1 0 1

]
TS11

(
1 1 1

) [
2 1 1

]
SS12

(
1 1 1

)
[1 1 0] TS12

(
1 1 1

)
[1 2 1]

Considering the contributions of slip and twinning, the minimum work of the MT-

model is expressed in terms of α = τt
c

τs
c

as follows:

w = τs
c

(
ns

∑
s=1

|γs|+ α
nt

∑
t=1

γt

)
(12)

where the numbers of the activated slip and twinning systems are ns = 3 and nt = 1,
respectively, and the critical resolved shear stresses for twinning and slip in all 12 twin
and slip systems are denoted τt

c and τs
c , respectively. The CRSS values of the slip and twin

systems are assumed to be identical, that is, α = 1. Thus, the new orientation of matrix g∗
is expressed by:

g∗ =
(

I − Ωst)g (13)

where g is the initial orientation matrix prior to deformation.
After twinning deformation, the orientation number of the fine TML structure in-

creases twofold after each simulation step, which leads to increases in computation time.
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To address the problem of time-consuming computations, van Houtte assumed a simplified
method with only one orientation; here, either the matrix orientation or the twin orientation
is selected as the new orientation of the matrix and twin area in the TML region. This
orientation depends on the relation between a random number R ranging from 0 to 1 and
the volume fraction of the twin region f t, which is expressed as:

f t =
γt

γ0
(14)

where the constant of the twinning shear of fcc metals is denoted γ0 = 1√
2

. If R is greater

than f t, then the new orientation is determined by Equation (11). If R < f t, then the new
orientation g∗ is given by Equation (11). The twinned orientation gt obtained after twinning
is given by Equation (13):

gt = Θtg∗ (15)

where g∗ is the new matrix orientation and Θt is a matrix that transforms the matrix
orientation into a twin orientation, which is expressed as follows:

Θt = 2mt ⊗ mtT − I (16)

where T denotes the transpose of the matrix mt.

3.4. MTCS-Model

Considering the coplanar slip in the TML region reported by Hirsch et al. [4,34], the
current work presents another modified Taylor model, hereafter referred to as the MTCS-
model, that combines the MT-model with the concept of coplanar slip in the TML region.
A major difference between the MTCS- and MT-models is the addition of two assumptions
resulting in different textures in the former. The first assumption in the MTCS-model is
that further twinning is forbidden in a priori twinned regions. The second assumption
in this model is that the deformation of twinned grains contributes to two coplanar slip
systems. The former assumption is based on the perspective that twinning cannot easily
occur in previously twinned areas, as reported by Kalidindi [21]; in other words, secondary
or further twinning is forbidden in previous twinning areas. The latter assumption is based
on the coplanar slip observed in the TML region by Hirsch et al. [4]. The coplanar slip forms
on the plane of activated twin systems. The two other slip systems were selected from non-
coplanar slip systems. Therefore, the key difference between the MT- and MTCS-models
lies in changes in the twinned orientation.

Following the procedures of the MT-model, we calculate rigid body rotation for
the MTCS-model by taking the plastic strain and minimum work into account using
Equations (10)–(12), as shown in Figure 2. After each deformation step, a new orientation
is determined at random by selecting a number R between 0 and 1. Here the possibility
of twinning is equal to the fraction of the twinning area f t. When R ≤ f t, the new
orientation is determined by twinning by using Equations (7) and (15); when R > f t, the
new orientation is calculated by applying Equation (7) because of the deformation of the
slip, as shown in Figure 2. This procedure for orientation determination leads to indicating
the twinned and non-twinned orientations.
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Figure 2. Flowchart of subroutine in MTCS-model.

The two assumptions are then implemented in the MTSC-model. The first assumption
is that secondary twinning, that is, further twinning in a previously twinned orientation, is
excluded. For the non-twinned orientation indicated, rigid body rotation is calculated by
considering the plastic strain and minimum work by using Equations (8)–(10). However,
the twinned orientation indicated does not change according to Equation (13) but follows
the right route in Figure 2 to avoid the formation of secondary twinning. This phenomenon
corresponds to the assumption that the twinning orientation occurs only once. The second
assumption is that the coplanar slip occurring in the TML region is implemented in the
reorientation calculation of the twinned orientation. The activated systems in twinned
orientations occur on twinning planes called coplanar slip systems at the first twinning.
Thus, the 12 slip systems used in the models could be classified into coplanar and non-
coplanar slip systems on the basis of the twinning planes. Therefore, two activated slip
systems are selected from the coplanar slip systems, and another two slip systems are
selected from the non-coplanar slip systems by using the RC-model. Thus, in addition to
non-coplanar slip, coplanar slip can contribute to the plastic strain of twinned orientations
via the relation:

εt
ij = εCP

ij + εnon−CP
ij (17)

where εCP
ij and εnon−CP

ij are the plastic strains resulting from the coplanar slip and non-
coplanar slip, respectively.

Considering the contribution of coplanar and non-coplanar slips, the optimization of

the minimum work in the MTCS-model is expressed in terms of β = τnon−CP
c

τCP
c

as:

wt = τCP
c

(
nCP

∑
s=1

∣∣∣γCP
∣∣∣+ β

nnon−CP

∑
s=1

∣∣∣γnon−CP
∣∣∣) (18)

where the numbers of the activated slip and twinning systems are nCP = 2 and nnon−CP = 2,
respectively, and the critical resolved shear stresses for the coplanar and non-coplanar
slip systems are denoted τCP

c and τnon−CP
c , respectively. The CRSS values of the slip and

twin systems are assumed to be identical, that is, β = 1. The antisymmetric matrix ωt
ij is

expressed as:
ωt

ij = ωCP
ij + ωnon−CP

ij + Ωt (19)

where Ωt is the lattice rotation in the macroscopic frame.
Thus, the new orientation of matrix g∗t is expressed as:

g∗t =
(

I − Ωt)gt (20)

where gt is the twinned orientation matrix before deformation resulting from the coplanar slip.
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For the four simulation models, the orientation number of grains is 5000, each strain
step is 0.01, the total strain is 90% reduction, and the 5000 grains initially show random
orientations. The simulated textures were analyzed, including ODF, complete {1 1 1} pole
figures, and volume fraction by using LaboTex software. The Euler angles follow the
definition of Bunge.

Single crystal C(1 1 2)
[
1 1 1

]
and S’(1 2 3)

[
4 1 2

]
orientations were also employed for

the initial orientations in MTCS-model to predict the components of Y and Z, respectively.

4. Results and Discussion

This section is divided by subheadings. It provides a concise and precise description
of the experimental results, their interpretation, as well as the experimental conclusions
that can be drawn.

4.1. Effect of Twinning on the Rolling Texture

FC-, RC-, MT- and MTCS-models were applied to understand the influence of twinning
on the rolling texture. The shear mechanism of FC- and RC-models is related to pure slip,
and that of MT- and MTCS-models is related to a combination of partial slip and twin.
The {1 1 1} pole figures of FC-, RC-, MT-, and MTCS-models are shown in Figure 3a–e,
presenting the {1 1 1} pole figure of Cu–30%Zn obtained from XRD measurements after
90% cold rolling. The {1 1 1} pole figures of FC- and RC-models belong to a typical copper
texture, and those of MT and experiment show a typical brass texture. In addition, the
{1 1 1} pole figure of MTCS-model indicates a combination of copper and brass textures.

ODFs were obtained from simulation and experiment to quantify the orientation distri-
butions of four models. As shown in Figure 4, the blue symbols indicate the orientations of
C{1 1 2} <1 1 1>, S{1 2 3} <6 3 4>, B{1 1 0} <1 1 2>, and G{1 1 0} <0 0 1>, and the red symbols
indicate the orientations of T{2 5 5} <5 1 1>, Y{1 1 1} <1 1 2>, and Z{1 1 1} <1 1 0>. Table 2
shows the preferred orientations simulated by the four models. The FC- and RC-models
predict a β-fiber after cold rolling in Figure 4a,b, the MT-model shows an α-fiber, and the
MTCS-model exhibits a combination of α- and β-fibers in Figure 4c,d. Comparison of pole
figures and ODFs revealed that the FC- and RC-models show β-fiber, the MT-model reveals
α-fiber, and the MTCS-model indicates α-and β-fibers.

The relative activities of the slip and twin systems were analyzed. Figure 5 shows
the relative activity of the systems as a function of deformation strain for the slip or
twin systems considered in the MT and MTCS models. The relative activities of slip and
twin systems for each step of simulation are determined using Equations (21) and (22),
respectively [28].

In the case of the RC-model, only slip systems were activated, that is, the activity of
slip has a constant value of 1. In addition, the activity of the 12 slip systems generally
ranges from 8% to 9% throughout the simulation.

In the case of the MT-model, the activity of the twin system calculated from the
simulation results is larger than that of the slip system at ε < 0.2; by contrast, the activity
of the slip system is greater than that of the twin system at ε > 0.2. These results
indicate that the deformation mechanism of the MT-model is dominated by twinning
at ε < 0.2. Under the condition of ε < 0.2, the deformation mechanism of the MT-
model is dominated by the twinning of slip system TS1(1 1 1)

[
1 1 2

]
. The deformation

mechanism of the MT-model is dominated by the slipping of slip systems SS4(1 1 1)[0 1 1]
and SS5(1 1 1)[1 0 1] at ε > 0.2 and by the slipping of slip systems SS1(1 1 1)

[
0 1 1

]
and

SS2(1 1 1)
[
1 0 1

]
at ε > 0.7. At ε > 0.7, the activities of the slip and twin systems are

stabilized in the MT-model. Overall, in the case of the MT-model, the respective activated
shear fractions of the dominant slip systems of SS4(1 1 1)[0 1 1] and SS5(1 1 1)[1 0 1] are
24.5% and 24.5% of the slip and twin contribution, corresponding to 27.9% and 27.9% of the
slip contribution, respectively. The activated shear fraction of the dominant twin system of
TS1(1 1 1)

[
1 1 2

]
is 12.3% of the slip and twin contribution, which corresponds to 99.9% of

the twin contribution.
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(a) (b) 

  

(c) (d) 

 

(e) 

Figure 3. The {1 1 1} pole figures of fcc metals simulated using (a) FC-, (b) RC-, (c) MT-, and (d) MTCS-models with random
orientations up to 90% reduction and (e) after 90% cold-rolled in Cu–30%Zn alloy obtained from XRD measurements.
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(a) (b) 

  

(c) (d) 

 

(e) 

Figure 4. ODFs of fcc metals simulated using (a) FC-, (b) RC-, (c) MT-, and (d) MTCS-models with random orientations to
90% reduction. (e) ODF of 90% cold-rolled Cu–30%Zn from XRD measurements. The letters indicate specific orientations.
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Table 2. Major orientation components predicted with random orientations using FC-, RC-, MT-, and MTCS-models after
90% reduction.

Reduction Model
Preferred Orientation

C S B T Y Z

90%

FC
(90.0, 24.9, 45.0)

≈
(1 1 3)

[
3 3 2

] (64.9, 30.0, 65.0)
≈

(2 1 4)
[
6 8 5

] (34.6, 45.2, 0.0)
≈

(1 0 1)
[
1 2 1

] - - -

RC
(90.0, 35.1, 45.0)

≈
(1 1 2)

[
1 1 1

] (54.9, 35.1, 65.0)
≈

(6 3 10)
[
7 16 9

] (19.8, 45.1, 90.0)
≈

(1 0 1)
[
1 4 1

] - - -

MT -
(50.1, 40.0, 65.0)

≈
(6 3 8)

[
3 10 6

] (24.8, 45.0, 90.0)
≈

(1 0 1)
[
1 3 1

] - - -

MTCS
(90.0, 35.2, 45.0)

≈
(1 1 2)

[
1 1 1

] (50.8, 40.0, 65.0)
≈

(11 5 14)
[
9 25 16

] (25.2, 45.1, 90.0)
≈

(1 0 1)
[
1 3 1

]
(85.1, 80.1,

45.0)
≈

(3 5 1)
[
0 1 5

]
(75.4, 60.2,

45.0)
≈

(5 5 4)
[
1 3 5

]
(49.8, 55.1,

45.0)
≈

(1 1 1)
[
2 11 9

]

(a) 

 

(b) 

Figure 5. The activity plot of the slip and twin systems for (a) MT-model and (b) MTCS-model.
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Relative activity o f slip =
∑5000

k=1

(
∑12

i=1
∣∣γs

ik

∣∣)
∑5000

k=1

(
∑12

i=1
∣∣γs

ik

∣∣+ ∑12
j=1

∣∣∣γt
jk

∣∣∣) (21)

Relative activity o f twin =
∑5000

k=1

(
∑12

j=1

∣∣∣γt
jk

∣∣∣)
∑5000

k=1

(
∑12

i=1
∣∣γs

ik

∣∣+ ∑12
j=1

∣∣∣γt
jk

∣∣∣) (22)

The deformation mechanism of the MTCS-model is dominated by the slipping of
slip systems SS1(1 1 1)

[
0 1 1

]
and SS2(1 1 1)

[
1 0 1

]
, which show similarly stable activities

of approximately 50% throughout the simulation. The activity of twin systems is close
to zero throughout the simulation (i.e., ~10−18) because of the model’s assumption of
restricted secondary twinning (i.e., twinning may occur only once). Madhavan et al. [35]
reported that the evolution of Cu-type rolling textures after up to 95% reduction may
be completely attributed to slip. Overall, in the case of the MTCS-model, the activated
shear fractions of the dominant slip systems of SS1(1 1 1)

[
0 1 1

]
and SS2(1 1 1)

[
1 0 1

]
are

approximately 50% and 50%, respectively, of the slip and twin contributions; these values
correspond to approximately 50% of the slip contribution. The activated shear fraction
of the dominant twin system of TS11(1 1 1)

[
2 1 1

]
is 0% of the slip and twin contribution,

which corresponds to 33.2% of the twin contribution.
The volume fraction of major components was calculated to quantify the orientation

components of the four models. Given their pure slip mechanism, the volume fractions
of C and S orientations are 15.52% and 11.81% for FC-model and 13.07% and 12.56% for
RC-model, as shown in Figure 6a,b. In both cases of FC- and RC- models, the volume
fraction of B and G components are relatively low because twinning mechanism was not
considered. When considering partial slip and twinning for the MT-model, the volume
fraction of C and S are reduced to 0.75% and 8.04%, while the volume fraction of brass-
type components, B and G components, increase. Furthermore, taking the coplanar slip
mechanism into account in the MTCS-model, the C and S orientations are stabilized due to
the restriction of secondary twinning, which leads to higher volume fractions than those in
MT-model. The major volume fraction of 10.95% calculated from MTCS-model in Figure
6d reveals the S orientation, while in the case of MT-model in Figure 6c that of 11.36% is
the B orientation. This observation suggests that the deformation mechanism of coplanar
slip may lead to the orientation change from B to S orientation because the deformation
mechanism of coplanar slip is considered in the MTCS-model. Furthermore, the volume
fraction of T orientation is 0.37% for MT-model (in Figure 6c), and those of T, Y, and Z
orientations are 1.64%, 2.34%, and 2.36%, respectively, for the MTCS-model (in Figure 6d).
The results reveal that the difference between MT- and MTCS-models lies on the orientation
prediction of Y and Z, where the volume fractions of both orientations are small.

Wassermann et al. [7] observed that on cold-rolled α-brass, the twin orientation
T{5 5 2} <1 1 5> is formed after twinning and consequently rotates to B{1 1 0} <1 1 2>.
Hirsch et al. [4] observed that in the low SFE Cu–Zn alloys, texture transition occurs at the
intermediate of high strains; a decrease in C orientation leads to an increase in T orientation.
The experimental result indicates the onset of twinning by the decrease of C orientation
and the increase of G. After 70% reduction, the G orientation is stable and the rest of T
orientation shifts toward Y. Madhavan et al. [35] observed the texture evolution of cold-
rolled Ni–40%Co. At the early stage, the deformation is achieved by slip and MT. At higher
reductions, high fraction of Cu-type shear bands was observed, which leads to final G
orientation with high volume fraction.
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(a) (b) 

 
(c) (d) 

 

(e) 

Figure 6. Volume fractions of specific orientations of rolling texture simulated using (a) FC-,
(b) RC-, (c) MT-, and (d) MTCS-models and (e) from XRD measurements in Cu–30%Zn alloy after
90% reduction.

For FC- and RC-models, we only assume that the plastic deformation results from
slipping on the slip systems. For MT- and MTCS-models, we consider that deformation
occurs due to MT. This finding suggests that the deformation mode, either due to slip or
twinning, changes the texture. The MTCS-model can predict the orientation components
of Y and Z with the initial random orientations.

With the use of a single crystal, the development and formation of Y and Z orienta-
tions were successfully estimated. Thus, the MTCS-model in combination with the initial
orientations of C and S’ was employed in the following sections.

4.2. Formation of Y Orientation

Hirsch et al. [4] reported that the T orientation is formed at low strain of <60% re-
duction due to the twin mechanism in Cu–30%Zn. At 70% reduction, this T orientation
rotates oppositely to Y orientation due to coplanar slip instead of rotating toward G.
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Duggan et al. [2] observed that the T orientation and the matrix orientation of C rotate
toward Y orientation. On this basis, the present work used the MTCS-model with the C ori-
entation of (1 1 2)

[
1 1 1

]
to understand the development of Y orientation. Figures 7 and 8

show the simulated {1 1 1} and {2 0 0} pole figures of 30%, 60%, and 90% reductions with
initial single C orientation using the MTCS-model.

 
(a) 

 
(b) 

 
(c) 

Figure 7. The {1 1 1} pole figures of fcc metals simulated using MTCS-model with single C orientation
after the reduction ratios of (a) 30%, (b) 60%, and (c) 90%. �, �, and � are the pole positions on {1 1 1}
pole figure of the orientation close to C(1 1 2)

[
1 1 1

]
, T(5 5 2)

[
1 1 5

]
, and Y(1 1 1)

[
1 1 2

]
, respectively.
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At 30% reduction, some of the initial C orientations either stay close to the C orientation
of (90◦, 37.7◦, 45◦) with 2.7◦ [1 0 1] misorientation or rotate to the orientation (270◦, 69◦,
45◦) near T with 5.2◦ [1 0 1] misorientation due to twinning. The rotation angle and axis
between simulated C and T is 60.0◦ [9 8 9] after 30% reduction.

At 60% reduction, most of the orientations rotate close to Y(270◦, 63.6◦, 45◦) with a
misorientation of 8.9◦ from the Y orientation because of slip. According to Asbeck et al. [36]
and Hirsch et al. [4], the orientation of (270◦, 74.2◦, 45◦)rotates toward the Y orientation
of (270◦, 54.7◦, 45◦) instead of moving toward the G orientation of (270◦, 90◦, 45◦). The
simulation results obtained from the MTCS-model are in agreement with those reported
by Asbeck et al. and Hirsch et al. After 90% reduction, the major orientations rotate
toward the Y orientation of (270◦, 57.1◦, 45◦) with a misorientation of 2.4◦. This path of
orientation change is in agreement with the study of Hirsch et al. [4]. In summary, the C
orientation of (1 1 2)[1 1 1] rotates to the T orientation on (1 1 1) plane due to twinning at
30% reduction. After 60% reduction, the T orientation rotates toward Y orientation, which
requires the coplanar slip systems of SS1(1 1 1)[0 1 1], SS2(1 1 1)[1 0 1], and SS3(1 1 1)[1 1 0]
on the (1 1 1) plane. This change in orientation is shown in Figure 9.

4.3. Formation of Z Orientation

The formation of Z orientation is attributed to the twinning of S’(133.1◦, 36.7◦, 26.6◦),
which is close to S(121.0, 36.7, 26.6). Hirsch et al. [4] reported that after twinning, the S’
orientation leads to T’(313.1◦, 36.7◦, 26.6◦), one of the symmetrically equivalent variants
of S’. As a result, the TS’ and S’ orientations rotate toward Z orientation by coplanar slip.
Thus, the MTCS-model with the S’ orientation of (1 2 3)

[
4 1 2

]
was used to understand

the development of Z orientation. Figures 10 and 11 show the simulated {1 1 1} and {2 0 0}
pole figures of 30%, 60%, and 90% reductions with an initial single S’ orientation using the
MTCS-model. After 30% reduction, some of the initial S’ orientations remain near S’(131.3◦,
38.8◦, 26.7◦) with 2.9◦ [4 3 5] from the initial orientation. Owing to twinning, the other
orientations rotate near T’(294◦, 70.9◦, 55.4◦) with 4.0◦ [9 6 11] from the S’ orientation. The
rotation angle and axis between simulated S’ and T’ is 60.0◦ [9 8 9] after 30% reduction.
At 60% reduction, the S’ orientation of (127.5◦, 38.7◦, 26.8◦) is still observed, and the other
orientation is close to T’(294.3◦, 68.7◦, 53.2◦). The former has a misorientation of 5.3◦
away from the S’ orientation, and the latter has a misorientation of 6.9◦ away from the T’
orientation. With increasing reduction from 30% to 60%, the T’ orientation rotates toward
Z and decreases the misorientations from 18.7◦ to 16.3◦.

At 90% reduction, most of the orientations rotate close to Z(292.8◦, 63.1◦, 48.9◦) with a
misorientation of 10.4◦, and the orientation of S’ is still found. The increase in reduction
from 60% to 90% decreases the misorientations between T’ and Z. Hirsch et al. [4] observed
that the peak shift of S orientation leads to a large ϕ2 angle and a small ϕ1 angle. In the
present simulation of the MTCS-model, the ϕ2 angle increases from the initial 26.7◦ to 31.5◦,
and the ϕ1 angle decreases from the initial 133.1◦ to 116.9◦. This trend is in agreement with
the observation of Hirsch et al.

The S’ orientation of (1 2 3)
[
4 1 2

]
rotates to the T’ orientation because of twinning

on the twin plane of (1 1 1) at 30% reduction. At above 30% reduction, the T’ orientation
rotates toward the final Z orientation as explained by the coplanar slip of SS1(1 1 1)[0 1 1],
SS2(1 1 1)[1 0 1], and SS3(1 1 1)[1 1 0] further gliding on the (1 1 1) plane. This change in
orientation is shown in Figure 12. Therefore, the combination of MT and coplanar slip in
the TML region can be successfully simulated by the Taylor model to reveal the formation
of Y and Z orientations observed in the experiments.
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(a) 

 

(b) 

(c) 

Figure 8. The {2 0 0} pole figures of fcc metals simulated using MTCS-model with single C orientation
after the reduction ratios of (a) 30%, (b) 60%, and (c) 90%. �, �, and � are the pole positions on {2 0 0}
pole figure of the orientation close to C(1 1 2)

[
1 1 1

]
, T(5 5 2)

[
1 1 5

]
, and Y(1 1 1)

[
1 1 2

]
, respectively.

Figure 9. Orientation evolution of Y orientation simulated with MCTS-model.
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(a) 

 

(b) 

 

(c) 

Figure 10. The {1 1 1} pole figures of fcc metal simulated using MTCS-model with single S’ ori-
entation after the reduction ratios of (a) 30%, (b) 60%, and (c) 90%. �, •, and � are the pole
positions on {1 1 1} pole figure of the orientation close to S’(1 2 3)

[
4 1 2

]
, T’(3 2 1)

[
2 1 4

]
, and

Z(1 1 1)
[
1 0 1

]
, respectively.
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(a) 

 

(b) 

 

(c) 

Figure 11. The {2 0 0} pole figures of fcc metal simulated using MTCS-model with single S’ ori-
entation after the reduction ratios of (a) 30%, (b) 60%, and (c) 90%. �, •, and � are the pole
positions on {2 0 0} pole figure of the orientation close to S’(1 2 3)

[
4 1 2

]
, T’(3 2 1)

[
2 1 4

]
, and

Z(1 1 1)
[
1 0 1

]
, respectively.
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Figure 12. Orientation evolution of Z orientation simulated with MCTS-model.

5. Conclusions

Conventional Taylor models including FC- and RC-models considering pure slip
mechanism simulate strong copper-type textures. Both FC- and RC-models display pre-
ferred orientations close to C, S and B. Among the components, the volume fraction of
C orientations is 2.45% higher in FC-model. With consideration of MT mechanism, the
condition of partial slip and twinning leads to partial brass-type textures. Significantly
decreased volume fraction of C and S were determined with 12.32% and 4.52%. In the
meantime, the increased volume fraction of B and G with 8.53% and 2.11% indicates the
formation of brass-type texture.

Considering MT and coplanar slip in the TML region in this study, a Taylor-based
MTCS-model is proposed to simulate the rolling texture of Cu–30%Zn. Comparing with
the results of MT-model, the volume fraction of C and S orientations was determined
with 2.87% and 2.91% increase, respectively. In the meantime, the decreased volume
fraction of B with 5.31% indicates the instability of B orientation. In addition to the β-fibers,
the simulated results of the MTCS-model display the experimentally observed texture
components including T, Y, and Z orientations, with corresponding volume fractions of
1.62%, 2.34%, and 2.36%, respectively.

Furthermore, we can successfully predict the reorientations of C-Y-T and S’-T’-Z by
additionally considering twinning and then coplanar slip in the proposed MTCS-model.
The Y and Z orientations, however, were not observed in the FC-, RC- and MT-models, but
were found in the MTCS-model. Evolution of single C and S’ orientations further suggests
the texture transition from copper-type to brass-type texture. The texture transitions
from C to Y and from S’ to Z reveal the following. Considering the texture transition
from C to Y, the C orientation of (1 1 2)

[
1 1 1

]
rotates toward T(2 2 1)

[
1 1 4

]
because of

twinning after 30% reduction, after which the T orientation rotates toward Y(3 3 2)
[
1 1 3

]
and Y(8 8 7)[10 11 24] because of continued coplanar slip after reductions of 30% and
60%, respectively. In the case of the texture transition from S’ to Z, the S’ orientation of
(1 2 3)

[
4 1 2

]
rotates toward T’(7 5 3)

[
11 4 19

]
by twinning after 30% reduction, after which

the T’ orientation rotates toward Z(4 3 2)
[
8 2 13

]
and Z(9 8 6)[2 0 3] because of continued

coplanar slip after reductions of 30% and 60%, respectively.
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Abstract: In order to investigate the effect of the rare earth element Y on the strengthening potency of
magnesium alloys and its strengthening mechanism under tension. In this paper, the solid solution
structures with Y atom content of 1.8 at.% and 3.7 at.% were built, respectively, and their cohesive
energies and stress-strain curve were calculated in the strain range of 0–20%. The calculation results
of the cohesive energies showed that the structure of element Y is more stable with the increase of
strains. The calculation results of stress and strain showed that Y element can improve the yield
strength and tensile strength of the Mg-based alloy, and the strengthening effect is better when the
Y content is 3.7 at.%.

Keywords: Mg-based alloy; first principles; structural properties; tensile properties

1. Introduction

In recent years, magnesium alloys have been widely used in aerospace, the automotive
industry, computers, the chemical industry and national defense and military industries
due to their excellent properties, such as low density, light weight and high specific
strength [1–3]. However, the defects of magnesium alloys are also very obvious [4]. The
mechanical properties of ordinary magnesium alloys in high temperature environments
are not good, which seriously restricts their further development and application [5].

Alloying is the most commonly used among a variety of magnesium alloy strengthen-
ing methods [6]. A new type of composite magnesium alloy is formed by adding alloying
elements to make it a high-strength, high-toughness, high-performance magnesium al-
loy [7,8]. Among the many alloying elements of magnesium alloys, rare earth elements
perform best [9]. Rare earth elements have the functions of deoxidizing by removing
hydrogen and improving casting performance, and also have the ability to enhance alloy
strength and high temperature creep resistance [10,11]. In addition, the large size of the
rare earth atoms can prevent the α-Mg crystal grains from becoming larger, and help to
refine the crystal grains, reduce the tendency of hot cracking due to the looseness of the mi-
crostructure, and improve the casting and welding performance of magnesium alloys [12].
Therefore, in recent years, rare-earth magnesium alloys have gradually become a hot spot
for development.

The element Y is a widely used rare earth element in heat-resistant magnesium alloys,
and it has the same hexagonal close-packed crystal structure as Mg atoms [13]. Magnesium
alloy containing Y has the characteristics of high temperature resistance, high plastic
toughness and high strength [14]. After the high melting point Y element is added to the
magnesium alloy, on the one hand, it can increase the nucleation rate of the alloy and play
the role of grain refinement [15], on the other hand, dispersed second-phase particles can
be precipitated in the magnesium alloy, which can effectively hinder the movement of
dislocations and grain boundary slip. It can improve the creep resistance of magnesium
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alloy at high temperature and achieve the purpose of enhancing the strength of magnesium
alloy [16,17].

The first-principles tensile test method can calculate the stress value of a crystal
structure under different stresses (the stress-strain relationship). The theoretical tensile
strength of the crystal structure can be predicted by analyzing the stress value at the yield
or fracture of the crystal structure. Wang et al. [18] calculated the stress-strain curves of
solid solution structures Mg53Al and Mg51Al3. It was found that the strong covalent bond
between Al and Mg and the rearrangement of the electron charge density could improve
the tensile strength of the Mg-based alloy, and the Mg51Al3 unit cell could increase the
tensile strength of the Mg54 unit cell by 9.4%. Zhang et al. [19] calculated and studied
the tensile strength of the Al unit cell. The calculation results showed that the theoretical
tensile strength of the Al grain boundary was 9.5 GPa at the strain of 16%. Wang et al. [20]
calculated the influence of the distribution of Al and Zn atoms on the strength of Mg alloys.
It was found that the structure with uniform distribution of alloying elements has greater
ideal tensile strength than the structure with separate distribution of alloying elements.
Luo et al. [21] calculated the stress-strain curve of Mg-based alloy solid solution in which
Al, Zn and Y atoms were dissolved. It was found that the Al, Zn and Y atoms all have a
solid solution strengthening effect on the Mg-based alloy, and the Y atom has the best solid
solution strengthening effect, which conforms to the experimental rules.

The ideal tensile strength of the crystal structure is an important index parameter
to measure material properties and evaluate material quality [22,23]. Therefore, the first-
principles tensile calculation method can be used to study the solid solution strengthening
effect of alloying elements on Mg-based alloy, and which has an important guiding value
for the development and application of magnesium alloys. Considering that the solid
solubility of Y atoms in the magnesium alloy does not exceed 3.75 at.%. In this research,
Mg53Y1 and Mg52Y2 with Y atom solid solubility of 1.8% at.% and 3.7 at.% were used as
the research object. The stress-strain curves and electronic structure changes of the Mg54,
Mg53Y1 and Mg52Y2 structures under 0–20% strains were calculated, and the improvement
of the yield strength and tensile strength of the Mg-based alloy by the element Y and the
strengthening mechanism were analyzed.

2. Computational Methods

The research content in this paper was assembled using the CASTEP software, which is
based on the first-principles density functional theory [24,25]. Tensile tests were performed
by applying stress to the c-axis direction of the crystal structures of Mg54, Mg53Y1 and
Mg52Y2, with a 2% strain increment. In order to obtain accurate stress and strain conditions,
the strain interval is 1% between 6% and 10% strain, and the upper limit of the applied
strain is 20%. The crystal structure must be geometrically optimized after each strain is
applied. The optimize cell option was not checked during the relaxation process, therefore,
the lattice constant was not optimized, and only the atomic coordinates in the supercell
were optimized. After geometric optimization, the energy, stress and strain values and
electronic structure of the supercell structure were calculated.

The CASTEP software parameter setting includes the following contents: Considering
that the number of atoms in the unit cell is relatively large, in order not to affect the
calculation speed exchange correlation, the function option selects the PW91 functional in
the approximate form of GGA. In the convergence setting of the optimized crystal structure,
the convergence value of the total energy is 1.0 × 10−5 eV/atom. The convergence value
of the force between atoms is 0.03 eV/nm, the maximum internal stress is 0.05 GPa, and
the tolerance offset value is set 0.001 Å. In the electronic setting, the cut-off energy is
340 eV, and the number of K points is 3 × 3 × 1. The correlation between particles is
set to Ultrasoft super soft pseudopotential. The SCF self-consistent iteration tolerance
value is 1.0 × 10−6 eV/atom, the number of convergence steps for geometric mechanism
optimization and electronic properties calculation is 150, and the electronic minimizer is
set to the default density mixing method and Pulay correction.
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3. Results and Discussion

3.1. Structure Properties

As shown in Figure 1a the unit cell of pure magnesium with two Mg atoms has
a close-packed hexagonal structure, which space group is P63/MMC, and the lattice
constants are a = b = 0.3209 nm, and c = 0.5211 nm. Based on the pure magnesium unit
cell and considering factors such as calculation time and accuracy, a 3 × 3 × 3 supercell is
built as shown in Figure 1b. The cell contains 54 Mg atoms, and is therefore hereinafter
referred to as Mg54, and the corresponding supercell lattice constants are a = b = 0.9628 nm,
c = 1.5632 nm. Replacing the magnesium atom at coordinates x = 0.5556, y = 0.4444,
z = 0.5833 with an Y atom we obtain the Mg53Y1 crystal structure, that is, a Mg-based
alloy solid solution structure with a Y atom content of 1.8 at.%. This structure is shown
in Figure 1c. By replacing the magnesium atoms at coordinates x = 0.5556, y = 0.4444,
z = 0.5833 and x = 0.5556, y = 0.4444, z = 0.2500 with Y atoms, as shown in Figure 1d,
the crystal structure of Mg52Y2 can be obtained, that is, a Mg-based alloy solid solution
structure with a Y atoms content of 3.7 at.%.

  
(a) (b) 

  
(c) (d) 

Figure 1. Crystal structures of Mg (a), Mg54 (b), Mg53Y1 (c) and Mg52Y2 (d).

Based on the Nielsen-Martin calculation method, the first-principles stretching calcu-
lation is carried out, and the stress acting on the supercell is the average stress, which can
be expressed as [26]:

σαβ =
1
Ω

∂Etot
∂εαβ

(1)
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In this formula, σαβ is the average stress acting on the unit cell, Ω is the unit cell
volume, Etot is the total energy of the unit cell, and εαβ is the strain tensor. A tensile strain
is applied in the direction of the C axis of the unit cell:

ε =
(lε − l0)

l0
× 100% (2)

In Equation (2), l0 is the initial cell c-axis length when no strain is applied, and lε is
the c-axis length of the cell corresponding to the applied strain. It is worth noting that in
order to save calculation time, the simulation calculation in this section does not consider
the influence of Poisson effect, that is, ignores the influence of tensile strain on the other
two axial lattice constants, and considers its value to be fixed.

The stability of the crystal structure depends on its cohesive energy. The definition of
binding energy is: if the crystal is split into single free atoms, the work done by the outside
world is the cohesive energy of the compound. The cohesive energy of a stably existing
compound is negative, and the lower the cohesive energy value, the more stable the crystal
structure of the compound. The calculation formula of cohesive energy is as follows [27]:

Ecoh =
EAB

tot − NAEA
atom − NBEB

atom
NA + NB

(3)

In the above formula, Ecoh is the cohesive energy of the intermetallic compound,
Etot is the total energy of the compound, EA

atom and EB
atom are the energies of the A and

B atoms in the free state, respectively. The free state atomic energyies of Mg and Y are
−972.5822 eV/atom and −188.5729 eV/atom, respectively: NA and NB are the correspond-
ing numbers of atoms in the unit cell.

The cohesive energy of Mg54, Mg53Y1, and Mg52Y2 at 0–20% strains were calculated,
as shown in Table 1. First, the cohesive energy of the three structures are all negative at
zero strain, indicating that the three structures can exist stably. Further analysis found
that in the range of 0–20% strains, the cohesive energy of the three structures all increase
with the increase of strain. Since the larger the absolute value of the cohesive energy, the
more stable the structure, so it can be determined that the stability of the three structures
decreases with the increase of strain. The reason why the structures become unstable may
be the weakening of the chemical bonds between atoms due to stretching. It is worth
noting that although the stability of the three structures has decreased, but the cohesive
energy values are always negative, indicating that the three structures can still remain
stable within the range of 0–20% strains. In addition, it can also be found that the stability
of the Mg53Y1, and Mg52Y2 structures are stronger than that of Mg54, and the Mg52Y2
structure is the most stable.

Table 1. The cohesive energy of Mg54, Mg53Y1 and Mg52Y2 under different strains.

Strain (%)
Ecoh, kJ·mol−1

Mg54 Mg53Y1 Mg52Y2

0 −193.46 −199.66 −205.63
2 −193.01 −199.40 −205.52
4 −192.44 −198.95 −205.15
6 −191.70 −198.28 −204.49
7 −191.41 −197.97 −204.33
8 −191.37 −197.74 −204.08
9 −190.90 −197.43 −203.77
10 −190.47 −196.97 −203.32
12 −189.77 −196.15 −202.43
14 −188.75 −195.08 −201.29
16 −187.46 −193.77 −199.92
18 −186.00 −192.32 −198.84
20 −184.60 −190.84 −197.64
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3.2. Tensile Properties

In production applications, structural parts often fail due to excessive plastic deforma-
tion. For components with strict requirements, plastic deformation is generally not allowed.
For components with less stringent requirements, materials are often selected based on
the yield strength value σs. Under 0–20% strains, the stress values of Mg54, Mg53Y1, and
Mg52Y2 solid solution structure are listed in Table 2, and the stress-strain curve is drawn at
the same time, as shown in Figure 2. The abscissa represents the applied strains, and the
ordinate represents the stress values corresponding to the strains.

Table 2. The Stress values of Mg54, Mg53Y1, Mg53Y2 under different strains.

Strains (%)
Stress, GPa

Mg54 Mg53Y1 Mg52Y2

0 0.00 0.00 0.00
2 1.74 1.23 0.75
4 2.35 1.94 1.83
6 2.69 2.67 2.63
7 1.21 1.49 1.57
8 1.85 1.99 2.04
9 2.22 2.36 2.40

10 2.47 2.76 2.92
12 3.11 3.39 3.65
14 4.15 4.25 4.47
16 4.97 4.93 5.15
18 5.15 5.24 5.63
20 5.02 5.37 4.22

 

Figure 2. Stress-strain curve of Y Mg54, Mg53Y1 and Mg52Y2.

It can be found from Figure 2 that the three types of structures are all elastic-uneven
plastic-uniform plastic deformation types. When the structure is subjected to elastic
deformation, obvious upper and lower yield points appear. In the initial stage, when the
stress is small, the elongation of the structure changes in proportion to the stress. At this
time, the material undergoes elastic deformation after stress, and the material can return
to its original length when there is no stress. It can be seen from Figure 2 that the linear
variation range of Mg54, Mg53Y1, and Mg52Y2 is very small.

As the stress increases, the tensile strains experienced by the material continues to
increase. At this time, both elastic deformation and plastic deformation occur, and it is
difficult for the material to fully recover to its original length after the stress is unloaded.
When the strain reaches 6%, the upper yield points of the three structures appear at the
same time. The upper yield strengths of Mg54, Mg53Y1, and Mg52Y2 are 2.69 GPa, 2.67 GPa
and 2.63 GPa, respectively. At the same time, with the application of stress, the lower yield
point appears at 7% strain. The lower yield strengths of Mg54, Mg53Y1, and Mg52Y2 are
1.21 GPa, 1.49 GPa, and 1.57 GPa, respectively. For structures with upper and lower yield

219



Crystals 2021, 11, 1003

points, the lower yield strength is usually selected as the yield strength of the material
structure, which is generally expressed by σs [28]. The yield strength is a unique strength
index for materials with yield phenomena. The yield strengths of Mg53Y1, and Mg52Y2 are
higher than that of Mg54, and are increased by 23.14% and 29.75%, respectively, compared
to Mg54. It shows that the rare earth element Y can increase the yield strength of Mg-based
alloy alloys, and the strengthening effect on Mg-based alloy alloys is stronger when the
Y content is 3.7 at.%.

After the material is stretched to the yield stage, there will be a plastic deformation
interval, and the resistance of the material against external force stretching will increase
with the growth of the plastic deformation, until the stress reaches the tensile strength
σb [29]. Tensile strength is the ability of a material to resist damage under the action of
external force. After reaching the tensile strength, the stress values will decrease as the
strains increases. At this time, the deformation strengthening effect of the material structure
can no longer compensate for the reduced load-bearing capacity due to the reduction of the
cross-section. The tensile strength represents the maximum stress value that a material can
withstand under tensile deformation, and which is an important indicator of the material’s
resistance to tensile deformation. It can be seen from Figure 2 that when the yield strength
is reached, several structures begin to undergo plastic deformation. With the gradual
increase of strains, the stress values of several structures increase rapidly until the tensile
strength is reached. The tensile strength values of Mg54, Mg53Y1, and Mg52Y2 are 5.15 GPa,
5.37 GPa and 5.63 GPa, respectively. It shows that the rare earth Y element can improve
the tensile strength of Mg-based alloy alloys, and the enhancement effect is best when the
Y content is 3.7 at.%.

Based on the above analysis, it can be found that the Y element can enhance the
strength of the Mg-based alloys. When the Y atom content is 3.7 at.%, the strengthening
effect is greater than 1.8 at.%. This conclusion is consistent with the experimental results [30].
It was found that the Y element can increases the tensile strength of magnesium alloys,
but the plasticity will be decreased. Therefore, although the addition of Y reduces the
elastic deformability of the Mg-based alloy. However, both the yield strength and the
tensile strength are improved, and the strengthening effect becomes stronger as the solid
solubility increases.

4. Conclusions

The first-principles method is used to investigate the effect of rare earth Y element on
the tensile properties of Mg-based alloys. Under the strains of 0–20%, the crystal structures
of Mg54, Mg53Y1, and Mg52Y2 can all remain stable. The structure of Mg52Y2 is more stable
than that of Mg54 and Mg53Y1, indicating that rare earth element Y can enhance the stability
of Mg-based alloya. When the Y atoms are dissolved in the Mg-based alloy at a content
of 1.8 at.% and 3.7 at.%, the yield strength and tensile strength of the Mg-based alloy can
be promoted. The theoretical tensile strength values of Mg54, Mg53Y1, and Mg52Y2 are
5.15 GPa, 5.37 GPa and 5.63 GPa, respectively. When the Y atom content is 3.7 at.%, the
enhancement effect on the Mg-based alloy is better than 1.8 at.%.
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Abstract: Magnesium alloys are a strong candidate for various applications in automobile and
aerospace industries due to their low density and specific strength. Micro-alloying magnesium with
zinc, yttrium, and cerium enhances mechanical properties of magnesium through grain refinement
and precipitation hardening. In this work, a critical review of magnesium-based binary systems
including Mg-Zn, Mg-Y, Mg-Ce, Zn-Y, and Zn-Ce is presented. Based on the CALPHAD approach
and first-principles calculations, thermodynamic modeling of Mg-Zn-Y and Mg-Zn-Ce ternary phase
diagrams have been summarized. The influence of micro-alloying (yttrium and cerium) on the
mechanical properties of magnesium is discussed. A comparison between mechanical properties of
magnesium commercial alloys and magnesium–zinc–{yttrium and cerium} have been summarized in
tables.

Keywords: thermodynamic modeling; magnesium; phase diagram; liquidus projection

1. Introduction

The need for weight reduction in automobile and aerospace industries makes mag-
nesium alloys attractive due to their low density and high strength-to-weight ratio [1–3].
However, the use of magnesium alloys in structural parts is limited because of their poor
mechanical properties at elevated temperatures [4–16]. Many researchers investigated the
effect of micro-alloying on magnesium to enhance its mechanical performance [17–76]. The
addition of rare-earth (RE) elements are attractive and receive increasing attention because
of their excellent properties such as better creep resistance, grain refinement, improved
ductility, enhanced formability, and strength [40,43–45,54,55,60,61,67–72,76].

Micro-alloying magnesium with RE such as zinc and yttrium resulted in promis-
ing mechanical properties [27,31,35,40,44,46,55,58,60]. RE elements enhance mechani-
cal properties due to precipitation hardening through precipitation of nanoparticles of
ternary phases [27–71]. These phases have an ability to inhibit the growth of deformation
twins [18–23]. Furthermore, the addition of RE elements to Mg-Zn promote activation of
prismatic slip and increase the stacking fault energy, therefore weakening the texture of
magnesium alloys [35–40,44,51,61,66,72]. Micro-alloying magnesium with zinc increases
its fluidity in casting [77], whereas yttrium addition has a remarkable effect on aging
precipitation and high solid solution strengthening [78–80]. Moreover, cerium tends to
precipitate a thermally high stable compound (Mg2Ce) in magnesium rich region, which
improve microstructure stability at elevated temperatures. Diluting zinc in Mg-Ce alloy
significantly improves stretch formability by modifying the basal plane texture through
solid solution hardening mechanism [81–85]. Moreover, the highest zinc in Mg-Ce alloy
improves yield strength and ultimate tensile strength through precipitation of intermetallic
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compounds. Whereas the ratio of Ce/Zn increases, grain refinements and loss of formabil-
ity occurs [71,81–88]. Mg-Zn-Y alloys display promising mechanical properties because of
precipitates of thermally stable ternary compounds (W-Mg3Y solid solution, I-Mg3YZn6,
and LPSO-phase Mg12ZnY) as well as high solubility of yttrium in magnesium.

To better understand phase stability, phase relation, and the effect of precipitation on
age hardening, knowledge of binary and ternary phase diagrams is essential. Additionally,
accurate prediction of phase diagram plays an important role in materials development
and alloy design. Phase diagram is a tool used to predict the equilibrium phase(s) and
phase(s) percentage at certain temperatures for specified alloys and simulate the phase
consistency and solidification process of individual alloys. Moreover, the percentage of the
predicted phase(s) that exist in the microstructure can be calculated. This will enable us to
track particular alloys during solidification and subsequent heat treatment by predicting
phase composition and distribution. Therefore, binary sub-systems of Mg-Zn-{Y, Ce}
including Mg-Zn, Mg-Y, Mg-Ce, Zn-Y, and Zn-Ce phase diagram have been critically
reviewed. In addition, ternary phase diagrams of Mg-Zn-Ce and Mg-Zn-Y have been
assessed. A comparison between mechanical properties of commercial Mg-based alloys
and Mg-Zn-{Ce,Y} alloys has been reported.

The CALPHAD approach is a well-known method to predict phase equilibria in a
multi-component system based on Gibbs free energy of the phases [89–91]. Solid solutions
were modeled using compound energy formalism with sublattice [92]. The modified
quasi-chemical (MQC) solution model precisely describes short-range ordering in the
liquid phase; therefore, liquid phase was optimized using MQC to treat configurational
entropy [93]. The main novelty of the current work is to critically review phase equilibria of
Mg-Zn-{Y, Zn} systems and mechanical properties based on the experimental investigations
reported in the literature.

2. Zinc-Yttrium Phase Diagram

Chiotti et al. [94] largely examined phase diagram and thermodynamic data of Zn-Y
phase diagram using DTA, metallographic, and XRD. Mason and Chiotti [95] subsequently
reviewed the work of [94] and measured phase relation and thermodynamic properties
of the intermetallic compounds using eight samples. In the work of [94,95], tantalum
containers were unsuccessful because of the penetration of Y-Zn liquid at high zinc contents.
Mason and Chiotti [95] reported three intermetallic compounds that melt congruently:
YZn, YZn2, and Y2Zn17 (YZn8.5) at 1105, 1080, and 890 ◦C, respectively. Thermodynamic
modeling of Y-Zn binary phase diagram in the work of [96–98] presented a polymorphic
transformation in the YZn2 at 750 ◦C, which is in accord with [95,99]. Mason and Chiotti [95]
found five intermetallic compounds that decompose peritectically: YZn3, Y3Zn11 (YZn3.67),
Y13Zn58 (YZn4.46), YZn6, and YZn12 at 905, 896, 882, 872, and 685 ◦C, respectively. Mason
and Chiotti [95] determined the thermodynamic properties of the intermetallic compounds
using dewpoint method. The large number of intermetallic compounds found in the RE-Zn
system was similar and related to RE-coordination number [100]. Crystal structure data
of Y-Zn compounds were determined by [100–103]. Gibbs energy of formation of the
intermediate compounds in the Y-Zn system was investigated by [104–108]. The most
accurate description of Y-Zn binary phase diagram was established by Zhu and Pelton [109]
based on experimental data [94,95] as shown in Figures 1 and 2. The optimized Y-Zn phase
diagram presented by Zhu and Pelton [109] presented some amendment to the work
of Spencer et al. [98]. The calculated enthalpy and Gibbs energies of formation of the
intermetallic compound presented in the work of [98] are in good agreement with the
experimental data of [95,104,105,108].
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Figure 1. Yttrium–zinc phase diagram [109].

Figure 2. Yttrium–zinc phase diagram in Zn-rich region [109].

3. Zinc–Cerium Phase Diagram

The first Zn-Ce phase diagram was published by Hansen and Anderko [110]. Subse-
quently, Veleckis et al. [111] reported eight intermediate phases; CeZn11, Ce2Zn17, CeZn,
CeZn8.8-6.2, CeZn2, CeZn7, Ce2Zn, and Ce4Zn. Okamoto and Hiroaki [112] suggested the
existence of nine intermediate phases, namely CeZn, CeZn2, CeZn3, CeZn3.67, CeZn4.5,
CeZn5.25, CeZn7, Ce2Zn17, and CeZn11. The discrepancies in the stoichiometry and phase
boundary reported by [110–112] were because of the delayed nucleation of these phases. In-
vestigating the phase boundary and similarity of the Zn-Ce system to another Zn-RE phase
diagram (such as Zn-Pr, Zn-Nd, Zn-Y, and Zn-Pm), nine intermetallic compounds were sug-
gested [101,112–114]: CeZn, CeZn2, CeZn3, Ce3Zn11, Ce13Zn58, CeZn5, Ce3Zn22, Ce2Zn17,
and CeZn11. A detailed investigation on the crystallographic data of intermetallic phases
was presented in [114]. These intermediate compounds were included in the thermody-
namic modeling of Zn-Ce phase diagram in the work of Wang et al. [115], Spencer et al. [98],
and Zhu and Pelton [109]. The work of Chiotti and Mason [116] was the only experimental
phase diagram data that could be found in the literature. Chiotti and Mason [116] inves-
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tigated Zn-Ce phase diagram using metallography, differential thermal analysis (DTA),
X-ray diffraction, and vapor pressure measurements. Johnson and Yonco [117] reported
the standard Gibbs free energy of formation of the CeZn11 phase, which was in accord
with [116]. Chiotti and Mason [116] used dewpoint method to derive standard Gibbs free
energy of formation for the intermetallic compounds. Johnson and Yonco [118] used the
equation of standard Gibbs free energy to derive enthalpy of formation of the intermediate
compounds.

Spencer et al. [98] and Zhu and Pelton [109] used modified quasi-chemical model to
optimize liquid phase. Zn-Ce phase diagram published by [109] was an improvement to
the work of Zhu and Pelton [109]. Zn-Ce phase diagram presented by Zhu and Pelton [109]
is shown in Figure 3.

Figure 3. Zinc–cerium phase diagram calculated by [109].

4. Mg-Zn, Mg-Y, and Mg-Ce Phase Diagrams

Based on the literature, many researchers modeled liquid phase using a random
solution model. This model is only anticipated at a very high temperature when the
entropy term overwhelms any tendency for ordering or clustering of atoms. Therefore,
the configurational entropy of mixing should vary with temperature. The modified quasi-
chemical solution model has a better treatment of configurational entropy that accounts for
a non-random distribution of atoms. Therefore, no model based on the random mixing
can properly describe the influence of short-range ordering, because they do not solve
the problem of the configurational entropy. The description of short-range ordering can
be taken into account with bond energy models by considering the interactions between
atoms that extend beyond the nearest neighbor’s approximation. This problem has been
treated using the modified quasi-chemical model. Liquid phase in the work of [77] was
optimized using the modified quasi-chemical model (MQM). This model has been used to
describe the liquid phase as this is the only scientific model that accounts for the presence
of short-range ordering. Therefore, the reported phase diagrams in the work of [77]
adequately describe thermodynamic properties of these systems. Islam et al. [77] critically
reviewed and assessed thermodynamic data and phase diagrams of Mg-Zn, Mg-Y, and
Mg-Ce systems. Figures 4–6 presented the most accurate calculated binary phase diagrams
for these systems [77]. It is worth mentioning that the liquid phase was optimized using a
modified quasi-chemical model to accurately describe short range ordering in the liquid.
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Figure 4. Mg-Zn phase diagram [119].

Figure 5. Mg-Ce phase diagram [77].

Figure 6. Mg-Y phase diagram solid lines [97] in comparison to [120] showed in dotted line [77].
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5. Magnesium-Zinc-Yttrium Ternary Phase Diagram

Gröbner et al. [121] investigated the Mg-Zn-Y ternary system using ten ternary alloys
by DSC, SEM/EDXS, and TEM. Based on their experimental results and assessment to the
stoichiometric of ternary phases reported in the literature [96,122–140], Gröbner et al. [121]
calculated liquidus projections and isothermal sections at 400, 500, and 600 ◦C. In 2015,
Zhu and Pelton [140] calculated liquidus projection and isothermal sections at 400, 500,
and 600 ◦C. Zhu and Pelton [140] defined ternary phase diagrams of Mg-Zn-RE systems
using the Kohler model to estimate ternary properties of Mg-Zn-RE systems. It is worth
mentioning that liquidus projections of Zhu and Pelton [140] and Gröbner et al. [121] are
the only works that could be found in the literature. Gröbner et al. [121] modelled five
ternary compounds: 18R, 14H, W, I, and Z, and one ternary solid solution (H). However,
Zhu and Pelton [140] reported four ternary compounds (τ5, H, X, and I phases) and three
ternary solid solutions (Y(Mg,Zn), Y2(Mg,Zn)17, and τ3 (YMg(Mg,Zn)2).

Chemical compositions and notations of the ternary phases were confusing as de-
scribed in the literature [96,121–140]. Many of the ternary phases reported in the literature
were considered as metastable phases according to the work of Zhu and Pelton [140]. The
slow kinetics of transformation of ternary phase, long-period stacking ordered (LPSO), has
been described in the literature with different notations and chemical compositions [32–
36,39,40,52,67,69,70,112,126,127,138]. This ternary phase exists in many Mg-Zn-RE systems
which corresponds to Mg12ZnY2 [40,140] and was designated in the literature as X-phase
with simplified composition Mg12YZn [96,127,140]. Ternary phase with notation of I-phase
was reported by Tsai et al. [124] as Mg30Zn60Y10 and later simplified as Mg3Zn6Y [138]
and adopted in thermodynamic modeling in the work of [96,121,140]. Moreover, W-phase
was reported in the work of [96] with composition of Mg3Zn3Y2 and Mg25Zn60Y14 [128],
while Zhu and Pelton [140] and Gröbner et al. [121] described this phase as a ternary solid
solution of yttrium in (MgZn) binary phase where yttrium may substitute magnesium
and zinc element in the sublattice. Ternary phase designated as H-phase and composition
of Mg15Zn70Y15 [124] was accepted in the work of Zhu and Pelton [140]. Similarly to
other Mg-Zn-RE ternary systems, this phase has been modeled as stoichiometric ternary
compound. However, Gröbner et al. [121] describe this phase as ternary solid solubility of
Mg in (YZn5): Y(Mg, Zn)1.5Zn3.5 using the experimental data of [138]. Zhu and Pelton [140]
treated H-phase differently because the crystallographic data (lattice constants) signifi-
cantly differ from those of YZn5 phase. Ternary solid solubility of Mg in Zn17Y2 binary
phase, reported in the work of Zhu and Pelton- [140], was not observed in the liquidus
projections of Gröbner et al. [121]. Based on the above confusion of the chemistry of ternary
compounds, as well as ternary solid solutions in the Mg-Y-Zn system, further experimental
investigation is required to resolve the discrepancies in the literature. Liquidus projections
of the ternary Mg-Zn-Y phase diagram reported by Gröbner et al. [121] and Zhu and
Pelton [140] are shown in Figure 7a,b, respectively.
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(a) (b) 

Figure 7. Liquidus projections of the ternary Mg-Zn-Y phase diagram; (a) Gröbner et al. [121] and (b) Zhu and Pelton [140].

6. Magnesium–Zinc–Cerium Ternary Phase Diagram

Experimental investigation and thermodynamic modeling of the Mg-Zn-Ce received
considerable attention by many researchers [141–153]. However, the reported ternary
phases and ternary solid solutions were confusing. Table 1 summarizes the reported
ternary phases in the Mg-Zn-Ce system [151].

Table 1. Reported ternary phases in the Mg-Zn-Ce system in comparison with literature.

Phase [149] [151] [150] [146] [145] [144]

Mg11Zn83Ce6 Ce(Mg1−xZnx)11 Ce(Mg1−yZny)11 Ce(Mg0.14Zn0.86)11 Ce(MgxZn1–x)10.1

(Mg,Zn)Ce (Mg,Zn)Ce MgZn4Ce Mg19Zn81 Ce20

(Mg,Zn150)3Ce (Mg,Zn)3Ce Mg2.3−xZn12.8+xCe
MgxZnyCe

1.2 x 2.3
12.8 y 13.9

(Mg,Zn)3Ce

Mg13Zn30Ce3 Mg7Zn12Ce Mg7Zn12Ce Mg7Zn12Ce Mg7Zn12Ce

Mg5Zn9Ce2 Mg3Zn5Ce Mg3Zn5Ce Mg2.5Zn4.5Ce Mg3Zn5Ce

Mg12Ce (Mg,Zn)12Ce Mg3Zn3Ce2 Mg1+xZn2−xCe
Ce6.21MgxZny

7.52 x 14.56
79.23 y 86.27

Ce(MgxZn1-x)9

Mg53Zn45Ce2 Mg53Zn45Ce2 Mg29Zn25Ce Mg29.2Zn24.8Ce Mg53.14Zn45.04Ce1.82

(Mg,Zn)2Zn9Ce3 MgZn2Ce Mg3Zn19Ce6 Mg13Zn30Ce3

Mg19Zn81Ce20

Mg3Ce (Mg,Zn)2Ce

Ternary solid solution designated by Mg3Ce was reported by [149,152] where zinc
atom substitutes magnesium atom in the binary Mg3Ce phase. The solubility of zinc in
Mg3Ce and crystallographic data are shown in Table 2. Recently, this phase was verified in
the work of Shi et al. [153].
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Table 2. Crystallographic data and Zn solubility in Mg3Ce.

Phase Name Pearson Symbol-Space Group Zinc Solubility Reference

Mg3Ce cF16 − Fm3m

28 at.% at 300 ◦C [149]

28.4 at.% at 300 ◦C [151]

30 at.% at 300 ◦C [144]

36 at.% at 350 ◦C [146]

40 at.% at 197 ◦C [150]

6.4 at.% at 350 ◦C [153]

Ternary solid solution, denoted as τ3 in the work of [152,153], was reported by [144,150]
with a prototype of AlMnCu2. The percentage of zinc in this phase was 38 to 50 at.% [150],
whereas Kevorkov and Pekguleryuz [148] reported this percentage as 45 to 50 at.%. More-
over, Mel’nik et al. [144] and Chiu et al. [149] reported that this phase contained 35 to 45,
and 0 to 48 at.% Zn, respectively. It is worth noting that Chiu et al. [149] reported Mg3Ce
solid solution with two different prototypes, namely BiF3 and AlMnCu2. Whereas Shi
et al. [153] verified the existence of τ3 and indicated the difficulty to distinguish between τ3
and Mg3Ce because of the structural similarity. The authors of [153] declared the difficulty
of detecting the difference using XRD. According to the BSE image in the work of [153],
Mg3Ce showed diamond shape whereas τ3 exhibited irregular shape. Meanwhile, τ3 exists
in equilibrium with Mg3Ce in accord with [152,153]. Reported comparisons between the
crystallographic data and solid solubility for other ternary phases were summarized in the
work of Chiu et al. [149] and Zhu et al. [152].

Liquidus projections of the Mg-Zn-Ce ternary phase diagram were calculated by [148–153].
The calculated ternary phase diagram by Chiu et al. [149] proposed that τ3 and Mg3Ce
were similar phase, which contradicts the findings in [152,153]. Moreover, ternary phase
diagram presented by Zhu et al. [152] was an amendment to the work of Mostafa and
Medraj [151]. Primary crystallization regions of ternary phases could not be found in the
liquidus projection of Shi et al. [153]. Liquidus projections of Mg-Zn-Ce calculated by Zhu
et al. [152] and Shi et al. [153] are shown in Figure 8a,b, respectively.

(a) (b) 

Figure 8. Calculated liquidus projections of Mg-Zn-Ce presented in (a) Zhu et al. [152] and (b) Shi et al. [153].
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7. Mechanical Properties of Mg-Zn-{Ce, Y} Alloys

Alloying Mg-Zn with rare earth elements is promising in modifying magnesium
texture. Among rare-earth element, many researchers reported that micro-alloying Mg-Zn
with yttrium or cerium exhibited a comparable ductility and formability with commercial
magnesium alloys. Tables 3 and 4 summarize the mechanical properties of the published
alloys in Mg-Zn-Y [154–157] and Mg-Zn-Ce [48,71,81,85,156–158], respectively.

Table 3. Mechanical properties of Mg-Zn-Y alloys.

Nominal Composition
(wt.%)

Yield Strength
(MPa)

Ultimate Tensile Strength
(MPa)

Ductility Process Conditions

Mg-2Zn+0.4Y 160 240 30%
Samples were cast at

690 ◦C and then extruded
at 310 ◦C [154]

Mg-14.4Zn-3.3Y 365 ± 3.5 380 8%

Samples were cast and
solutionized at 480 ◦C for

24 h followed by extrusion
at 430 ◦C, then aged at

150 ◦C [155]

Mg-14.4Zn-3.3Y 171 320 12

Samples were cast and
solutionized at 480 ◦C for

24 h followed by extrusion
at 430 ◦C [155]

Mg-1.5Zn-0.2Y 135 238 17%

The ingots
were homogenized at

450 ◦C for 12 h, then rolled
at 400 ◦C, and after that
sheet annealed at 350 ◦C

for 1 h [156]

Mg-6.0Zn-1.0Y 268.3 12.9%
Alloys were solutionized at
480 ◦C and then extruded

at 390 ◦C [157]

Mg-6.0Zn-1.0Y 288.7 17.3%

Alloys were solutionized at
480 ◦C and then extruded

at 390 ◦C and aged at
150 ◦C for 48h [157]

Mg-3.0Zn-0.5Y 262 18.3%
Alloys were solutionized at
480 ◦C and then extruded

at 350 ◦C [157]

Table 4. Mechanical properties of Mg-Zn-Ce alloys.

Nominal Composition
(wt.%)

Yield Strength
(MPa)

Ultimate Tensile Strength
(MPa)

Ductility Process Conditions

Mg-2Zn+0.4Ce 190 255 18%
Samples were cast at

690 ◦C and then extruded
at 310 ◦C [48]

Mg-2Zn-0.2Ce
(ZE20) 69 170 31%

Samples were cast at
700 ◦C and then extruded

at 400 ◦C [48]

Mg-5Zn-0.2Ce
(ZE50) 135 247 15%

Mg-8Zn-0.2Ce
(ZE80) 136 289 16%
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Table 4. Cont.

Nominal Composition
(wt.%)

Yield Strength
(MPa)

Ultimate Tensile Strength
(MPa)

Ductility Process Conditions

Mg-1.5Zn-0.2Ce 140 240 19%

The ingots
were homogenized at

450 ◦C for 12h, then rolled
at 400 ◦C and after that

sheet annealed at 350◦ C
for 1 h [156]

Mg-6Zn-0.2Ce 225 270 30%

Alloys were cast at 750 ◦C
and homogenized at
350 ◦C for 12 h. After

extrusion, alloys aged at
175 ◦C from 0.5 to 80 h

[157]

Mg-2%Zn-0.5%Ce
(ZE20) 199.2 ~245 6%

Samples were prepared by
continuous casting, then

homogenized at 823 K for
8 h. Sheets were rolled by

conventional rolling at
673 K [158]

Mg-2%Zn-0.5%Ce
(ZE20) 125 ~235 13.8%

Samples were prepared by
continuous casting, then

homogenized at 823 K for
8 h. Sheets were rolled by

conventional rolling at
673 K. Sheets were

annealed at 673 K [158]

Mg-2%Zn-0.5%Ce
(ZE20) ~170 ~240 28.23

Samples were prepared by
continuous casting, then

homogenized at 823 K for
8 h. Sheets were rolled by

packed rolling at 673 K.
Sheets were annealed at

673 K [158]

Mg-2%Zn-0.5%Ce
(ZE20) ~165 ~236 33.4%

Samples were prepared by
continuous casting, then

homogenized at 823 K for
8 h. Sheets were rolled by

packed rolling at 723 K.
Sheets were annealed at

723 K [158]

Mg-0.5Zn-0.2Ce 133 213 25% Samples were heated at
723 K for 20 min and sheets

were rolled by
unidirectional rolling at
353 K. Then, sheets were

annealed at 623 K for
90 min [81]

Mg-1.0Zn-0.2Ce 110 202 23%

Mg-1.5Zn-0.2Ce 116 206 29%

Mg-2.0Zn-0.2Ce 118 222 25%

Mg-2.5Zn-0.2Ce 131 228 16%

Mg-1.5Zn-0.2Ce 153 231 26%
Samples were extruded at
703 K and then annealed at

623K for 90 min [85]
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Table 4. Cont.

Nominal Composition
(wt.%)

Yield Strength
(MPa)

Ultimate Tensile Strength
(MPa)

Ductility Process Conditions

Mg-1.5Zn-0.2Ce 194 248 20%
Samples were extruded at
573K and then annealed at

623K for 90 min [85]

Mg-1.0Zn-1.0Ce 95 191 22%
Samples were annealed at
350 ◦C and then annealed

at 450 ◦C for 1 h [71]

Mg-2.0Zn-1.0Ce 101 197 26.2%

Mg-4Zn-1.0Ce 109 220 18%

Mg-1.0Zn-0.5Ce 95 191 30%

The addition of yttrium to Mg-Zn alloys enhances the formation of magnesium
solid solution in ternary systems due to high solid solubility of yttrium in magnesium.
Meanwhile, precipitation of nano-scale ternary phases as a result enhances mechanical
properties. It is worth noting that the ratio of Zn/Y and heat treatment conditions play
a significant role in mechanical properties as can be seen in Table 3. Unlike yttrium, the
micro-addition of cerium to Mg-Zn reduces magnesium solid solution and precipitates
a binary Mg12Ce phase as well as ternary nano-scale phases. Maximum solid solubility
of cerium in magnesium is 0.5 wt.% at 590 ◦C and Mg12Ce precipitate up to 32.4 wt.%
Ce. The existence of cerium and zinc in magnesium resulted in weakening structure and
therefore enhanced ductility of magnesium alloys. Meanwhile, the percentage of cerium
magnesium alloys must be in small amounts to hinder precipitation of high intensity of
Mg12Ce phase; besides, heat treatment conditions and weight fraction of cerium play a
remarkable role in mechanical properties of Mg-Zn alloys as shown in Table 4.

8. Conclusions

To reduce oil consumption in the automobile industry, designers are interested in
lightweight alternative materials. Among lightweight materials is magnesium, and prod-
ucts of Mg-Zn alloys used in the automobile industry include transmission housings,
heads, and engine blocks. In the current work, thermodynamic modeling of yttrium-zinc
and yttrium-cerium phase diagrams were critically assessed, and the most appropriate
phase diagrams were presented. Crystallographic data and solid solubilities of ternary
phases in Mg-Zn-Y and Mg-Zn-Ce systems were evaluated. Lack of experimental data
on ternary Mg-Zn-Y required further experimental investigations. Based on the recent
findings, liquidus projections of the Mg-Zn-Y and Mg-Zn-Ce ternary phase diagrams were
given. Ternary intermetallic phases and ternary solid solution reported in the literature
were confusing, and additional key experiments are needed to resolve the discrepancies on
the existence and chemical compositions of these phases. Mechanical properties reported
in the literature of the two ternary systems were summarized.
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Abstract: High purity titanium (Ti) thin strip was prepared by rolling with large deformation and
was characterized by the means of Transmission Electron Microscopy (TEM), selected area diffraction
(SAED) pattern, high-resolution (HRTEM) analysis, as well as Transmission Kikuchi Diffraction
(TKD). It is found that there are face-centered cubic (FCC) Ti laths formed within the matrix of
hexagonal close packing (HCP) Ti. This shows that the HCP-FCC phase transition occurred during
the rolling, and a specific orientation relationship (OR) between HCP phase and FCC phase obeys
〈0001〉α//〈001〉FCC and {1010}α//{110}FCC. The ORs of HCP-FCC phase transition are deeply
studied by TKD pole figure and phase transformation matrix. It is found that the derived results via
pole figure and transformation matrix are equivalent, and are consistent with TEM-SAED analysis
results, which proves that these two methods can effectively characterize the ORs of HCP-FCC phase
transition and predict possible FCC phase variants.

Keywords: high purity titanium; FCC phase; TKD; pole figure; transformation matrix

1. Introduction

Pure titanium (Ti) is a rare metal and widely used in aerospace, automobile, Micro-
Electro-Mechanical System (MEMS) and other engineering fields. It is well known that pure
Ti has HCP crystal structure and body-centered cubic (BCC) structure at ambient and high
temperature conditions, respectively [1]. Pure Ti is easily oxidized during rolling process
at high temperature, while room temperature is required to ensure its purity. However, the
stable Ti phase at ambient conditions is HCP phase, which shows a poor ductility. In recent
years, some new phase transitions of pure Ti have been discovered, such as an allotropic
phase transformation from the HCP α-Ti to the hexagonal ω-Ti during high-pressure
torsion (HPT) [2] and the HCP-Ti to FCC-Ti transition [3]. However, the latter is of great
interest for the researchers. Hong et al. [3] refined pure titanium grains with equal-channel
angular pressing (ECAP), and found the transition from HCP-Ti to FCC-Ti. The FCC-Ti is
nucleated in the deformation cross-slip zone with the implementation of tensile deforma-
tion of pure titanium foil, which belongs to a stress-induced phase transformation. Other
authors also have reported the HCP-Ti to FCC-Ti transformation during the deposition of
pure Ti thin films [4], plastic deformation [1,5–9], and heat treatment process [1,10–13]. The
stability of FCC-Ti in pure titanium has been proved by molecular dynamics theory [14]
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and first principles calculation [15,16]. The HCP-Ti to FCC-Ti transition also appears in
titanium alloys [17,18] and in Nb-Ti-Si based alloys [19].

Niu et al. [20] found that the deformation mechanism was composed of dislocation slip,
twins and HCP→FCC phase transition. The phase transition from HCP to FCC expands
the volume of unit cell ~10.5%, and it is expected that the phase transition contributes
about 3.6% to the applied strain. Bai et al. [21] considered that in the rolling process of
high purity titanium, apart from twinning [22–24] and dislocation mechanism [25], the
HCP-FCC phase transition has an important contribution to its elongation process. These
show that the HCP-FCC phase transition can occur easily when pure titanium undergoes
large plastic deformation at room temperature, which coordinates the deformation.

There will be a certain orientation relationship (OR) between the new phase and the
matrix after phase transformation. Two kinds of ORs between HCP (α) and FCC have
been discovered [6,9], known as B type: 〈1210〉α//〈110〉FCC, {0001}α//{111}FCC and P
type:〈0001〉α//〈001〉FCC,

{
1010

}
α

//{110}FCC. Zheng [6] and Zu [26] found that the P
type is accomplished by shuffle and shear shuffle mechanism, while B type depends on
the mechanism of Shockley partial dislocation. Ren et al. [14] performed the molecular
dynamics simulation of uniaxial tension of titanium single crystal nanocolumns along
the {0001}α plane, which revealed that the phase transition is mainly controlled by the
local dislocation slip and stacking fault. In order to study the formation mechanism and
characteristics of FCC new phase in matrix, the deep dicussion of OR between two phases
is necessary.

Most researchers [3,6,20,26] study the phase transition and orientation relationship
from HCP-Ti to FCC-Ti via TEM. In this paper, we utilize both TEM and TKD to observe
the phase transition ORs. TKD clarified the ORs, which was consistent with that via TEM.
Meanwhile, the pole figure and phase transition matrix of the ORs was obtained, based on
the results of TEM and TKD analysis. When the phase transition between HCP and FCC
obeys the specific OR, the parallel crystal directions and planes of the two phases can be
accurately expressed by pole figures and phase transition matrix, and the variants meeting
the OR can be predicted.

2. Experimental Material and Procedure

The raw material of high purity Ti (HP-Ti) was supplied by Ningbo Chuangrun New
Materials CO., LTD, Ningbo, China. Sheet samples of 11 mm × 30 mm × 60 mm size were
cut from the raw material, and multi-pass symmetrical rolling was performed to prepare
a thin strip with a thickness of 0.86 mm with about 92% total reduction in thickness, as
shown in Figure 1. Details of the equipment and processing for cold-rolling can be found
in the previous literature reports [27,28]. Talos F200X TEM (Thermo Fisher, Waltham, MA,
USA) examinations were used to investigate the FCC-Ti in HCP matrix. A 0.3 mm slice
was cut from the sheets by wire cutting, then mechanically polished, and a sample with a
diameter of 3 mm and a thickness of 50 μm was treated by ion milling in order to prepare
the sample for TEM analysis.

The FCC-Ti is nanoscale in size and TKD was used to characterize the ORs between
HCP-Ti and FCC-Ti. For efficient TKD testing, the cold-rolled strips were annealed at
500 ◦C for 1 h under Argon protection. A Zeiss AURIGA FIB-SEM workstation equipped
with TKD capability was carried out to characterize the TEM foils. TKD testing was
performed at 30 kV and a step size of 50 nm.
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Figure 1. Micro-rolling mill and thin strip samples. (a) Experimental setup; (b) raw material of high
purity; (c) a thin strip with a thickness of 0.86 mm.

3. Results and Discussion

3.1. TEM Observations

Figure 2 shows the TEM images of the samples after cold-rolling. Some deformation
lath structure with the width ranging from 30 nm to 50 nm was found in Figure 2a. It
observed that there is a deformation lath in a sub-grain with a size of about 1 μm, which
divides the subgrain into two parts. The deformation zone almost runs through the whole
grain and sub-grain, which plays a significant role for the grain refinement, and is similar
to the twinning. Figure 1b shows the SAED pattern of deformation lath and its adjacent
matrix. The analysis shows that the zone axis of hexagonal phase (α-HCP) is

[
1213

]
α

,
while the deformation band has FCC crystal structure, and the zone axis is [112]FCC. The
lattice parameters of HCP phase are calculated as a = 0.298 nm and c = 0.471 nm and the
lattice parameter of FCC phase is aFCC = 0.425 nm. These lattice parameters are consistent
with the other studies [3,29]. This shows that the deformation laths in Figure 1a are FCC
phase structure, instead of deformed twins at this deformation range [9,30]. In recent
years, many researchers have reported that the pure titanium changes from HCP phase to
FCC phase under large deformation along with the formation of FCC phase deformation
lath [3,7,20,31]. The OR of the two phases obtained from Figure 2b is as follow:[

1213
]
α

//[112]FCC
(
1010

)
α

//
(
220

)
FCC

(
1212

)
α

//
(
111

)
FCC (1)
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Figure 2. (a,c,e) TEM pictures and (b,d,f) SAED patterns of the FCC-Ti lath structure and matrix, three determination
positions of SAED were remarked by circles in TEM pictures, respectively.

Figure 2d shows the SAED pattern analysis in which the deformation lath is marked
by a circle in Figure 1c is also FCC-Ti phase, and its lattice constant is a = 0.425 nm. The OR
between the two phases in Figure 2c,d is calibrated as follows:[

1210
]
α

//[110]FCC (0002)α//(002)FCC
(
1010

)
α

//
(
220

)
FCC (2)

Figure 2e is another typical TEM picture of the FCC-Ti lath. The lattice parameters of
HCP and FCC phases are consistent with the results in Figures 2b and 1d. The OR between
HCP-Ti and FCC-Ti is:

[0001]α//[001]FCC
(
1010

)
α

//(220)FCC
(
1210

)
α

//
(
220

)
FCC (3)

The β-Ti alloys mainly exhibit ω phase transformation, which is claimed to be caused
of heterogeneous nucleation of the α phase [32]. Recently, the phase transformation
from the HCP α-Ti to the hexagonal ω-Ti was appeared during the high-pressure torsion
(HPT) [2]. In this work, hexagonal ω-Ti phase transition is not found by TEM analysis,
which is examined by the difference of SAED patterns between hexagonal ω-Ti and HCP-Ti.

The previous literature reports show that the FCC phase in pure-Ti is Ti-H hydride, not
FCC-Ti [33–35]. In our previous work [21], it is found that FCC phase has better plasticity
than HCP-Ti, and FCC phase can reverse to HCP phase during deformation. If the FCC
phase is Ti-H hydride, its plasticity will be poor. Meanwhile, the transition from FCC Ti-H
to HCP phase will not exist during deformation. Therefore, it can be confirmed that the
FCC phase in this work is FCC-Ti instead of FCC hydride.

Figure 3 shows the HRTEM images of the FCC phase lath. It can be seen in Figure 3a
that the HCP/FCC interface is straight. Filter inverse fast Fourier transform (FFT) image
of FCC and HCP phases are illustrated in Figure 3b,c. The FFT patterns in Figure 3e,f
also proves the existence of two phases, and satisfies the OR in Expression (3). This result
is consistent with other studies [1,3,4,11,12,14,18,31,36,37]. In Figure 3d, the inverse FFT
analysis of HCP phase near to the FCC phase shows that the HCP matrix phase contains
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a quite few edge dislocations, and the extra half planes are parallel to the
{

1010
}

planes.
This means that the mechanism of phase transition from HCP to FCC is related with the
dislocation slipping.

 
Figure 3. HRTEM and FFT of FCC-Ti laths and HCP matrix. (a) HRTEM; (b,c) Filter inverse FFT image; (d) dislocation in
HCP-Ti lath; (e,f) FFT patterns of two phases in (a).

The microscopic mechanism of the phase transition from HCP to FCC is shown by
the schematic diagram in Figure 4. The phase transition is caused by the Shockley partial
dislocation sliding along the direction 1

6
〈
1210

〉
on the prism surface

(
1010

)
α

, which is
consistent with the results of molecular dynamics theory calculation [14], first principles
calculation and TEM analysis [3,8,15]. Therefore, the transition can improve the plastic
deformation capability of HP-Ti.

The results of two-phase OR obtained by the SAED patterns analysis are counted in
Table 1. There are three kinds of relationship formulas with different parallel orientation
and planes in Figure 2, which are named as P1, P2, and P3, respectively.

Table 1. The ORs deduced from the SAED patterns.

Type ORs Induced From

P1

[
1213

]
α

//[112]FCC(
1010

)
α

//(2 2 0)FCC(
1212

)
α

//
(
111

)
FCC

Figure 2b

P2

[
1210

]
α

//[110]FCC
(0002)α//

(
200

)
FCC(

1010
)
α

//
(
220

)
FCC

Figure 2d

P3

[0001]α//[001]FCC(
1010

)
α

//(220)FCC(
1210

)
α

//
(
220

)
FCC

Figure 2f

245



Crystals 2021, 11, 1164

Figure 4. Schematic of HCP→FCC phase transient. (a) HCP-Ti phase structure; (b) FCC-Ti phase
structure; (c) HCP to FCC phase transient by Shockley partial dislocation.

3.2. Pole Figures

It is well known that the conventional Electron backscattered diffraction (EBSD) can
be used to determine the ORs between the matrix and the second phase with micron or
even millimeter scale, for example, ferrite precipitates with its neighboring grain holding
K-S OR via EBSD in medium carbon steel [38]. TEM results show that the formation of the
FCC-Ti has been proposed to preferred the ORs with the HCP-Ti matrix. At the same time,
the width of FCC-Ti laths was ranging from 30 nm to 50 nm. TKD has a significantly higher
spatial resolution than the conventional EBSD [39]. TKD was widely applied in crystal ORs
determination and phase mapping on a nanoscale in recent years [40–42].

Therefore, it is quite feasible for identification of FCC-Ti phase. Figure 5 illustrates the
FCC-Ti grains, characterized by the TKD testing. As shown in Figure 5a–c, the FCC-Ti laths
were located both within the α grains and at the grain boundaries. The contoured {0001},{

1010
}

,
{

1210
}

,
{

1211
}

,
{

1212
}

,
{

2023
}

,
{

1013
}

poles of the HCP-Ti grain and {100},
{110},

{
310

}
,
{

221
}

,
{

111
}

, {112} poles of the FCC-Ti grain from the marked regions
in Figure 5c are plotted in Figure 5d. The parallel alignments of low-index directions
and planes are marked by the red arrows, which are the same as those listed in Table 1.
Pole figures (PFs) in Figure 5d obey the P-type OR between HCP-Ti and FCC-Ti phases:
〈0001〉α//〈001〉FCC,

{
1010

}
α

//{110}FCC, which was in agreement with SAED results in
Table 1 and PFs result [10].
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Figure 5. TKD of the HCP-Ti and FCC-Ti phases. (a) Band contrast (BC); (b) inverse pole figure (IPF), (c) Phase mapping,
the red part is HCP-Ti phase and the yellow part is the FCC-Ti phase; (d) PFs of the two phases.

According to the TKD results in Figure 5, the composite PFs representation of HCP-
Ti and FCC-Ti are satisfying the P-type OR is illustrated in Figure 6. Due to symme-
try, only a quarter of the whole PF is shown, which is consistent with other study [9].
FCC-Ti phase may have several variants due to its high symmetry, for example, P1
(
[
1213

]
α

//[112]FCC) and P′
1 (

[
1213

]
α

//
[
112

]
FCC) in Figure 6a, P2 (

(
1010

)
α

//
(
220

)
FCC)

and P′
2 (

(
1010

)
α

//(110)FCC) in Figure 6b are all equivalent. It can be concluded from the
PF that P1, P2, and P3, the ORs induced from the SAED patterns in Figure 2 are equivalent,
but the zone axis is different from each other during TEM analysis. Therefore, the PF
is an important method to study the OR and variations of phase transition in HCP and
FCC phases.

 

Figure 6. Composite PFs representation of HCP and FCC satisfying the ORs. (a) Parallel crystal
orientation indexes of two phase, (b) parallel plane indexes.

3.3. Matrix of Orientation Relationships

ORs mean that the second phase (S) and matrix (M) obey the conditions of parallel
crystal orientation [uvw] and parallel crystal plane [hkl]. The transformation between
crystal orientation and crystal plane, and the relationship between real space and reciprocal
space of crystal can be characterized by the transformation matrix [29,43]. For the sake

247



Crystals 2021, 11, 1164

of simplicity, uppercase (HKL) and lowercase (hkl) represent the crystal plane index of
M and S, respectively, and uppercase [UVW] and lowercase [uvw] represent the crystal
orientation index of matrix and second phase, respectively.

It is known that the transformation matrix [B] of the parallel crystal orientation index
of M and S is [44]:

[B] =

⎛⎝ H1 K1 L1
H2 K2 L2
H3 K3 L3

⎞⎠−1⎛⎝ d1/D1 0 0
0 d2/D2 0
0 0 d3/D3

⎞⎠⎛⎝ h1 k1 l1
h2 k2 l2
h3 k3 l3

⎞⎠ (4)

In which, (HiKiLi) and (hikili) (i = 1,2,3) represent three groups of parallel crystal
planes of M and S, respectively, di is the interplanar spacing of the S phase (h1k1l1) crystal
planes, Di is the plane spacing of M phase (HiKiLi) crystal planes.

The parallel crystal plane index [UVW] and [uvw] of M and S satisfying the special
ORs is converted as follows: ⎡⎣ U

V
W

⎤⎦= [B]

⎡⎣ u
v
w

⎤⎦ (5)

It can be deduced that the transformation matrix of the parallel crystal plane indices
of M and S phases is [R] = [B]T, and the transformation relationship between matrix and
the parallel crystal plane of the second phase (HKL) and (hkl) is as follows [44]:⎡⎣ h

k
l

⎤⎦= [R]

⎡⎣ H
K
L

⎤⎦= [B]T

⎡⎣ H
K
L

⎤⎦ (6)

Formulas (5) and (6) show that if the M phase crystal plane (HKL) and crystal orienta-
tion [UVW] are known, the S phase crystal plane (hkl) and crystal orientation [uvw] can be
obtained and vice versa.

As long as the matrix [B] is obtained, the crystal plane index or orientation index of M

and S phases with specific ORs can be obtained. According to the ORs obtained by SEAD
in Figure 1, three groups of parallel crystal planes (H1K1L1)//(h1k1l1), (H2K2L2)//(h2k2l2),
(H3K3L3)//(h3k3l3) of α-HCP and the second FCC phase are, respectively, taken as(

1010
)
α

//(220)FCC,
(
1210

)
α

//
(
220

)
FCC, (0002)α//(002)FCC.

The lattice parameters of HCP phase aα = 0.298 nm, c = 0.471 nm; The lattice parameter
of FCC phase is aFCC = 0.425 nm. The above parameters are substituted into formula (4) to
obtain matrix [B] and transpose matrix [B]T.

[B] =

⎡⎣ 1.208305 1.208305 0
−0.442270 1.650576 0

0 0 0.940299

⎤⎦ (7)

[R] =[B]T =

⎡⎣ 1.208305 −0.442270 0
1.208305 1.650576 0

0 0 0.940299

⎤⎦ (8)

Tables 2 and 3 show the possible parallel relationship between crystal plane and
orientation predicted by [B] and [R] transformation matrix. Only some low orientation
indexes and plane indexes are listed in the Tables 2 and 3, which correspond to the points in
the pole maps in Figure 5. It should be pointed out that the ORs obtained by transformation
matrix is different from the result of edge-to-edge matching model prediction [45]. This
model has been used to predict the OR between HCP Mg alloys and the FCC-precipitates
via diffusion-controlled phase transformations.
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Table 2. Parallel crystal orientation indexes predicted by transformation matrix and PFs.

(HKIL)HCP (HKL)HCP
(hkl)FCC via Matrix

Calculation
(hkl)FCC via TKD

(0001) (001) [0 0 0.95] (001)
(1210) (120) [2.10 2.10 0] (110)
(12 11)

(
121

)
[2.09 2.09 0.94] (221)

(1212)
(
122

)
[2.09 2.09 1.88] (111)

(1010) (100) [1.21 1.21 0] (110)
(202 3) (203) [2.42 2.42 2.85] (111)
(1013) [103] [1.21 1.21 2.82] (112)
(202 1) [201] [2.42 2.42 0.94] (221)
(2201) (221) [3.30 −0.88 0.94] (311)
(321 0) (32 0) [4.51 0.32 0] (100)
(1100) (110) [1.65 −0.44 0] (310)

Table 3. Parallel crystal plane indexes predicted by transformation matrix and PFs.

(uvw)FCC
(UVW)HCP by
Matrix Calculation

(UVtW)HCP (UVtW)HCP via TKD

[110]
[
0 −2.10 0

]
[0.70 1.40 0.70 0] [1 210]

[332] [0 6.29 1.90] [2.10 4.20 2.10 1.9] [1 2 11]
[111]

[
0 −2.10 0.95

]
[0.70 1.40 0.70 0.95] [2 423]

[223] [0 4.20 2.85] [1.40 2.80 1.40 2.85] [1 21 2]
[112] [0 2.10 1.90] [0.70 1.40 0.70 1.9] [1213]
[110] [2.42 1.21 0] [1.21 0 1.21 0] [1010]
[313] [2.42 2.98 2.85] [2.61 2.79 0.18 2.85] [1 101]
[111] [2.42 1.21 0.95] [1.21 0 1.21 0.95] [1011]
[112] [2.42 1.21 1.9] [1.21 0 1.21 1.90] [2023]
[113] [2.42 1.21 2.84] [1.21 0 1.21 2.85] [1012]
[120] [1.21 3.75 0] [0.44 2.10 1.65 0] [1 540]
[0 01] [0 0 0.95] [0 0 0 0.95] [0 001]

Even though [B] and [R] transformation matrix is obtained by P3 OR, the calculation
results in Tables 2 and 3 are consistent with P1 and P2 ORs. These results are also consistent
with the P-type OR reported in literatures. The P-type OR has the same mechanism of
phase transition as the Shockley partial dislocation sliding along the direction 1

6
〈
1210

〉
on

the prism surface
(
1010

)
α

shown in Figures 3 and 4.
Therefore, when the phase transition between HCP and FCC satisfies the specific

crystallographic OR, the parallel crystal orientation and crystal plane indexes of the two
phases can be accurately expressed by PFs and transformation matrix, and the second
phase variants satisfying the OR can be predicted.

4. Conclusions

(1) A large number of FCC-Ti laths are found in the rolling structure of high pu-
rity titanium, and the OR between HCP and FCC phases is P type: 〈0001〉α//〈001〉FCC,{

1010
}
α

//{110}FCC. The width of FCC-Ti laths is from 30 nm to 50 nm.
(2) According to the OR, the deformation mechanism of the phase transformation

process is mainly realized by dislocation slip mechanism, and the phase transformation is
caused by the Shockley partial dislocation sliding along the direction 1

6
〈
1210

〉
on the prism

surface
{

1010
}
α

.
(3) Phase mapping and PF functions of TKD were quite feasible for the OR identifi-

cation of a nanoscale FCC-Ti phase. When the phase transition between HCP and FCC
obeys the specific crystallographic OR, the parallel crystal directions and planes of the two
phases can be accurately expressed by pole figures and phase transition matrix, and the
variants meeting the OR can be predicted.
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Abstract: Although several schemes have been proposed to modify the classical Johnson–Cook
(J-C) model, the effect of temperature on the flow stress of materials at different temperatures has
not been clarified. In the current study, to investigate the deformation behavior of Ti-22Al-23Nb-
2(Mo, Zr) alloy at different temperatures, uniaxial tension experiments were performed at both
room (RT, 28 ◦C) and elevated temperatures, and a modified J-C model was developed to describe
the temperature-dependent plastic flow. In tensile experiments, Ti2AlNb-based alloy showed a
continuous work hardening until reaching the ultimate strength at RT, while an apparent drop
appeared in the flow stress after the peak stress at elevated temperature. Moreover, the experimental
peak stress significantly depends on the testing temperature. To correctly describe the different
variations of flow stresses at different temperatures, a parameter, S, which represents the softening
behavior of flow stress, is integrated into the classical J-C model. In addition, the applicability and
validity of the proposed J-C model were verified by calibration with experimental curves of different
temperatures. On the other hand, the fractography of post-test specimens was examined to interrupt
the increased fracture brittleness of Ti2AlNb-based alloy at elevated temperatures. The proposed
constitutive relation based on the J-C model is applicable to predict the deformation behavior of
other Ti2AlNb-based alloys at different temperatures.

Keywords: Ti2AlNb alloy; mechanical properties; constitutive relation; Johnson–Cook model

1. Introduction

The ordered orthorhombic Ti2AlNb, which was discovered in a Ti3Al-xNb alloy in
the late 1980s by Banerjee et al. [1], has attracted considerable attention as potential high-
temperature structural materials for aero-engines owing to its superior performances [2–4],
such as low density, high Young’s modulus, specific strength, good high-temperature
fatigue performance, and creep resistance. Because the actual application in aero-engines,
Ti2AlNb alloy is expected to be subject to various mechanical loads at high temperatures
from 400 ◦C to even 1000 ◦C. It is critically important to precisely predict the mechanical
behaviors of Ti2AlNb alloy, including deformation and fracture, at elevated temperature
for assuring the structural integrity and stability of aero-engines.

Up to now, many efforts have been devoted to the development of material systems,
including composition design [5–8] and phase equilibrium and transformation [9,10], and
thermal-mechanical processing techniques [11,12]. Recently, the mechanical behaviors
of Ti2AlNb alloy, such as tension [13,14], low cycle fatigue (LCF) [15], and creep [16,17],
have also been discussed, and the effect of the evolution of the microstructure [18] and
modification of the alloying element [19,20] was also investigated, where Mo addition was
found to improve the creep resistance of Ti2AlNb alloy [19], and Mo and Fe additions led
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to the increment of the room temperature ductility of Ti2AlNb alloys [21]. Furthermore, the
stress–strain curves of Ti2AlNb alloys with different alloy compositions and microstructures
were experimentally achieved using the uniaxial tension experiments at both room and
elevated temperatures [13]. The stress–strain curve at elevated temperature is usually
characterized by a linear increment to a peak followed by a significant drop in flow stress,
i.e., the softening of flow stress [13,22], which indicates that the representation of stress–
strain curves of Ti2AlNb alloy strongly depends on the temperature during the mechanical
experiments. Therefore, the proposal of an appropriate theoretical model, which can
correctly describe the stress–strain curves of Ti2AlNb alloys at different temperatures, is a
critical issue for further application in aero-engines. However, to the best knowledge of
the authors, a rare investigation has been performed to develop the theoretical model to
predict the deformation of Ti2AlNb alloys at different temperatures.

In 1983, Johnson and Cook [23] proposed a general empirical constitutive model for
materials subjected to a high temperature and loading rate. Until now, the J-C model has
been widely applied to evaluate various metallic materials with quasi-static and high-
speed impact loads at various temperatures [24–26]. However, it should be noted that the
work hardening, strain rate hardening, and thermal softening are separately considered
in J-C models, i.e., an uncoupled model [27–30]. In fact, during the deformation of metals
at elevated temperature, the work hardening or/and strain rate hardening and thermal
softening exist simultaneously and affect each other. Although the classical J-C model is
applicable to the special case where the flow stress possesses a linear relation with the
temperature and strain rate [23], unavoidable deviation will exist when the J-C model
describes the deformation behavior under a relatively high temperature or strain rate,
causing a significant nonlinear relationship with the flow stress.

In the past decade, different types of constitutive relations based on damage mechan-
ics have been proposed to investigate the deformation behaviors of metals at elevated
temperatures. Considering the effect of dislocation density, grain size, phase volume frac-
tion, and the evolution of damage and plastic evolution, Liu et al. [31] proposed a uniform
viscous plastic constitutive equation to analyze the plastic flow of Ti2AlNb alloys at ele-
vated temperatures of 910–970 ◦C. In addition, the evolution behaviors of the dislocation
density, recrystallization, and grain size during thermoplastic deformation were clarified
using the uniform viscous plastic relation [32]. In addition, the nucleation and growth of
the intergranular cavity induced by the increment of dislocation density and grain size
were discussed based on the superplasticity theory considering the evolution mechanism
of damage [33]. On the other hand, besides the aforementioned constitutive relations
regarding the deformation mechanisms at elevated temperatures, several modification
schemes have been proposed for the classical J-C model to analyze the deformation of
metals under a high temperature and strain rate [24–26,34–37]. Lin et al. [34] proposed
a modified J-C model, where there was a coupling effect between yield stress and the
working hardening. In addition, the influence of temperature and strain rate on the flow
stress was also considered. Huh et al. [35] modified the strain rate term into a quadratic
polynomial form to represent the nonlinear relation between the flow stress and the strain
rate. Ulacia et al. [36] further modified the one proposed by Hub et al. [35] and defined the
strain hardening exponent as a function of the strain rate, which was adopted to investigate
the sensitivity of work hardening to the strain rate of magnesium alloys. By studying
the stress–strain curves of magnesium alloys with different strain rates, Tan et al. [37]
found that the strain rate hardening coefficient in the classical J-C model was a function
of both the plastic strain and strain rate. Compared with the strain rate, the influence
of temperature on the work hardening of flow stress during deformation has not been
clarified. In addition, the sensitivity of the strain rate varies with the external temperature,
which is induced by the change of the deformation mechanism at different temperatures.
Therefore, considering the effect of temperature on the work hardening of flow stress in the
J-C model is another key issue for its application in describing the deformation behaviors
of materials at elevated temperatures.
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In the current study, the deformation behaviors of Ti-22Al-23Nb-2(Mo, Zr) alloys
(abbreviated as “Ti2AlNb-based alloys”) were experimentally investigated using uniaxial
tension at both room and elevated temperatures, and corresponding stress–strain curves
were obtained as well. In addition, by calibrating with the experiments, a modified J-
C model considering the significant effect on the flow stress at different temperatures is
developed, and its validity was examined by predicting the deformation of other specimens.
Finally, the fractography of post-test specimens was carefully observed using a high-
resolution field emission scanning electron microscopy (FE-SEM), and the increment of
the brittle nature of fracture for Ti2AlNb-based alloys with an increasing temperature was
interrupted from the characteristic of microstructures of the fracture trace.

2. Experiments

The as-received material was a hot-rolled alloy plate with a nominal composition of
Ti-22Al-23Nb-2(Mo, Zr) (at.%), and the final rolling temperature was 1020~1075 ◦C. After
hot-rolling, the alloy was subjected to air cooling with 900~980 ◦C and a subsequent 2 h
of annealing at 650~830 ◦C, respectively. Figure 1 shows the microstructure of the current
Ti2AlNb-based alloy in the SEM-BSE mode. The fine needle-like O phases are uniformly
distributed on the B2 matrix in an interwoven network, where the O phase possesses a
typical length of 2~5 μm and a width less than 300 nm.

Figure 1. SEM micrograph of present Ti2AlNb-based alloy.

Figure 2 shows the geometric dimensions of the tension specimen. The deformation
behavior of the alloy was investigated by uniaxial tensile tests performed on a tension
machine (Instron 5985) with a high-temperature furnace at room temperature (RT, 28 ◦C),
500, 550 and 650 ◦C, respectively. The uniaxial tension experiments were performed with a
manner of displacement-control according to China National Standard of GB/T228-2010
and GB/T 228.2-2015, and the loading rate was set to 0.006 mm/mm/min for all specimens.
In addition, the strain gauge was removed when the strain exceeded 5% and the loading
rate was subsequently adjusted to 0.02 mm/mm/min. On the other hand, the fracture
morphology of all tested specimens at different temperatures was carefully examined using
a high-resolution SEM (Zeiss, Crossbeam FIB-SEM, Jena, Germany).

Figure 3 shows the true stress–strain curves of all tested specimens at RT and elevated
temperature. It can be found that the deformation behavior of Ti2AlNb-based alloy obvi-
ously changes with the increment of the temperature. At RT, the flow stress continuously
increases with the applied strain until the ultimate tension strain is larger than 4%, which
indicates an apparent working hardening at RT. The work hardening is also clearly identi-
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fied in the flow stress of tension specimens at 500 ◦C, although the ultimate fracture strain
is reduced to around 2%. On the other hand, with a higher temperature of 550 ◦C, the flow
gradually increases to a peak and subsequently drops down, indicating the appearance of
softening due to the high temperature. In addition, the ultimate fracture strain is further
reduced to 1.5%, which is significantly smaller than the ones at RT and 500 ◦C. For the
flow stress of the tension experiment at 650 ◦C, it quickly reaches a peak followed by a
sharp and linear drop, showing abnormal softening. Furthermore, the ultimate fracture
strain is almost the same as the one at 500 ◦C. Therefore, the temperature possesses a
dominant effect on the deformation behavior, i.e., the flow stress, of Ti2AlNb-based alloys,
and the softening replaces the work hardening in the flow stress when the temperature is
higher than 500 ◦C for the present study. This means that a critical transition temperature
exists for the deformation of Ti2AlNb-based alloys, and the microscopic mechanism for the
deformation behavior across such a critical temperature is expected to be different as well.

Figure 2. Geometric dimensions of the tension specimen (unit in mm).

Figure 3. The true stress–strain curves of all specimens at different temperatures.

To further clarify the deformation properties of Ti2AlNb-based alloys at different
temperatures, the variation of Young’s modulus and yield stress with the temperature
is discussed and shown in Figure 4. As shown in Figure 4a, Young’s modulus, which is
determined from the slope of the experimental stress–strain curves, gradually decreases
with the increment of the temperature. It is worth noting that a significant drop of Young’s
modulus emerges after 550 ◦C, which indicates the softening of Ti2AlNb-based alloys at
such elevated temperatures. On the other hand, Figure 4b illustrates the variation trend of
the yield stress with the temperature. As no obvious yield point can be precisely identified
from the experimental curve, the yield point is taken as the stress at which 0.2% plastic
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deformation occurs, named σ0.2. The yield stress also decreases with the elevation of
the temperature, and a dramatic decrement appears after 550 ◦C as well. The similar
temperature dependence of both Young’s modulus and yield stress is found to be induced
by the partial disordering of the O phase at the elevated temperature [38–40]. In addition,
the significant drop in Young’s modulus and yield stress after 550 ◦C indicates an intrinsic
change of the deformation mechanism from the RT to the relatively high temperature.

 
(a) (b) 

Figure 4. Variation of (a) Young’s modulus and (b) yield stress of Ti2AlNb-based alloys with the temperature.

3. Constitutive Relation Based on Modified J-C Model

3.1. Classical Johnson–Cook Model

Because the tension experiments of all specimens were performed with the same
loading rate, the effect of the strain rate for the J-C model is ignored in the present study.
By setting the experimental strain rate to be the reference one, the classical J-C model can
be simplified as:

σ =
(

A + Bεn
p

)
(1 − T∗m) (1)

Here, σ is the stress, εp is the plastic strain. In addition, T∗ = T−Tr
Tm−Tr

, where T is the
experimental temperature, Tr is the room temperature, Tm is the melting temperature of
materials, and A, B, m, and n are the parameters that need to be determined.

The undetermined parameters can be obtained as follows. The experimental condition
of T = Tr Equation (1) can be rewritten as:

σ =
(

A + Bεn
p

)
(2)

When the plastic strain εp = 0, A = σ0.2, Equation (2) can be expressed as:

Ln(σ − A) = LnB + nLnεp (3)

For the current study, based on the experimental stress–strain curve at RT, the parame-
ters of B and n can be determined from the linear fitting of Ln(σ − A) and Lnεp. On the
other hand, for εp = 0, Equation (2) can be written as:

σ0.2 = A(1 − T∗m) (4)

According to the yield strength in the experimental stress–strain curve at 550 ◦C, the
temperature-sensitive parameter m can be obtained.

Figure 5 shows the comparison between the predicted stress–strain curves using
the classical J-C model and experimental ones. The J-C model gives a correct prediction
of the deformation behaviors of Ti2AlNb-based alloys at both RT and 500 ◦C. However,
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for the deformation behaviors at 550 and 650 ◦C, where an obvious linear drop exists in
the flow stress, a significant deviation appears between the theoretical and experimental
curves, indicating the inapplicability of the classical J-C model for the deformation of
Ti2AlNb-based alloys at relatively high temperatures.

Figure 5. Comparison between the experimental and predicted stress–strain curves using the classical
J-C model.

Figure 6 shows the relative difference between the experimental and theoretical flow
stresses obtained from the classical J-C model. For specimens tested at the same tempera-
ture, the difference almost linearly increases with the increment of the plastic strain. On
the other hand, with the increment of the temperature, the enlargement of the relative
difference becomes much quicker, i.e., the slope of the relative difference–plastic strain
curve becomes larger. Therefore, the relative difference shows a linear relationship with
the plastic strain, and the slope of the linear relationship significantly increases with the
increment of the temperature.

Figure 6. Variation of the difference between experimental and theoretical flow stresses at differ-
ent temperatures.

258



Crystals 2021, 11, 754

3.2. Modified Johnson–Cook Model

In the classic J-C model, by regarding the yield strength at RT and the referencing
strain rate to be a benchmark, the variation of stress is a function of the strain, strain rate,
and temperature. Although the classic J-C model can describe the deformation behavior of
materials in the temperature range from RT to the melting point, the working hardening
coefficient B and n, and the strain rate hardening coefficient C are obtained from the tension
tests at RT. Therefore, the deviation between the theoretical prediction from the J-C model
and the experimental results enlarges with the increment of the temperature. To improve
the precision of theoretical prediction, we proposed a modified J-C model considering the
effect of temperature on flow stress.

Firstly, Equation (1) is written in the following form:

1 − σ

1 −
(

A + Bεn
p

)(
1 + C

.
Lnε

∗) = T∗m (5)

where
.
ε
∗
=

.
ε.
ε0

.
.
ε is the experimental strain rate and

.
ε0 is the reference strain rate. By

setting
.
ε
∗
= 1, the flow stress at RT is defined as σr =

(
A + Bεn

p

)
. In addition, when the

temperature reaches the melting point, the flow stress σm should be zero. Then, we have
the following relation:

1 − σ

σr
= T∗m (6)

By re-writing the form of Equation (6), we have:

σr − σ

σr − σm
=

(
T − Tr

Tm − Tr

)m
(7)

σ = σr − (σr − σm)T∗m (8)

If the effect of strain rate is considered, the flow stress is obtained as:

σ = [σr − (σr − σm)T∗m]
(

1 + C
.

Lnε
∗)

(9)

where T ∈ [Tr, Tm]. As aforementioned, the classical J-C model can only offer a correct
prediction of the deformation behavior of Ti2AlNb based at the temperature lower than
500 ◦C, which is much lower than its melting point (Tm = 1690 ◦C). However, a large
error exists in the theoretical prediction of the J-C model for relatively high temperatures,
i.e., T > 550 ◦C. Therefore, we define the expression of stress within a relatively high-
temperature range of T ∈ [Tl , Th] as:

σ = [σl − (σl − σh)T∗m]
(

1 + C
.

Lnε
∗)

(10)

where Tl and Th are the lower and upper limits of the range of the elevated temperature for
applying the J-C model, and σl, σh are the corresponding flow stresses with

.
ε
∗
= 1, which

are the functions of εp. According to the classical J-C model, the flow stresses σl and σh can
be obtained as:

σl= F
(
εp
)
=

(
Al + Blε

n1
p
)

(11)

σh= F
(
εp
)
=

(
Ah + Bhεn2

p
)

(12)

To correctly predict the observed linear softening of flow stress of Ti2AlNb-based
alloys at an elevated temperature, a parameter S, representing the softening of flow stress,
is introduced into the model, and Equations (11) and (12) are derived as:

σl= F
(
εp
)
=

(
Al + Blε

n1
p
)− Slεp (13)
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σh= F
(
εp
)
=

(
Ah + Bhεn2

p
)− Shεp (14)

Therefore, a modified J-C model considering the effect of elevated temperature on the
flow stress is achieved as:

σ =
{(

Al + Blε
n1
p − Slεp

)− [(
Al + Blε

n1
p − Slεp

)− (
Ah + Bhεn2

p − Shεp
)]

T∗m}(
1 + C

.
Lnε

∗)
(15)

The parameters in Equations (13) and (14) can be determined using nonlinear curve
fitting based on the experimental stress–strain curves at the lower and upper temperature
limits. In addition, the temperature-sensitive parameter m can be derived from Equation (9)
using the experiment results at the temperature limits as well. Until now, all the parameters
in the modified J-C model are determined, and the flow stress at any temperature in
the temperature range can be directly obtained using Equation (15). Table 1 lists all the
parameters in the classical and modified J-C models.

Table 1. The definition of all parameters adopted in the current study.

Term Term

σ True stress (MPa) R Correlation coefficient
εp Plastic strain (%) Tl Lower limits of the range of elevated temperature
T Experimental temperature (◦C) Th Upper limits of the range of elevated temperature
Tr Room temperature (◦C) σl, σh Corresponding flow stresses with Tl and Th
Tm Melting temperature (◦C) Sl, Sh Softening constants with Tl and Th
A Yield stress in J-C model (MPa)

.
ε Experimental strain rate

B, m, n Material constants of J-C model
.
ε0 Reference strain rate

σ0.2 Yield stress (MPa)

In the current study, the lower and upper temperature limits were set to 500 and
650 ◦C. Therefore, by using Equations (9), (13), and (14), the predicted stress–strain curves
using the newly proposed modified J-C model were obtained and are shown in Figure 7.
The proposed J-C model precisely predicts the total stress–strain curves, including the
variation of flow stress of Ti2AlNb-based alloys at both lower (500 ◦C) and upper (650 ◦C)
temperature limits, which indicates the validity of the proposed J-C model. On the other
hand, the critical transition temperature for the deformation behavior is included in the
specific temperature range of 500~650 ◦C. However, as the detailed value of the transition
temperature was not determined in the current study, the prediction of the deformation
behavior at the transition temperature remains for further study.

  
(a) (b) 

Figure 7. Comparison between the experimental and the predicted stress–strain curves using the modified J-C model at
(a) 500 ◦C and (b) 650 ◦C.
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3.3. Validity of the Modified J-C Model

To further verify the validity and applicability of the modified J-C model, the defor-
mation behavior of Ti2AlNb based at 550 ◦C was predicted by substituting T = 550 ◦C into
Equation (15). Figure 8 shows the comparison between the theoretically predicted and
experimental stress–strain curves at 550 ◦C. The modified J-C model gives a very close
prediction of the stress–strain curve at 550 ◦C as well. Therefore, it can be concluded that
the modified J-C model can precisely describe the deformation behaviors of Ti2AlNb-based
alloys at any temperature within the specified range.

Figure 8. Predicted stress–strain curve from the modified J-C model and its comparison with the
experimental result at 550 ◦C.

Figure 9 shows the comparison between the experimental and theoretical prediction
with the classical and modified J-C models. The quality of the developed J-C model was
examined using the standard statistical quantities determined by Equations (16)–(18) [41,42].
The magnitudes of R, AARE, and RMSE are 0.999, 1.3%, and 11.0 MPa determined from
the modified J-C model, while 0.870, 14.5%, and 113.7 MPa were obtained from the classical
model, respectively. Therefore, the proposed modified J-C model possesses an excellent
precision on the prediction of deformation of Ti2AlNb-based alloys at different temperatures.

correlation coeffecient (R) =
∑N

i=1(Ei − E′)(Pi − P′)√
∑N

i=1(Ei − E′)2 ∑N
i=1(Pi − P′)2

(16)

average absolute relative error (AARE) =
1
N

N

∑
i=1

∣∣∣∣Ei − Pi
Ei

∣∣∣∣ (17)

root mean square error (RMSE) =

√√√√ 1
N

N

∑
i=1

(Ei − Pi)
2 (18)

On the other hand, to further examine the robustness of the modified J-C model, the
deformation behaviors of another titanium alloy of VT14 at different elevated tempera-
tures [42] were predicted using the proposed model, and the comparison between the
experimental [42] and theoretical results is shown in Figure 10. After the parameters of the
modified J-C model were determined using the experimental flow stresses at the upper
and lower limits of temperature range of 800–875 ◦C, the variation of flow stress of VT14 at
850 ◦C was precisely predicted by the proposed model. Therefore, the modified J-C model
in the current study can predict different materials at elevated temperatures.
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Figure 9. Correlation between experimental and fitted flow stress with the classical and modified J-C
models, respectively.

Figure 10. Comparison between experimental [42] and theoretical flow stresses of titanium alloy of VT14.

4. Temperature Dependence of Fractography with SEM Characterization

As shown in Figure 3, significant softening exists at the flow stress of Ti2AlNb-based
alloys at elevated temperatures of 550 and 650 ◦C in the current study. It has been well
known that the dislocation motion dominates the plastic deformation of metals. With an
increase of the temperature, the motion resistance due to Peierls–Nabarro stress is reduced
and thus the dislocation motion becomes easier than that at RT [43–45]. On the other
hand, as the yield strength is sensitive to the Peierls–Nabarro stress [44], and thus the
yield strength of materials becomes lower as well. Therefore, the weakened resistance of
dislocation motion induced by the elevated temperature causes softening in the flow stress
of Ti2AlNb-based alloys.

On the other hand, to further clarify the significant drop of flow stress at an elevated
temperature, we examined the fractography of post-test specimens at different tempera-
tures using FE-SEM. Figure 11 shows the overall views of fracture surfaces and the high
magnification observation of corresponding microscopic characteristics of the tested speci-
mens at RT, 550 ◦C, and 650 ◦C, respectively. For the fracture surface at RT, a typical mixture
of intergranular and transgranular fractures is identified from the overall view (Figure 11a).
The appearance of cleavage steps further confirms the existence of intergranular fracture
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(Figure 11b). Therefore, the co-existence of intergranular and transgranular fractures results
in relatively good plasticity and a large ultimate fracture strain of Ti2AlNb-based alloys at
RT. On the other hand, at the elevated temperature, an apparent drop emerges in the flow
stress and the ultimate fracture strain is reduced as well. As shown in Figure 11c, the overall
view of fracture surface at 550 ◦C indicates that the proportion of transgranular fracture
is largely increased, and secondary cracks also appear. A close observation of the typical
zone of the fracture surface, as shown in Figure 11d, shows that dimples appear, and the
cleavage fracture still exists. This means that, although the plastic deformation indicated
by dimples is strengthened, the transgranular fracture and appearance of secondary cracks
cause the brittle nature of Ti2AlNb-based alloys at 550 ◦C. Finally, the fracture surface at
650 ◦C in Figure 11e,f clearly illustrates the predominance of transgranular fracture and the
increased number of secondary cracks, which causes the significant softening of flow stress
at 650 ◦C. Therefore, the SEM characterization of the fractography indicates the transition
of the deformation behavior of Ti2AlNb-based alloy at different temperatures is mainly
represented by the variation of the fracture mechanism from the mixture of intergranular
and transgranular fractures to the dominance of the trangranular fracture and secondary
crack. In addition, the linearity of the relative difference between the experimental and the-
oretical results with the temperature suggests that the proposed parameter can be adopted
to approximately evaluate the transition of the fracture mechanism during the increment
of the testing temperature.

Figure 11. Fracture surfaces of post-test specimens at (a,b) RT, (c,d) 550 ◦C, and (e,f) 650 ◦C.
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On the other hand, it was found that Ti2AlNb-based alloys generally show high
hardness and significant brittleness due to the characteristic complex of long-range-ordered
crystal structures [46]. In addition, cleavage or intergranular fracture dominates the
failure of Ti2AlNb-based alloys at low homologous temperatures, i.e., the brittle-to-ductile
transition temperature (DBTT). In the current study, although the tension experiments in
the current study were performed at elevated temperatures of up to 650 ◦C, the testing
temperature in the current study was still lower than the DBTT of Ti2AlNb-based alloys [46].
Therefore, although the elevated temperature improved the motion of dislocation and
induced the decrement of yield stress, the fracture of all tested specimens were brittle ones.
In addition, the analysis of the fractography of all tested specimens further confirms the
brittleness of fracture of all specimens in the current study.

5. Conclusions

The deformation behavior of Ti2AlNb-based alloys was investigated using uniaxial
tension experiments at RT and elevated temperature, and a modified J-C model was
proposed to describe the observed variation of flow stress at different temperatures. The
main results are summarized as follows.

1. Uniaxial tension experiments at different temperatures revealed the dominant effect
of temperature on the deformation of Ti2AlNb-based alloys. Both Young’s modulus
and yield strength decreased with the increment of the temperature. Furthermore,
different from RT, obvious softening of the flow stress was observed in experiments
at 550 and 650 ◦C;

2. The classical J-C model was found to fail to describe the softening of flow stress at the
relatively high temperature, although it gave a correct prediction of the deformation
of Ti2AlNb-based alloys at RT;

3. A modified J-C model was developed by introducing an extra parameter to represent
the linear drop of flow stress at elevated temperatures. After determining the corre-
sponding parameters of the J-C model with the experimental results of the lower and
upper temperature limits, the deformation behavior at any temperature belonging to
the specific range can be correctly described.

4. The fractography of post-test specimens at different temperatures was characterized
by FE-SEM. Besides the decrement of resistance to dislocation motion due to the
elevated temperature, the softening of flow stress was strongly dependent on the
increased proportion of transgranular fracture and the existence of a secondary crack
in Ti2AlNb-based alloys.

This work provides important insight into the deformation and fracture behaviors of
Ti2AlNb alloys at both RT and elevated temperature, and a powerful and precise theoretical
model to predict its deformation at any temperature within a required range, which is the
critical issue for the application Ti2AlNb alloys at elevated temperatures.
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Abstract: Two methods for the determination of geometrically necessary dislocation (GND) densi-
ties are implemented in a lower-order strain-gradient crystal plasticity finite element model. The
equations are implemented in user material (UMAT) subroutines. Method I has a direct and unique
solution for the density of GNDs, while Method II has unlimited solutions, where an optimization
technique is used to determine GND densities. The performance of each method for capturing
the formation of slip bands based on the calculated GND maps is critically analyzed. First, the
model parameters are identified using single crystal simulations. This is followed by importing the
as-measured microstructure for a deformed α-zirconium specimen into the finite element solver to
compare the numerical results obtained from the models to those measured experimentally using the
high angular resolution electron backscatter diffraction technique. It is shown that both methods are
capable of modeling the formation of slip bands that are parallel to those observed experimentally.
Formation of such bands is observed in both GND maps and plastic shear strain maps without
pre-determining the slip band domain. Further, there is a negligible difference between the calculated
grain-scale stresses and elastic lattice rotations from the two methods, where the modeling results are
close to the measured ones. However, the magnitudes and distributions of calculated GND densities
from the two methods are very different.

Keywords: zirconium; strain-gradient crystal plasticity; slip band; geometrically necessary disloca-
tion; statistically stored dislocation; high angular resolution electron back scatter diffraction

1. Introduction

Crystal plasticity is a class of constitutive equations that can be used to describe
deformation mechanisms of polycrystalline materials at the grain scale [1–3]. It has been
used in many studies to understand the evolution of heterogeneous deformation fields
within individual grains in “real” time scales [4–7]. A significant number of crystal plas-
ticity studies have focused on modeling deformation via slip, which is controlled by the
movement of dislocations on a particular plane known as the slip plane and in a particular
direction known as the slip direction. The strength of the obstacles interacting with disloca-
tions determines the resistance of a slip system to the movement of the dislocations and
the consequent material hardening. These obstacles can be categorized into short-range
and long-range barriers [8]. The primary short-range obstacles are generally assumed
to be the other dislocations that intersect the slip plane. The long-range obstacles may
include the elastic stress field induced by far field dislocations or grain boundaries. It is
generally assumed that the long-range obstacles are affected by the density of the geo-
metrically necessary dislocations (GNDs), while the evolution of both statistically stored
dislocations (SSDs) and GNDs during crystallographic slip equally increase the short-range
interactions [9,10]. When conventional crystal plasticity models are used, the difference
between these two obstacles is generally ignored and the critical resolved shear stress
(CRSS) for the movement of the dislocations does not depend on the deformation state
in the neighboring points. However, the plastic response of a polycrystal depends on
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both the local state of deformation and the gradients of the plastic strain. Incorporation
of the plastic strain gradient in crystal plasticity constitutive equations makes the model
response dependent on the neighboring elements—this is generally investigated in the
non-local crystal plasticity approach [11–15]. The strain-gradient plasticity theories are for-
mulated in two different forms, i.e., the lower-order and higher-order approach [16]. In the
lower-order approach [17–19], the plastic strain gradient terms are only incorporated in the
hardening laws. However, in the higher-order approach, the equilibrium equations are also
adjusted [20–23]. This paper focuses on examining the methods available in the literature
for calculating GND densities in the lower-order crystal plasticity framework by providing
a direct comparison between the results of each method to those measured experimentally.

GND densities are inherently linked to the lattice curvature and can be determined
using the gradients of plastic strain [24]. The derivation of the dislocation densities from
the “curl” of the deformation gradient in the Nye equation has been accompanied with
inconsistencies in the literature, some of which have been reported by Das et al. [25].
Generally, two methods are used in the literature for extracting GNDs using Nye equations.
In the first method, the contribution of each slip system, e.g., α, to GND density is assumed
to be proportional to the plastic shear accommodated on the same slip system α. Hence,
the number of linear equations that should be solved is equal to the number of unknowns,
i.e., GNDs on each slip system α. This is called the direct method, where the density of
GNDs on each slip system is determined unambiguously. The direct method was initially
proposed by Dai [26] and was subsequently implemented in crystal plasticity finite element
(CPFE) models [10,18,27–29]. In the second method, the cumulative contribution of plastic
shears on all slip systems to the total GND densities on all slip systems is assumed to
be proportional to the Nye tensor. This usually results in an under-determined system
of equations where the number of unknowns is more than the number of equations.
Two main approaches are suggested for determining the unknowns. In the first approach,
known as L1, a solution is found by minimizing the dislocation line energy. In the second
approach, known as L2, a solution is found by minimizing the sum of the squares of the
dislocation densities [30]. Das et al. showed that the use of the L2 method leads to a solution
where dislocation densities are evenly distributed on all slip systems, while the use of
the L1 method leads to capturing some variations of GNDs between the slip systems [25].
Negligible difference was found between the magnitudes of the total dislocation densities
obtained from the two minimization approaches. The L2 minimization approach has been
widely used in the CPFE models [31–34]. In contrast to the direct method, which provides
a unique solution for the GND density on each slip system, both minimization approaches
lead to non-unique solutions. Therefore, an investigation is required to compare the
magnitudes and distributions of the obtained GND densities from these two methods.

The measurement of internal stress and dislocation densities helps validate dislocation-
based crystal plasticity models. Diffraction-based experimental methods are mainly used
for measuring internal lattice strains [35–38] and localized stress fields [38,39] as well as
the density of dislocations [40]. For example, the dislocation densities in the vicinity of slip
bands in HCP polycrystals were measured using micro X-ray diffraction [41]. Although
a three-dimensional view of the dislocation densities is provided, only a few grains can
be studied in this technique. A high angular resolution electron back scatter diffraction
(HR-EBSD) technique can be used to measure “relative” elastic strains and rotations and
“absolute” GND densities for many grains, yet close to the sample surface. Diffraction
patterns are collected and then cross correlated using a reference pattern. The deforma-
tion gradient tensor is then calculated and used to determine the relative elastic strain
tensor [42–45] and GND densities using the Nye tensor [46]. Many studies have used
HR-EBSD to compare the numerically obtained GND densities from CPFE models to the
measured ones [33,47–49].

The objectives of this paper are to compare the GND densities calculated using the
direct method to those obtained from the minimization-based method and investigate the
capability of the GND-based CPFE models in capturing the formation of slip bands in an
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α-zirconium polycrystal. Hence, the direct and the minimization-based methods for calcu-
lating GND densities are formulated and implemented in a lower-order strain-gradient
CPFE model. After calibrating single crystal parameters, the evolution of GND and SSD
densities predicted using each method is studied in detail using single crystal FE models.
The capability of the developed non-local models in capturing the experimentally observed
slip bands of a deformed polycrystalline α-zirconium is subsequently investigated. This is
followed by comparing the results of the models for GND densities, stresses, and elastic
rotations to those measured via HR-EBSD.

2. Sample Preparation and Experimental Set Up

Blocks of α-zirconium material were firstly annealed at 700 ◦C and then air cooled
to relieve residual stresses as much as possible. A dog bone sample was subsequently
made with a gauge length of 20 mm. The sample was mechanically polished down to
4000 grit, followed by polishing in a 50 nm colloidal silica suspension and electropolishing
in a −30 ◦C solution of 90% methanol and 10% perchloric acid for 60 s at 25 V. The cross
section of the sample after polishing was measured to be 0.5 × 0.5 mm2.

The sample was uniaxially deformed at room temperature under strain control to
a tensile strain of 1.2% using a strain rate of 2.6 × 10−5 s−1. The EBSD measurement was
performed in a Zeiss MERLIN field emission gun scanning electron microscope (FEG-
SEM) with 20 keV beam energy, 15 nA probe current, and at the working distance of
18 mm. Diffraction patterns were collected every 0.5 μm using a Bruker high resolution
EBSD detector. Following the method developed by Wilkinson et al. [42], elastic strain
and lattice rotations were calculated by cross correlating the collected 800 × 800 pixels
Kikuchi patterns [50]. An EBSD map of the deformed sample with the coordinate system
used is shown in Figure 1a. As shown, the X-axis coincides with the loading direction,
the Z-axis is along the electron beam direction and sample thickness, and the Y-axis is
defined by the cross product of the other two axes. In addition, as shown in Figure 1b,
the c-axis of the HCP crystals is oriented towards the z-axis with a little spread towards
the x-axis. Since the specimen was only deformed to 1.2% and the c-axis of most of the
crystals is perpendicular to the loading direction, deformation twinning was not active in
this experiment. No twin was observed in the EBSD and the ARGUS images taken from
sample after deformation. As such, the effects of twinning are ignored in all mathematical
formulation and CPFE modeling.

Figure 1. (a) An inverse pole figure-Z of the sample with the corresponding pole figure shown in (b).

3. Crystal Plasticity Formulation and Input Model

In this section the constitutive equations implemented for calculating GND densities
using both the direct and minimization-based methods are described. Here, the direct and
minimization-based methods are called “Method I” and “Method II”, respectively. These
equations are implemented in a User MATerial (UMAT) subroutine originally developed
by Abdolvand et al. [51] and recently updated by Sedaghat and Abdolvand [47]. After
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describing the implemented constitutive equations, the steps followed to prepare the FE
input model are presented.

3.1. Crystal Plasticity Constitutive Equations

The total deformation gradient (F) can be decomposed to the elastic (Fe) and plastic
(Fp) parts:

F = FeFp (1)

The total velocity gradient tensor (L) in the current configuration can be divided into
the elastic (Le) and plastic (Lp) parts as:

L =
.
FF−1 =

.
F

e
Fe−1 + Fe .

F
p
Fp−1Fe−1 = Le + Lp (2)

The total velocity gradient tensor can be divided into its symmetric part, i.e., deforma-
tion rate tensors (De, Dp), and asymmetric part, i.e., spin tensors (Ωe, Ωp). The plastic part
of the velocity gradient tensor is calculated using the following equation [52]:

Lp = Dp + Ωp =
N

∑
α=1

.
γ

α→m
α ⊗→

n
α

(3)

where
→
m

α
,
→
n

α
, and

.
γ

α respectively represent the slip direction, the slip plane normal, and
the shear rate on the αth slip system for the N number of active slip systems.

→
m

α ⊗→
n

α
is

known as the Schmid tensor of the slip system α. The shear rate on the slip system α is
calculated based on the resolved shear stress (τα) acting on the same slip system [52]:

.
γ

α
=

.
γ

α
0 sign

(
τα

gα

)∣∣∣∣τα

gα

∣∣∣∣n (4)

where
.
γ0 is a reference shear strain rate, n represents the sensitivity of the material to

a strain rate, and gα is the CRSS of the slip system α. The resolved shear stress acting on the
slip system α is proportional to Kirchhoff stress (ψ) through the following equation [53]:

τα = Pα : ψ (5)

where Pα is the symmetric part of the Schmid tensor. The Jaumann rate of the Kirchhoff
stress tensor (ψ̌) is related to the elastic part of the deformation rate tensor (De) and the elastic
stiffness tensor (C) of the HCP crystal after rotation to the deformed configuration as:

ψ̌ = C : De (6)

The elastic modulus of zirconium HCP crystals used in this study is the one deter-
mined by Fisher and Renken [54]: C11 = 143.5 GPa, C33 = 164.9 GPa, C12 = 72.5 GPa,
C13 = 65.4 GPa, and C44 = 32.1 GPa. The objective rate of Kirchhoff stress, in Equation (6),
is defined as:

ψ̌ =
.

ψ − Ωeψ + ψΩe (7)

The strength of each slip system (gα) in Equation (4) follows a dislocation-based
hardening law [10–12,27]:

gα = gα∗,0 +
Hα

√
D

+ ξGbα

√√√√ N

∑
β=1

qαβ
(

ρ
β
GND + ρ

β
SSD

)
= gα∗,0 +

Hα

√
D

+ ξGbα √
ρT (8)

where gα is the updated CRSS, gα∗,0 is the initial CRSS, D is the equivalent grain diameter,
Hα is the Hall-Petch parameter for slip system α, ξ is a material constant, G is the shear
modulus, bα is the size of the Burgers vector for the slip system α, and ρ

β
GND and ρ

β
SSD are
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the GND and SSD densities on the slip system β. A hardening matrix qαβ is introduced
to consider the effects of self- and latent-hardening. For the sake of simplicity in deriving
a solution, the term under the radical is called ρT . It is assumed that the GND and SSD
densities have the same hardening matrix qαβ. The shear modulus, G in Equation (8),
is assumed to be the average value of C44, C55, and C66 [55]. The material constant ξ is
assumed to be 0.5.

It is assumed that the evolution of SSD densities follows the equation below [10,56]:

.
ρ

α
SSD =

∣∣∣ .
γ

α
∣∣∣

bα

(
Kα

√
ρα

SSD + ρα
GND − 2yα

c ρα
SSD

)
(9)

where Kα is the dislocation accumulation constant and yα
c is the dislocation annihilation

length. The first term in the right-hand side of the Equation (9) is the dominant term at the
early stages of plasticity, while with further loading, the effects of the second term will be
non-negligible. In the following sub-sections, the two methods used for calculating GND
densities are presented.

3.1.1. Method I

In the first method, the GND density of the slip system α is uniquely correlated with
the resolved shear strain accumulated on the same system [26]:

.
ρ

α
GND =

.
γ

α

bα

∣∣∣Curl
[→

n
α

j Fp
ji

]∣∣∣ = .
γ

α
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∣∣∣∣∣∣εikq
∂(

→
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α

j Fp
jq)

∂xk

∣∣∣∣∣∣ (10)

where εikq is the permutation tensor. Hence, ρα
GND has a unique solution. For implementing

Equations (8)–(10) into the UMAT, the time derivative of Equation (8) is firstly calculated
and coupled with Equations (9) and (10) to solve for the increments of shear strains using
the Newton-Raphson iterative algorithm. The evolution of CRSS can be reformulated by
taking the time derivative of Equation (8):

.
gα

= ξGbα

.
ρT

2
√

ρT
, where
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N

∑
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β
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)
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By substituting Equations (9) and (10) into Equation (11) we have:

.
gα

=
N

∑
β=1
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The complexity of implementation of this method in the UMAT subroutine is calcula-
tion of the gradient term, which was originally developed by Abdolvand [57].

3.1.2. Method II

In the second method, the density of GNDs on the slip system α is defined as [30]:

(
curl

(
FpT

))T
=

N

∑
α=1

(
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GND, s

→
b
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m
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+ ρα

GND,et
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t

α
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→
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α
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α
)

(13)

ρα
GND for each slip system can be decomposed into three components, one for screw type

dislocation ρα
GND, s and two edge type dislocations, ρα

GND,en and ρα
GND,et with tα = mα × nα,

respectively. In contrast to Method I, Method II has infinite solutions where a minimization
scheme is usually used to find a solution. Equation (13) can be solved by minimizing the
sum of the squares of GND densities [19]:

{ρα
GND} = AT(AAT)−1B (14)
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where
{

ρα
GND

}
is 3N × 1 column vector including the components of GND for slip system

α, B is a 9 × 1 vector, containing the curl function components in Equation (13), and A is
a 9 × 3N matrix with the basis tensors of Equation (13). The time derivative of Equation
(13) is determined as:(

curl(
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By substituting Equations (15) and (9) into Equation (11), we have:
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Similar to Method I, the first term in the right-hand side of Equation (16) shows
an explicit correlation between the shear strain rate

.
γ

β and
.
gα, but the second term repre-

sents the effects of GND evolution rate on
.
gα. Therefore, both GND density and the rate of

GND density evolution should be determined in Method II. Further, a minimization ap-
proach must be followed to determine the two tensors. Accordingly, the implementation of
Method II is relatively more complicated and computationally costly compared to Method
I. Here, the method originally developed by Abdolvand [57] was adopted to calculate the
curl of Fp, which was subsequently implemented in the UMAT as described in [47].

The single crystal parameters used for HCP zirconium for each method are provided
in Table 1. The single crystal parameters for the Method II model were calibrated using
a comprehensive data set measured in a series of in-situ neutron diffraction experiments
conducted on HCP zirconium polycrystals [58]. Measured macroscopic stress-strain curves,
lattice strains, and texture development were used to calibrate the model parameters
as explained in [47]. The model parameters for Method I are calibrated such that they
reproduce identical stress-strain curves to those from the model with Method II. The initial
SSD density is set at 1010 m−2 for both methods. The effect of twinning is ignored in
the simulations since no twin was observed in the experiment. Here, only the single
crystal parameters for Method I require calibration. The process of calibration is discussed
in Section 4.1.

Table 1. Single crystal parameters used in the hardening law for HCP zirconium from Sedaghat and
Abdolvand [47].

Prism Basal Pyramidal

n 20 20 20
.
γ

α
0
(
S−1) 3.5 × 10−4 3.5 × 10−4 1.0 × 10−4

qss (self) 1 1 1
qst (t = prism) 1 1 0
qst (t = basal) 1 1 0
qst (t = pyramidal) 0 0 1
Burgers vector (nm) 0.323 0.323 0.608
Hα

(
MPa

√
m
)

0.109 0.146 0.292
gα∗,0 (MPa) 95 135 266

MI
Kα 0.07 0.07 0.30

yα
c (nm) 5 5 10

MII
Kα 0.05 0.05 0.30

yα
c (nm) 5 5 10

3.2. Input Models
3.2.1. Single Crystal

The evolution of GND and SSD densities as well as the CRSS of each slip system is
studied using the single crystal model. This is to provide a comparison between the two
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methods used. A cube-shaped single crystal with a side length of 20 μm is used for the
FE input model. The cube is deformed uniaxially to 5% applied strain at the strain rate
of 10−5 s−1. Uniaxial tensile strain is applied on the surface DCGH along the X-direction
(Figure 2a). Fixed displacement boundary conditions are applied on the ABFE, AEHD, and
EFGH surfaces along X, Y, and Z directions, respectively. The model is discretized with
1000 quadratic brick elements with reduced integration points (C3D20R), with 10 elements
in each direction. The c-axis of the HCP crystal was rotated with respect to the loading
direction from 0◦ to 90◦ at the step size of 22.5◦. As shown in Figure 2a, the misorientation
between the loading direction and crystal c-axis is presented by θ.

 
Figure 2. (a) Applied boundary conditions for the single crystal model. (b) The EBSD-measured microstructure imported
into the finite element solver with the meshed map shown in (c).

3.2.2. Polycrystal

The measured EBSD map shown in Figure 1a is imported into the ABAQUS FE solver.
The imported polycrystal model is shown in Figure 2. The as-measured strain and strain
rates are applied to the FE model. The boundary conditions used are ux = 0 and uy = 0 on
the ABCD and CGHD surfaces, respectively, and uz = 0 on the AD and DH edges. The
model is extruded in the z direction to the thickness of 50 μm to be consistent with the
measured average grain size of the specimen. After conducting a mesh sensitivity study to
ensure that FE results are converged, the model was discretized to 65,157 C3D20R brick
elements. Three elements along the model thickness are used. The EBSD-measured grain
orientations are assigned to each modeled grain. The model was deformed in two steps; in
step 1, 1.2% uniaxial strain was applied to the model in the global x-direction, and in step
2, the model is unloaded and allowed to relax. In all simulations presented, the maximum
time increment allowed is 5 s to ensure that the calculated GND densities are independent
from the size of the selected time increment and are converged.

4. Results

A single crystal model is firstly used to calibrate the single crystal parameters for
Method I of the CPFE model. This is followed by comparing the results of the CPFE models
to those measured using HR-EBSD for stress, lattice rotations, and GND densities within
the polycrystal. The capability of each method in determining slip activity and capturing
slip bands is also discussed.

4.1. Single Crystal

The single crystal model shown in Figure 2a is used to calibrate the single crystal
parameters for Method I of the CPFE model. The calculated stress of this method is
compared to the one from Method II of the CPFE model. In addition, the calculated slip
activities and GND densities are compared between the two methods. This is to understand
the differences between each method at the single crystal level and to establish a foundation
for the differences observed in the polycrystalline simulations.
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In Figure 3a, the stress-strain curves calculated with the CPFE model using both
Method I and II at five different crystal orientations are shown. In addition, the calculated
relative activities of each slip system from both methods are provided in Figure 3b. Relative
activities are the resolved shear strain (γα) for each slip set divided by the total shear strain
at the applied strain of 5%. It is shown that identical stress-strain curves and slip activities
are obtained for different crystal orientations.

Figure 3. (a) The average stress-strain curve, (b) relative slip activity, and (c) relative GND density calculated for a single
crystal with different c-axis misorientation with the loading direction (θ). Comparisons are made for Method I (M I) as well
as Method II (M II) of the CPFE model.

Figure 3c compares the calculated relative GND density of each slip system from both
methods of the CPFE model. Relative GND densities are determined by dividing the total
GND density calculated for each slip set by the total GND density calculated for all slip
systems. The calculated relative GND densities from Method I follow the same trends
captured for the slip activities. However, the relative GND densities of Method II follow
a nearly horizontal line, which is independent from the misorientation angle θ and the
calculated slip system activity. Moreover, the relative GND density of the pyramidal slip
system is almost four times higher than those from prism and basal slip systems. The
relative GND densities calculated for prism and basal slip systems from Method II are
identical. These two curves overlapp in Figure 3c. The relative GND densities calculated
using Method II for each slip set is proportional to the number of variants for each slip set.
That is, GND densities are evenly distributed on all variants of a slip system when Method
II is used.

The evolution of the average GND and SSD densities of each slip set from the
two methods implemented in the CPFE framework is compared in Figure 4. For each
slip set, the total calculated dislocation density, either GND or SSD, is divided by the

number of variants in the same slip set, i.e., M in ∑M
α=1 ρα

GND
M is 3, 3, and 12 for prism, basal,

and pyramidal slip systems, respectively. Results are for three different misorientation
angles (θ). In addition, the calculated total dislocation densities, GNDs plus SSDs, from the
two methods are compared. Although both methods predict identical average stress-strain
curves (Figure 3a), a significant difference in the predicted GND densities is observed. The
SSD and GND densities from Method II have the same order of magnitude. However, in
Method I, SSD densities are at least two orders of magnitude higher than GND densities.
This means that the hardening of slip systems from Method I is mainly driven by SSD den-
sities as the contribution of GND densities is almost negligible. The cumulative dislocation
densities calculated from both SSDs and GNDs are almost equal to those calculated from
Method II. This results in calculating the same evolution for CRSS using both methods.
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Figure 4. The evolution of the average GND density, average SSD density, and total dislocation density of prism, basal and
pyramidal slip systems at different crystal c-axis misorientations with the loading direction (θ). Results are for CPFE model
using Method I and II. M is 3, 3, and 12 for prism, basal, and pyramidal slip systems.

4.2. Polycrystal

Results presented in this section are from the CPFE model using both Method I and II.
The CPFE results for GND densities are presented and compared to those measured via
HR-EBSD. In addition, the capability of both methods in simulating formation of slip bands
is evaluated by comparing the numerical results to those from SEM images of the deformed
specimen. Finally, the distribution of calculated stresses and elastic lattice rotations are
compared to those measured using HR-EBSD.

4.2.1. GND Density and Slip Activity

The distributions of total GND densities after the unload step for Method I and II are
shown in Figure 5a,b, respectively. The total GND density from Method I is about an order
of magnitude smaller than that calculated using Method II. For example, in grains G2, G3,
and G5, marked in Figure 5a, a significant portion of the grains have GND densities lower
than 109 m−2 when Method I is used. Moreover, the maximum GND density from Method
I is about 4 × 1012 m−2, but it is ~7 × 1014 m−2 when Method II is used. Although there is
a noticeable difference in the magnitudes of calculated GNDs, the predicted trends are quite
similar between the two methods. For example, most of the grain boundaries have high
GND densities. In addition, both methods predict highly localized GND concentration sites
at the top-right sections of grains G1 and G2, upper side of grain G3, and right side of grain
G6. These areas are shown by the white circles in Figure 5a. HR-EBSD measurement also
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shows high GND density at these regions, as shown in Figure 5c. However, the magnitudes
of GND densities from HR-EBSD are higher than those from both CPFE methods, but
much closer to those from Method II. In comparison to Method I, the magnitude of GND
densities from Method II is closer to those measured with HR-EBSD. This is not surprising
because in the calculation of GND densities from HR-EBSD measurements, Method II is
used along with the L1 optimization scheme. As a result, it is expected to have a better
agreement between HR-EBSD measurements for GNDs and those from Method II of the
CPFE model. The effects of using L1 and L2 optimization schemes in determining GND
densities from HR-EBSD are discussed elsewhere [59,60]. In addition, Method I cannot be
used for HR-EBSD measurement as the plastic resolved shear strain on each slip system
(γα) cannot be directly extracted with this technique (see Equation (10)).

 

Figure 5. The distribution of total GND density from (a) CPFE model using Method I, (b) CPFE model using Method II. and
(c) HR-EBSD. (d) SEM-ARGUS image of the deformed sample. In (d) slip bands are shown with the black dashed lines and
crystal orientations are shown using HCP crystals.

Figure 5d shows an ARGUS image of the deformed polycrystal, in which slip bands
can be observed in most of the grains. For better visualization, the orientations of slip
bands are shown with the black dotted lines. Interestingly, CPFE results from both Method
I and II also show GND density localization in the form of slip bands. For example, in
grains G1, G2, G3, and G4, a distinct slip band is formed that spans from one side of the
grain to another, as shown with the white dotted lines in Figure 5b. The orientations of
these bands are in agreement with those observed in the SEM image in Figure 5d. In
addition, both CPFE methods have captured the crossing of the two separate slip bands
observed in grain G7. The two slip bands can also be observed in the ARGUS image. The
CPFE results reveal that these slip bands are associated with the localization of plastic
shear on the prism planes. This is also consistent with the measured grain orientations as
shown in Figure 5d. For example, in grains G2, G3, and G4, the observed slip bands of
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the ARGUS image are parallel to ones of the variants of the prism planes of the illustrated
HCP crystals. Therefore, both Method I and II are equally effective when predicting the
direction of slip bands.

In order to determine the relationship between the observed slip bands and active slip
systems, the average resolved shear strain and GND density of each slip set are extracted
from the CPFE results and are shown in Table 2. These values are calculated by taking the
volume average of the resolved shear strains, or GNDs, calculated at all integration points
assigned to each grain. The calculated average value for each slip set is the summation over
all variants, i.e., 3 variants for basal or prism, and 12 variants for pyramidal <c + a>. Table 2
summarizes the amount of slip and GND density accumulated on the prism, basal, and
pyramidal slip systems of grains G1 to G5. The predominant slip system with the highest
value is presented in bold. Both methods confirm that the predominant slip system for all
five selected grains is slip on the prism planes. For example, for grain G4 almost all plastic
deformation is accommodated by prism slip systems whereas for grain G3 both basal and
prism slip systems are active with prism being the most active one. Although these trends
are also observed for the GND densities obtained from Method I, the pyramidal slip system
accommodates most of the GNDs calculated in Method II. In fact, the GND density from
method II is almost evenly distributed on all eighteen variants, but since the pyramidal slip
system has 12 variants, it always has the highest GND density once the summation is done
over all 12 variants. These results are consistent with the trends observed for the single
crystal model. The heterogeneous distribution of the GND densities on the different slip
variants in Method I is more reasonable compared to Method II, where the GND densities
on individual slip variants are always equal, regardless of the applied loading conditions.

Table 2. Average resolved shear strains and GND densities from the CPFE models. Results are for grains G1 to G5 of the
polycrystalline model at 1.2% applied strain. The predominant slip system is shown in bold.

Grain ID GND Method
Cumulative Resolved Shear Strain GND Density m−2

Prism Basal Pyr Prism Basal Pyr Total

1
I 4.8 × 10−2 3.6 × 10−3 <10−4 1.6 × 1011 1.5 × 109 1.3 × 106 1.6 × 1011

II 4.4 × 10−2 2.4 × 10−3 <10−4 3.8 × 1011 3.8 × 1011 2.1 × 1012 2.9 × 1012

2
I 2.4 × 10−2 1.2 × 10−3 <10−4 3.7 × 109 1.4 × 108 4.1 × 105 3.9 × 109

II 2.3 × 10−2 1.1 × 10−3 <10−4 1.8 × 1011 1.8 × 1011 9.1 × 1011 9.5 × 1011

3
I 7.0 × 10−2 3.2 × 10−2 <10−4 1.2 × 1010 1.4 × 1010 4.5 × 106 2.6 × 1010

II 6.9 × 10−2 3.0 × 10−2 <10−4 1.9 × 1012 1.9 × 1012 8.8 × 1012 1.3 × 1013

4
I 1.1 × 10−1 5.5 × 10−3 <10−4 7.7 × 1010 5.1 × 109 9.2 × 107 8.2 × 1010

II 1.2 × 10−1 5.3 × 10−3 <10−4 2.1 × 1012 2.1 × 1012 1.2 × 1013 1.6 × 1013

5
I 2.4 × 10−2 1.2 × 10−3 1.2 × 10−4 2.6 × 109 1.2 × 109 4.5 × 108 4.3 × 109

II 2.3 × 10−2 0.9 × 10−3 1.1 × 10−4 4.2 × 1011 4.2 × 1011 2.5 × 1012 3.3 × 1012

Figure 6 shows the distribution of resolved shear strains on the first and second most
active slip variants. Results are for grains G2, G3, and G4. All variants are related to the
slip on prism, except for grain G3 where its second dominant variant belongs to the basal
system (see Table 2). Shear strain localization in the form of slip bands is observed in all
three grains. These slip bands are shown with a red dotted lines in Figure 6. These bands
are parallel to the ones observed in the GND maps in Figure 5a,b as well as those observed
in the ARGUS image of Figure 5d.

4.2.2. Stress

The normal stress component along the loading direction (σ11) and the in-plane shear
stress component (σ12) of grains G3, G4, and G5 are shown in Figures 7 and 8, respectively.
The distribution of σ11 is almost identical between Method I and II. After unloading, the
normal stress drops significantly. The distributions of σ11 from HR-EBSD are also shown in
the last row of Figure 7. In an HR-EBSD measurement, a reference point is selected within
each grain to measure “relative” stresses and elastic lattice rotations with respect to this
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point. These reference points are shown with the red dots in Figure 7. Since stresses from
HR-EBSD are relative, the calculated stresses at all integration points assigned to a grain
are reduced from those calculated at the integration point that coincides with the HR-EBSD
reference point. This is to provide a like-to-like comparison between CPFE results and the
HR-EBSD measurement.

Figure 6. The distribution of resolved shear strain on the most active (first row) and the second most active (second row)
slip systems. Results are for the CPFE model with Method I shown in the right column and Method II in left column. Grain
IDs are shown on the top of each grain.

Figure 7. The normal stress component along the loading direction for grain G2, G3, and G4. A comparison between
Method I (right column) and Method II (left column) of the CPFE model and HR-EBSD (last row).
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Figure 8. The in-plane shear stress component of grains G2, G3, and G4. A comparison between Method I (right column)
and Method II (left column) of the CPFE model and HR-EBSD (last row).

For grain G2 of Figure 7, a tensile stress field is predicted in the lower half of the grain
where the stress magnitude increases toward the grain boundary. This is in agreement with
HR-EBSD measurement. In addition, two compressive stress fields are observed in the
upper half of the grain. In comparison to the measurement, the size of these two fields is
overestimated in CPFE results, although the trends are the same. Grain G3 can be divided
into three regions, i.e., top, bottom, and middle regions. Calculated stress σ11 is tensile
in the top and bottom regions, while it is compressive in the middle region. This is in
agreement with the HR-EBSD measurement. For grain G4, the left side of the grain has
a compressive stress field, and the bottom side of the grain has a tensile stress field in both
the model and experiment.

In Figure 8, it is shown that the distribution of shear stress σ12 is nearly identical
between Method I and II. For grain G2, a negative shear stress band is observed in the
CPFE results on the top-left side of the grain. This band is also observed in the HR-EBSD
measurement. In addition, a positive σ12 region, at the top-right side of the grain, is
calculated in both CPFE models, which is also observed in the HR-EBSD measurement.
However, there are regions in grains G3 and G4 where the calculated shear stress σ12 does
not match with those from the HR-EBSD measurement. The magnitude and distribution
of calculated normal (Figure 7) and shear stresses (Figure 8) are quite similar between the
Method I and II.

4.2.3. Lattice Rotations

The in-plane elastic rotation component of grains G2, G3, and G4 are shown in
Figure 9 and the results of Method I and II are compared with those from HR-EBSD. Since
measurements were done at the surface, only the in-plane component of the lattice rotation
(Ωe

12) is shown. The relative values with respect to the reference point are presented in the
last row of the simulation results. No difference is observed between the two methods in all
the three grains after the loading and unloading steps. This means that although different
GND densities are calculated in these two methods, the parameters are calibrated well,
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such that the resulting deformation tensors are almost identical from the two methods.
The relative values with respect to the reference point of the EBSD follow the same trend
as the HR-EBSD measurement. For example, both CPFE and HR-EBSD results show
positive elastic rotation Ω12 in the left half of grain G2. In addition, in both the model and
experiment, the top side of grain G3 has negative elastic rotation Ω12. Furthermore, the
CPFE results show negative Ω12 on the top-right side and positive Ω12 on the lower left
side of grain G4, which agrees with the HR-EBSD measurement.

Figure 9. The elastic rotation component Ω12 of grains G2, G3, and G4. A comparison between Method II (left column) and
Method 1 (right column) of the CPFE model and HR-EBSD (last row).

5. Discussion

A lower-order strain-gradient crystal plasticity finite element model was developed
in which two different methods were used to describe the evolution of GND densities. In
Method I, a definite value was calculated for the magnitude of GNDs on each slip system,
whereas in Method II, a minimization approach was used to solve for an under-determined
system of equations. The performance of CPFE models was examined both for single
crystal models and for polycrystalline models. In addition, the as-measured microstructure
of a deformed α-zirconium sample was imported to the FE solver to compare the calculated
grain-scale stresses, elastic lattice rotations, and GNDs to those measured using HR-EBSD.

Results shown in all previous sections were for single or polycrystalline models with
an average grain size of more than 20 μm. The results of the strain-gradient CPFE model,
however, are length-scale-dependent and are highly sensitive to the size of the studied
grains [47]. Such a size dependency originates from the accumulated GND density, which
is a function of plastic strain gradients. Since the magnitudes of GND densities from
Method I and II are very different, it is important to check the effects of grain size on the
results obtained. To do so, the single crystal model used in Section 3.1 is also used here, but
the model is scaled so that different grain sizes can be studied. The model is scaled to ten
different sizes from 0.125 μm to 64 μm and the calculated stresses, GND, and SSD densities
from Method I and II are compared. The misorientation between the c-axis of the grain
and the loading direction is set at 22.5◦, 45◦, and 67.5◦. The macroscopic strain applied to
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the polycrystal is 5%. The Hall-Petch effects are switched off to only study the geometrical
effects on the material hardening.

Figure 10a–c show that the average stress for the single crystal with a misorientation
angle of 22.5◦, 45◦, 67.5◦, respectively. It is shown that the stress magnitude is highly
affected by the model size when Method II is used, particularly when the grain size is
smaller than 10 μm. Although Method I also shows some dependency on the grain size,
the magnitude of the stress is only significantly affected by the grain size for the grains
smaller than 1 μm. This is the reason why the stresses obtained from the two methods for
the polycrystal, presented in Section 4.2.2 with an average grain size of 50 μm, are not that
different. Figure 10d–f show that the average GND and SSD density for the single crystal
with a misorientation angle of 22.5◦, 45◦, 67.5◦, respectively. It is shown that the calculated
GND density has a linear relation with the grain size in the log-log scale. Interestingly, the
slopes of these two lines are the same for the two methods used. In contrast to GNDs, SSDs
are almost unaffected by the grain size. Therefore, the hardening of bigger grains is SSD
driven, while that of smaller grains is GND driven. This means that SSDs are as important
in determining stress development. Hence, when the formulation provided here is used to
study fracture of polycrystals at grain scale [31,32], it is very important to fully characterize
the contribution of both GNDs and SSDs to material plastic deformation.

Figure 10. A comparison between the results of the CPFE model, using Method I and II, for the single crystal model in
Figure 2a at ten different grain sizes. Stress along the loading direction for the misorientation angles of (a) 22.5◦, (b) 45◦,
and (c) 67.5◦. GND and SSD densities for the misorientation angles of (d) 22.5◦, (e) 45◦, and (f) 67.5◦. The values on the
x-axis represent the size of the single crystal. Hall-Petch effects are switched off.

A lower-order strain-gradient crystal plasticity model is used here, where the material
hardening law is modified by including the strain gradient terms. One of the disadvantages
of this approach is the formation of unrealistic, localized deformation fields as described
in [16]. Further, when lower-order formulation is used, CPFE results are mesh-size depen-
dent; on the other hand, when higher-order formulation is used, CPFE results are almost
mesh independent [61].

The simulation results obtained from CPFE models showed several discrepancies
with respect to those from HR-EBSD. The observed discrepancies could be due to ignoring
the sub-surface grain structures in the CPFE results. As shown in Figure 2, a columnar
grain structure was assumed in the CPFE model by extruding the measured EBSD map
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along the z-axis. This is because the EBSD measurement provides the information about
the sub-surface grains. Although ignoring the sub-surface grain structures may affect the
stress values at the free surface in the CPFE results [62–64], Zhang et al. showed that the
calculated trends in the GND densities and strains are not much affected by the sub-surface
microstructure [48].

Table 3 summarizes the results of the comparisons made between Method I and II.
The effectiveness of the two methods can be assessed using two different perspectives:
implementation and performance. From the implementation point of view, Method I is
more straightforward and can be used for developing higher-order non-local CPFE models.
This method is also computationally efficient since no optimization is required to determine
the density of GNDs. In terms of performance, the use of Method II leads to closer numbers
to those measured with HR-EBSD for GND density but results in uniform distribution of
GNDs on all slip variants. Finally, when larger grain sizes are used, typically more than
10 μm, there is no difference between the two methods.

Table 3. A comparison between Method I and II for determining GND densities.

Implementation

Lower-order
non-local CPFE

Both methods can be implemented, but the implementation of Method I is
more straightforward than Method II

Higher-order
non-local CPFE Only Method I

Performance

Total GND density Results from Method II are closer to those measured with HR-EBSD.

GND density on
each slip system

Method I: the calculated values are proportional to the cumulative slip for
each slip variant
Method II: almost equal for all slip systems

6. Conclusions

A user material (UMAT) subroutine is updated to include the strain-gradient effects.
Two different methods are used for determining GND densities. The performance of
the two methods for simulating the formation of slip bands in a deformed α-zirconium
specimen is investigated. Numerical results are compared with those measured with
HR-EBSD. It is shown that:

1. The GND maps calculated from the strain-gradient CPFE models using both methods
show formation of localized GND lines within the grains of the polycrystal. These
GND lines are parallel to the slip bands observed in the deformed specimen using
electron microscopy. The slip bands can also be seen in the CPFE-calculated shear
strain maps.

2. The use of the minimization-based approach for the determination of GND densities
(Method II) leads to a uniform distribution of GNDs on all slip systems, whereas
when the direct approach (Method I) is used, the magnitude of the calculated GNDs
on each slip system is proportional to the plastic shear strain accumulated on the
same slip system.

3. Although the magnitudes of GND densities are different from the two methods, the
trends observed for the calculated grain-scale stresses and lattice rotations are the
same. This is because for the studied microstructure, where the average grain size is
50 μm, the calculated total dislocation density, GND plus SSD, from the two methods
is almost the same.

4. When a smaller grain size is used, the calculated average stresses from the two
methods are different. The critical grain size below which the geometrical effects
become significant is higher in Method II, compared to Method I.

5. The dislocation-based hardening law used here is SSD driven for larger grains and
GND driven for smaller grains, and accurate implementation of both mechanisms is
important when different grain sizes exist in the microstructure.
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The formation of the slip bands can also be simulated using higher-order strain-
gradient crystal plasticity models. The incorporation of higher order terms to the CPFE
model is in the scope of our future studies.
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Abstract: Tube high-pressure shearing (t-HPS) processing was performed on a eutectic Bi–Sn (57/43)
alloy for 0.25, 1, 5 and 20 turns. The selected samples were stored at room temperature for up to
56 days to examine the strain weakening and self-annealing behavior of the alloy. The results showed
that t-HPS processing gradually refined the microstructure and led to decreasing of microhardness,
but microhardness increased slowly during the subsequent storage at room temperature. Shear
localization of the eutectic structure during t-HPS processing was observed as large amounts of
narrow dense lamellar zones were visible in the deformed microstructures. The Bi–Sn (57/43) alloy
processed by t-HPS exhibited significantly enhanced superplastic properties with elongations up
to >1800% in a sample after t-HPS processing for 20 turns. This high elongation is attributed to the
breaking of the lamellar structure and the very small grain size.

Keywords: Bi–Sn alloy; microhardness; self-annealing; superplasticity; tube high-pressure shearing

1. Introduction

Considerable interest has developed over the last two decades to producing and
measuring the mechanical properties of materials with exceptionally small grain sizes.
Ultrafine-grained (UFG) metals are defined specifically as metals where the average grain
size is less than ~1 μm [1] and these small grains divide into the two categories of submi-
crometer grains with sizes of 100–1000 nm and nanometer grains where the average size is
<100 nm. An advantage in producing these materials is that they exhibit high strength and
there is a potential for achieving superplastic elongations at exceptionally rapid strain rates
which would be advantageous for manufacturing parts in the superplastic forming indus-
try [2]. Materials with UFG structures are generally produced using procedures based on
the application of severe plastic deformation (SPD) where the material is subjected to a very
high strain but without any significant changes in the overall dimensions of the workpiece.
As discussed in a comprehensive review [3], the two main techniques of SPD processing
are equal channel angular pressing (ECAP), where a rod or a bar is pressed through a die
constrained within a channel bent through a sharp angle [4], and high-pressure torsion
(HPT), where the sample is generally in the form of a thin disk subjected to high pressure
and concurrent torsional straining [5].

Both ECAP and HPT are effective for processing to produce metals with very small
grains, but the procedures are different because ECAP is a discontinuous and labor-
intensive process in which the sample is removed and then reinserted into the die between
each pass whereas HPT is a continuous process where the sample is torsionally strained up
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to the required maximum numbers of rotations. In practice, the experiments show that pro-
cessing by HPT has two advantages over ECAP because it produces smaller grain sizes [6,7]
and a larger fraction of grain boundaries with large angles of misorientation [8–12]. Nev-
ertheless, HPT processing has a significant disadvantage because the processed samples
are generally very small and therefore they can be used in small-scale applications such as
electronic devices but cannot be utilized in large-scale industrial applications.

To overcome this deficiency while at the same time using a processing method based
on the application of shearing, an alternative approach was developed which is known as
tube high-pressure shearing (t-HPS). This is a new and novel SPD technique that was used
effectively to process commercial purity aluminum [13] and also to produce a multilayered
structure using pure Pb and pure Sn as prototype materials [14,15].

To date, very few results are available on the processing of materials by t-HPS although
the procedure appears promising for fabricating UFG metals. Accordingly, the objective of
this study was to examine the microstructural evolution associated with t-HPS, consider
the effect of the occurrence of self-annealing after the processing operation and conduct
tensile testing to evaluate the potential for achieving good superplastic properties. The
experiments were conducted using the Bi–Sn eutectic alloy where this material was chosen
for two reasons. First, a very recent study using HPT showed that this alloy exhibited
extensive self-annealing but with good superplastic behavior [16,17]. Second, a very early
investigation representing the first report of true superplasticity in any metal showed that
the Bi–Sn eutectic alloy in an extruded condition exhibited exceptionally high elongations
to failure in tensile testing [18].

2. Experimental Material and Procedures

Tubular samples of the Bi–Sn (57/43 wt%) eutectic alloy were cast from a mixture
of Bi and Sn beads with purities of 99.99%. The principle of the t-HPS process was
introduced earlier [13] and basically the procedure in t-HPS is that a tubular sample with
an outer radius of around 47.7 mm and a wall thickness of around 2.7 mm is placed in
the gap between the central mandrel and the outer cylinder of the t-HPS facility and high
hydrostatic pressure is introduced to the sample by compressing the pressure rings placed
at the upper and lower ends of the tubular sample. As the outer cylinder rotates, the
large frictional force at the interfaces between the central mandrel/outer cylinder and the
sample drags the sample to shear. The rotation speed in these experiments was set to about
0.2 turns per minute. The samples were processed by t-HPS through a total number (n)
of 1/4, 1, 5 and 20 turns. Following t-HPS, self-annealing was conducted by storing the
samples at room temperature (RT) for various times up to a maximum of 56 days.

The samples were etched using a solution of FeCl3 after polishing. X-ray diffraction
(XRD) (Cu Ka radiation) was employed to examine the Bi–Sn samples after processing with
the diffractometer set to around 0.015◦ per step. The microstructures of the selected samples
were observed with a scanning electron microscope (SEM) JEOL JSM-7001 operating at a
voltage of 15 kV. Microhardness values were recorded using a Vickers hardness tester with
a load of 50 gf and dwell times of 10 s. Focused ion beam (FIB) was employed to investigate
the nature of the Sn particles within the Bi phase after HPT processing and storage at RT.
The ion beam voltage of the FIB was 30 kV and the final milling current was 50 pA. The
cross-section of the disk sample was milled so that the Sn particles became visible.

After t-HPS processing, the tube samples were firstly flattened slowly to form a long
sample. Then, tensile samples with gauge lengths of 3 mm and widths of 2 mm were
machined from the long samples. The thickness of these samples was around 2 mm. Tensile
tests were performed on these samples using an Instron testing facility under initial strain
rates of 1.0 × 10−2, 1.0 × 10−3 and 1.0 × 10−4 s−1 at room temperature.

3. Experimental Results

Figure 1 shows the microstructures of the Bi–Sn alloy (a) in the as-cast condition and
after t-HPS processing for (b) 0.25, (c) 1, (d) 5 and (e) 20 turns, where the SEM observations
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were conducted after storage at RT for 8 h following t-HPS processing. Inspection showed
the as-cast Bi–Sn alloy has a typical eutectic structure where the Bi phase and the Sn
phase are complementary and packed together. As the etchant preferentially attacked
the Sn phase, large amounts of very small Bi precipitate particles became visible within
the Sn-rich areas after etching. After t-HPS processing for 0.25 and 1 turn, no significant
microstructural change was observed despite some slight rotation of the lamellar structure,
and the overall eutectic structure was not destroyed. As the number of turns increased to
5 and 20, it was observed that each phase started to fracture. The edges of both phases
became sharper and grains with equiaxed shapes became visible.

  
(a) (b) 

 
(c) (d) 

 
(e) 

Figure 1. Microstructure of the Bi–Sn samples in (a) the as-cast condition and after t-HPS processing
for (b) 0.25, (c) 1, (d) 5 and (e) 20 turns and storage at RT for 8 h.

The XRD spectra of a Bi–Sn sample in the as-cast condition and after t-HPS processing
for five turns are shown in Figure 2 where the peaks of pure Bi and Sn are indicated. The
XRD pattern reveals that the Bi–Sn (57/43) alloy is composed of pure Bi and pure Sn
elements only and no binary compound is detected.
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  (a) (b) 

Figure 2. XRD spectrum of the Bi–Sn samples in (a) the as-cast condition and (b) after t-HPS
processing for five turns and storage at RT for 8 h.

When the microstructure was observed under a lower magnification, it was noticed
that the shear deformation was not homogeneous and there were some narrow dense
lamellar bands visible in the matrix. As shown in Figure 3a, the width of these bands
was around 10–20 μm after five turns of t-HPS processing. The phase inside such bands
preserved the original lamellar structure of the as-cast sample while the phase structure
outside these bands consisted of equiaxed grains. After 20 turns of deformation, the length
of dense lamellar bands was much shorter.

 
(a) (b) 

Figure 3. Microstructure of the Bi–Sn samples after t-HPS processing for (a) 5 and (b) 20 turns and
storage at RT for 8 h, with arrows indicating the lamellar bands.

A Bi–Sn sample processed by t-HPS for five turns was used to evaluate the evolution
of microhardness during storage at RT. Microhardness indentations were recorded for
the sample and these measured values were then plotted against the number of days
of storage as shown in Figure 4. The as-cast Bi–Sn (57/43) alloy had microhardness of
~22.5 ± 0.5 Hv. The microhardness values were recorded as ~11.1 ± 0.9 Hv after t-HPS
processing and storage for 8 h at RT. Microhardness increased gradually during storage,
reaching ~13.0 ± 0.5 Hv after 7 days of storage, and further increased to ~14.4 ± 0.3 Hv
and ~14.9 ± 0.7 Hv after 42 days and 56 days of storage, respectively. Similar behavior
was widely reported in low melting temperature materials processed by severe plastic
deformation, for example, in the Zn–Al, Sn–Pb and Bi–Sn alloys [16,17,19–22]. However,
it is worth noting that microhardness of the Bi–Sn (57/43) alloy after t-HPS processing is
more stable compared to the condition after processing by HPT. As shown in an earlier
study, microhardness of the Bi–Sn alloy dropped from ~25.2 Hv to around 8 Hv after
processing by HPT for five turns, and thereafter microhardness increased to around 17 Hv
after 7 days of storage at room temperature [16,17].
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Figure 4. Microhardness of the Bi–Sn samples versus the number of days of storage at RT after t-HPS
processing for five turns.

Figure 5 shows the microstructures of the Bi–Sn samples after storage at RT for various
periods. The Sn phase was etched away by the etchant so that the Bi phase is clearly visible
in the images. As shown in Figure 5a, the phase structure was broken by the shear stain
and there were large numbers of Bi phase islands with essentially equiaxed shape. As the
number of storage days increased, the Bi phase grew and connected together again so that
the total number of small Bi islands decreased. Moreover, it is observed in all of these
images that pitting holes existed inside the Bi phase where these pitting holes had sizes
of around several hundred nanometers. It is reasonable to expect that these pitting holes
were pre-resolved Sn particles within the Bi phase which were etched away by the etchant.

 
(a) (b) 

 
(c) (d) 

Figure 5. Microstructures of the Bi–Sn samples after t-HPS processing for five turns and storage at
RT for (a) 8 h, (b) 2 days, (c) 7 days and (d) 21 days.

FIB was employed to mill the samples and observe these Sn particles within the Bi
phase. The solubility of the second phase was higher in the melted state compared to the
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solid state, therefore these Sn second-phase particles may participate in solidification and
become trapped within the Bi phase. As the material is subjected to t-HPS processing, tips
of the large Sn phase may be broken and mixed into the Bi phase through the flow of the
materials under shear deformation. This is shown in Figure 6b where the number of visible
Sn particles inside the Bi phase is larger compared to Figure 6a. Unfortunately, it was not
feasible to compare the mean size of these particles as the number of visible particles was
not sufficient. It is also observed that the grain boundaries inside each phase were visible
after fine milling.

 
(a) (b) 

Figure 6. Microstructures (a) of the as-cast Bi–Sn sample and (b) after t-HPS processing for five turns
and storage at RT for 8 h.

Tensile tests were conducted on the Bi–Sn samples and the main results of each
sample under various initial strain rates are shown in Table 1. The results demonstrate
that the superplasticity of the Bi–Sn alloy was significantly improved by t-HPS processing
and elongations to failure of more than 1500% and 1800% were achieved in the sample
processed by t-HPS for 5 and 20 turns, respectively. For all the samples, smaller strain rates
were favorable for having higher elongations to failure.

Table 1. Tensile properties of the Bi–Sn samples under various initial strain rates at RT.

Strain Rate
1.0 × 10−2 s−1 1.0 × 10−3 s−1 1.0 × 10−4 s−1

UTS, MPa Elongation UTS, MPa Elongation UTS, MPa Elongation

As-cast 70 ~40% 60 ~80% 53 ~130%

0.25 turns 69 ~80% 48 ~280% 33 ~430%

1 turn 69 ~100% 49 ~270% 31 ~490%

5 turns / / 42 ~1170% 23 ~1530%

20 turns / / 26 ~1060% 12 ~1820%

In this study, an elongation of >1800% was achieved in the Bi–Sn (57/43) sample after
t-HPS processing for 20 turns. In an earlier study, a Bi–Sn (58/42) sample processed by
HPT for 10 turns featured a superplastic elongation of around 1220% under a strain rate of
1 × 10−4 s−1 at RT. Thus, the tensile samples of this study were generally more superplastic
and exhibited larger elongations to failure than those processed by HPT [16]. Nevertheless,
it should be noted that an elongation of 1900% was achieved in a very early study using
larger rod samples of the same alloy after extrusion [18].

4. Discussion

During t-HPS processing, the imposed shear strains are around 16.5, 66, 330 and 1300
for 0.25, 1, 5 and 20 turns of processing, respectively [13]. The tube sample used in this
investigation had a large diameter of around 47 mm and the wall thickness of the tube
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sample was around 2.7 mm. It is reasonable to expect that during t-HPS processing the
tube sample deformed very close to simple shear. By contrast, during HPT processing, the
sample is in the form of a thin disk which normally has a diameter of 10 mm and thickness
of around 0.8 mm so that the deformation along the radius of the disk is inhomogenously
distributed. This geometry and the overall inhomogeneous nature would lead to a signif-
icant disorder in the manner of deformation since the material located at a larger radial
position on the disk must drag the material which is located closer to the center. Such a
combined deformation of shear and rotation during HPT is more efficient in refining the
microstructure of materials. Thus, during t-HPS processing of the Bi–Sn alloy, the original
lamellar structure is randomly packed together. These lamellae lie perpendicular to the
shear direction and tend to fracture first to accumulate the shear strain [23,24]. Moreover,
the Bi–Sn alloy exhibits a significant strain-induced softening behavior and this behav-
ior leads to a lower hardness value within the shear-localized zones which may in turn
aggravate the shear inhomogeneity. As shown in Figure 3, the preserved lamellar bands
are mostly parallel to each other. It is apparent that the Bi–Sn sample processed by t-HPS
for 20 turns had not yet reached a saturated state as shown in Figure 3b, although the
imposed shear strain was as large as 1300. More strain is therefore needed until all of these
preserved lamellar structures disappear.

As shown in the SEM images, lamellar structures of the Bi phase and the Sn phase were
mutually contained within each other, as shown in Figure 1a. Such a lamella-dominating
structure exists after t-HPS for low numbers of turns as shown in Figure 1b,c. The absolute
melting temperature, Tm, of the Bi–Sn eutectic alloy is around 412 K and therefore the
ambient room temperature is around 0.7 Tm for the alloy [25–29]. It is widely recognized
that the ductility of materials in tensile testing at elevated temperatures is related to
the dislocation movement and/or grain boundary sliding behavior [30]. For this alloy,
it is rather difficult for dislocations to pass through the interfaces at phase boundaries.
Moreover, boundary sliding at the phase boundaries is also very difficult in the as-cast
Bi–Sn alloy as the Bi phase and the Sn phase lamellar structures are closely interlocked
within each other [31–34]. It is reasonable to expect, therefore, that the ductility of the
as-cast Bi–Sn alloy will be poor due to its lamellar structure, and this is confirmed in these
experiments where the as-cast alloy had an elongation of only around 130% under a strain
rate of 1.0 × 10−4 s−1. Nevertheless, after t-HPS processing for large numbers of turns, the
two phases experience diastrophism under the action of a large shear force. This large shear
force gradually destroys the lamellar locking between the two phases and large numbers
of grain boundaries are formed inside each phase. In practice, these new grain boundaries
probably act as favorable sites for grain boundary sliding so that, as a result, the ductility of
the Bi–Sn sample becomes significantly improved after t-HPS processing for large numbers
of turns. In this study, the recorded elongations of >1000% easily fulfilled the requirement
of an elongation of >400% in order to achieve true superplastic flow [35].

Grain growth and phase growth also occur in the Bi–Sn alloy during storage, giving the
self-annealing effect. At the same time, the second-phase particles continuously precipitate
out from the matrix. These grain growth and phase growth are the dominating factors
controlling the increasing hardness during storage at RT.

5. Summary and Conclusions

1. Experiments on a Bi–Sn (57/43) eutectic alloy showed that t-HPS processing gradually
refined the microstructure and led to decreasing microhardness.

2. Shear localization of the eutectic structure during t-HPS processing was observed, but
some preserved dense lamellar bands were visible even after t-HPS processing for
20 turns.

3. The Bi–Sn (57/43) alloy processed by t-HPS showed significantly enhanced super-
plasticity, with elongations up to >1000%. This is attributed to the breaking of the
lamellar structure and the presence of a refined grain size.
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Abstract: The processing parameters’ impact such as temperature (Temp.), feed rate (F.R.), and speed
(S.) at three distinct grades of the same color was explored in this study. To investigate the effect of the
characteristics on color formulations, they were each adjusted to five different levels. For these grades,
which were all associated with the same color, an intermeshing twin-screw extruder (TSE) was used.
The compounded materials were molded into flat coupons then evaluated with a spectrophotometer
for their CIE (L*, a*, b*, and dE*) values. A spectrophotometer was used to determine the color of a
compounded plastic batch, which measured three numbers indicating the tristimulus values (CIE
L*a*b*). The lightness axis, which ranged from 0 (black) to 100 (white), is known as the L*-axis (white).
Redness-greenness and yellowness-blueness were represented by the other two coordinates, a* and
b*, respectively. The color difference deviation (Delta E*) from a target was dimensionless, when
dE* approached zero. However, the most excellent favorable color difference value occurred and
different processing impact factors on polycarbonate grade were investigated. Using the response
service design (RSD) software of Stat-Ease Design-Expert® (Minneapolis, MN, USA), historical data
were gathered and evaluated. To reduce the value of dE*, the impacts of these processing factors
were investigated with the three processing parameters. The whole tristimulus color value could be
simulated. Parameters were adjusted on 45 different treatments, using a five-level controlled response
method to investigate their impact on color and detect non-optimal responses. The ANOVA for each
grade was used to build the predicted regression models. The significant processing parameters
were subjected to experimental running to simulate the regression models and achieve the best color,
reducing waste.

Keywords: different grades; RSD; simulate r egression models; processing and parameters; analysis
of variance; resin pigment blends

1. Introduction

Plastics are relatively new materials for producing colored materials. As a result,
there are few scientific data on plastic color mismatching and its long-term consequences.
Plastic fabrication allows for the creation of robust, lightweight plastics in various shapes.
In many situations, plastic shapes are favored over metal shapes. Polycarbonate is a
rigid, transparent polymer used in a variety of applications. Some factors may significantly
impact the color of plastics intended for outdoor use. As a result, it is critical to comprehend
how numerous elements can influence material compounding. This research aims to see
how processing settings affect color matching for a few grade-color. To generate the proper
color with minimal waste, the plastic industry has spent the last few decades seeking
to understand the significant challenges involved in plastic color matching procedures.
Lambert’s law claims that the amount of light absorbed is proportional to the concentration
of the absorbing substance. Still, Beers law states that the amount of light absorbed is
proportional to the thickness of the absorbing material [1]. Manufacturing technology
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makes colored plastic for plastic process prototyping on a small and medium scale. As a
result, the plant receives orders that must be completed in a matter of days.

To summarize, an object’s color appearance is determined by the total amount and
type of scattering and absorption that occurs. As a result, the item will seem white if there
is no absorption and nearly equal levels of scattering at all visible wavelengths; and if the
visible light is absorbed by the pigment [2].

Several hundred ingredients are divided into three categories: resins, additives, and
pigments. Ingredients and additives combine to create a specific grade of plastic. The
pigments give the plastic its color. Because of their surfaces and orientations, the pigments
absorb certain hues, while reflecting others randomly.

White light is created by mixing all visible spectrum wavelengths in roughly equal
quantities [3]. The light source and observer are replaced with color measurement tools
such as a colorimeter or spectrophotometer to standardize color evaluation in the plastic
compounding industry [4].

As color is represented in codes or values, this allows for more uniform color recog-
nition. There were two data mining approaches used. One was a decision tree classifier,
and the other was online analytical processing (OLAP) (DTC). OLAP assisted in identify-
ing a relationship between factors that resulted in failed batches and parameters with a
high rate of alteration. The DTC was proposed as a decision assistance tool for detecting
combinations of characteristics that could cause a color mismatch. The DTC investigates
characteristics that could lead to color mismatch issues in compounded polymers. To find
such factors in the past, OLAP and data mining methodologies were applied [5–7].

Overall, DTC was utilized in this study to investigate possible correlations between
the components of color, grade, kind, product, and line. To the best of our knowledge, no
research has used DTC for color mismatch analysis, according to our literature review. DTC
is used in some relevant manufacturing articles (semi-conductors [8]). Other researchers
have used neuro-networks to forecast output colors based on past data [9].

In previous studies, the artificial neural network (ANN) was utilized to eliminate
mistakes in polycarbonate color values [10]. The neural network in this paper was used
to reduce the errors in color tristimulus values (L*, a*, b*), which directly affect the D.E.
calculated [11].

The problem cannot be solved by concentrating on a few situations because the colors’
nature is constantly changing. Therefore, this research proposal focuses on determining the
fundamental causes of color mismatches in compounded plastics. As a result, plastics firms
will reduce waste and boost production. More importantly, it will improve knowledge of
the technical challenges of color matching in plastic production. Focusing on resolving
challenges for a single product is complex and potentially fruitless because that product
may not be duplicated in the future. Compared to the paint industry, color mismatch
issues have not been investigated deeply through the plastic compounding business. The
parameter(s) creating first-pass color opportunities must be discovered to limit material
rejects. Researchers mixed three different titanium dioxide pigments into heavily loaded
polyethylene masterbatches, each with a different surface treatment.

They discovered that the three grades’ best screw design and operating conditions
were considerably different. Processing circumstances or certain combinations of modifiers
and additives in the resin system were shown to have a negative impact on the final desired
hue [12,13]. Paints and coatings have had a lot of research done on pigment dispersion, but
plastics have not gotten nearly as much attention [14,15].

The high shear rates, processing temperatures, and processing pressures used in plas-
tics manufacturing operations [16,17] significantly contrast the two dispersion mechanisms.
Various scholars have conducted several investigations, during compounding, on the ef-
fect of processing parameters on color [18,19]. The minimum processing time is advised
to achieve excellent gloss, brilliance, and blend uniformity. Furthermore, for each item,
an optimal loading should be utilized; too much pigment is not only expensive but also
hazardous because it diminishes impact resistance [20,21]. Increase the duration of the
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mixing and decrease the viscosity of resin to solve problems with dispersion or achieving a
homogeneous mixture [22,23]. Various researchers have conducted a few investigations on
the influence of processing factors on dynamic mixing in a screw extrusion during polymer
compounding [18,24].

Many scientists have reviewed polymer blending as an essential field of polymer
science. As Sanchez et al. [25] demonstrated, the PC/PBT blends are transparent in the
melt stage and somewhat miscible blends in the solid state.

Liang and Gupta (2000) investigated the rheological qualities of a recycled P.C. blended
with virgin P.C., concluding that separated P.C. could be added to pure P.C. up to 15%
without significantly affecting its properties [26]. Lee S. et al. investigated the rheolog-
ical and phase behavior of P.C./Polyester blends. They discovered, however, that the
combinations do not obey the mixing rule, which is standard in all investigations. They
discovered, however, that the combinations do not obey the mixing rule, which is standard
in all investigations [27]. Other researchers’ experiments on extruders showed that sin-
gle screw extruders could reach dispersive mixing capabilities comparable to twin-screw
extruders [28].

A 45-mm diameter single-screw extruder with eight glass panes was used in another
investigation to investigate the color mixing process [29]. The researchers determined
where color mixing began and finished by using such an extruder. The quality of mixing
was shown to be directly proportional to the maximum processing pressure in the extruder.
Furthermore, earlier research has examined how the screw shape and operating conditions
affect dispersion performance and torque loading during twin-screw compounding [30].

One of the most significant color matching components taken from a remote location
is spectrophotometric measures to create a suitable color standard. Spectrophotometers
are valuable quality control equipment for measuring color and defining color variations
numerically. However, their function as a device is to reduce a color target to a collection of
numbers, which are subsequently sent to a color formulator as a matching target [31,32].
CIELAB is the name of the color measurement method. The values utilized by CIE are
named L*, a*, and b*. L* denotes the difference between light (L* = 100) and dark (L* = 0),
a* denotes the green (−a*) and red (+a*) difference, and b* indicates the yellow (+b*) and
blue (−b*) difference [33,34]. dE* is used to express deviations in L*, a*, and b*, where:

dE∗ =
√
(ΔL∗)2 + (Δa∗)2 + (Δb∗)2 (1)

The color difference’s amplitude, not its direction, is represented by dE*. As a quality
control measure, colored materials are compared to a standard when being manufactured.
Color discrepancies are employed instead of absolute color values. The total color change,
dE*, shows the color difference in the CIELAB color space [17,35].

The findings of designed experiments were analyzed and discussed in this study,
which highlights individual and combined influences on output color of three process pa-
rameters.

The experimental data confirm the statistical model’s fitness [36] by systematically
examining resins, additives, and pigments, and how processing conditions and diverse
interactions impact them. More precisely, the scientific concerns surrounding the twin
co-rotating screw process processing parameters on different grades of the same color
were explored. The study’s main aim was to develop an equation that might be used to
determine differences between the two samples and could be used to any color at any time.
To explore the impact of parameters on color and detect non-optimal responses, a five-level
controlled response method was used on 45 different treatments. The anticipated regression
models were built using the ANOVA for three different grades. Speed, temperature, and
F.R. were among the processing characteristics studied. To provide a foundation for process
improvement recommendations, experimental data were collected, and statistical analysis
was undertaken.
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2. Materials and Methods

The three classes with the highest adjustment when dealing with red pigments were
discovered based on preliminary data mining results from the first few months of 2009. In
this study, these grades were denoted by the numbers 1, 2, and 3. For the dispersion of
color in parts per 100 among these grades, a mixture of two polycarbonate resins and four
distinct pigments were utilized (PPH). As indicated in Table 1, all three grades utilized the
same color, as were shown in Figure 1.

Table 1. Compounding formulation used for three grades.

Resin/Color Grade–Color (1) Grade–Color (2) Grade–Color (3)

Type pph gms pph gms pph gms

Resin 1 30 1800 30 1800 – –

Resin 2 70 4200 70 4200 100 6000

White Pigment 1.925 115.5 1.76 105.6 1.76 105.6

Black Pigment 0.11 6.60 0.00968 0.5808 0.00968 0.58

Red Pigment 0.1875 11.25 0.01602 0.9612 0.01602 0.96

Yellow Pigment 0.1075 6.45 0.1084 6.504 0.1084 6.50

 

Figure 1. Three grades have different formulations but the same color.

Grades 1 and 2 used a mixture of two polycarbonates resins with various weights
of the same pigments, while grade 3 used one poly car resin with the same weight of
pigments as grade 2. As a result, resin 1 had a melt flow index (MFI) of 25 g/min, while
resin 2 had an MFI of 6.5 g/10 min, where the weights were heavier than water, and the
temperature for autoignition was 630 ◦C for all grades. At the industrial plant, three grades
were subjected to testing. The materials were extruded at L/D ratios of 37 and Do/Di
ratios of 1.55, respectively, utilizing a twin-screw extruder (25.5 mm, 27 kW). There were
ten heating zones on the extruder, nine designated on the barrel, and one at the die.

The extruded melt was then pelletized after being quenched in cold water. These
pellets were subsequently formed into rectangular chips (3 × 2 × 0.1 inches), which were
measured against a target value via injection molding. Three coupons were created for each
experiment at each of the five-parameter values to assure accuracy. Then each voucher was
given three readings. The total simulating design data for the tristimulus color value with
the three processing parameters were 45 runs, as recorded in Table 2.
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Table 2. Response surface design 45 runs for 3 grades.

Nos. Temp RPM kg/h Grade L* a* b* dE*

1 230 750 25 Grade 1 67.26 1.52 4.545 0.435
2 240 750 25 Grade 1 67.1767 1.5 4.5 0.456
3 255 750 25 Grade 1 67.285 1.43 4.453 0.533
4 270 750 25 Grade 1 67.185 1.511 4.56167 0.4
5 280 750 25 Grade 1 66.735 1.547 4.63 0.5
6 255 700 25 Grade 1 67.055 1.48167 4.41167 0.55
7 255 725 25 Grade 1 67.0333 1.46667 4.34667 0.62
8 255 750 25 Grade 1 67.286 1.49 4.45 0.54
9 255 775 25 Grade 1 66.995 1.44167 4.30167 0.66

10 255 800 25 Grade 1 67.1033 1.45167 4.30833 0.65
11 255 750 20 Grade 1 67.0183 1.55 4.78 0.22
12 255 750 23 Grade 1 66.81 1.423 4.41 0.63
13 255 750 25 Grade 1 67.285 1.5 4.45 0.54
14 255 750 27 Grade 1 66.7583 1.43 4.41 0.65
15 255 750 30 Grade 1 66.915 1.43 4.47 0.53
16 230 750 25 Grade 2 66.44 1.57 4.71 1.29
17 240 750 25 Grade 2 66.33 1.54 4.63 1.28
18 255 750 25 Grade 2 66.37 1.56 4.77 1.25
19 270 750 25 Grade 2 66.47 1.54 4.65 1.24
20 280 750 25 Grade 2 66.21 1.55 4.68 1.23
21 255 700 25 Grade 2 66.3533 1.55167 4.74167 1.228
22 255 725 25 Grade 2 66.4183 1.54833 4.73 1.16
23 255 750 25 Grade 2 66.3733 1.56 4.77667 1.21
24 255 775 25 Grade 2 66.3017 1.57167 4.80833 1.278
25 255 800 25 Grade 2 66.5067 1.55667 4.76 1.21
26 255 750 20 Grade 2 66.575 1.56667 4.67167 1.018
27 255 750 23 Grade 2 66.465 1.582 4.676 1.128
28 255 750 25 Grade 2 66.3733 1.56 4.77667 1.21
29 255 750 27 Grade 2 66.345 1.585 4.71 1.24
30 255 750 30 Grade 2 66.4783 1.58667 4.69333 1.11
31 230 750 25 Grade 3 67.715 1.63 5.115 0.4
32 240 750 25 Grade 3 67.515 1.686667 5.236667 0.51
33 255 750 25 Grade 3 67.515 1.686667 5.236667 0.46
34 270 750 25 Grade 3 67.605 1.641667 5.113333 0.38
35 280 750 25 Grade 3 67.525 1.68 5.235 0.51
36 255 700 25 Grade 3 67.48 1.66 5.18 0.438
37 255 725 25 Grade 3 67.5583 1.615 5.10167 0.41
38 255 750 25 Grade 3 67.515 1.68667 5.23667 0.46
39 255 775 25 Grade 3 67.8467 1.60833 5.03833 0.42
40 255 800 25 Grade 3 67.525 1.68 5.235 0.39
41 255 750 20 Grade 3 67.6283 1.63833 5.065 0.346
42 255 750 23 Grade 3 67.5733 1.63833 5.10667 0.378
43 255 750 25 Grade 3 67.515 1.68667 5.23667 0.463
44 255 750 27 Grade 3 67.635 1.64167 5.13 0.413
45 255 750 30 Grade 3 67.54 1.63 5.12 0.38

In CIE L*, a*, and b* values, L* = 67.57, a* = 1.43, and b* = 4.8 were chosen as the re-
quired color output, while the permitted dE* was 0.85. Using the Software of Design-Expert,
Version 8, Stat-Ease Inc. (Minneapolis, MN, USA), the statistical data were established.
Then the data were used to compare and analyze the factors’ effect on grades. The ANOVA
determined which parameters were significant and whether there was any interaction
between them. As previously stated, the study’s goal: develop an equation that could help
in expecting the L*, a*, and b* tristimulus values.
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3. Results

The design of the experiment was used to do statistical analysis and ANOVA. Using
Stat-Ease Design Expert® Version 8 software, the influence of parameters on L*, a*, b*, and
dE* was investigated, as seen in Table 3.

Table 3. Summary of the design data.

Type
Response
Surface

Run 45
Response Surface

Design

Design Type Historical Data Blocks No Blocks
Design Model Quadratic Build time 59.3

Factor Name Units Type Sub-Type
A Temp ◦C Numeric continuous
B Speed RPM Numeric continuous
C Feed rate kg/h Numeric continuous
D grade Categoric Nominal

Factor Min max Coded Values
A 230 280 −1 1
B 700 800 −1 1
C 20 30 −1 1
D B A

RESPONSE Name Obs Analysis Model
Y1 L* 37 Polynomial R Linear
Y2 a* 37 Polynomial Quadratic
Y3 b* 37 Polynomial R2 Fi
Y4 dE* 37 Polynomial Quadratic

RESPONSE Min Max Mean Std.Dev
Y1 66.21 68 67.02 0.5
Y2 1.43 1.7 1.56 0.07
Y3 4.3 5.2 4.7 0.299
Y4 0.22 1.3 0.7 0.36

Note: A Temp, B Speed, C Feed Rate, D grade, Y1 L*, Y2 a*, Y3 b* and Y4 dE*.

3.1. Analysis of Variance (ANOVA)

Sequential F-tests were run using a linear model as a starting point and adding terms
(quadratic and linear if appropriate). The F-statistic was assessed for each model type,
and the highest degree and critical elements model was picked. The same procedure was
used for all tristimulus values, and only the significant terms were included. The ANOVA
table for the sum of squares of a sequential model for dE* characterization is shown in
Table 4. The quadratic model with the Prob > F was < 0.05, the most considerable condition.
Furthermore, it was statistically significant (Prob > F was less than 0.0001) because it had a
high F value (184.4). As a result, this model was suitable for the dE* response. The model’s
adjusted R-square value (97%) also corroborated this, as seen in Table 4.

The adjusted R-square measure was the same as the R-square measure, except that
it was scaled down to account for the number of variables in the model. Both measures
represent the model’s capacity to explain variation in the answer. For example, the observed
adjusted R-square value of 97% showed that the model explained roughly 97% of the
variability in dE*. In contrast, about 3% of the variability in dE* was unknown.

The adjusted R-square value of 0.96 was reasonably close to the predicted R-square
value of 0.95. A signal-to-noise ratio was used in the Adeq Precision measurement. It is
ideal to have a ratio of more than four. The observed percentage of 35.5 specified that the
observed variance is significant compared to the fitted model’s underlying uncertainty.
In other words, the observed variance was significant in proportion to the fitted model’s
underlying uncertainty. The design space systems can also be generated by using the
exact modeling.
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Table 4. ANOVA for the color of three grades.

Tristimulus
Values

Processing
Factors

F-Statistic
Value

Probability
Values

R2 Adjacent R2 Predicted R2 Adequate
Precision

L* Model 193.82 0.0001 0.9463 0.9414 0.9318 34.082
A 5.21 0.029
D 288.12 0.0001

a* Model 37.71 0.0001 0.901 0.8771 0.8385 20.869
A 0.24 0.626
C 3.46 0.073
D 122.62 0.0001

CD 5.2 0.0117
A2 3.32 0.079

b* Model 75.96 0.0001 0.9245 0.9124 0.8553 23.831
C 1.05 0.3126
D 185.69 0.0001

CD 2.98 0.0654
dE* Model 184.47 0.0001 0.9736 0.9683 0.9532 35.528

C 10.63 0.0028
D 538.19 0.0001

CD 3.13 0.0583
C2 21.44 0.0001

Feed rate (C) and grade (D) had significant effects on dE*, as shown in Table 4. Their
p-values (Prob > F) were equal or less than 0.05 (typically ≤0.05), indicating that they were
statistically significant models. On the other hand, temperature (A) and speed (B) had large
p-values, indicating that they were not statistically significant for the dE* response. The
interaction between feed rate (C) and the investigated grades (D) would be statistically
significant if a confidence level of 90% was assumed; the p-value for this interaction (CD)
in the model fitted to dE* was 0.0583 (see Table 4).

3.2. Simulate Regression Models

The expected response for each response was determined using multiple linear regres-
sion analysis. Equations (2)–(13) depict the response functions for grade 1, 2, and 3 for L*,
a*, b*, and dE*, respectively, as shown in Table 5.

Table 5. Simulate regression models.

Response
Regression Model

Grade 1 Grade 2 Grade 3

L* 68.04585 − 3.931478 × 103 × Temp . . .
. . . . . . . . . . . . . . . . . . (2)

67.41030 − 3.93147 × 103 × Temp . . .
. . . . . . . . . . . . . (6)

68.59188 − 3.93147 × 103 × Temp . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . (10)

a*
3.97525 − 0.017160 × Temp − 0.013080
× Feed Rate + 3.399968 × 105 × Temp2

. . . . . . . . . . . . .. . . . (3)

3.67696 − 0.017160 × Temp + 1.82759 ×
103 × Feed Rate + 3.39996 × 105 ×

Temp2 . . . . . . . . . . . . . . . (7)

3.82467 − 0.017160 × Temp − 6.02931 ×
104 × Feed rate + 3.39996 × 103 ×

Temp2 . . . (11)

b* 5.26525 − 0.031351 ×
Feed Rate . . . . . . . . . . . . . . . (4)

4.62909 + 3.03966 × 103 × Feed Rate. . . .
. . . . . . . . . . . . . . . (8)

5.00853 + 5.54586 × 103 × Feed Rate . . .
. . . . . . . . . . . . . . . . . . . . . . . . (12)

dE*
−3.68725 + 0.30417 ×

Feed Rate − 5.409068 × 103 × Feed
Rate2 . . . . . . . . . . . . (5)

−2.44834 + 0.28225 × Feed Rate −
5.409068 × 103 × Feed Rate2 . . . . . . . . .

. . . . . . (9)

−3.04190 + 0.27459 × Feed Rate −
5.409068 × 103 × Feed Rate2 . . . . . . . . .

. . . . . . . . . . . . . . . . (13)

3.3. Point Prediction

The response surface method was optimized using a “numerical optimizer” for the
lowest color value (dE*) in the feasible region. The Design-Expert response®’s (Minneapolis,
MN, USA) optimizer calculated numerous local (feasible area) variables. For each grade,
Table 6 provides the predicted tristimulus color values of CIE (L*, a*, b*, and dE*). Minor
deviations were detected in the color values acquired by the optimization process. These
discrepancies could be due to a lack of precise temperature control during the extrusion
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process, which affects the viscosity of the polymer, as well as the pigment dispersion and
ability to obtain the required color.

Table 6. Simulate tristimulus color solutions.

Grade

Process. Parameters Tristimulus Values

Temp Screw Speed Feed Rate L* a* b* dE*

◦C rpm kg/h Black/White Red/Green Yellow/Blue Color O.P.

1 250.9 750 25.16 67.15 1.48 4.47 0.54

2 243.56 750 21.21 66.9 1.55 4.69 1.1

3 257.34 750 24.38 67.58 1.64 5.14 0.43

3.4. Effect of Processing Parameters through 3 Grades

Figures 2–11 show the impact of process conditions on color output over all three
grades in terms of CIE dE* values, as created by Design-Expert® L*, a*, and b* represents
CIE tristimulus data, related graphics were also created. However, because dE* takes
precedence in this paper, the figures for these tristimulus values are limited. A common
occurrence for the grades responsible for the reddest pigment modifications, a design of
the experiment was carried out. The goal of the tests was to figure out what processing
and material characteristics were producing color discrepancies. The color difference and
the processing factors were explored for correlations. With Design-Expert®, general trends
were charted, and trials were carried out and statistically analyzed. The experiment was
designed with temperature, speed, and flow rate are three processing conditions for a total
of 45 runs; these runs were done in three grades (1, 2, and 3) for one parameter while
keeping the other two constants, as shown in Table 2.

Five levels were employed to conduct experiments on these three parameters. For
example, temperatures reached 230, 240, 255, 270, and 280 ◦C. For each grade and level,
values for the four responses (L*, a*, b*, and dE*) were taken from three different coupons
and three different positions on each of these coupons. Figures 1–9 show the variation in
color output for grades 1, 2, and 3 as a function of the three processing settings.

Figure 2. Temperature effects on dE* for Grade 1, Grade 2 and Grade 3.
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Figure 3. Effect of screw speed on dE* for Grade 1, Grade 2 and Grade 3.

Figure 4. The impact of feeding rate on color.

Figure 5. Effect of processing parameters on grade 3, L*.
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Figure 6. Interaction effect of Grade 1, Grade 2 and Grade 3.

Figure 7. Effect of feed rate on dE* for Grade 1, Grade 2 and Grade 3.

 

Figure 8. Effect of feed rate on b*.
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Figure 9. Tristimulus versus feed rate on grade 3.

Figure 10. Cube desirability between grade 3 and dE*.
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Figure 11. Interaction and overlay plot at 750 rpm.

3.5. Effect of Temperature on dE*

Figure 2 depicts the fluctuation in dE* about temperature, demonstrating that color
output deviation increases somewhat for grades 1 and 3. However, at 280 ◦C (level five), it
became more prominent for both classes—because of the high temperature causing some
breakdown in the formulation’s resin or additives. When comparing grade 2 to the previous
grades, the color output divergence increased dramatically.

3.6. Screw Speed Effect on dE*

Figure 3 shows that at 775 and 800 rpm, the responses of grades 1, 2, and 3 to screw
speed change are very comparable. This appears to be responsive to screw speed changes
due to a higher shear rate, which increases pigment particle dispersion in the extruded
material. It is also worth noting that for grade 1, level three had the lowest dE* value. For
the three grades, color output begins to improve above 775 rpm. Furthermore, the color
output divergence increases dramatically when comparing grade 2 to grades 1 and 3. The
shear rate has the same effect on grade 2 as it does on grades 1 and 3.

3.7. Feed Rate Effect on Color

Similarly, Figure 4 illustrates the fluctuation in dE* as a function of feed rate. Grades
1, 2, and 3 showed a similar trend to temperature and speed fluctuation (Figures 1 and 2).
The feed rate varied between 20 and 30 kg/h. for levels one and five, all three grades
demonstrated slight variances from the optimum color output. This could be attributed to
a rise in the shear rate at both the maximum and lowest feed rates. In the compounding
mixer, this improves the flowability and dispersion of pigments. Furthermore, it shows
how they may have a lowering of dE* values differ depending on the feed rate. This could
be related to enhanced pigment dispersion, as higher feed rates cause stronger shear, which
leads to better pigment dispersion [37,38].
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3.8. Interactions Effect of L* Values

The interactions between L* and the processing parameters are depicted in Figure 5.

All other parameters were fixed, while each was adjusted to five different levels. Only
the interactions for L* are shown for the sake of brevity. Figure 5 shows that variations in
processing circumstances impact L* values almost like they affect dE* values. A similar
trend variation was seen (L1, L2, L3, L4, and L5).

However, the L* values for L3 showed the slightest variance and the same value for
the three processing parameters for the target color output, especially for grade 3.

Furthermore, Figure 5 depicts the relationship between processing conditions and (L*)
in distinct ways.

Increasing the temperature and weight percentage of PC1 with (higher melt flow index)
showed a significant effect in lower viscosity value and decreased color matching values
(dE*). The formulation and processes effectively controlled the viscosity, and microtomed
plastic sections performed characterizing to different thicknesses and temperatures. The
optimal number of particles was increased at higher temperatures and thickness [39].
Characterization of polycarbonate formulation at different temperatures was also analyzed.
They were rheologically characterized using the rotational rheometer [40].

3.9. Effect of Grades on dE*

Figure 6 shows that dE* values for grades 1 and 2 were greater than those for grade
3. This could be because grade 3 used fewer pigments and had better pigment dispersion
than grades 1 and 2.

3.10. Grades and Feed Rate Interactions

Figure 7 shows the effect of feed rate on color output across the three grades (when
screw speed is 750 rpm and temperature is 255 ◦C). Figure 7 and Table 7 show that feed
rate appears to have the most significant impact on dE* for all three grades. This can be
seen at both low and high feed rates, and it could be due to better dispersion.

Table 7. Optimum processing values for color output.

Optimum Processing Values for the Three Grades

Feed Rate Parameter at Fixed Temp and Screw Speed (RPM) Temp at Fixed RPM and kg/h
Screw Speed at Fixed
Temp and Feed Rate

GRADES Feed Rate dE* Feed Rate dE* Temp dE* Speed dE*

GRADE 1 20 0.22 30 0.53 270 0.4 750 0.54

GRADE 2 20 1.08 30 1.11 280 1.23 725 1.16

GRADE 3 20 0.34 30 0.38 270 0.38 800 0.39

In addition, Table 7 confirms the optimum processing readings for the three grades.
The optimum color values are for grade 3 and grade 1.

3.11. Effect on b* Values

Figure 8 shows that grades 2 and 3 to b* change responses were comparable. In their
formulas, both grades had the same amount of pigment. As a result, this emphasizes
the need for having the same pigment composition and the precision of minute pigment
loading. It is provided to demonstrate how minor modifications in a formulation can result
in major color variations, leading to lot rejection. More precise measurements should be
adopted when weighing any pigment amount, especially when working with sensitive
formulations. An in-depth study and understanding of pigment interactions can improve
first-pass color production [41,42].

This paper aimed to evaluate the influence of various processing parameters on the
dispersion quality of polycarbonate compounds. In addition, the influences of param-
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eters, pigment size distribution, and morphology on the pigment dispersion were also
studied [43].

This study reviews the impact of scanning microscopic methods to evaluate the
influence of various processing parameters on the dispersion quality of the polycarbonate
compound. Experimental data were compared with historical data records [44]. Figure 9
indicates that the feed rate increased the tristimulus color values of dL*, da*, db*, and dE*
for grade 3. It indicates the federate has a significant response on color output.

3.12. Desirability and Overlay Plots

The following figures show the desirability and overlay plot between processing
parameters and grades. Figure 10 is a 3-D view of the predicted desirability for the
interaction of processing parameters in terms of dE* = 0.478. It can be created for each
optimal discovery.

Figure 11 illustrates the overlay plot between temperature and feed rate, while screw
speed was constant at 750 rpm. In the factor space, the graphical optimization showed
the area of possible response values. The yellow region represents the area that meets the
required target value, while the gray area represents the area that does not. The points
represent the optimum L*, a*, b*, and dE* values for the grades under consideration. The
optima occur at 225 ◦C, 750 rpm, and 29 kg/h, achieving the optimum average value of
dE* (0.68) for all grades.

4. Conclusions

The current study reveals that different grades respond differently to the desired color
output under operating conditions. It is also clear that grade 3 had the best color output
value. This could be due to the decreased number of pigments utilized in grade 3’s material
formulation and, hence, better dispersion of these pigments than in grades 1 or 2. As a
result, grade 3 had the lowest MFR readings. A high MFR causes a decrease in viscosity,
ultimately breaking the bonds and increasing the flowability of the mixing material.

The impacts of processing factors on color outputs of various grades were investigated,
and statistical analysis was used to find correlations between the inputs and outputs.
Experiments using general trends (G.T.) and response surface methods (RSM) based on
the design of experiments were used to determine the optimum of extrusion settings and
color values (DOE). Color outputs and optimal processing conditions were predicted with
predictive models.

Different grades produced different color outputs under the same or similar operat-
ing conditions.

Finally, it is evident that the three grades had various formulae, but they all had the same
color. The optimal color output values and grades were chosen based on our simulation.

From the ANOVA, the F-value implied the model was significant for dE*. Feed
rate seems to have the most significant effect on dE* of the output color for grade 3. A
lowering of dE* values was observed at higher and lower feed rates. This may be due to
better dispersion; at increased feed rates, the higher flow generates higher shear, which
was associated with better dispersion of pigments. This, in turn, improves the mixture’s
homogeneity and effectively improves the dispersion of pigments and the quality of the
output color. In many cases, mixing resins is required to produce the desired outcomes.
However, different resins have different flow rates. The addition of one resin may increase
the viscosity of the masterbatch and must go through a melting stage for testing and
controlling the quality of the incoming material, which has a substantial impact on color
matching. Further research will identify the best processing parameters for various grades
and color formulas, resulting in significant waste reduction and faster delivery times for
small numbers and prototypes.
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Abstract: (Ti,Cr)C is a novel additive for high-performance cermets. In this work, a (Ti0.8Cr0.2)C
nanostructured solid solution was synthesized via Mechanical Alloying (MA) from the mixture of of
Ti, Cr, and C powders. The MA process was carried out at room temperature under argon atmosphere
with a duration limited to 20 h. Phase changes and microstructure evolution of the powders during
the MA process were characterized by X-ray diffraction (XRD), scanning electron microscopy (SEM),
and transmission electron microscopy (TEM) techniques. The results of XRD analysis demonstrated
the synthesis of (Ti,Cr)C solid solution with a crystallite size of about 10 nm that were micro-strained
to about 1.34%. The crystallite size displays a decreasing trend with increasing milling time. The
results of direct observations of structural features by TEM method in 20 h MAed samples shows a
good agreement with the results from the XRD analyses.

Keywords: Nano (Ti,Cr)C powder; mechanical alloying (MA); nanostructure; X-ray diffraction

1. Introduction

Titanium carbide (TiC) is widely used in industrial applications as a hard coating to
protect the surface of cutting tools from wear and erosion, resulting in an extended tool
life [1]. It exhibits high strength, high hardness, good wear resistance, high melting point,
high chemical stability, and low friction coefficient [2–5]. In particular, nanosized TiC parti-
cles are considered as promising microstructural modifiers and mechanical strengtheners
for particle dispersed composite alloys, since fine TiC dispersoids in the metallic matrix
improve the overall properties of the materials without an adverse effect on their ductility
or toughness [6,7].

So far, several methods have been used to prepare nanostructured carbides including a
carbothermal reduction [8], mechanical alloying (MA) [9], spark plasma sintering (SPS) [10],
chemical vapor deposition (CVD) [11], etc. Among the aforementioned techniques, the MA
is an easy and cost-efficient route usually used to prepare nanostructured materials, and
especially for manufacturing composite powders [12].

As described in literature reports, the main idea behind using a (Ti,M)C (M = transition
refractory metal) solid solution instead of TiC is to improve the toughness of cermets.
Park and Kang [13] have synthesized nanocrystalline (Ti1-xWx)C solid solutions, with a
homogenous microstructure and improved properties by the SPS process. Kim et al. [14]
fabricated homogeneous (Ti,W)C nanocomposite powders by a high-energy ball milling of
a mixture of Ti, W, and C powders. The obtained nanopowders were then SPSed to receive
fully densified sinters having a uniform microstructure with a mean grain size of 500 nm.
Kwon et al. [15] prepared (Ti,V)C solid solution powders by the MA of Ti-V alloy and
graphite powder mixture. The MA process was carried out in a high-energy planetary ball
mill for up to 20 h under an argon atmosphere. Additionally, Bandyopadhyay et al. [16]
investigated the effect of Ti substitution by W on the microstructure of the Ti0.9W0.1C
carbide. They reported that TiWC alloy was formed after 50 min of milling and a fully
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nanocrystalline single phase cubic Ti0.9W0.1C compound with a particle size of 11 nm was
formed after 8 h of milling. Hence, the effect of ball milling on microstructural change of
(Ti,W)C solid solution was experimentally studied by Yang et al. [17]. They found that
with increasing milling time up to 108 h, the initial crystallite size decreased from 38.6 to
19.2 nm. Analogously, Dutta et al. [18] reported the formation of Ti0.9Al0.1C nano-carbide
after 3 h of milling. They found that that the results of crystal structure examinations
obtained by TEM technique are in a good agreement with those derived from the XRD
measurements. Wang et al. [19] also produced a (Ti, Mo)C carbide reinforced Fe-based
surface composite coating by the laser cladding technique. It has been concluded that
(Ti, Mo)C particles with the FCC structure and various shapes are obtained after the
solidification. Recently, Yildiz et al. [20] prepared via the SPS a novel multi-component
(Ti,Zr,Hf,W)C ceramic with a nano-hardness of 32.7 GPa and a fracture toughness of
5 MPa m1/2. Recently, Vorotilo et al. [21] proposed that a solid solution (Ti,Cr)C, while
retaining the main advantages of TiC, possesses higher oxidation resistance owing to the
formation of Cr2O3. The (Ti,Cr)C cermets have been produced by a combustion synthesis
driven by the Self-propagated High Temperature Synthesis (SHS) [21] or by High-Velocity
Air Plasma Spraying [22]. However, to our best knowledge, there are no available reports
on the MA synthesis of this type of solid solution-based cermet. Therefore, by taking into
account a documented feasibility of the SPS process in a fabrication of high performance
cermets, as well as a high impact of the batch powders on the resulted properties of final
sinters; the main goal of our this work is to obtain a (Ti0.8C0.2)C composite powder with a
suitable particle size that can be employed in the SPS process. Specifically, we are showing
for the first time the results of systematic studies on the effect of milling time on the
structural evolution of a novel mechanically alloyed (Ti0.8Cr0.2)C powders.

2. Materials and Methods

A mixture of elemental Ti (<40 μm, 99.9%, Prolabo, Bankgkok, Thailand), carbon (5 μm,
99.9%, Fischer Scientific, Waltham, MA, USA) and chromium (100–300 μm, 99.9%, ACROS,
Boston, MA, USA) powders was sealed into a stainless-steel vial (having a volume of
45 mL) with 5 stainless steel balls (15 mm in diameter and 14 g in mass each) in a glove box
filled with purified argon to prevent oxidation. The ball to powder weight ratio was 70:1.
The mechanical alloying (MA) procedure of up to 20 h was performed at room temperature
using a high-energy ball mill (Fritsch Pulverisette 7 planetary mill, Weimar, Germany), as
shown in Figure 1.

 
Figure 1. P7 planetary ball mill and milling media used in the experiments.
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The crystalline properties of the powders were characterized by the XRD method,
by using a Panalytical XPERT PRO MPD (Cambridge, UK) diffractometer with CuKα

radiation. The existing phases were determined by the High Score Plus program based on
the ICDD PDF2 data base, while a crystallite size was determined from acquired diffraction
data by the FullProf program (Saclay, France) [23] employing the Rietveld method [24].
The morphology of powders was investigated by scanning electron microscopy (SEM,
JEOL JSM-5400 model, Tokyo, Japan) coupled with energy dispersive X-ray analysis (EDX).
The transmission electron microscopy (TEM) was used for the investigation of internal
nanostructure of powders. The structural analysis was complemented by using FEI Tecnai
G2 high-resolution TEM (Massachusetts, USA) operated at 200 kV with a spatial resolution
of 1.9 Angstrom.

3. Results and Discussion

3.1. XRD Characterization

Figure 2a shows the XRD patterns of samples prepared by the MA after various
milling times. The acquired XRD pattern of the un-milled powder mixture consists of
Bragg diffraction peaks of Ti, Cr, and C. After 1 h 30 min of MA, all the carbon peaks
disappeared totally, while the appearance of TiCr2 peak and the reflections of Ti and Cr
became broad without any shift in peak positions. Consequently, it is considered that the
high-energy impact leads to the transformation of crystalline graphite into amorphous
carbon (which is also supported by the literature reports [25,26]). After 3 h of MA, a
disappearance of Cr peaks and appearance of (110) peak related to austenite iron (α-Fe)
contamination resulted from the abrasive wear between vial and balls, was observed.
When the MA time was extended to 5 h, the Ti peaks disappeared completely and the
diffraction peaks were broadened and shifted into lower angles as a result of the formation
of (Ti,Cr)C solid solution due to refinement of the grain size and the introduction of internal
stresses. An analogous behavior was also reported in [27–29]. After continuing the MA for
10 h, the (Ti,Cr)C peaks broadened further due to the decrease in the crystallite sizes and
an accumulation of lattice strains caused by fracturing and cold welding of the powder
particles during the milling process. Between 10 and 20 h of MA, the structure remains
almost unchanged: the (Ti,Cr)C solid solution maintains the NaCl type structure with
a space group of Fm-3m. These results are similar to those reported by Shon et al. [30].
They have revealed that the average crystallite size of (Ti,Cr)C powders, obtained from
the mixture of Ti-Cr alloy and graphite, MA for 20 h was about 34 nm. Figure 2b presents
the Rietveld refinement plot of TiCrC powder after 20 h of the MA process. The calculated
profile is represented by the black line, the observed profile by the red dots, and the
difference pattern by the blue continuous line. The vertical lines (green) represent the
positions of all possible Bragg reflections. The figure indicates that Cr substitutes Ti in the
TiC matrix and consequently lead to a decrease in lattice parameter.

Figure 2. XRD patterns of samples prepared by MA for different milling times (a). Rietveld refinement
plot of the sample milled for 20 h (b).
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The quantitative analysis of microstructural parameters derived from Rietveld refine-
ment of XRD patterns taken from samples MAed for different times, are illustrated in
Table 1. It is found that the average crystallite size of (Ti, Cr)C decreases with increasing
milling time, from 18 nm after 3 h of the MA and remain nearly constant (about 10 nm) for
15 and 20 h of MA. Thus, all identified phases, namely Ti, Cr, TiCr2, (Ti,Cr)C and Fe, present
the same behavior. This decrease can be explained by the refinement of structure and the
creation of a large number of crystal defects, such as dislocations and stacking faults [31].
These findings are in line with reports by Zhu et al. [32] who have also connected a decrease
in crystallite size with increased dislocation density; reflected as a broadening of XRD
peaks. From these observations, it is evident that the reduced particle size plays significant
role in inclusion of Cr atoms in TiC matrix. As it is listed in Table 1, the values of mean
microstrains are higher for the (Ti, Cr)C phase as compared to other phases. Moreover,
the average microstrain of (Ti, Cr)C increases with the MA time, from 0.25 ± 0.01% after
3 h of MA to reach 1.34 ± 0.04% after 20 h of MA. The increase of the microstrain with
milling time is generated by the increase of dislocation density and grain boundary fraction,
which due to severe plastic deformation generated from the high-energy induced during
milling [33]. Furthermore, the calculated lattice parameter of (Ti, Cr)C, obtained from XRD
data, decreased from 0.44169 to 0.43036 nm for the powder samples milled for 3 and 20 h,
respectively. The value is consistent with that reported by Kwon et al. (a = 0.43075 nm) [34].
This suggest that the lattice parameter was decreased by the substitution of Cr because the
atomic radius of Cr (166 pm) is smaller than that of Ti (176 pm) [35]. The decrease in lattice
parameter can be explained by the substitution of Ti by Cr and, therefore, by the formation
of the Ti0.8Cr0.2C carbide. This finding is consistent with the reported literature for other
similar compounds, like TiCx, Cu-TiCx, and Cr2−xMxS3 (M = Ti, V, Sn) [36,37].

Table 1. The results of quantitative analysis of microstructural parameters derived from Rietveld
refinement for XRD patterns of samples MA for different times.

MA Time (h) Phase Space Group Lattice Parameter (nm) Crystallite Size (nm) Microstrain (%)

1.5
Ti Fm-3m a = 0.43281(4) 55 0.25 ± 0.01
Cr Im-3m a = 0.29236(1) 40 0.94 ± 0.01

TiCr2 P63/mmc a = 0.69011(3) 31 0.15 ± 0.01

3
(Ti,Cr)C Fm-3m a = 0.44169(5) 18 0.12 ± 0.02

Fe Im-3m a = 0.2873(5) 17 0.21± 0.01

5
(Ti,Cr)C Fm-3m a = 0.44033(4) 15 0.25 ± 0.03

Fe Im-3m a = 0.2874(3) 15 0.22 ± 0.01

10
(Ti,Cr)C Fm-3m a = 0.44949(4) 13 1.28 ± 0.04

Fe Im-3m a = 0.2876(2) 13 0.23 ± 0.01

15
(Ti,Cr)C Fm-3m a = 0.43033(2) 11 1.33 ± 0.04

Fe Im-3m a = 0.2877(5) 11 0.25 ± 0.01

20
(Ti,Cr)C Fm-3m a = 0.43036(3) 10 1.34 ± 0.04

Fe Im-3m a = 0.2879(4) 11 0.26 ± 0.01

3.2. SEM Characterization

Figure 3 shows SEM micrographs of the Ti0.8Cr0.2C powders after the MA for 5, 10, and
20 h. After 5 h of the MA, the grains are formed by an assembly of large particles exhibiting
an irregular shape and having an average particle size of about 1–2 μm (Figure 3a). When
the MA time was increased to 10 h, we observed significant particle refinement. The initial
powders were transformed into fine particles with an average particle size of about 0.4 μm
(Figure 3b). The MA up to 20 h results in a further particle size reduction and a formation
of homogenous powders with fine and agglomerated particles having the average particle
size less than 1 μm (Figure 3c). It is well accepted that the MA process leads to continuous
cold welding, fracturing, and rewelding of powder particles [35]. Figure 3d shows an
exemplary EDX spectrum acquired from the powder milled for 20 h. The results indicate
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a presence of major elements (i.e., Ti, Cr, and C). In addition, the results of EDX analyzes
revealed trace amounts of Fe, probably coming from the applied milling materials of balls
and vial. Furthermore, the results of EDX analyses indicate that the carbide contains 47.
59 C, 40.49 Ti, 9.95 Cr, and 1.97 Fe (at.%). Thus, the alloying ratio is Ti:Cr:C = 0.82:0.201:1,
which indicates that carbides may be Ti0.8Cr0.2C.

 

Figure 3. SEM micrographs of samples after MA for 5 h (a); 10 h (b); and 20 h (c). (d) An exemplary
EDX spectrum taken form the sample milled for 20 h (zone marked with X).

3.3. TEM Characterization

Figure 4 shows a TEM micrograph and selected area electron diffraction (SAED)
pattern of the sample after the MA for 20 h. Figure 4a reveals that the particle powders were
irregular in shape, while the average size was refined to about 15 nm and the agglomeration
was high. Therefore, the figure reveals the existence of many grains (i.e., the polycrystalline
structure) in nanoscale powder particles. This result was in a good agreement with those
obtained by the XRD method. Figure 4b shows the indexed SAED showing only the
presence of cubic (Ti,Cr)C solid solution phase in the 20 h milled sample.

To summarize: based on our original experimental findings coming from the pioneer-
ing systematic studies, we confirm that a nanostructured (Ti,Cr)C solid solution having
an adequate microstructural features and morphology to be applied in the SPS process,
can be successfully obtained after 20 h of MA of Ti, Cr, and C elemental powders. The
as-obtained nanopowders can be further consolidated through SPS in order to obtain a
dense bulk (Ti,Cr)C nanocarbide with enhanced properties compared to TiC carbide. Thus,
three parameters in terms of crystallite size, microstrain, and lattice parameter are obtained
from XRD line profiles. The values are typical to these of batch powders for the SPS pro-
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cess [36]. Thus, the milling time should be carefully selected taking to account the particle
size and shape of the prepared powders. It can be observed that both crystallite size and
lattice parameter decrease with increasing milling time, whereas the microstrain increases.
These results are in a good agreement with the reference work [38]. As shown in the SEM
images, the morphological evolution during the MA process includes three typical steps
for a mechanical synthesis of multicomponent intermetallic/interstitial compounds, i.e.,
(i) a cold welding, (ii) a fracturing, and (iii) a rewelding between particles for longer milling
times (between 15 and 20 h). Both applied diffraction-based techniques (TEM/SAED and
XRD) confirmed the morphology and structure of MAed powders.

 

Figure 4. (a) HRTEM image and (b) SAED patterns of the powder after MA for 20 h.

4. Conclusions

Based on the results of the present study supported by a proper literature data, the
following conclusions can be drawn:

1. Nanocrystalline solid solution (Ti,Cr)C with nano-sized crystallites was fabricated by
mechanical alloying of Ti, Cr, and graphite elemental powders. The average grain size
of the (Ti,Cr)C was 10 nm, and the average micro-strain was 1.34% for sample MA
during 20 h.

2. The (Ti,Cr)C solid solution having a NaCl type structure and a space group of Fm-3m,
was formed after 3 h of the MA process.

3. The crystallite size and the lattice parameter decrease by increasing milling time
down to 10 nm and 0.43036 nm after 20 h of MA, respectively. This decrease can be
attributed to the formation of crystal defects induced by high-energy ball milling.
The microstrain increases with increasing milling time, which can be related to the
strain-enhanced solubility of Cr in TiC matrix.

4. The crystallite size obtained from XRD is well correlated with the results of TEM analyses.
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Abstract: The microstructure and superelastic response of an Fe41Ni28Co17Al11.5Ti2.5 (at.%) single
crystal along the <100> orientation was investigated under tension at room temperature after aging
at 600 ◦C for 24 h. From the superelastic results, the samples aged at 600 ◦C for 24 h exhibited
4.5% recoverable strain at room temperature. The digital image correlation (DIC) method was
used to observe the strain distribution during the 6.5% applied strain loading. The DIC results
showed that the strain was uniformly distributed during the loading and unloading cycles. Only
one martensite variant was observed from the DIC results. This was related to the aging heat
treatment times. The martensite morphology became a single variant with a longer aging time. The
thermo-magnetization results indicated that the phase transformation and temperature hysteresis
was around 36 ◦C. Increasing the magnetic field from 0.05 to 7 Tesla, the transformation temperatures
increased. The maximum magnetization was 160 emu/g under the magnetic field of 7 Tesla. From
the transmission electron microscopy results, the L12 precipitates were around 10 nm in size, and
they were high in Ni content and low in Fe content.

Keywords: superelasticity; FeNiCoAlTi; shape memory alloys

1. Introduction

Shape memory alloys (SMAs) possess two unique properties: the shape memory effect
and superelasticity. Commercial Nickel–Titanium (NiTi) SMAs have a high cost in terms of
material and difficulty to manufacture, which limits the wide application of these alloys. In
contrast to NiTi alloys, iron-based SMAs have a low material cost and good workability,
and they have drawn attention and interest in both industry and academia.

Recently, FeNiCoAlXB (X: Ta, Nb, Ti) alloys have been reported to have greater than
4% superelastic strain [1–3] and 1.6% shape memory strain [4], and single crystals have
exhibited at least a 5% recoverable strain [5–8]. The martensitic transformation (MT) of the
FeNiCoAlXB (X: Ta, Nb, Ti) alloy system is face-centered cubic (fcc) (austenite) to body-
centered tetragonal (bct) (martensite). Iron-based SMAs are required to undergo aging
heat treatment to introduce the L12 precipitates into the austenite matrix. The purposes
of L12 precipitates are to strengthen the austenite matrix, change iron-based SMAs from
non-thermo-elastic to thermo-elastic transformation, and assist martensitic transformation
during the superelastic tests [1].

Previous aging heat-treatment studies of FeNiCoAlXB (X: Ta, Nb, Ti) alloys have
reported that the optical aging temperatures of these alloys, to obtain superelastic properties,
ranged from 600 to 700 ◦C [1–8]. Tanaka et al. [1] found that Fe40.95Ni28Co17Al11.5Ta2.5B0.05

Crystals 2022, 12, 548. https://doi.org/10.3390/cryst12040548 https://www.mdpi.com/journal/crystals321



Crystals 2022, 12, 548

(at.%) alloys aged at 600 ◦C for 72 h show a 13.5% superelastic strain at room temperature,
and the diameter of the precipitate was 3 nm. Ma et al. [5] reported that 3.5% superelastic
strain at 0 ◦C under tension was achieved in Fe41Ni28Co17Al11.5Ta2.5 (at.%) single crystals
with the <100> orientation aged at 600 ◦C for 90 h. The precipitate size was around 3–5 nm.
In addition, FeNiCoAlTa single crystals aged, for the first stage of aging, at 700 ◦C for 0.5 h
and then at 700 ◦C for 3 h, exhibiting 15% superelastic strain at −196 ◦C [9]. The size of
precipitates was 2–6 nm.

Tseng et al. [6] found that replacing Ta with Ti could reduce the aging heat treatment
times. FeNiCoAlTi single crystals with <100> orientation aged at 600 ◦C for 4 h possessed
6% superelastic strain at −80 ◦C. The precipitate size was around 5 nm. Chumlyakov
et al. [7] used a two-stage aging heat treatment (600 ◦C for 4 h and 600 ◦C for 2 h) and
achieved a 3% superelastic strain at −100 ◦C. In previous studies, good superelastic prop-
erties could only be obtained at low temperatures. When the test temperature was at
room temperature, the superelastic strain was deteriorated due to very low transforma-
tion temperatures [5,6,9]. As a result, the motivation of this study was to obtain the
aging condition to show good superelastic properties at room temperature. In this study,
Fe41Ni28Co17Al11.5Ti2.5 (at.%) single crystals, with the <100> orientation after aging heat
treatment, were investigated to determine their microstructure, thermo-magnetization, and
superelastic properties under tension.

2. Materials and Methods

Fe41Ni28Co17Al11.5Ti2.5 (at.%) single crystals were grown using the Bridgman tech-
nique. Tensile samples with gauge dimensions of 1.5 mm × 3 mm × 8 mm were cut by wire
electro-discharge machining (EDM) from single crystal alloys with the tension axis parallel
to the <100> crystal orientation. The single crystals were first sealed in a quartz tube under
an argon atmosphere. The single crystals were solution heat treated at 1300 ◦C for 24 h
to homogenize the sample and then quenched in water. Subsequently, the homogenized
samples were aged at 600 ◦C for 24 h to allow precipitation.

The crystal structure and size of the precipitates were analyzed by transmission elec-
tron microscopy (TEM) at room temperature. TEM samples were prepared using a focused
ion beam (FIB). TEM observations were conducted with a JEOL JEM-F200 electron micro-
scope. The composition of the precipitates was analyzed by energy dispersive spectroscopy
(EDS). The martensitic transformation temperatures were measured with a Superconduct-
ing Quantum Interference Device (SQUID) magnetometer under magnetic fields of 0.05 and
7 Tesla (T). The heating and cooling rates for this experiment were 5 ◦C/min. The magnetic
results were used to determine the thermo-martensitic transformation temperatures for
calculation of the temperature hysteresis. A sample was first heated to 120 ◦C under zero
magnetic field. Then, it was cooled to 260 ◦C and subsequently heated to around 120 ◦C
under a constant magnetic field of 0.05 T. After the 0.05 T, the magnetic field was increased
to 7 T. The sample was then cooled from 120 ◦C to −260 ◦C and heated to 120 ◦C again to
complete another cycle.

The superelastic responses of the aged single crystals were characterized by a supere-
lastic experiment under tension. A tensile test was performed with a universal tensile
testing machine (AG-IS 50KN, Shimadzu, Kyoto, Japan). The tensile test was conducted in
strain-controlled mode with a strain rate of 2 × 10−4 s−1. The sample was cyclic deformed
to reach different successive target strains. A virtual optical extensometer (Vic-Gauge
2D, Correlated Solutions, Irmo, SC, USA) tracked the in situ strain during the tensile
cycles. A single crystal was tested at room temperature in an incremental superelastic
experiment. In this experiment, the sample was loaded to a 0.5% strain and then unloaded.
This process was then repeated at increasingly higher strain levels until the sample frac-
tured. A speckle pattern was applied on the sample surface for digital image correlation
(DIC) analyses. During the superelastic experiments, the deformation of the sample was
recorded with a Complementary Metal-Oxide-Semiconductor (CMOS) at a frame rate of
5 Hz. The strain distribution of the sample during the superelastic cycle was analyzed in
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commercial VIC-2D software. The optical microscope of the fractured tensile sample was
observed by using an Olympus digital optical microscope. The sample was etched with
93% C2H5OH + 7% HNO3 solution for 1 min.

3. Results and Discussion

3.1. TEM Results

Figure 1a presents a room temperature bright field TEM image of a Fe41Ni28Co17Al11.5Ti2.5
single crystal with <100> orientation aged at 600 ◦C for 24 h. The high density of precipitates
in this aging condition can clearly be observed. The TEM result shows the high density of
precipitates. Figure 1b shows a high-resolution TEM image and corresponding selected-area
electron diffraction (SAED) pattern of a sample aged at 600 ◦C for 24 h. In this sample, the
diameters of the precipitates were around 8–10 nm. Insert Figure 1b shows the diffraction
pattern of austenite and precipitates. The major diffraction spots are from the austenite matrix
and are identified in the fcc phase. The spot with the red circle is the diffraction pattern of
a precipitate. The diffraction pattern shows that the precipitates had the L12 structure. The
diameters of the precipitates were 5 nm for a sample aged at 600 ◦C for 4 h [6]. The results
indicate that the size of the precipitates increased from 5 to 10 nm when the aging times were
increased from 4 to 24 h. The results of the high-magnification STEM examination combined
with EDS line scanning for the spherical precipitates are shown in Figure 1c. Its composition
via EDS analysis is also tabulated in Table 1. It is found that the main element of the com-
position for the spherical precipitates were enriched in Ni and Al and had lower Fe content.
Therefore, it can be inferred that the spherical precipitation is in the Ni-rich precipitates phase.
Such Ni-rich precipitates have been observed in several alloys systems such as FeNiCoAlTa
and FeMnAlNi [5,10].

  
(a) (b) 

Figure 1. Cont.
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(c) 

Figure 1. TEM images of the precipitates in a FeNiCoAlTi single crystal aged at 600 ◦C for 24 h:
(a) bright field TEM image, (b) high resolution TEM image of the precipitates and the corresponding
selected-area electron diffraction pattern, and (c) TEM mapping results.

Table 1. Composition of the precipitates found by EDS.

Al (at.%) Ti (at.%) Fe (at.%) Co (at.%) Ni (at.%)

Measured 12.5 2.67 37.1 16.57 31.16
Nominal 11.5 2.5 41 17 28

3.2. Thermo-Magnetization Results

Figure 2a,b display the thermo-magnetization results of an Fe41Ni28Co17Al11.5Ti2.5
single crystal aged at 600 ◦C for 24 h under magnetic fields of 0.05 and 7 T. The thermo-
elastic martensitic transformation temperatures of the samples were determined from the
magnetic field results of the 0.05 T test. The tangent line method was used to determine the
transformation temperatures as indicated in Figure 2a. From the results, the martensitic
transformation temperatures were determined to be as follows: austenite finish temperature
(Af) = −122 ◦C, austenite start temperature (As) = −163 ◦C, martensite start temperature
(Ms) = −158 ◦C, and martensite finish temperature (Mf) = −207 ◦C. The temperature
hysteresis was defined as |Af − Ms| and calculated to be 36 ◦C. The thermo-martensitic
transformation was not observed in the previous single crystal aged at 600 ◦C for 4 h
because the transformation temperatures of this aging condition were too low, and the
phase transformations were not observed during the heating and cooling cycles by SQUID
measurement [6]. From the magnetic results of the 7 T magnetic field test, the magnetization
in this aging condition was 160 emu/g. The Ms was around −128 ◦C. The results showed
that the martensitic transformation temperatures increase with the increase in the magnetic
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field from 0.05 T to 7 T. In Figure 2a, it can be seen that As was close to Ms. Based on the
theory of thermo-elastic martensitic transformation [8], we can conclude that the elastic
energy generated because the transformation was equal to twice the dissipation energy.
Therefore, the heat treatment created the conditions for martensitic transformation.

  

(a) (b) 

Figure 2. Magnetization responses of the FeNiCoAlTi single crystals as a function of temperature
under magnetic fields of (a) 0.05 T and (b) 7 T for single crystals aged at 600 ◦C for 24 h.

3.3. Superelastic Results

Figure 3a shows the stress–strain curves of Fe41Ni28Co17Al11.5Ti2.5 single crystals. The
critical stress was determined, by the tangent line method, to be around 323 MPa. The
tensile sample fractured during the 7% applied strain test. The fracture stress was around
635 MPa. The recoverable and irrecoverable strains extracted from incremental strain
tests were plotted as a function of applied strain in Figure 3b. The maximum values of
superelastic strain were about 4.8%. The recoverable strain was limited due to the next
stress level being close to the fracture stress.

 

(a) (b) 

Figure 3. Cont.
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(c) 

 
(d)

Figure 3. (a) Incremental strain superelastic experiment at room temperature in <100> oriented FeNi-
CoAlTi single crystal aged at 600 ◦C for 24 h and (b) variation of recoverable strain and irrecoverable
strain as a function of the applied strain. “X” marks the point of fracture. (c) Contour plot of the
strain field during 6.5% applied strain loading/unloading determined by DIC method. (d) Optical
image of a fractured FeNiCoAlTi tensile sample.

The digital image correlation (DIC) method was used to observe the strain distribution
during the 6.5% applied strain loading. In the preceding 6% applied strain test, the residual
strain was around 1.5%. To clearly show the loading/unloading process, the residual
strain was subtracted from the applied strain of 6.5%, leaving 5% strain, as shown in
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Figure 3c. The DIC results indicate that the strain was uniformly distributed, and no
severe localized strain concentrations were found in the gauge section. These results
indicated that the deformation was uniform during the loading and unloading cycles.
These DIC results were different from those reported by Abuzai and Sehitoglu [11]. Their
DIC results indicated the presence of three martensite variants during the superelastic
test. In the current study, only one martensite variant was observed from the DIC results.
This difference is attributed to the different precipitate morphologies resulting from the
different aging conditions. In their study, the sample was aged at 600 ◦C for 3 h. Their
result suggests that the martensite adopts a twinned morphology in a short aging time
during tensile deformation. In contrast, the sample in the current study was aged at 600 ◦C
for 24 h, and only one variant was observed during the tensile deformation. Figure 3d
shows the optical micrograph of the fractured Fe41Ni28Co17Al11.5Ti2.5 tensile sample aged
at 600 ◦C for 24 h. From the optical microscope results, traces of martensitic bands were
declined about 60◦ to the tensile direction. This result suggests that, with a longer aging
time, the martensite morphology becomes a single variant. Moreover, the critical stress of
the sample aged at 600 ◦C for 3 h was around 800 MPa [11], whereas the critical stress of our
sample aged at 600 ◦C for 24 h was 323 MPa. These results imply that the transformation
temperature increases with an increase in aging time from 3 to 24 h, so less stress is required
to induce martensitic transformation. The undirected role of variant–variant interactions
on mechanical hysteresis is demonstrated by the comparison of the mechanical hysteresis
in crystals aged for 3 h [11] and the crystals aged for 24 h in the current study. In the
sample aged for 24 h, one variant of martensite created conditions for very low mechanical
hysteresis of about 150 MPa at 2% transformation deformation. In those aged for 3 h, when
three variants were created under stress, the mechanical hysteresis was three times higher
than that of the crystals aged for 24 h.

4. Conclusions

In summary, the microstructure and superelastic properties of FeNiCoAlTi single
crystals with the <100> orientation aged at 600 ◦C for 24 h under tension were investigated
in this study. The main conclusions are listed as follows:

1. The precipitates were around 10 nm in size. The precipitate structure was the L12
structure, and the precipitates had high Ni and Al contents.

2. The thermo-magnetization results indicated phase transformations, and the tempera-
ture hysteresis was 36 ◦C.

3. The superelastic test results showed the recoverable strain to be around 4.5% at room
temperature. The DIC results showed that the sample was uniformly deformed, and
one martensite variant was observed during the loading/unloading.
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Abstract: The shape memory properties and microstructure of Fe41Ni28Co17Al11.5(Ti+Nb)2.5 (at.%)
cold-rolled alloys were studied at the first time using the values reported in constant stress thermal
cycling experiments in a three-point bending test. Thermo-magnetization curves of 97% cold-rolled
and solution-treated sample aged at 600 ◦C for 24, 48 and 72 h showed evidence of the martensitic
transformation, and the transformation temperatures increased their values from 24 to 72 h. The alloy
cold-rolled to 97% and then solution-treated at 1277 ◦C for 1 h showed that most grains were
aligned near <100> in the rolling direction in the recrystallization texture. The intensity of texture
was 13.54, and an average grain size was around 400 μm. The sample aged at 600 ◦C for 48 h
showed fully recoverable strain up to 1.6% at 200 MPa stress level in the three-point bending
test. However, the experimental recoverable strain values were lower than the theoretical values,
possibly due to the small volume fraction of low angle grain boundary, the formation of brittle grain
boundary precipitates, and a grain boundary constraint lower than the expected intensity of texture
in the samples.

Keywords: shape memory alloys; FeNiCoAlTiNb; microstructure; shape memory effect; marten-
sitic transformation

1. Introduction

Shape memory alloys (SMAs) are small materials with functional and intelligent
properties. SMAs exhibit two unique properties: (i) the shape memory effect, in which the
material can recover the deformation upon heating or magnetization, and (ii) superelasticity,
which is stress-induced during martensitic transformation, and the material can recover
the deformation after removing the load. Currently, nickel–titanium (NiTi) SMAs are the
most well-developed SMAs and are commonly used in industries including aerospace,
automotive, biomedical, robotics, actuators and sensors due to their high recoverable strain
in both tension and compression [1–3]. However, the materials used in NiTi SMAs have
a high cost and they have difficulty in cold rolling. These factors limit the applications
of large quantities of NiTi SMAs due to the cost of materials and processing issues [4].
Compared to NiTi alloys, iron-based SMAs are commercially attractive because they have
a low material cost and good machinability and workability. As a result, iron-based SMAs
have attracted attention and interest in the industry and academic fields.

The martensitic transformation (MT) of Fe-based SMAs is classified into three groups
based on their martensite and austenite structures: (1) face-centered cubic (FCC) (austenite)
to body-centered cubic (BCC) or body-centered tetragonal (BCT) (martensite). This trans-
formation system can be observed in an FeNi-based alloy system [5–10]. (2) The martensitic
transformation in FeMnSi SMAs are FCC-HCP [11,12]: FCC (austenite) to hexagonal
close-packed (HCP) (martensite). (3) The transformation system reported in FeMnAl [13],
FeMnGa [14,15] and FeMnAlNi [16] SMAs is BCC (austenite) to FCC (martensite).
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Crystals 2021, 11, 1253

In general, four distinct morphologies of martensite in iron-based SMAs can be ob-
served: lenticular, lath, butterfly and thin plate [1,17]. Lenticular martensite is formed in
FePt SMAs. In FeNi alloys, thin plate martensite forms at the lowest temperature, lenticular
martensite forms at intermediate temperatures and lath martensite forms at the highest
temperature [17]. The formation of lath martensite typically contains a high density of
internal dislocations due to accommodation distortion. Unlike the lath martensite, thin
plate types of martensite contain a high density of transformation twins. For butterfly
type of martensite, the substructure comprises a mixture of dislocations and twins [17].
Among four types of martensite morphology, only the thin plate martensite shows the
shape memory effect [1].

Most Fe-based SMAs, such as FeMnAl, FeNiCoTi, FeMnSi and FeMnGa SMAs, show
less than 1% recoverable strain of superelasticity [1,3,5,11,13]. Recently, two new Fe-based
SMAs systems were presented, with superelastic strains above 4% at room temperature.
The first system is Fe40.95Ni28Co17Al11.5Ta2.5B0.05 (at.%), which shows a 13.5% superelastic
strain [9], and in a similar system, FeNiCoAlXB (X: Ta, Nb, Ti) presents a 5% superelastic
strain in polycrystalline alloys [9,10,18,19], single crystals [20–24] and wire [25]. The second
system is Fe43.5Mn34Al15Ni7.5 (at.%), and this system shows a 5% superelastic strain in
polycrystalline alloys [16,26,27], polycrystalline wires [28–30] and single crystals [31,32].
In FeNiCoAlXB (X: Ta, Nb, Ti) alloy systems, three conditions are required to achieve this
excellent superelastic property. (1) A strong texture is required in these alloys. If the texture
is random, it shows brittle behavior. In FeNiCoAlTaB and FeNiCoAlTiB alloys, the strong
texture is in the <100> orientation [8,10]. In FeNiCoAlNbB alloys, the strong texture is in the
<110> orientation [9]. (2) A large grain size is required to decrease the grain boundary and
triple junction constraints during the superelastic tests. In FeNiCoAlTaB alloys, the average
grain size is around 400 μm [8,33]. (3) The alloy is required to undergo aging heat treatment
to obtain L12 precipitates. The nano size precipitates not only strengthen the matrix but
also change the material from non-thermoelastic to thermoelastic transformation [8]. The
precipitate size is around 3 nm for the 600 ◦C–72 h sample [8].

Studies regarding the shape memory behavior of <100>-oriented Fe41Ni28Co17Al11.5Ta2.5
(at.%) single crystals have been carried out. Ma et al. [20] reported a 3.75% recoverable
strain in tension at the stress level of 50 MPa. The precipitate size was around 5 nm for a
600 ◦C–90 h sample. Czerny et al. [34,35] found that two stages of aging heat treatment
could improve the compressive properties. A FeNiCoAlTa single crystal underwent the
first stage of aging at 700 ◦C for 0.5 h and the second stage of aging at 700 ◦C for 3 h,
showing a 15% superelastic strain at −196 ◦C [35].

Tseng et al. [23] found that using Ti to replace Ta could reduce the aging heat treatment
times. A FeNiCoAlTi single crystal with <100> orientation aged at 600 ◦C for 4 h possessed
6% superelastic strain when the test temperature was at −80 ◦C. Chumlyakov et al. [36–38]
showed that adding Nb to this alloy could increase the hardness of the austenite matrix and
improve their superelastic properties. FeNiCoAlNb single crystals with <100> orientation
in two-step aging (700 ◦C–0.5 h + 700 ◦C–3 h) demonstrated 7% superelastic strain in
tension and 13.5% in compression. The precipitates size ranged from 5 to 8 nm [38].

Poklonov et al. [39] reported <100>-oriented FeNiCoAlTiNb single crystals that under-
went a thermal cycling tensile test and obtained 2.2% recoverable strain at 50 MPa when
they were heat treated at 1277 ◦C for 10 h and subsequently aged at 600 ◦C for 4 h. However,
a large irrecoverable strain was observed when the applied stress was 100 MPa. The sample
fractured at a stress level of 150 MPa. Tseng et al. [40] investigated the microstructure
of FeNiCoAlTiNb alloy and found the homogeneous solution heat treatment condition
was 1277 ◦C for 24 h. Second phases were formed in the sample when the heat treatment
temperature was above 1300 ◦C.

In this study, Fe41Ni28Co17Al11.5(Ti+Nb)2.5 (at.%) polycrystalline alloys that under-
went cold rolling were first investigated for their microstructure, texture, thermo- magneti-
zation and shape memory properties using the three-point bending test. In this paper, we

330



Crystals 2021, 11, 1253

discuss the aging effect on microstructure, transformation temperatures and shape memory
properties in the three-point bending test.

2. Materials and Methods

Iron, cobalt, nickel, aluminum, niobium and titanium (99.9 wt%) were used as raw
materials. Ingots with the nominal composition of Fe41Ni28Co17Al11.5(Ti+Nb)2.5 (at.%) were
fabricated by vacuum induction melting (VIM). Wire electrical discharge machining (EDM)
was used to cut the bar to the desired block, the dimensions of which were 100 × 25 × 25 mm
(length, width and thickness). The block was used for the cold-rolling experiment.

As-received Fe41Ni28Co17Al11.5(Ti+Nb)2.5 (at.%) ingots were prepared using several
conditions of thermo-mechanical processing to obtain polycrystalline sheets. The process-
ing conditions are listed below:

(1) Solution heat treatment (SHT 1) at 1277 ◦C for 24 h (h), followed by water quench
(WQ). The first stage of solution heat treatment was used to homogenize the alloys;

(2) Cold rolling (CR) at room temperature with a reduction ratio of 97% to a thickness of
0.7 mm, and three-point bending samples were cut from the cold-rolled sheet;

(3) Solution heat treatment (SHT 2) at 1277 ◦C for 1h and water quenching;
(4) Aging or precipitation heat treatment (PHT) at 600 ◦C for 24, 48 and 72h to introduce

L12 precipitates and water quenching. For the sake of brevity, we refer to the alloys
aged at 600 ◦C for x hours as “600 ◦C–h”.

The thermo-mechanical processing setup used in this study is summarized in Figure 1.

Figure 1. Illustration of the thermo-mechanical processes to obtain Fe41Ni28Co17Al11.5(Ti+Nb)2.5 (at.%)
alloy sheets. SHT 1, WQ, CR, SHT 2 and AHT indicate first stage of solution heat treatment, water
quenching, cold rolling, second stage of solution heat treatment and aging heat treatment, respectively.

The FeNiCoAlTiNb alloys were ground to 0.05 μm and the surfaces were etched with
the solution, which was composed of 7% nitric acid and 93% ethanol. The observation of
microstructure was made using the Olympus digital optical microscope. Vickers micro-
hardness measurements were made using a microhardness tester FM-310. The samples
for the OM tests were (1) 97%CR + 1277 ◦C–1 h, (2) 97%CR + 1277 ◦C–1 h + 600 ◦C–24 h,
(3) 97%CR + 1277 ◦C–1 h + 600 ◦C–48 h and (4) 97%CR + 1277 ◦C–1 h + 600 ◦C–72 h.
Hardness values of measurement were made at room temperature.

A high-resolution X-ray diffractometer with Cu-Kα radiation (λ = 0.1542 nm) was used
to obtain the crystal structures of 1277 ◦C–24 h, 97%CR and 97%CR after heat treatment at
1277 ◦C for 1 h samples. The as-received, 1277 ◦C–24 h, 97%CR and 97%CR samples after
heat treatment at 1277 ◦C for 1 h were cut out for texture measurement using a D5000 X-ray
diffraction device (Siemens, Aubrey, TX, USA). The FCC{111}, FCC{200}, and FCC{220}
pole figure data were selected to plot the orientation distribution functions (ODFs) [19].
The microstructure and texture of the cold-rolled specimens after being treated with
solution at 1277 ◦C for 1h were determined using electron backscatter diffraction (EBSD).
The etching solution used in preparing the sample surface was 10% HClO4 + 90% C2H5OH.
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The SEM images of fractured surfaces for the 600 ◦C–48 h sample after three-point bending
test were obtained using a JSM-7800F device (JEOL, Musashino, Akishima, Tokyo).

In order to find the martensitic transformation temperatures and the thermo- magne-
tization properties, the cold-rolled samples that were aged at 600 ◦C for 24, 48 and 72 h
were measured by using a superconducting quantum interference device (SQUID) under
fields of 0.05 and 7 Tesla. The cooling and heating rate was determined to be 5 K/min.
The magnetic results were used to determine the martensitic transformation temperatures
used to calculate the temperature hysteresis. The sample was first heated up to 110 ◦C
under a zero magnetic field, and then cooled down to −260 ◦C and heated up around to
110 ◦C under a constant magnetic field of 0.05 Tesla. After the 0.05 Tesla test, the magnetic
field was increased to 7 Tesla. The sample was cooled from 120 ◦C to −260 ◦C and heated
up to 120 ◦C again to complete one cycle. In thermo-magnetization curve, magnetiza-
tion was used to describe how a material responds to an applied magnetic field and one
magnetization (emu/g) corresponded to 1 Am2/kg.

The shape memory effects of FeNiCoAlTiNb samples were determined using the
three-point bending method with an ElectroForce 3230 (TA Instruments, New Castle, DE,
USA) equipped with a hot/cold chamber. The support span was 20 mm. Three-point
bending shape memory samples were cut from the cold-rolled sheet. The samples were
solution- treated at 1277 ◦C for 1 h and underwent aging heat treatment at 600 ◦C for
24, 48 and 72 h. The samples were straight before the bending test. Figure 2 presents the
setup of the bending test. For this test, the sample was first loaded with a stress level of
50 MPa at room temperature and was then cooled and heated between −150 ◦C and room
temperature to complete one thermal cycle. This process was repeated for increasing stress
levels. A heating/cooling rate was selected as 5 K/min. When the sample completed one
thermal cycle, the applied stress level increased to 100 MPa and the next heating/cooling
cycle was carried out. The same procedure was applied using the stress levels of 150 and
200 MPa. The 600 ◦C–48 h sample failed when the applied stress level was 250 MPa. The
600 ◦C−72 h sample fractured during the 150 MPa applied stress level.

 

Figure 2. Setup for the bending test.

3. Results

3.1. Microstructure and Microhardness Results

Figure 3a–d show the microstructure of the FeNiCoAlTiNb polycrystalline in different
thermo-mechanical processing conditions. Figure 3a shows the 97%CR sample after being
heat treated at 1277 ◦C for 1 h. The grain boundaries were clearly seen in this condition.
Figure 3b–d display the 97%CR sample after being treated with solution at 1277 ◦C for 1 h
and aging heat treatment at 600 ◦C for 24, 48 and 72 h. The microstructure results show
that leaf-like β phases accumulate in the grain boundary, especially in triple junctions.
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Increasing the aging times from 24 to 72 h, large number of β phases form in the aging
sample. The generation of β phases can also be observed in FeNiCoAlXB (X: Ta, Ti, Nb)
systems [8–10,12].

 
Figure 3. Microstructure of FeNiCoAlTiNb alloy in different thermo-mechanical processing condi-
tions: (a) 97%CR+1277 ◦C–1 h, (b) 97%CR+1277 ◦C–1 h + 600 ◦C–24 h, (c) 97%CR + 1277 ◦C–1 h +
600 ◦C–48 h and (d) 97%CR + 1277 ◦C–1 h + 600 ◦C–72 h.

Table 1 shows the Vickers microhardness of the FeNiCoAlTiNb alloy in different
conditions of thermomechanical processing. The hardness value of the 97%CR sample is
around 430HV. After the solution heat treatment, the hardness is 260HV. For the aging
heat treatment condition, the microhardness values are 462 HV, 510 HV and 552 HV for
600 ◦C–24 h, 600 ◦C–48 h and 600 ◦C–72 h, respectively. The microhardness results of three
aging conditions are summarized in Figure 4. From the results, as the aging times increase,
the hardness values increase their values due to the formation of precipitation hardening.
In FeNiCoAlTa single crystal studies, the hardness values increased when the aging times
increased from 24 to 90 h at an aging temperature of 600 ◦C, which suggests precipitates
strengthen the austenite matrix [21].

Figure 4. Hardness results of FeNiCoAlTiNb samples under different aging conditions.
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Table 1. Microhardness results of FeNiCoAlTiNb alloy in different thermo-mechanical process-
ing conditions.

Thermo-Mechanical Processing Vickers Hardness (HV)

97%CR 430 ± 12
97%CR + 1277 ◦C–1 h 260 ± 6.5

97%CR + 1277 ◦C–1 h + 600 ◦C–24 h 462 ± 5.5
97%CR + 1277 ◦C–1 h + 600 ◦C–48 h 510 ± 5
97%CR + 1277 ◦C–1 h + 600 ◦C–72 h 552 ± 6

3.2. XRD Results

Figure 5 presents the XRD results for samples’ conditions: 1277 ◦C–24 h, 1277 ◦C–24 h
+ 97%CR and 1277 ◦C–24 h + 97%CR + 1277 ◦C–1 h. The XRD profile results show that
face-centered cubic (FCC) phases are found in three conditions. In the cold-rolled samples
after 1277 ◦C–1 h treatment, a strong peak intensity is observed in the (111) plane.

Figure 5. XRD results of FeNiCoAlTiNb samples under different processing conditions: 1277 ◦C–24 h,
1277 ◦C–24 h + 97%CR and 1277 ◦C–24 h + 97%CR + 1277 ◦C–1 h.

3.3. Magnetization Results

The transformation temperatures of the cold-rolled samples after being aged at 600 ◦C
for 24, 48 and 72 h were determined using the magnetic field test. After solution heat
treatment, the 97% cold-rolled sample does not show here, since martensitic transformation
is not observed in this condition. Figure 6a–f display the thermo-magnetization results of
FeNiCoAlTiNb that underwent aging heat treatment at 600 ◦C for 24, 48 and 72 h under
the magnetic fields of 0.05 and 7 Tesla. The martensitic transformation temperatures of
the sample aged at 600 ◦C for 24, 48 and 72 h were determined using the magnetic field
results of 0.05 Tesla, as shown in Figure 6a,c,e. The tangent line method was used to
determine the transformation temperatures. From the result, the martensitic transforma-
tion temperatures of the 600 ◦C–24 h aging sample were: austenite finish temperature
(Af) = −103 ◦C, austenite start temperature (As) = −147 ◦C, martensite start temperature
(Ms) = −135 ◦C and martensite finish temperature (Mf) = −189 ◦C. The temperature hys-
teresis was defined as ΔT = |Af − Ms|, and was calculated to be 36 ◦C. For the 600 ◦C–48 h
aging sample, Af = −68 ◦C, As = −105 ◦C, Ms = −106 ◦C and martensite finish temper-
ature (Mf) = −154 ◦C. The temperature hysteresis was 30 ◦C. For the 600 ◦C–72 h aging
sample, Af = −53 ◦C, As = −100 ◦C, Ms = −90 ◦C, and martensite finish temperature
(Mf) = −134 ◦C. The temperature hysteresis was 37 ◦C. The transformation temperatures
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and temperature hysteresis of the FeNiCoAlXB (X: Ta, Nb, Ti) alloys and the FeNiCoAlTiNb
alloy reported by the present authors [8–10] are summarized in Table 2.

(a) (b) 

(c) 

 
(e) 

(d) 

 
(f) 

Figure 6. Thermo-magnetization curves of FeNiCoAlTiNb aging sample. (a,b) 0.05 and 7 Tesla for 600 ◦C−24 h, (c,d) 7 Tesla
for 600 ◦C−48 h, (e,f) 0.05 and 7 Tesla for 600 ◦C−72 h.

Figure 6b,d,f present the magnetic results of the 7 Tesla experiments; the magnetization
of both aging conditions is 140 emu/g. The Ms can also be obtained using tangent line
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methods, and Ms was −108 ◦C, −81 ◦C and −78 ◦C in 600 ◦C–24 h, 600 ◦C–48 h and
600 ◦C–72 h conditions, respectively. The results show the transformation temperatures
move to higher temperatures as the aging times increase. A similar trend was reported in
FeNiCoAlTa single crystals [21].

Table 2. Transformation temperatures and temperature hysteresis of the present FeNiCoAlTiNb alloy
in comparison with data for FeNiCoAlXB (X: Ta, Nb, Ti) alloys [8–10].

Alloys Transformation Temperature (◦C) Temperature Hysteresis (◦C)

FeNiCoAlTaB
(600 ◦C–72 h) Af = −62 and Ms = −86 24

FeNiCoAlTa
(600 ◦C–90 h) Af = −63 and Ms = −98 35

FeNiCoAlNbB
(600 ◦C–80 h) Af = −30 and Ms = −70 40

FeNiCoAlTiB
(550 ◦C–24 h) Af = −4 and Ms = −35 31

FeNiCoAlTiNb
(600 ◦C–24 h) Af = −103 and Ms = −135 36

FeNiCoAlTiNb
(600 ◦C–48 h) Af = −68 and Ms = −106 32

FeNiCoAlTiNb
(600 ◦C–72 h) Af = −53 and Ms = −90 37

3.4. EBSD and ODFs Results

The recrystallization texture of the 97% cold-rolled samples after undergoing solution
treatments at 1277 ◦C for 1 h was obtained using EBSD. Figure 7 shows a quasi-colored
orientation map of the 97% cold-rolled samples after solution treatment, where the color
indicates the crystal orientation presented in the stereographic triangle. In the figure, the
RD, TD and ND represent the rolling direction, transverse direction and normal direction,
respectively. From the results of orientation maps, the average grain size is around 402 μm.
In the FeNiCoAlTaB alloy, the average grain size is around 400 μm [8]. From the inverse
pole figure result, strong <001> orientation is observed in the rolling direction. The intensity
of texture is 13.64. The recrystallization texture of the present alloy is similar to the <100>
texture of the FeNiCoAlTaB and FeNiCoAlTiB alloy [8,10] but different from the <110>
texture of the Fe–Ni–Co–Al–Nb–B alloy [9].

Figure 7. Quasi-colored orientation maps of microstructure and inverse pole figures of the cold-rolled alloy after being
solution treated at 1277 ◦C for 1 h (RD: rolling direction, TD: transverse direction, ND: normal direction).
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Figure 8 shows ODFs (phi 2= 0◦, 45◦, and 60◦ sections) for the alloy with differ-
ent thermo-mechanical processing conditions. The texture of the as-received sample is
cubic {001}〈100〉, Goss/brass (G/B) {110}〈115〉 and brass ({110}〈112〉. The sample after
solution treatment shows cubic {001}〈100〉, rotated cube (Rt-C) {001}〈110〉 and rotated Cu
(Rt-Cu) {112}〈011〉 texture. The 97% cold-rolled sample shows Goss (G) {110}〈001〉) and
Goss/brass (G/B) {110}〈115〉 textures. The cold-rolled sample that underwent 1277C–1h
heat treatment shows a Goss (G) {110}〈001〉 texture. Therefore, cold-rolling deformation
and recrystallization at 1277 for 1h give rise to a preferred 〈100〉 recrystallized orientation.

  
(a) 

 
(c) 

(b) 

 
(d) 

Figure 8. ODFs results of FeNiCoAlTiNb polycrystalline under different thermo-mechanical processing conditions: (a) as-
received, (b) 1277C–24 h, (c) 97%CR and (d) 97%CR + 1277 ◦C for 1 h.

3.5. Three-Point Bending Test Results

The results from the thermal cycling under the three-point bending test at different
stress levels are displayed in Figure 9. Figure 9a shows the thermal cycling results of sample
aged at 600 ◦C for 24 h. When the stress level is 100 MPa, the martensitic transformation
occurs at around −150 ◦C. The complete loop of phase transformation does not observe
because the transformation temperature is too low, and the device can only cool down to
−150 ◦C, and the stress level is not high enough to induce martensitic transformation to
higher temperature. The sample fails during the 200 MPa thermal cycle test. The early fail-
ure of thermal cycling specimens was probably caused by the variant–variant interactions
during transformation process. During the cooling process, the interaction between the
growing martensitic phase increases variant interaction and leads to fracture [20].

Figure 9b presents the thermal cycling results of the sample aged at 600 ◦C for 48 h. The
phase transformation was observed when the stress level was 50 MPa. The sample failed
when the stress level increased to 250 MPa. Transformation temperatures, recoverable
strain and temperature hysteresis values can be obtained through this test. The maximum
recoverable strain was around 1.6% at a stress level of 200 MPa. The transformation
temperatures (Af and Ms) are extracted in Figure 9b and plotted as a function of applied
stress, as shown in Figure 9c. From the results, when the applied stress levels increased,
the Af and Ms slightly increased their temperatures. The Ms was −110 ◦C at 50 MPa and
increased to −100 ◦C at 200 MPa. The Af was −70 ◦C at 50 MPa and increased to −56 ◦C at
200 MPa. In addition, the lines for each transformation temperature could be extrapolated
down to zero stress to determine the stress-free transformation temperatures. The Ms was
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−112 ◦C and Af was −74 ◦C, which were values close to the transformation temperatures
determined by the SQUID results.

 
(a) 

 
(b) 

 
(c) (d) 

Figure 9. Shape memory effect of FeNiCoAlTiNb 97% cold-rolled sample after being aged at 600 ◦C for x hours using
three-point bending test. (a) 600 ◦C–24 h aging sample, (b) 600 ◦C–48 h aging sample, (c) stress versus temperature phase
diagram for a 600 ◦C–48 h aging sample. The values for each transformation temperature are obtained from Figure 7b
results. (d) 600 ◦C–72 h aging sample.

Figure 9d displays the thermal cycling results of the sample aged at 600 ◦C for 72 h.
The maximum recoverable strain was 1.1%. The sample failed during the 150 MPa thermal
cycle test. The sample was brittle due to the formation of β phases at the grain boundaries.

4. Discussion

From the three-point bending test results, it is clear that the recoverable strain of
the 600 ◦C–48 h aged sample is smaller than the theoretical calculated values of FeNi-
CoAlTaB [8]. One possible reason for this is the smaller fraction of low angle grain bound-
ary (LAB). Figure 10 shows the grain boundary misorientation of the 97% cold-rolled alloy
after solution treatment at 1277 ◦C for 1 h. Based on the calculation, the fraction of LABs is
about 11%. The FeNiCoAXB (X: Ta, Nb, Ti) polycrystalline alloy systems are required to
undergo aging heat treatment to increase the strength of the austenite matrix and obtain
the nano size L12 precipitates [8–10,25]. Meanwhile, β phases (grain boundary precipitates)
are generated along the grain boundary, especially at the triple junction. β phases prefer to
form at high angle grain boundaries (HABs) due to higher energy [9,10]. From Figure 3c
results, it is seen that the β phases form at the grain boundaries. As the fraction of LABs
is 11% in the 97% cold-rolled sample after solution treatment at 1277 ◦C for 1 h, β phases
can be seen in the grain boundaries for the 600 ◦C–48 h sample. β phases deteriorate
ductility and shape memory properties. As a consequence, the recoverable strain of the
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shape memory effect is smaller than the theoretical calculated values. Although a small
number of β phases is formed in the 600 ◦C–24 sample, the transformation curve of the
shape memory effect is not observed even under the 2000 MPa stress level due to its lowest
transformation temperatures. For the 600 ◦C–72 sample, more β phases were generated in
this aging condition, as shown in Figure 3d. As a consequence, the sample failed during
the 150 MPa test.

Figure 10. Grain boundary misorientation of the cold-rolled alloy after solution treatment.

Another possible reason for the significantly lower shape memory recoverable strain
observed in this study is related to the texture intensity of the <100> orientation in the
rolling direction. In this study, the texture intensity of the <100> component in the RD
direction is 13.64, as shown in Figure 7. The texture intensity of same component and
orientation in FeNiCoAlTaB is 25.4 [8]. The value of texture intensity in this sample is lower
than that in the FeNiCoAlTaB specimen. Texture development can improve the recoverable
strain of shape memory and superelasticity [8–10]. In iron-based SMAs, reducing the grain
constraint is crucial due to martensite variant selection. Based on the Bain distortion theory,
only three variants can assist the deformation, which is different from the NiTi SMAs, in
which twenty-four variants are able to assist deformation [1].

In iron-based SMAs, the theoretical transformation strains are 8.7%, 4.1% and 2.1%
in <100>, <110> and <111> orientations, respectively [8]. Based on the results in Figure 7,
Quasi-colored orientation maps in the rolling direction show that some grains are oriented
in the <110> and <111> direction. The large difference in the crystal orientation between
surrounding grains increases the grain constraint. When the applied stress level is increased,
the incompatibility between adjacent grains becomes intense and results in the deterioration
of ductility. Figure 11a presents SEM images of the fracture surface for the 600 ◦C–48 h
sample after three-point bending test. The fracture is along the grain boundary. Figure 11b
shows an SEM image of a cross section. The fracture surfaces of the sample are smooth.
The results suggest that the sample has a brittle intergranular fracture, and the fracture is
along a grain boundary.

The final possible reason for the smaller strain of this polycrystalline material is the
addition of boron. The volume fraction of LABs is 11% in the present alloy and 11% in
FeNiCoAlNbB [9]. Since both alloys have a similar fraction of LABs, the aging condition for
the FeNiCoAlNbB alloy is 600 ◦C for 96 h. A small amount of grain boundary precipitates
is observed in this aging condition. Since B element tends to lower the grain boundary
energy, this retards β phases’ growth in the FeNiCoAlNbB alloy. The recrystallization
texture of the FeNiCoAlNbB alloy near <110> in the rolling direction is different from the
FeNiCoAlTaB [8,9] and present alloy.
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(a) 

 
(b) 

Figure 11. SEM images of 600 ◦C–48 h sample after three-point bending test. (a) Fracture surface of
sample and (b) cross section of fracture surface.

5. Conclusions

In summary, the microstructure, thermo-magnetization, and shape memory properties
of new cold-rolled FeNiCoAlTiNb SMA samples were investigated for the first time. The
main conclusions can be listed as follows:

(1) The β phases were generated along the grain boundaries when the aging times were
48 and 72 h at 600 ◦C. The XRD results of cold-rolled samples after 1277 ◦C–1 h
showed a strong peak intensity in the (111) plane.

(2) The cold-rolled sample aged at 600 ◦C for 24, 48 and 72 h showed phase transfor-
mation under the magnetic field of 0.05 and 7 Tesla. As the aging durations were
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increased from 24 to 72 h, the martensitic transformation temperature shifted to a
higher temperature, which indicates the transformation temperatures increase with
an increase in the aging times.

(3) Recrystallization textures of near <100> orientation were developed using a com-
bination of cold rolling with a reduction ratio of 97% and subsequent annealing at
1277 ◦C for 1 h. The average grain size was around 400 μm, and the intensity of
texture was 13.64.

(4) Shape memory behavior was not observed in the 600 ◦C–24 h sample at a 2000 MPa
stress level due to the fact that it possessed the lowest transformation temperature.
The shape memory properties in the 600 ◦C–48 h sample with a recoverable strain
of 1.6% at 200 MPa stress level were obtained using a three-point bending test. The
observed recoverable strain values were lower than the theoretical values, possibly
owing to the smaller fraction of low angle grain boundary, the formation of grain
boundary precipitates and grain boundary constraint due to a slightly lower than
expected intensity of texture in the samples. The thermal hysteresis was around 40 ◦C.
The recoverable strain in the 600 ◦C–72 h sample was 1.1% at 100 MPa. The sample
fractured at a stress level of 150 MPa due to the formation of a large amount of brittle
β phases.
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Abstract: A dislocation density–grain boundary interaction scheme coupled with the dislocation
density-based crystalline plasticity finite element method has been established and used to investigate
the deformation behavior of bicrystalline pillars with the same grain boundary misorientation angle
but different crystal orientations. It is found that the angle between the activated slip systems,
which is determined by the crystal orientations, rather than the grain boundary misorientation angle,
influences the interactions between the plastic slip and the grain boundary, which further influence
the heterogeneous deformation of bicrystalline specimens.

Keywords: grain boundary; crystallographic orientation; crystallographic plasticity; deformation be-
havior

1. Introduction

Grain boundaries (GBs) have significant influence on the mechanical properties of
polycrystalline materials by interacting with dislocations and other defects [1–3]. Therefore,
the interactions between GBs and dislocations have attracted much attention for many
decades [4–9]. Due to the complexity, the detailed interaction between GB and dislocation
has not been understood thoroughly to date [3,10,11]. However, it is well accepted that
the interactions between dislocations and GBs have a close relationship with the GB
misorientation angle [2,3]. Dislocations trend to pile up at high-angle GBs (HAGBs) and
pass through low-angle GBs (LAGBs) in popular opinion [12–14]. Therefore, the angle of
GBs is employed to estimate the effects of GBs on deformation behavior in many studies.

In recent years, bicrystalline micro-pillar experiments have been widely used to inves-
tigate the effects of GBs on the deformation behavior of polycrystals [15–17]. Kheradmand
et al. [18,19] have observed slip transfer LAGBs in a bicrystalline micro-pillar, which is
consistent with the previous understanding. However, there are some phenomena that
contradict the common view of dislocation transmission in the bicrystalline micro-pillar
with HAGBs. For example, although the work of [19] has shown no slip transfer in the
HAGB in a bicrystalline pillar, as anticipated, the works of [10,11,20] have successfully
revealed slip transfer HAGBs in some bicrystalline pillars. Although all the GBs are HAGBs,
the orientations of component crystals and the directions of load are randomly distributed,
which may induce the different activation behavior of slip systems and further influence
the slip transfer [17,21]. This may be the reason for the contradictory effects of HAGBs on
slip transfer. It implies that the consideration of GB misorientation angle alone would not
lead to fully understanding the slip transfer mode of bicrystalline specimens.

Due to the complicated development of stress and strain formed in the deformation
process of bicrystals, simulations have been widely used to investigate the stress and
strain evolution [22]. Raabe and Lu et al. [14,23] have employed phenomenological crystal
plasticity models to qualitatively analyze the effects of GB misorientation angle on the
local plastic deformation of bicrystals and found the blocking effect of GBs on plastic
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strain. However, the interactions between dislocations and GBs were not considered in
the models. Therefore, those investigations cannot reveal the microscopic mechanism
behind the effect of GBs on the plastic deformation behavior [22]. Generally, plastic
deformation is the result of dislocation motion [9]. Therefore, it is necessary to establish
a model that based on the evolution of dislocations to reveal the underlying mechanism.
Zikry et al. [24,25] have established a dislocation density-based crystal plasticity finite
element method, and coupled it with dislocation density–grain boundary interaction
(DDGBI) schemes [5,26,27]. Using this model, Zikry et al. [24,28] have revealed that the
different plastic slips between the component crystals influence the pile-up of dislocations
at GBs in bicrystalline specimens [24]. This implies that to understand the effects of GBs
on the deformation behavior of specimens, it is necessary to gain an insight into the
interactions between the GB and activated slip systems. The activity of slip systems is
directly influenced by crystal orientations. However, the effects of crystal orientations on
the interactions between slip and GBs in bicrystalline specimens have been overlooked.
Therefore, the effects of GBs on the deformation behavior of bicrystalline specimens with
HAGBs are still unclear. In fact, this unclear point is also found in polycrystal material.

For a detailed understanding of the effects of GBs on the deformation of bicrystalline
specimens, a DDGBI scheme coupled with the dislocation density-based crystalline plastic-
ity finite element method has been established and used to investigate the deformation
behavior of three high-purity nickel (99.99%) bicrystalline pillars with different crystal
orientations but an identical GB misorientation angle (38.7◦). The global coordinate systems
and schematic of the bicrystalline pillar are shown in Figure 1a. The detailed orientations
of the component crystals of each bicrystalline pillar are listed in Table 1. The loading
direction is along [001] of global coordinate systems. The diameter and height of samples
are 1.4 μm and 2.1 μm, respectively.

Figure 1. (a) Schematic of bicrystalline pillar, (b) engineering stress–strain curves of specimens that are used to determine
the material parameters. The contours of the accumulative plastic slip on the surface of specimen BC1, (c) on the front side
and (d) on the reverse side.

Table 1. Crystal orientations of the three bicrystalline specimens.

Specimen Crystal Direction
Crystal

Orientation
Crystal Direction

Crystal
Orientation

BC1
A1

[001] [1 5 3]
B1

[001] [6 5 5]
[100] [1 −2 3] [100] [5 −17 11]

BC2
A2

[010] [1 5 3]
B2

[010] [6 5 5]
[100] [1 −2 3] [100] [5 −17 11]

BC3
A3

[100] [1 5 3]
B3

[100] [6 5 5]
[001] [1 −2 3] [001] [5 −17 11]

2. Crystal Plasticity Simulation Model

The constitutive model used in this study is based on the theories proposed by
Asaro [29] and Zikry [30]. The equations of the shear strain rate, reference stress of slip
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systems and dislocation density have been introduced in detail in [24,31–33]. Here, only
the DDGBI scheme is described briefly. To obtain a detailed understanding of DDGBI, a
transmission scalar for each slip system, λ

αβ
AB, was proposed [9] as

λ
αβ
AB =

(
nα

A·nβ
B

)(
sα

A·sβ
B

)
(1)

where s is the current slip vector and n is the normal vector. The superscript α and β
correspond to the slip system α and β in grain A and B, respectively. Grain A and B are
separated by GBs. Due to the orthogonality of the unit vector, λ

αβ
AB varies from zero to one,

where complete dislocation blockage and complete dislocation transmission correspond
to a value of zero and one, respectively. Therefore, λ

αβ
AB can be employed as an index to

indicate whether the slip on the α slip system in grain A transmits across the GB to the β
slip system in grain B or not [24].

Additionally, slip transmission only occurs between the activated slip systems [21].
Therefore, the second criterion of slip transmission between slip systems in the adjacent
grains can be expressed as ∣∣∣τ(α)

A

∣∣∣ ≥ τ
(α)
c ,

∣∣∣τ(β)
B

∣∣∣ ≥ τ
(β)
c (2)

where τ is the resolved shear stress, and the subscript c corresponds to the critical stress
to drive the motion of dislocations. Moreover, definition of the slip systems used in the
crystal plasticity model and the Schmid factors of the slip system for the three specimens
are listed in Table 2.

Table 2. Definition of the slip systems used in the crystal plasticity model and the Schmid factors of
the slip system for the three specimens.

Slip
Plane

Slip
Direction

Schmid Factor

A1 A2 A3 B1 B2 B3

γ1 1 1 1 0 −1 1 0.197 0.082 0.292 0.060 0.026 0.026
γ2 1 1 1 1 0 −1 0.208 0.326 0.117 0.065 0.080 0.006
γ3 1 1 1 −1 1 0 0.405 0.245 0.175 0.005 0.055 0.021
γ4 −1 1 1 1 0 1 0.337 0.326 0 0.209 0.046 0.165
γ5 −1 1 1 1 1 0 0.486 0.489 0 0.209 0.323 0.124
γ6 −1 1 1 0 −1 1 0.149 0.163 0 0.022 0.277 0.289
γ7 1 −1 1 0 1 1 0.069 0.082 0.175 0.285 0.101 0.186
γ8 1 −1 1 1 1 0 0.052 0.245 0.175 0.313 0.059 0.371
γ9 1 −1 1 1 0 −1 0.017 0.326 0.350 0.028 0.160 0.186
γ10 1 1 −1 0 1 1 0.278 0.163 0.117 0.285 0.412 0.129
γ11 1 1 −1 1 0 1 0.146 0.326 0.467 0.313 0.037 0.251
γ12 1 1 −1 −1 1 0 0.132 0.489 0.350 0.029 0.437 0.475

Figure 1a shows the finite element mesh of the pillar for uniaxial compress deformation
and the boundary condition in commercial ABAQUS software. A 3D solid element, C3D8,
with eight nodes and one integration point, was employed. The mesh density in the
regions adjacent to GBs was slightly higher than other regions. In order to verify the mesh
convergence, mesh with different sizes in the regions adjacent to GBs was considered.
The mesh size of the model was about 50 nm. The displacement boundary conditions
were applied to specimens as shown in Figure 1a. For uniaxial compression, a prescribed
displacement was imposed on the top surface of specimens, and the fixed condition
(ENCASTRE) was applied on the bottom surface of specimens. Additionally, the strain rate
was 0.001 s−1 during the loading.

To obtain the material parameters to be used in simulation, deformation behavior
of the single crystalline pillars, crystal A1 and B1, was simulated first. Based on the
relationships of the dislocation density evolution coefficients [24] and engineering stress–
strain curves of the specimens [19], the material parameters were obtained. Thereafter,
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the accuracy of material parameters and DDGBI model were verified by simulating the
deformation of specimen BC1 first. The engineering stress–strain curves of these samples
are shown in Figure 1b. It can be observed that the simulations are in good agreement with
the experiments. Figure 1c shows the accumulative plastic slip on the surface of specimen
BC1 from the front side of the specimen. It is clear that the plastically deformed area in
grain B1 is larger than that in grain A1. Moreover, the area close to the GB in grain B1
has higher plastic slip than other areas. The similar phenomenon is also observed from
the reverse side (Figure 1d). Those phenomena are consistent with the distribution of slip
bands in experiments reported in [19]. Those results suggest that the DDGBI scheme and
the material coefficients can be used to study the heterogeneous deformation of bicrystals.
All the parameters that were used in the simulation are listed in Table 3.

Table 3. Material parameters used in the crystal plasticity finite element simulations.

Parameter Symbol Value Unit Reference

Elastic moduli C11 246,500 MPa
C12 147,300 MPa
C44 124,700 MPa

Reference strain rate .
γ
(α)
re f

0.001 1/s [33]

Rate sensitivity parameter m 20 1 [33]
Static yield stress τy 120 MPa

Interaction coefficient ααβ 0.2 1 [32]
ααα 0.6 1 [32]

Initial dislocation density ρim0 10,000 mm−2 [24]
ρm0 10 mm−2 [24]

Dislocation density evolution coefficient gsour 4.52 × 10−5 1
gminter 5.53 1
gimmob 1.626 × 10−3 1
grecor 6.67 1 [24]

Burgers vector b 3.0 × 10−7 mm [24]

3. Results

Figure 2 shows the contours of elastic stress on the longitudinal section of the three
specimens after 0.05% engineering strain. For specimen BC1, elastic stress on crystal B1 is
higher than that on crystal A1 (Figure 2a), while the difference in the elastic stress between
crystal A2 and B2 is slightly smaller in specimen BC2 (Figure 2b). For specimen BC3,
the contours of elastic stress on crystal A3 and B3 are almost same (Figure 2c). Those
phenomena reveal that crystal orientations have great influence on the distribution of
elastic stress in bicrystalline pillars.

 

Figure 2. Contours of stress of the three specimens when the engineering strain is 0.05%. (a) BC1, (b) BC2 and (c) BC3.
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In the elastic regime, the stresses distributed on the component crystals are influenced
by their elastic moduli in the loading direction, which can be given [34] by Equation (3):

σA =
σT AT

AA + EB AB
EA

, σB =
σT AT

AB + EA AA
EB

(3)

where σT is the total stress applied to the bicrystalline pillar, AT, AA and AB are the cross-
section areas of the bicrystalline pillar and the component crystal A and B, respectively. EA
and EB are the elastic moduli for crystal A and B in the loading direction, respectively. In
this simulation, AA = AB. Therefore, Equation (3) can be expressed as

σA =
2EAσT

EB + EA
, σB =

2EBσT
EB + EA

(4)

The orientation dependence of the elastic moduli E in a uniaxial stress state
→
χ direction

is given [34] by

1
E→

x
=

C11 + C12

(C11 − C12)(C11 + 2C12)
+

(
1

C44
− 2

1
C11 − C12

)(
x2

1x2
2 + x2

2x2
3 + x2

3x2
1
)

‖χ‖4 (5)

Based on Equations (4) and (5), the elastic moduli of the component crystals in a
uniaxial loading direction, and the ratios of the stresses on the component crystals to the
total stresses of specimens, were calculated and are listed in Table 4. The difference in the
distributed stresses between crystal A and B in specimen BC1, BC2 and BC3 is 0.346σT,
0.272σT and 0.022σT, respectively. Therefore, the difference in the stress distribution
between the component crystals in these three specimens decreases gradually (Figure 2).
The above analysis illustrates that crystal orientation determines the elastic moduli and
further influences stress proportions of the components in the elastic deformation stage.

Table 4. Elastic moduli and the ratio of the applied stresses on the component crystals to the total
stress.

Sample BC1 BC2 BC3

Crystal A1 B1 A2 B2 A3 B3
E(MPa) 182,000 258,000 156,000 205,000 208,300 203,600

σ/σT 0.827 1.173 0.864 1.136 1.011 0.989

The different stress proportions of the components in the elastic deformation stage
will induce different levels of initiation and development of plastic deformation. To reveal
the initiation of plastic deformation, the evolutions of plastic slip at two special nodes close
to the GB were analyzed. The locations of the nodes on the three specimens are shown in
Figure 3a–c. For specimen BC1, node L1 starts plastic deformation when the engineering
strain is 0.14% (Figure 3d). For node R1, plastic deformation begins when the engineering
strain is 0.167% (Figure 3e), which is later than node L1. This is because the largest Schmid
factor of crystal A1 is 0.486 on γ5, and the largest Schmid factor of grain B1 is 0.313 on γ8
and γ11, as listed in Table 2. Combining the different stress proportions with the Schmid
factors of the component crystals, the resolved shear stress on γ5 of crystal A1 is higher
than those on γ8 and γ11 of crystal B1. After the initiation of plastic deformation, plastic
slips interact with the GB and influence the evolution of the plastic slip. For specimen BC1,
the transmission scalars λ5,8

A1,B1 and λ5,11
A1,B1 are 0.126, and the other transmission scalars are

equal to zero. This means the plastic slip on γ5 of crystal A1 almost cannot transmit to γ8
and γ11 of crystal B1. Therefore, the distribution of plastic slip on γ5 of crystal A1 is very
different from the plastic slip on γ8 and γ11 of crystal B1 on the two sides of the GB, i.e.,
the plastic deformation is not continuous in the vicinity of the GB. This is confirmed by the
contours of the plastic slip on the GB of specimen BC1, as shown in Figure 4a–c. It implies
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that the GB is an obstacle to the development of plastic slip when the transmission scalars
of the activated slip systems are low. Therefore, the accumulative plastic slip on specimen
BC1 is heterogeneous and there is a sharp change in the distribution of plastic slip between
B1 and A1 (Figure 3a).

 
Figure 3. (a–c) Field of accumulative plastic slip on the longitudinal section of BC1, BC2 and BC3,
respectively, after 0.4% strain. L1 (d), R1 (e), L2 (f), R2 (g), L3 (h) and R3 (i).

Similarly, the combined effects of Schmid factors and the stress proportion lead to the
plastic deformation at node R2 beginning earlier than that at L2, as shown in Figure 3f,g.
Additionally, the plastic deformation at R2 is mainly contributed to by the plastic slip on
γ12 and γ10, while it is γ12 and γ5 at L2. For specimen BC2, the transmission scalars λ12,10

A2,B2

and λ12,12
A2,B2 are 0.887 and 0.826, respectively. Due to the higher transmission scalar, the

plastic slip on γ12 of crystal A2 can transmit to γ10 and γ12 of crystal B2, as marked by
arrows in Figure 4d–f, which promotes continuous plastic deformation in the vicinity of the
GB. Therefore, the accumulative plastic deformation on the component crystals is nearly
homogeneous (Figure 3b).
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Figure 4. Contours of plastic slip on grain boundaries of the three specimens when the engineering
strain is 0.18%. (a–c) correspond to the plastic slip on γ5 of crystal A1, γ8 and γ11 of crystal B1,
respectively. (d–f) correspond to the plastic slip on γ12 of crystal A2, γ10 and γ12 of crystal B2,
respectively. (g,h) correspond to the plastic slip on γ11 of crystal A3 and γ12 of crystal B3, respectively.

For specimen BC3, the plastic deformation begins almost simultaneously on the
two component crystals, as shown in Figure 3h,i. The plastic deformation of crystal A3
and B3 is mainly contributed to by the plastic slip on γ11 and on γ12, respectively. As
the transmission scalar λ11,12

A3,B3 is 0.891, the plastic slip on γ11 of crystal A3 and on γ12
of crystal B3 can transmit the GB easily. Therefore, the accumulative plastic slips on
γ11 of crystal A3 and γ12 of crystal B3 are nearly the same, as marked by the arrow in
Figure 4g,h, which induces continuous accumulative plastic slip on the GB in the BC3
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specimen (Figure 3c). The differences in the accumulative plastic slip among the three
bicrystalline pillars reveal that the crystal orientations determine the activation of slip
systems and further influence the interaction between plastic slip and GBs, and the angle
between the activated slip systems of component crystals are the critical factor influencing
the homogeneity of deformation.

Besides these above three specimens, we performed the simulations on other bicrys-
talline micro-pillar specimens with different degrees of HAGBs, such as 45◦, 55◦, 75◦, etc.
Additionally, the same conclusion has been reached that the angle between the activated
slip systems of component crystals are the critical factor influencing the homogeneity of
deformation. Motivated by the discussion, the underlying mechanism of the effects of
GBs on the heterogeneous plastic deformation of specimens can be understood from the
evolution of the activated slip systems. For the specimens with LAGBs, the orientations
of crystals are close to each other, thus the component crystals are stressed almost identi-
cally [19] in the elastic stage. Moreover, the Schmid factors of the same slip systems in the
component crystals are nearly the same. The combined effects of the Schmid factors and
applied stress induce same activated slip systems of the component crystals. Meanwhile,
the angles between the slip systems of the component crystals are low. This ensures that the
slip on the activated slip systems of the component crystals can transmit the GBs easily [35].
In contrast, for the specimens with HAGBs, the stress on the component crystals is always
unequal and the Schmid factors of the same slip systems of the component crystals are
different. The combined effects of applied stresses and Schmid factors may induce different
activated slip systems in the two component crystals, as shown in Figure 3. The angles
between these activated slip systems of the two components are varied, thus the corre-
sponding transmission scalars are random, just as for the transmission scalars of specimen
BC1–BC3. That is why the plastic deformation of the specimens with the same HAGBs
are different (Figure 3a–c). This analysis suggests that besides the angle of GBs, the angle
between the activated slip systems should also be considered to understand the plastic
deformation of specimens.

4. Conclusions

In summary, the effects of GBs on the heterogeneous deformation of bicrystalline pil-
lars have been investigated by the crystalline plasticity finite element method coupled with
a dislocation density grain boundary interaction scheme. It is found that the orientations of
the crystals determine the elastic moduli and stress proportions of the component crystals
at the elastic deformation stage. The combined effects of stress proportions and Schmid
factors further influence the initiation of plastic deformation. Additionally, then, the angle
between the activated slip systems of the component crystals determines the interaction of
slip with GBs, which finally influences the heterogeneous deformation of specimens.
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Abstract: In this paper, kinematic relations and constitutive laws in crystal plasticity are analyzed in
the context of geometric nonlinearity description and fulfillment of thermodynamic requirements in
the case of elastic deformation. We consider the most popular relations: in finite form, written in terms
of the unloaded configuration, and in rate form, written in terms of the current configuration. The
presence of a corotational derivative in the relations formulated in terms of the current configuration
testifies to the fact that the model is based on the decomposition of motion into the deformation
motion and the rigid motion of a moving coordinate system, and precisely the stress rate with
respect to this coordinate system is associated with the strain rate. We also examine the relations
of the mesolevel model with an explicit separation of a moving coordinate system and the elastic
distortion of crystallites relative to it in the deformation gradient. These relations are compared
with the above formulations, which makes it possible to determine how close they are. The results
of the performed analytical calculations show the equivalence or similarity (in the sense of the
response determined under the same influences) of the formulation and are supported by the results
of numerical calculation. It is shown that the formulation based on the decomposition of motion with
an explicit separation of the moving coordinate system motion provides a theoretical framework for
the transition to a similar formulation in rate form written in terms of the current configuration. The
formulation of this kind is preferable for the numerical solution of boundary value problems (in a
case when the current configuration and, consequently, contact boundaries, are not known a priori)
used to model the technological treatment processes.

Keywords: crystal plasticity; multilevel models; large strain; motion decomposition; constitutive
law; anisotropic materials; corotational derivative

1. Introduction

In recent decades, extensive research efforts have been made to develop a multilevel
approach to constructing constitutive models for metals and alloys via the introduction of
internal variables [1–4]. The crystal plasticity models obtained within the framework of
this approach provide an opportunity to explicitly describe changes in the structure of the
material (its anisotropic physical and mechanical macro-properties) and deformation mech-
anisms [5–9]. This validates the application of these models for studying and improvement
of materials processing technologies, as well as for solving the problems associated with
the development of new functional materials.

Crystal plasticity models can be divided into three classes. In statistical models aimed
at describing the behavior of representative macrovolumes, consideration is given to a
sample of uniformly deformed grains (reviews of the models of this class are provided
in [10–12]. The application of modified statistical models makes it possible to take into
account the interaction of neighboring grains, e.g., during the explicit description of
the motion of dislocations across the boundary [13]. Self-consistent models are used
to investigate the behavior of uniformly deformed grains in a matrix representing the

Crystals 2021, 11, 1392. https://doi.org/10.3390/cryst11111392 https://www.mdpi.com/journal/crystals355
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effective characteristics of polycrystals. These models provide the fulfillment of equilibrium
conditions; the effective characteristics are determined using statistical averaging methods.
Reviews of the self-consistent models are given in [7,10,14]. Direct models based on the
finite element method are recognized to be the most effective models for analyzing the non-
uniform stress-strain state of grains (reviews of these models can be found in [7–9,15,16].

The crystal plasticity models mentioned above differ in the way of aggregation (com-
bining the elements of a lower scale level into one element of a higher scale level), but all
these models are based on the mesolevel relations used to describe crystallites, which led
to the name “crystal plasticity”.

In the last decade, numerous attempts have been made to develop crystal plasticity
models based on generalized, mainly gradient, continua [17–20]. However, most authors
assumed that the material under study is a simple (first-order) material [21]. In this
case, the basic structure of the mesolevel constitutive model aimed at taking into account
intragranular dislocation slip and lattice rotation is composed of the following equations:
constitutive law for the relationship between stresses and elastic component of deformation,
kinematic relations (including equations for determining the lattice spin), relation for the
determination of the inelastic component of deformation and equations for the description
of hardening.

The description of hardening (usually through the evolutionary relations for the intro-
duced internal variables “critical shear stresses”) is the important element of the model;
there are many works devoted to the development of crystal plasticity in this direction
(we mention here only some of the well-known works [22–24]). To date, other ratios of
the basic structure of the model can be considered as the typical ratios, and therefore they
are often dropped from the consideration in papers. However, researchers use several
different types of basic formulations that differ in kinematic and constitutive relations. In
our opinion, it is important to undertake a thorough analysis of these relations, which will
enable their comparison in the context of geometric nonlinearity description and fulfillment
of thermodynamic requirements. This is especially important given the fact that an inten-
sively developing direction in crystal plasticity is related to the application of constitutive
models for describing other, side by side with intragranular dislocation sliding, significant
mechanisms and processes, such as twinning [8,25–27], phase transitions [8,28,29], grain
boundary sliding [13,30–32], recrystallization [33–35]. In order to create advanced models,
it is necessary to make a reasonable choice of a platform (the basic structure of the model).

In Section 2, popular formulations of mesolevel models are presented and analyzed.
In the finite form, the models are formulated in the unloaded configuration, and in the rate
form, in the actual configuration. The incorporation of a corotational derivative into the
models formulated in the actual configuration means that the motion is decomposed into a
rigid motion of the moving coordinate system and a deformation motion of the medium
relative to it; the stress rate relative to the moving coordinate system is associated with the
rate of this deformation. Section 3 considers the structure of kinematic and constitutive
relations in the case when the component responsible for the rigid rotation of a moving
coordinate system, relative to which the elastic distortions of the lattice are determined,
is explicitly separated in the deformation gradient. An analytical comparison of different
formulations and the results of numerical calculations are given in Section 4.

2. Some Well-Known Variants of Base Mesolevel Relations

In a number of works, linear constitutive relations with isotropic elastic law are used
to describe small deformations [36]. However, since crystal plasticity models are usually
focused on describing the behavior of materials at large displacement gradients, including
changes in anisotropic properties at the macrolevel (texture formation), such approximation
is rarely used. In addition, the application of anisotropic elastic law causes significant
errors in the calculation of residual stress [37].

Let us consider the well-known variants of geometrically nonlinear anisotropic re-
lations of the basic structure of crystal plasticity models, including the description of
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intragranular dislocation slip and crystallite lattice rotation. Single and double contractions
are denoted by “·” and “:”, respectively, and the outer tensor product is denoted by “⊗”.

2.1. Relations in Terms of the Unloaded Configuration (U-Model)

In many studies, the classical decomposition of the Kröner–Lee deformation gradient
f is explicitly utilized [38–40]:

f = fe · fp, (1)

where fe, fp denote the elastic and plastic components of the deformation gradient.
The crystal lattice rotation is associated with the orthogonal vector re from the polar

decomposition fe = re · ue = ve · re, so the lattice spin is described by the relation:

ω =
.
re · reT , (2)

where the dot indicates the time derivative.
Constitutive relations are formulated in the “classical” unloaded configuration found

from the actual configuration by applying an affine transformation with (fe)−1:

k = π0 : ce, (3)

where k = J(fe)−1 · σ · (fe)−T is the second Piola–Kirchhoff tensor defined in the unloaded
configuration (σ is the Cauchy stress tensor, J = detfe), ce = 1/2

(
(fe)T · fe − I

)
is the elastic

Green-Lagrange strain defined in the unloaded configuration, π0 = πijmnk0i ⊗ k0j ⊗ k0m ⊗
k0n is the elastic tensor, in which k0i denotes the crystallographic basis in the reference
configuration.

The plastic component of the deformation gradient fp is obtained from the relation:

.
f

p · (fp)−1 =
K

∑
k=1

.
γ
(k) o

b
(k)

⊗ o
n
(k)

, (4)

where
o
b
(k)

,
o
n
(k)

are the unit vectors of the slip direction and the normal to the slip plane in
the reference configuration, and K is the number of the slip systems in a crystallite. Here,
positive and negative dislocations (doubling of slip systems) are considered separately,
which makes the specification of hardening laws more variable, and therefore we make use
of this technique in our study.

In most models, the shear rates
.
γ
(k) on the slip systems are determined by viscoplastic

relations [41–43]:
.
γ
(k)

=
.
γ0

(
τ(k)

τ
(k)
c

)m

H(τ(k) − τ
(k)
c ), (5)

where τ(k), τ
(k)
c are the resolved and critical shear stresses on the k-th slip system,

.
γ0 is the

shear rate in the slip system in the case when the tangential stress approaches the critical
shear stress, and m is the strain rate sensitivity exponent of the material, and H(·) is the
Heaviside function. There are some papers, the authors of which propose different ways to
determine the resolved shear stress; this issue deserves a separate discussion because it
lies, strictly speaking, beyond the scope of this paper. For definiteness, we suppose that
τ(k) = k : n(k) ⊗ b(k), where k is the weighted Kirchhoff stress tensor (k = Jσ), b(k), n(k)

are the unit vectors of the slip direction and the normal to the slip plane in the actual
configuration.

In many works, Relation (5) are often supplemented with a term exp
(
− U

κθ

)
, where κ

is the Boltzman constant, and U is the model parameter (activation energy). This allows
one to consider the dislocation motion as a function of temperature. There is also an
approach that involves determination of the temperature-dependent parameters

.
γ0, m [44]
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or formulations of corresponding relations for the critical stresses τ
(k)
c [24]. In any case, the

initial critical stress values τ
(k)
c (0) should appear to be temperature-dependent.

Based on the literature review, we can conclude that the strain rate dependence of
stresses in crystal plasticity can be taken into account in different ways. In most of the
works

.
γ0 = const, and therefore the strain rate sensitivity is defined by the parameter m.

The value of
.
γ0 should match the strain rate in order to avoid the sawtooth stress-strain

response (curve) of the material during the numerical implementation of the model. It
should also be noted that in the general case, there is an interaction between the parameters
.
γ0 and m. At high m, the elastoviscoplastic model is almost similar to the elastoplastic
model. Relation (5) provides a point in the stress space in a small neighborhood of the
yield surface defined by Schmid’s criterion: when the point is trying to move at great
distance away from the neighborhood, significant relaxation of stresses is realized, and

the point gets back to it. One can also use the relation
.
γ0 = ηdu, du =

√
2
3 d′ : d′ is the

strain rate intensity, d′ is the deviator of the stretching tensor d, η is the model parameter
(usually η = 1) [24,45]. For the active slip systems, the shear stresses tend towards critical
stresses [45]. In the framework of this approach, the effect of the strain rate on the material
response is embedded into the evolutionary relations for critical stresses τ

(k)
c .

The aim of this study is to analyze the kinematic relations and constitutive laws. To
this end, we use, for definiteness, Relation (5) with constant

.
γ0 in all cases under study and

describe a hardening behavior according to a simple and well-known law [46–48] as:

.
τ
(k)
c =

K
∑

l=1
h(kl) .

γ
(l),

h(kl) =
[
ql at + (1 − ql at)δ

(kl)
]

h(l), h(l) = h0

∣∣∣1 − τ
(l)
c /τsat

∣∣∣a
,

(6)

where the latent hardening parameter ql at takes the values 1 and 1.4 for coplanar and
noncoplanar slip systems (with numbers k and l), respectively, and δ(kl) is the Kronecker
delta.

Thus, for definiteness, all the base models considered in our study involve Relations
(5) and (6) so that the inelastic strain rate can be determined.

We will call the model, which uses the kinematic relations and constitutive laws (1)–(4),
the “U-model” (the unloading configuration type of the model). The given base structure
of the relations is employed in numerous works, for instance, in [8,47–53]. In [54], this
model is termed the Kalidindi–Bronkhorst–Anand formulation [55].

2.2. Relations in Terms of the Actual Configuration with a Taylor Spin (T-Model)

The models are often formulated using the Jaumann type rate of the Cauchy stress.
The law of elasticity is written in this case as [56,57]:

σ J =
.
σ − ωT · σ + σ · ωT = π : (d − dp) , (7)

where π is the elastic tensor in the actual configuration (defined for the current crystal-
lographic orientation), d is the stretching tensor (presented on the basis of the additive
decomposition d = dp + de), the plastic part of which is determined as:

dp =
K

∑
k=1

1
2

.
γ
(k)

(
b(k) ⊗ n(k) + n(k) ⊗ b(k)

)
. (8)

The spin ωT is calculated in the framework of the Taylor’s rotation model [58]:

ωT =
1
2
(l − lT) +

K

∑
κ=1

1
2

.
γ
(k)

(n(k) ⊗ b(k) − b(k) ⊗ n(k)), (9)

where l is the velocity gradient.
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Some recent studies (e.g., [59,60]) have used the law of elasticity written as:

σ J =
.
σ − ωT · σ + σ · ωT = π :

( .
ε − .

ε
p
) − σtr(

.
ε) (10)

Apparently, these studies suggest that any strain rate can be defined as
.
ε, yet

.
ε = d

remains the most common option. The
.
ε

p is determined by making use of (8).
It is easy to see that, for

.
ε = d, Relation (10) can be written in the form:

kJ =
.
k − ωT · k + k · ωT = π̃ : (d − dp) , (11)

where π is the elastic tensor for establishing the relation between the stress rate and elastic
strain rate shown above, π̃ = Jπ.

Relation (11) and equivalent Relation (10) are supposed to be used instead of (7) since
the internal energy density (per unit mass) is defined as:

u =

τ∫
0

(
1
ρ̂

σ : d
)

dt =
1
◦
ρ

τ∫
0

(Jσ : d)dt =
1
◦
ρ

τ∫
0

(κ : d)dt, (12)

According to (12), at small deformations (at ωT = 0 and for in case of change in
volume) when (11) is fulfilled, there will be no energy dissipation during the purely elastic
deformation, which does not provide (7). A detailed analysis of the fulfillment of the
thermodynamic constraints is given in Section 2.3. Note that, due to the smallness of
volume changes in metals and alloys, (11) and (7) give similar results.

The model that involves the kinematic relations and constitutive laws (8), (9), and (11)
will be further called the “T-model” (Taylor spin model). The relations of such conceptual
structure have been used in many papers, in particular, in [59–61]. Some variants of self-
consistent models [7] are based on the mesolevel equations of the same structure but with
correction of spin (9) via subtraction of the antisymmetric part of the Eshelby tensor for
considered grain.

2.3. Analysis of the Formulations with an Emphasis on Describing Geometric Nonlinearity and
Fulfillment of Thermodynamic Constraints

In many works cited above, it was shown that, due to the structure of the model
relations, the dissipation of energy under inelastic deformation is positive within the
framework of both U- and T-models.

The U-model elastic law (3) involves the energetic conjugate stress-strain measures,
and this guarantees the absence of energy dissipation during purely elastic deformation.
Besides, the finite form of the relations ensures that, after the purely elastic deformation
of the material (being in the unloaded configuration) along any closed deformation tra-
jectories, the stresses will be zero. Thus, the conservation conditions for purely elastic
deformation [62] are fulfilled within the framework of the U-model.

At the same time, the U-model implies the necessity to perform numerical integration
of (4) so that fp can be determined. This can violate the condition of isohoricity of plastic
deformation and require corrective techniques. Therefore, ref. [54] proposes an alternative
formulation for crystal plasticity that is based on the Kröner–Lee decomposition (also)
and logarithmic strain measure, whose rate was decomposed additionally by using elastic
corrector rates (defined on the basis of the plastic flow characteristics—shear rates on the
slip systems). A major advantage is the lack of a necessity to calculate the exponent when
determining fp at the end of each step. Meanwhile, we need to point out here that the
interpretation of the physical meaning of the elastic law when considering it as a relation
between the introduced complex measures of the stress-strain state (not only in the context
of thermodynamics) is rather complicated. In addition, the fulfillment of the additivity
condition for the components of the strain rate measure is guaranteed only if one slip
system is active; in the general case, this condition is fulfilled approximately [54].
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On the other hand, for the study of technological processes of thermomechanical
processing, it is more convenient to formulate the boundary value problem in terms of
the actual configuration in the rate form. This enables one to use numerical methods: a
step-by-step solution with a redefinition of the configuration of the computational domain
(including the contacting surfaces) can be realized. Another significant advantage of
this formulation is an additive decomposition of the rate of inelastic deformation into
contributions from various mechanisms. So, advanced crystal plasticity models taking into
account grain boundary sliding were constructed on the basis of this structure [13,30–32].
The T-model, referring to this type of formulation, uses a transparent measure of the strain
rate—stretching tensor d.

It should be noted that the use of the corotational derivative in Relation (11) suggests
that the linear (verified) constitutive relation is assumed to be valid for the observer related
to a moving coordinate system rotating with the Taylor spin [63]. This suggests that the
motion is decomposed into the rigid motion of the moving coordinate system and the
deformation motion with respect to it [64]. Note that, to be fully consistent with the issue,
we should write the measure of the rate of elastic deformation on the right-hand side of (11)

as (l − lp − ωT), lp =
K
∑

k=1

.
γ
(k)b(k) ⊗ n(k) [65]. However, due to the tensor symmetry, the

results will be similar to those obtained when using (d − dp). In some studies, the authors
explicitly say that they use linear constitutive relations written in the local coordinate
systems of crystallites [66,67].

It is evident that, for the relations in terms of the actual configuration in the rate form,
the key question is how to determine the spin of the moving coordinate system.

The determination of a hypoelastic law of the form (11), for which the above-mentioned
conservation conditions are fulfilled under purely elastic deformation, is a well-known
problem in the mechanics of solids [62]. The popular Zaremba–Jaumann [68,69] and Green–
Naghdi [70] corotational derivatives do not guarantee the fulfillment of the conservation
conditions. Therefore, a logarithmic corotational derivative without this drawback was de-
veloped [62,71,72]. However, in [63,73], one can find examples that illustrate the difficulties
which can be encountered in modeling the multistage deformation processes (including
unloading): if the purely elastic cyclic loading is realized upon completion of elastoplastic
deformation and unloading, then the stress hysteresis will be observed. In [73,74], the
logarithmic spin, called the kinetic logarithmic spin (k-logspin), was improved. The mod-
ernized spin makes it possible to meet the conservation conditions in the simulation of
multi-stage deformation processes, including unloading, but the consideration is limited to
anisotropic material. Thus, the problem of formulating a hypoelastic constitutive relation
of the Form (11) for an anisotropic material that ensures the fulfillment of the conservative
conditions has not yet been completely solved. Obviously, this is also the case for the
crystal plasticity T-model.

So, both the U-model and the T-model have “a certain extent roughness” formulations,
which still arouses the interest of researchers in finding a more elegant solution, with the
leveling of these “roughness” formulations (see, e.g., [54]).

Note that, when formulating the T-model, the moving coordinate system (MCS) must
be related to the crystallographic coordinate system since the components of the elastic
tensor are assumed to be constant in the MCS. In other words, the MCS must be associated
with the symmetry elements of the crystal.

According to the Taylor constrained rotation model, the displacement gradient at the
mesoscale (grain level) is represented in the form [58]:

l = ωT +
K

∑
κ=1

.
γ
(k)b(k) ⊗ n(k), (13)

whence, by taking the antisymmetric part, we obtain the relation for the lattice spin (9).
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Traditionally, the Taylor model is used for rigid-plastic models (this follows from
the symmetrized Relation (13)—all deformation is associated with the shears on the slip
systems). The closeness of the spin (9) to the “material rotation” spin (2) was demon-
strated [9,75]. In both cases, one cannot speak of a direct relation between the MCS and
the symmetry elements of the lattice. We also note that during deformation, the crystal-
lographic coordinate system (CSC) can be distorted, while the MCS remains rigid, and
therefore, strictly speaking, their identification is an approximation of the mathematical
model.

In [63,65,76], an approach to the formulation of geometrically nonlinear relations
is proposed. The approach is based on a modified multiplicative decomposition of the
deformation gradient with an explicit selection of rigid rotation of the MCS, which is
associated with the symmetry elements of crystallites. In the next section, the equations of
the corresponding mesoscale formulations are given in a brief form (in the finite form in
the lattice unloaded configuration and in the rate form in the current configuration). In
Section 4, these ratios are compared with the U-model and T-model and are utilized to
compare these formulations to each other.

3. Modification of Mesolevel Relations with an Explicit Separation of the Rigid
Moving Coordinate System with Respect to Which Elastic Distortion Is Defined

3.1. Relations in Terms of Lattice Unloaded Configuration (LU-Model)

In [63,76], it was proposed to modify the decomposition of motion at a mesolevel, i.e.,
to realize a multiplicative representation of the deformation gradient f with an explicit
separation of the rigid moving coordinate system (MCS) Op1p2p3:

f = fe · fp = fe · r · fp. (14)

Here, r = k̂i ⊗
(

k̂i
∣∣∣
t=0

)
≡ k̂i ⊗ ki is the proper orthogonal tensor which converts

the reference basis MCS) ki into the current basis k̂i; in other words, r is the tensor of
rotation of the MCS from reference to actual configuration; fp is the component of the
deformation gradient that transforms the initial configuration into the plastically deformed
configuration, fe

is the component of the deformation gradient component that transforms
the plastically deformed configuration into the actual configuration (this tensor also char-
acterizes crystalline lattice distortion), and fe

, fp are, in the general case, the non-symmetric
second rank tensors.

The motion of the MCS is a rigid motion, and the motion relative to the MCS is
a deformation motion: geometrically generalized nonlinear constitutive relations are
formulated by an observer related to the MCS [65]. Relation (14) is a modification of the
classical Kröner–Lee decomposition (1) via the explicit separation of the quasi-rigid motion
r. Note that, in the general case, the tensor does not coincide with the orthogonal tensor re

in the polar expansion fe = re · ue = ve · re in the case when the spin of the corresponding
MCS is defined (2).

For analytical calculations, we also introduce the crystallographic coordinate system
(CCS) Oy1y2y3 with basis qi. Without loss of generality, we assume that, in the reference
configuration, the CCS basis qi(0) is an orthonormal basis that coincides with ki. Note that
the lengths of the CCS basis vectors and the angles between them vary during deformation.

The constitutive laws are formulated in the context of the observer related to the
MCS. This MCS is assumed to be linked to the symmetry axes of the material. Probably,
the idea of the necessity of determining corotational derivatives with reference to the
symmetric elements of the material (directors) was initially put forward by J. Mandel [77],
yet, unfortunately, his study contains no specific relations for describing a crystallite lattice
spin.

Based on the introduced multiplicative decomposition (14) and assuming that the
elastic properties of the crystallite in MCS are constant, the constitutive elastoviscoplastic
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relation was formulated in terms of the unloaded configuration (unloading is carried out

with (fe
)
−1

, and the MCS remains fixed) [63,76]:

k = π : ce, (15)

which includes the second Piola–Kirchhoff tensor k, defined in the unloaded configura-

tion, k = k
ij

k̂i ⊗ k̂j = J(fe
)
−1 · σ · (fe

)
−T

and the four-rank elastic tensor π = πijmnk̂i ⊗
k̂j ⊗ k̂m ⊗ k̂n, ce is the elastic constituent of the right Cauchy–Green deformation tensor

ce = cijk̂i ⊗ k̂j = 1/2((fe
)

T · fe − I), and I is the unit tensor. The accepted definition of
the elastic tensor (its components are constant in the MCS) conforms to the principle of
independence of constitutive relations from reference choice [21].

The plastic component of the deformation gradient fp is determined using the vis-
coplastic or elastoplastic relations applied to describe the intragranular dislocation slip. In
the model, as in other compared models, we use Relations (4)–(6).

An important component of the constitutive model is the kinetic relation for the
motion of the MCS. As noted above, it seems reasonable to relate the mesoscale MCSs and
the symmetry elements of the crystal lattice [65,76,77]. Plastic deformations occur due to
the movement of dislocations and they do not cause symmetry distortion, and therefore r
can be completely determined by the tensor fe.

The elastic gradient fe = fe · r contains both the quasi-rigid motion (rotation) of the
MCS and the distortion of the lattice relative to it. Generally speaking, there are different
variants of this relation. In order to overcome this challenge, it is necessary to accept a
hypothesis for the definition of r. We consider here one of the options. Let a relation
between CCS and MCS be as follows: (1) the axes Oy1 and Op1 coincide at every instant of
deformation (the vector k̂1 is directed along the vector q1); (2) the vector k̂2 is located in the
plane Oy1y2 at each instant of deformation. In [65], the following relation for the MCS spin
is presented:

ω1 =
.
r · rT =

.
k̂i ⊗ k̂i = −(

k̂2 · le · k̂1
)
k̂1 ⊗ k̂2 +

(
k̂2 · le · k̂1

)
k̂2 ⊗ k̂1−

−(
k̂3 · le · k̂1

)
k̂1 ⊗ k̂3 +

(
k̂3 · le · k̂1

)
k̂3 ⊗ k̂1−

−(
k̂3 · le · k̂2

)
k̂2 ⊗ k̂3 +

(
k̂3 · le · k̂2

)
k̂3 ⊗ k̂2.

(16)

where le =
.
f

e · fe−1 is the elastic component of the velocity gradient. In [78], the authors
described the way to define r in finite form taking into account the above relation between
the CCS and the MCS and showed the compliance of the obtained result with that obtained
by integrating (16).

Expression (16) can take a more compact form [79]:

ω1 = I × (k̂1 ⊗ k̂2 ⊗ k̂3 − k̂2 ⊗ k̂1 ⊗ k̂3 + k̂3 ⊗ k̂1 ⊗ k̂2) : le (17)

where «×» denotes the vector product.
A model that involves kinematic Relations (4), (14), and (17) and constitutive law

(15) is termed here the “LU1-model” (lattice unloading configuration type of model with
spin 1).

Besides, the MCS can be related to other symmetry elements of the crystal lattice. As
an alternative, we consider the case when the axes Oy3 and Op3 coincide at each instant of
time (the vector k̂3 is directed along the vector q3), the vector k1 is positioned at each instant
of deformation in the plane Oy1y3. Under these conditions, the spin can be calculated:

ω2 = I × (−k̂1 ⊗ k̂3 ⊗ k̂2 + k̂2 ⊗ k̂3 ⊗ k̂1 + k̂3 ⊗ k̂1 ⊗ k̂2) : le. (18)

We call the modified version of the LU-model with spin (18) the “LU2-model”.
Consider the issue regarding the difference between LU1-model and LU2-model.
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We assume that, at equal kinematic effects f, the current positions of the MCS related
to the symmetry axes of the lattice in different ways can be described by different tensors
r and r∗ (due to the smallness of elastic distortions, these tensors are similar). So, the
deformation gradient can be written as f = fe · r · fp = fe ∗ ·r ∗ ·fp∗.

Based on the constitutive Relation (15), in the case when the orientation of the MCS is
defined via the application of the tensor r, the Cauchy stress are established as:

σ = 1/Jfe ·
(

π : 1/2
(

feT · fe − I
))

· feT
, (19)

where π = πijmnk̂ik̂jk̂mk̂n = πijmn(r · ki)(r · kj)(r · km)(r · kn). Relation (19) is easy to
rearrange [80] into the form:

σ = 1/Jfe ·
(

πijmnki ⊗ kj ⊗ km ⊗ kn : 1/2
(

feT · fe − I
))

· feT (20)

Analogously, when the position of the MCS position is defined via the application of
the tensor r∗, the Cauchy stress can be obtained from the relation:

σ∗ = 1/J ∗ fe ∗ ·
(

πijmnki ⊗ kj ⊗ km ⊗ kn : 1/2
(

feT ∗ ·fe ∗ −I
))

· feT∗ (21)

Comparative analysis of (20) and (21) shows that the difference in the definitions of
stresses obtained using the LU1- and LU2-models can be attributed to the fact that fe and
fe∗ are determined in different ways in case of inelastic deformation. As noted above, the
definition for shear stress can be expressed as τ(k) = k : n(k) ⊗ b(k). The unit vectors of the
slip direction and the normal to the plane are found in terms of the actual configuration

as b(k) = fe ·
o
b
(k)

/‖fe ·
o
b
(k)

‖, n(k) = fe−T · o
n
(k)

/‖fe · o
n
(k)‖. It is evident that, at the elastic

deformation stage and in a transition to plasticity (as fe = fe∗), the crystallographic charac-
teristics will be the same, and therefore the reasons for the differences between fe and fe∗
that may occur are absent.

Thus, the mesostresses obtained within the framework of both LU1- and LU2-models
are equal. The final orientations of the lattices determined using the models are different,
though due to the smallness of elastic distortions, they differ only slightly [80]. Since the
LU1-and LU2-models give almost the same definitions of stresses, we will call them an
“LU-model” (if the case in point concerns the definition of stresses).

It is easy to show that the constitutive relation of the LU-model is independent of
the imposed rigid motion [21]. Actually, let’s consider deformation gradient f̃ = OT · f,
where O = O(t)(O(0) = I) is the orthogonal tensor describing the rigid rotation added
to the initial motion. For pure elastic deformation, we get f̃

e
= OT · fe, and the analysis

of (20) yields σ (̃f
e
) = OT · σ(fe) · O. In view of σ̃ = OT · σ · O, we have σ̃ = σ (̃f

e
). Thus,

measures of the stress-strain state with an imposed rigid movement are related by exactly
the same function. It means that the principle of independence of the constitutive relation
from the imposed rigid motion is fulfilled. Hence, it follows that at the onset of the plastic
flow f̃

p
= fp is correct, and, as a result, the principle of independence of the constitutive law

from the imposed rigid motion (i.e., σ̃ = σ (̃f
e
) will also be fulfilled in the case of inelastic

deformation as well.
By virtue of the fact that the used stress and strain measures are energy conjugate,

the requirement for the absence of stress hysteresis and energy dissipation in the arbitrary
closed cycles of elastic deformations is fulfilled automatically in the LU-model [63], as in
the U-model.

In the general case, other physically justified rotation models (in particular, those
capable of taking into account the interaction of defects in neighboring crystallites [81] or
the contribution of grain boundary sliding [13]) can be incorporated into the proposed
approach to determine the MCS spin.
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3.2. Rate Form Relations in Terms of the Actual Configuration (LR-Model)

From the formulation of the LU-model with the constitutive law in finite Form (15)
through the corotational differentiation [64,76], we can pass to the rate analogue for the
observer in the MCS:

kCR
= π : ceCR, (22)

where kCR
=

.
k − ω1 · k + k · ω1, ceCR =

.
c

e − ω1 · ce + ce · ω1 (for implementation of this
transition, we use the property of constancy of π for the observer in the MCS).

It was shown in [63,82] that, at fe ≈ I which is characteristic of metals, the following
formulation in the rate form can be derived in terms of the current configuration.

Since, at fe ≈ I, the unloaded and actual lattice configurations are close, the following
estimate is valid for the velocity gradient:

l ≈
.
f

e
· fe−1 + ω1 + r ·

.
f

p · fp−1 · rT = ω1 +
.
f

e
· fe−1 +

K

∑
k=1

.
γ
(k)b(k) ⊗ n(k), (23)

where b(k), n(k) are the vectors of the slip direction and the normal to the slip plane in
the unloaded lattice configuration, i.e., they are in the actual position of the MCS. If the
unloaded and actual lattice configurations are in close proximity, then we can assume

b(k) = b(k), n(k) = n(k) for the latter relation and use
K
∑

k=1

.
γ
(k)b(k) ⊗ n(k) as an approximation

for the inelastic strain rate.
According to (23), the clear motion decomposition is established in the rate form: the

velocity gradient l is represented as a set of the MCS spin and the rate of elastic distortions
and inelastic deformations determined by the observer related to this MCS.

Taking into account the described approximations, the constitutive law (22) is close to

kcr = π :
( .

f
e
· fe−1

)
= π :

(
l − ω1 −

K

∑
k=1

.
γ
(k)b(k) ⊗ n(k)

)
(24)

where k is the weighted Kirchhoff stress tensor, and kcr =
.
k + k · ω1 − ω1 · k is its coro-

tational derivative. Let us call the model involving the kinematic Relations (8), (17), and
(23) and a constitutive law (24) the “LR1-model” (lattice rate type of model with spin 1).
We also consider an analogous LR2-model in which Relation (18) is used for the spin. It
was shown in [80] that the Cauchy stress determined using the formulation of this kind
depends only slightly on the way they are related to specific material symmetry elements.

From the above discussion, we can draw a conclusion that the formulations of the U-
and LU-models can provide the fulfillment of the conservative conditions for elastic defor-
mation. On the other hand, for the study of technological processes of thermomechanical
treatment with an a priori unknown configuration of the computational domain (including
contact with the tool), the formulations in terms of the actual configuration in the rate form
offer the most promise. Another advantage of such formulations is the possibility of an
additive decomposition of the inelastic deformation rate into the contributions of different
deformation mechanisms. This explains why the T-model is also popular.

The formulation based on the decomposition of motion with an explicit separation of
the motion of the moving coordinate system (LU-model) makes possible a theoretically
substantiated transition to a similar formulation in the rate form in terms of the actual
configuration (LR-model). As will be illustrated below, this helps to easily show that all the
models considered here give a similar response under equal influences.

4. Results and Discussion

In this section, the issue regarding a comparison of the formulations for crystal plastic-
ity models described above is considered.
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4.1. Analytical Comparison

Based on the Equation of motion (14), constitutive law (3) for the U-model can be
written as:

JrT · (fe
)
−1 · σ · (fe

)
−T · r = πijmnki ⊗ kj ⊗ km ⊗ kn : 1/2(rT · (fe

)
T · fe · r − I), (25)

where ki is the reference basis of the MCS related to the lattice symmetry.
The rearranged form of Relation (25) is:

J(fe
)
−1 · σ · (fe

)
−T

= πijmn(r · ki)⊗ (r · kj)⊗ (r · km)⊗ (r · kn) : 1/2((fe
)

T · fe − I). (26)

Relation (26) can be represented as:

J(fe
)
−1 · σ · (fe

)
−T

= πijmnk̂i ⊗ k̂j ⊗ k̂m ⊗ k̂n : 1/2((fe
)

T · fe − I). (27)

Relation (27) corresponds to the constitutive law of the LU-model (15). Thus, the
stresses in the U- and LU-models are equally determined. As shown in Section 3.1, the
determined stresses are independent of the portion of the MCS motion in the deformation
gradient. When we use models of this kind, it is important to keep in mind this distinction
and verify separately texture description.

If, by analogy with the transition from the LU-model to the rate LR-model described in
Section 3.2, we take for the U-model an MCS that moves with spin (2), then we get the rate
formulation of the LR-model type, but with a corotational derivative of the Green–Naghdi
type (the GN-model used, for instance, in [75,83,84]). In line with this assumption, the
proposed model will give stresses close to those determined in the U-model.

In [75], the following relation between spins (2) and (9) is given:

ωre = ωT − (B : σ) · dp + dp · (B : σ), (28)

where B is the four rank elastic compliance tensor, dp is defined using Formula (8). Ac-
cording to (28), by virtue of the smallness of elastic deformations (B : σ), the use of spin
Relations (2) and (9) in the mesolevel model will cause slightly different stresses to occur
(in other words, the proximity of the T-model and the GN-model is their characteristic
feature).

Hence, we can suggest that at small elastic distortions, all the models examined should
give a close response (stresses). Table 1 presents information obtained when performing
the analytical comparison of determination of stresses within the framework of different
models.

In order to confirm the analytical results summarized in Table 1, we performed
numerical calculations.
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Table 1. Comparison of determination of stresses within the framework of different models (notation used here: «=»—
precise coincidence of stresse obtained in the indicated models, «≈»—stresses are close; by “described” is meant the
description of the essence of calculations with references to publications).

U T LU LR1 LR2 GN

U ≈
(described in Section 4.1,

follows from
U ≈ GN ≈ T)

=
(shown in Section 4.1)

≈
(shown in Section 4.1,

described in Section 3.2,
follows from

U = LU ≈ LR1)

≈
(shown in Section 4.1,

described in
Section 3.2,

follows from
U = LU ≈ LR2)

≈
(described in Section 4.1,

S by analogy with
LU ≈ LR1)

T ≈
(described in Section 4.1,

follows from
LU = U ≈ GN ≈ T)

≈
(described in Section 4.1,

follows from
LR1 ≈ LU = U ≈

≈ GN ≈ T)

≈
(described in
Section 4.1,

follows from
LR2 ≈ LU = U ≈

≈ GN ≈ T)

≈
described in Section 4.1)

LU ≈
(described in Section 3.2)

≈
(described in
Section 3.2)

≈
(described in Section 4.1,

follows from
LU = U ≈ GN)

LR1 ≈
(described in
Section 3.2)

≈
(described in Section 4.1,

follows from
LR1 ≈ LU =
= U ≈ GN)

LR2 ≈
(described in Section 4.1,

follows from
LR2 ≈ LU =
= U ≈ GN)

4.2. Illustrative Numerical Examples

We now turn to the consideration of the results obtained via the analysis of the
application of kinematic relations and constitutive laws in the statistical constitutive model
for simulating some kinematic loads imposed on the fcc polycrystal.

The representative volume included a sample of 343 crystallites, the initial orientations
of which were distributed randomly according to a uniform law. The nominal properties
of the polycrystal corresponded to those of copper. The mesolevel elastic property tensor
contained the following independent components (constant for the observer in a rigid
moving coordinate system linked with the lattice): π1111 = 168.4 GPa, π1122 = 121.4 GPa,
π1212 = 75.4 GPa [85]; the viscoplastic relations included

.
γ0 = 0.001 s–1, 1/m = 0.012;

the hardening law parameters were h0 = 180 MPa, a = 2.25, τsat = 148 MPa, and
the initial values of critical stresses for all slip systems were τ

(k)
c (0) = τc0 = 16 MPa

(k = 1, . . . , K) [46,47]. Due to the significant nonlinearity of the systems of equations for
all considered models, in particular, because of the presence of the Heaviside function
in the viscoplastic law (5), which led to the necessity of discretization with a small time
step to trace the activity of slip systems in crystallites, these equations were integrated
using an explicit Euler method (in the calculations, the time step was 0.002 s). The results
obtained with the aid of the LR1 model correspond satisfactorily to the experimental data
for uniaxial compression and shear; the comparison of the results is given in [63].

We consider the affine deformations of the sample (corresponding to the representative
volume of a polycrystal) subjected to uniformly distributed kinematic loads. Due to the
uniform deformation, the radius vector of the material point at an arbitrary instant of time
t is determined according to r(t) = f(t) · qipi, where f(t) is the deformation gradient, qi

stands for the Lagrangian coordinates of the considered point, and pi is the basis of the
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fixed laboratory coordinate system. The motion is determined by the deformation gradient
(the choice of motion can be arbitrary):

f(t) = 1
1+4h sin(ωt)p1p1 + (1 + 4h sin(ωt))p2p2 + p3p3+

+3h(1 − cos(0.7ωt))p1p2,
(29)

where ω = 0.001π, h = 0.1 is the constant parameter (deformation is considered within
the time interval t = [0, T], T = 1000 s). For illustration, the trajectory of the point with
Lagrangian coordinates (0, L, 0) m is given in Figure 1.

Figure 1. Trajectory of the point with Lagrangian coordinates (0, L, 0) for Motion (29) (in the plane
OX1X2); the position of the point at the initial instant of time is defined by the coordinates X1/L = 0,
X2/L = 1, X3 = 0.

Figure 2 presents the time dependence of the Cauchy stress tensor components at
a macrolevel (in the laboratory coordinate system) for the LU-model (Figure 2a, precise
coincidence with the results of the U-model) and for LR1-model (Figure 2b).

Figure 2. Time dependence of the Cauchy stress tensor components at a macrolevel (averaged mesostresses, Σ = 〈σ〉) in the
laboratory coordinate system for the fcc-crystal: (a) LU-model, U-model, (b) LR1-model.

We note the proximity of the results obtained (the curves plotted for the varying
macrostress components are visually almost indistinguishable for all models examined in
this study). For numerical assessment of the deviation in the results, we take the U-model
as a base model and introduce the norm for comparing the results obtained using other
models:

ΔG = ‖Σt∈[0,T]
(U) − Σt∈[0,T]

(G)‖
Cn

L2
, (30)

where Σt∈[0,T]
(U) is the history of changes in stresses at t = [0, 1000 s], obtained via the

use of the U-model, Σt∈[0,T]
(G) is the history of changes in stresses at t = [0, 1000 s] in

case of the G-model (one of the models from Table 1). The norm is given based on the
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Riemann integral ‖Yt∈[0,T]‖Cn
L2

=

(
1
T

T∫
0

Y(t) : YT(t)dt

)1/2

in the space Cn
L2 continuous at

t ∈ [0, T] on the vector-function dimension n; in the calculations n = 9 (the number of the
macrostress tensor component Σ that is equal to averaged mesostresses in crystallites).

Table 2 summarizes the results for deviations in the macrostresses obtained by the
U-model from those determined by other models.

Table 2. Deviation of the history of changes in macrostresses obtained via the use of the U-model from the history of
changes in macrostresses determined in the framework of other models.

Model U T LU LR1 LR2 GN

NormΔG, MPa 0 2.94 0 2.935 2.752 2.954
ΔG

‖Σt∈[0,T]
(U)‖Cn

L2

0 0.013834 0 0.013813 0.012948 0.013903

(Zero deviations from Table 1 suggest that they do not exceed the order of the computer error when working with real numbers.).

Taking into account that the norms are integral over a sufficiently long period of
time (T = 1000 s), the results summarized in Table 2 demonstrate the proximity of stresses
obtained via the use of different formulations of mesolevel models, supporting thus the
efficacy of theoretical statements given above (Table 1). Similar textures are obtained,
which is indirectly confirmed by the proximity of macrostresses for the considered complex
loading path. In [80], the issue of comparing the results of using some different spins (for
other complex loading paths) was considered with an explicit analysis of the simulated
lattice rotations.

Figure 3 shows the time dependence of the mesolevel stress components for a single
crystallite (chosen arbitrarily). The initial orientations of the crystallographic and moving
coordinate systems coincide and can be determined through the sequential rotation of
the crystallographic system initially coincident with the coordinate system for the fcc-
crystal around the Ox1 axis with an angle φ1= 4.078, around the Ox2 axis with an angle
φ2= 0.0739, around the Ox3 axis with an angle φ3= 2.149 for the U-model (Figure 3a) and
the LR1-model (Figure 3b).

Figure 3. Time dependence of the Cauchy stress tensor components at a mesolevel in the laboratory coordinate system for
crystallite No1: (a) LU-model, U-model, (b) LR2-model.

Analysis of the results shown in Figure 3 demonstrates that the mesostresses for
the crystallite under study, which were obtained within the framework of the models
mentioned above, are similar. Table 3 gives the norms for deviations in the mesostresses
δG = ‖σt∈[0,T]

(U) − σt∈[0,T]
(G)‖

Cn
L2

for the considered models, which are similar to those for

deviations in macrostresses (30).
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Table 3. Deviation of the history of changes in mesostresses obtained via the use of the U-model for crystallite No1 from the
history of changes in macrostresses determined within in the framework of other models.

Model U T LU LR1 LR2 GN

Norm δG, MPa 0 2.854 0 2.775 3.859 2.964
δG

‖σt∈[0,T]
(U)‖Cn

L2

0 0.01145 0 0.011132 0.015481 0.011891

(Zero deviations from Table 1 suggest that they do not exceed the order of the computer error when working with real numbers.).

The results shown in Figure 3 and in Table 3 indicate the proximity of mesostresses.
This is typical for the overwhelming number of crystallites (i.e., for almost all random
orientations). In special cases, deviations of the mesostress components (difference mod-
ulus) may, at a certain instant of time, exceed 50 MPa. This can be attributed to some
specific features in the motion of a representative point in the stress space near the yield
surface [86] in transitions between the neighborhoods of the vertices. After transitions, in a
great number of crystallites, the stresses become similar (there is a separate publication
devoted to the study of these special cases). Due to the small fraction of such crystallites (37
crystallites out of 343) and averaging, the macroscale stresses obtained on the basis of the
statistical constitutive model data using mesolevel models differ insignificantly (Table 2).

The differences in stresses obtained at the macrolevel are significantly lower than
the experimental data scatter for samples from one production batch. Indeed, for each
material, there is no complete identity of samples even from the same batch due to the
presence of many random factors during manufacturing, which leads to differences in the
microstructure (distributions of crystallite orientations, dislocation densities, etc.) and, as
a consequence, to different experimental dependences of stresses on deformations. For
example, such scatters for copper alloy samples are given in [87,88].

It should be noted here that the U-model and LU-model offer the most promise for
modeling purely elastic behavior (e.g., elastic cyclic loading during exploitation) since
the constitutive law is presented in the finite form, and there is no stress hysteresis in
closed elastic cycles. Moreover, due to the use of energetically conjugate stress and strain
measures, no energy is dissipated during the elastic deformation.

On the other hand, crystal plasticity models are primarily used to describe large
inelastic deformations and material structure evolution. In this regard, formulations in
terms of the actual configuration hold more promise because the physical meaning of the
stress tensor is clearer in this case, and, consequently, the simulation of hardening using
evolutionary equations is facilitated. These arguments lend additional support to using
this formulation in case of the boundary value problem and in some advanced constitutive
models at different deformation mechanisms. The theoretical predictions and the results
of the numerical experiments indicate that the response produced by these models is
similar to that obtained using the U-model. So, it turns out that the formulation in rate
form would be most suitable for constructing advanced constitutive models (e.g., with
complex hardening laws). The point is that the hypotheses adopted for constructing the
evolutionary equations of the model via the use of the internal variables determined in the
unloaded configuration can give more significant errors than the small deviations from
the strict fulfillment of conservative conditions for the formulations written in terms of the
actual configuration.

Geometrically nonlinear crystal plasticity models are applied to anisotropic crystallites,
and therefore the decomposition of motion, used in rate formulations in terms of the
current configuration, must be constructed by taking into account the symmetry of the
material. In other words, the moving coordinate system determining the rigid motion
in motion decomposition must be associated with the elements of material symmetry so
that its symmetry properties can be taken into account correctly. Above, some options for
constructing constitutive models with the introduction of such moving coordinate systems
have been considered.
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5. Conclusions

We have analyzed the most popular relations of crystal plasticity models in the context
of geometric nonlinearity description and fulfillment of thermodynamic constraints in
case of elastic deformation. These models are focused on the description of significant
inelastic deformations and material structure evolution caused by these deformations. That
is why the formulations in the rate form written in terms of the current configuration seem
preferable to constructing advanced constitutive models able to take into account different
deformation mechanisms and their complex interactions. The main advantages of these
formulations over the formulation in the finite form are as follows:

• clear physical meaning of the stress tensor, which simplifies simulations with evolu-
tionary hardening equations;

• use of the clear measure of the strain rate (the stretching tensor) and the possibil-
ity of an additive decomposition of the strain rate into contributions from various
mechanisms;

• ease of their use in the rate formulation of the boundary value problem under varying,
a priori unknown, contact boundary conditions.

The use of a corotational derivative in such a formulation means that the model is
based on the decomposition of motion into the deformation motion and the rigid motion of
a moving coordinate system, the rate of stress change relative to which is associated with
the strain rate.

We have obtained the relations of the mesolevel model with an explicit separation
of the motion of the moving coordinate system and elastic distortion of crystallites with
respect to this system in the deformation gradient. The MCS is related to the elements
of the material symmetry of the anisotropic crystallite. The proposed formalism with an
explicit consideration of the MCS allows us to reasonably pass from the formulation in
terms of the unloaded lattice configuration in the finite form (where the thermodynamic
constraints for purely elastic deformation are strictly fulfilled) to the close formulation in
rate form written in terms of the current configuration.

We have compared these relations with a popular crystal plasticity formulation, which
makes it possible to establish their proximity to one another. The results of the performed
analytical calculations show the equivalence or similarity (in the sense of the response
determined under the same loads) of the formulations under consideration. These conclu-
sions were supported by the results of the numerical calculations. It should be noted that
the proposed approach aimed to determine the spin of the MCS also could include other
physically justified rotation models, e.g., those taking into account the interaction of defects
of neighboring crystallites or the contribution from the mechanism of grain boundary
sliding. Such models cannot be introduced into other known approaches to constructing
constitutive relations via the use of kinematic variables without explicit consideration of
the material symmetric properties.
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Abstract: In the current work, a fully implicit numerical integration scheme is developed for modeling
twinning-induced plasticity using a crystal plasticity framework. Firstly, the constitutive formulation
of a twin-based micromechanical model is presented to estimate the deformation behavior of steels
with low stacking fault energy. Secondly, a numerical integration scheme is developed for discretizing
constitutive equations through a fully implicit time integration scheme using the backward Euler
method. A time sub-stepping algorithm and the two-norm convergence criterion are used to regulate
time step size and stopping criterion. Afterward, a numerical scheme is implemented in finite element
software ABAQUS as a user-defined material subroutine. Finally, finite element simulations are
executed for observing the validity, performance, and limitations of the numerical scheme. It is
observed that the simulation results are in good agreement with the experimental observations with a
maximum error of 16% in the case of equivalent stress and strain. It is also found that the developed
model is able to estimate well the deformation behavior, magnitude of slip and twin shear strains,
and twin volume fraction of three different TWIP steels where the material point is subjected to
tension and compression.

Keywords: slip; mechanical twinning; constitutive modeling; finite element simulations; deformation
behavior; twin volume fraction

1. Introduction

Advanced materials have a vital place along with other key technologies in the fourth
industrial revolution (4IR) [1]. Technological developments and achievements depend (and
will continue to depend) on the availability of advanced materials. In addition, advanced
manufacturing techniques make it possible to produce a range of products, specifically for
adverse and corrosive environments and cryogenic applications. In particular, manufactur-
ing products with geometrically complex and enhanced properties becomes possible due
to the development of advanced metallic alloys. However, regardless of the availability
of the class of metallic alloys, several issues and limitations still restrict advancement in
product development. According to the material point of view, one of the restrictions is the
simultaneous requirement of high tensile strength and ductility. These properties become
extremely crucial in large-deformation applications, such as superplasticity, sheet metal
forming, cold rolling, and so on, where high strength with excellent formability is required
to obtain highly deformed products. In traditional metallic alloys, these properties cannot
be enhanced simultaneously; rather, improvement in one can only be achieved through
the other’s detriment. This long-lasting issue is resolved by developing innovative and
advanced high-strength steels (AHSS) [2]. One of the prime characteristics of AHSS is an
excellent balance between tensile strength and ductility. This makes AHSS an optimum
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choice in the automotive, aerospace, and oil and gas industries [3–5]. The classification of
AHSS in three generations is based on the nature of the microstructure, phases, and compo-
sition [2,4]. The prominent members of the second and third generations are transformation
and twinning-induced plasticity steels, respectively.

Twinning-induced plasticity (TWIP) steels have broad range of applications due to
their promising combination of work hardening, formability, and tensile strength [6–8].
These characteristics make it a dominant candidate for many advanced material applica-
tions. The special amalgamation of TWIP steels’ properties is achieved through controlled
microstructure, and the fraction of primary and secondary phases [9]. The primary phase in
these steels is retained austenite, while the secondary may include ferrite, martensite, and
sometimes bainite. The main alloying element, which plays a significant role in enhancing
the properties, is manganese [10]. The weight percentage of manganese varies, but it is
normally greater than 15–20%. Due to the high percentage of manganese, the stacking
fault energy (SFE) of TWIP steels is relatively lower [11], in the span of 20 to 40 mJ/m2,
than the other class of AHSS. The low magnitude of SFE favors activation of a secondary
mode of plasticity, which is twinning [12]. The volume fraction of twinning governs the
mechanical properties—more specifically, the strain hardening—of TWIP steels. Since twin
regions behave as obstacles in dislocation glide, the dislocation mean free path may reduce.
This eventually improves the strain hardening of TWIP steels [7,13,14]. Furthermore, in
Fe–Mn–C grade, twin regions normally comprise a huge magnitude of sessile dislocations’
density. The high magnitude of density results from twin nucleation and growth, which act
as resilient inclusions that may hinder dislocation glide [15,16]. It can be stated that the
excellent combination of strength and ductility in TWIP steels is primarily due to work
hardening, which may be induced in a material due to the twinning mechanism. The
secondary mode of plastic deformation, mechanical twinning, may occur in metals (in
conjunction with slip), non-metals, and metallic glasses [6,7,17]. However, the fraction
of twinning is highly dependent on the chemical composition of the alloy, as well as the
physical conditions [18–21]. Moreover, stacking fault energy (SFE) plays an important role
in defining the potential for the activation of twinning [22–24].

One of researchers’ foremost challenges was to computationally couple two modes
of plasticity, slip and twinning, in predicting thedeformation behavior of metals [25–27].
Among these obstacles, one was to computationally account for the huge number of twin
orientations that may occur during the course of deformation [25,26]. Multiple solutions
have been proposed to overcome this long-lasting issue. These mainly include Taylor’s
least work hypothesis [28] to minimize the orientation factor [29]; utilizing the statistical
technique in determining the re-orientation of whole grain to account for the total number
of grain orientations in computation [26]; and employing the condition of weighted grain
orientations to avoid the generation of new grains [25]. Kalidindi et al. [27] presented an-
other possible solution to incorporate mechanical twinning in crystal plasticity theory. It is
based on the concept of multiplicative decomposition of the total deformation gradient into
elastic and plastic, as initially proposed by Asaro and Rice [30]. Furthermore, plastic defor-
mation gradient and strain hardening effects are defined according to slip and mechanical
twinning. In addition, the rate of change of twin volume fraction depends on the resolved
shear stress and twin resistance of potentially active twin systems, as in the definition of
slip system hardening by Asaro and Rice [30]. In subsequent work, several attempts have
been made to predict strain-hardening effects of mechanical twinning [31–33]. In these
models, twin-related strain-hardening effects of α-titanium alloys are incorporated in crys-
tal plasticity theory. The models have utilized the crystal plasticity finite element method
to predict metallic alloys’ deformation behavior, which undergoes slip and twinning.

The crystal plasticity finite element method (CPFEM) is frequently utilized to model me-
chanical twinning in shape-memory alloys [34–36], advanced high-strength steels [37–39],
magnesium alloys [40], and high-Mn austenitic steels [19,41,42]. It has also found huge appli-
cation in modeling and simulating the deformation and damage behaviors of transformation-
induced plasticity (TRIP), twinning-induced plasticity (TWIP), and multiphase steels [43–45].
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More specifically, Gui et al. [43] have presented a multi-mechanism and microstructure-
based crystal plasticity model for estimating the shear deformation behavior of TRIP steel
under cyclic load. In this, the simulation results show that the samples subjected to high
strain magnitude exhibit stronger cyclic shear hardening and that activation of martensitic
transformation promotes cyclic hardening. Furthermore, Qayyum et al. [44] have presented
a novel physics-based crystal plasticity model with ductile damage criterion for predicting
the damage behavior of austenite-based TRIP steel (X8CrMnNi16-6-6) with 10% zirconia
particles. Among other conclusions, it was found that the energy absorbed by the zirconia
particles in the course of deformation is comparatively high, and there is substantial stiff-
ness degradation in the bulk material. These factors significantly influenced the composite
material behavior. In a continuation of this work, Qayyum et al. [45] have utilized a similar
physics-based crystal plasticity numerical modeling technique to create a semi-automatic
virtual laboratory to analyze and create customized functional multiphase materials. The
CPFEM has also successfully implemented in modeling the behavior of TWIP steels. More
specifically, it has been implemented to estimate: elastic properties of single-crystal TWIP
steel through nano-indentation [46]; deformation behavior, texture evolution, and earing
mechanism in TWIP steels [47,48]; and combined effects of slip, mechanical twinning, and
martensitic transformation on the overall behavior of high-Mn steels [49–51]. In particu-
lar, Madivala et al. [52] have investigated the strain-hardening and fracture behavior of
high-manganese austenitic TWIP steel at temperatures ranging from 123 K to 773 K. It
was observed that twinning becomes the dominant deformation mechanism at 298 K, and
the twin fraction increases with temperature until a transition temperature of about 473 K.
Beyond this, dislocation glide alone becomes dominant, instead of twinning and dislocation
glide. Recently, Khan et al. [53] presented a micromechanical model of twinning-induced
plasticity using crystal plasticity and thermodynamic frameworks. The deformation gradi-
ents resulting from crystallographic slip and mechanical twinning are modeled through the
kinematic decomposition of the total deformation gradient. The constitutive formulation
of dissipated energy and Helmholtz free energy and the driving potentials for inelastic
deformation modes are represented through a thermodynamic framework. The deforma-
tion gradients resulting from crystallographic slip and mechanical twinning are modeled
through the kinematic decomposition of the total deformation gradient. Finally, a numerical
integration scheme is used to incorporate the constitutive formulation in commercial finite
element code ABAQUS through the user-defined material subroutine. It was observed that
when the material point in the single crystal is subjected to tension, twin deformation plays
a dominant role, while the reverse is observed in compression. Furthermore, in both tension
and compression, the variation in the volume fraction of twinned martensite is found in all
crystallographic directions (i.e., [100], [110], and [111]), but with different magnitudes.

The current work is an extension of the micromechanical model presented by Khan
et al. [53], where a novel numerical integration scheme is developed. In this, firstly, the
constitutive equations of the micromechanical model of twinning-induced plasticity are
presented. Secondly, a numerical integration scheme is utilized to update the constitutive
equations using a fully implicit time integration procedure based on the backward Euler
method. Thirdly, a three-level iterative scheme is developed to solve the coupled nonlinear
system of equations through the Newton–Raphson method. In this, a L2 (two norm) con-
vergence criterion is used to estimate the response of incremental values of state variables.
A time sub-stepping algorithm is incorporated with the numerical integration scheme to im-
prove the convergence and reduce computational time. The developed numerical scheme
is then implemented as a user-defined material subroutine in the finite element software
ABAQUS 6.14. The model is then validated through published experimental observations
of TWIP steels. Finally, the deformation behavior of TWIP steel under different loading
conditions is estimated through finite element simulations.
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2. Constitutive Modeling

In this part, constitutive equations of the model developed by [53] are presented,
where twinning-induced plasticity is incorporated with slip-based crystal plasticity theory.
The constitutive equations include the formulations of: (i) multiplicative decomposition of
the total deformation gradient into elastic and plastic parts, (ii) driving potentials for slip
and twining, (iii) dissipated energy as a result of plastic flow, (iv) recovered energy due to
elastic deformation, (v) plastic flow rule due to slip and twinning, and (vi) hardening law.

In the subsequent sections, standard symbols are employed for designating tensors and
their operations. The tensor and vector quantities are, respectively, expressed through the
capital and small bold letters. Fourth-, second-, and first-order tensors are symbolized as C,
A, and a, respectively. The notations a ⊗ b and Aa represent the dyadic product of vectors
and the contraction of second-order tensor with vector, respectively. The mathematical
operations of second-order tensors are illustrated as: (i) inner product: AB, (ii) dyadic
product: A ⊗ B, and (iii) scalar product: A:B. The fourth- and second-order tensors’
contraction is expressed as C:A. Any non-standardized notation will be defined explicitly.

2.1. Kinematic-Based Modeling

In all successive sections of mathematical modeling, only the final equations of each
constitutive formulation are presented. For detailed derivations, the readers are advised to
refer to [53,54].

Multiplicative Decomposition of Deformation Gradient

The decomposition of the total deformation gradient into elastic and plastic parts, as
discussed by [55], can be represented as:

F = FeFp , (1)

where F is the total deformation gradient, while Fe and Fp are, respectively, elastic and
plastic deformation gradients. The elastic part is further categorized in symmetric left
stretch Ve and orthogonal rotation Re tensors, Fe = VeRe. The plastic deformation gradient
incorporates crystallographic slip and mechanical twinning. The rotation and plastic
deformation gradient tensors can be combined into a plastic rigid rotation tensor, F∗, as
discussed in [54]. The overall decomposition of deformation gradients can be represented
by Equation (2) as:

F = VeF∗ , where F∗ = ReFp = ReF
p
t F

p
s . (2)

In Equation (2), the slip and twinning parts of Fp are, respectively, represented as F
p
s

and F
p
t ; Ve is the symmetric left stretch tensor; and Re is an orthogonal rotation tensor.

The elastic-plastic behavior of a material point involves slip and twin deformation modes,
which can be elaborated through kinematic decomposition, as illustrated in Figure 1.

The undeformed and deformed configurations of a material point are represented by
Ω0 and Ωf, respectively. In this, total deformation gradient is disintegrated into three inter-
mediate configurations ΩI, Ω̆II, and Ω̃III. The first and second intermediate configurations
represent plastic deformation due to slip and mechanical twinning, respectively, while
the third shows rigid body rotation. The deformed state, Ωf, is projected from the third
intermediate configuration through the stretch tensor Ve. In the present model, the relaxed
(third) intermediate configuration Ω̃III is adopted for representing the constitutive equa-
tions. Theoretically, this configuration is obtained by elastically unloading, using (Ve)−1

without rotation, from the current (deformed) state to a stress-free configuration [54].
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Figure 1. Kinematic decomposition of a material point into three intermediate configurations: Ω̄I ,
Ω̆I I , and Ω̃I I I .

Referring to the kinematic decomposition and definition of the velocity gradient, the
velocity gradient in the current (deformed) configuration can be presented as:

L = ḞF−1 = V̇e(Ve)−1 + VeL̃∗(Ve)−1 . (3)

Here, L̃∗ is the velocity gradient in third intermediate configuration. By considering
Equations (1) and (2), it can be written as:

L̃∗ = Ḟ∗(F∗)−1 = Ṙe(Re)−1 + ReL̆p(Re)−1 , (4)

where L̆p, the plastic velocity gradient in second intermediate configuration Ω̆II, incorpo-
rates plastic flow due to crystallographic slip and mechanical twinning in the constitutive
model. Since the plastic deformation gradient can be divided into slip and twin contribu-
tions, Fp = F

p
t F

p
s , it can be written as:

L̆p = Ḟp(Fp)−1 = L̄
p
s + F

p
s L̆

p
t (F

p
s )

−1 . (5)

In Equation (5), L̄
p
s and L̆

p
t represent the plastic velocity gradients of slip and twin-

ning, respectively. By using the definition of the velocity gradient, Equation (5) can be
transformed as:

L̄p =
Ns

∑
α=1

γ̇αS̄α + F
p
s

{ Nt

∑
i=1

γ̇iS̆i
}
(F

p
s )

−1 , (6)

where α represents the slip system’s number as (α = 1, . . . , Ns); Ns is the total number of
slip systems; γ̇α is the plastic shear strain rate of α-slip system; S̄α is the Schmid orientation
tensor in first intermediate configuration (represented by slip direction, m̄α, and slip plane
area normal vectors, n̄α, as S̄α = m̄α ⊗ n̄α, where i denotes the twin system (i = 1, . . . , Nt),
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and Nt represents the entire number of twin systems); γ̇i is the plastic shear strain rate of
i-twin system; and S̆i is the twin orientation tensor in second intermediate state (expressed
through twin direction, m̆i, and twin plane area normal, n̆i, vectors as S̆i = m̆i ⊗ n̆i). In the
presented model, mechanical twinning is assumed to occur within the plastically deformed
region by crystallographic slip. This leads to the inclusion of the volume fraction of each
region (slip and twin) in the velocity gradient equation as folllows:

L̆p =

(
1 −

Nt

∑
i=1

υi
) Ns

∑
α=1

γ̇αS̄α + F
p
s

{ Nt

∑
i=1

υiγ̇iS̆i
}
(F

p
s )

−1 . (7)

Here, υi is the volume fraction of i-twin system in second configuration. Similarly, the
plastic velocity gradient in third intermediate configuration can be expressed as:

L̃∗ = Θ̃e + Re

[(
1 −

Nt

∑
i=1

υi
) Ns

∑
α=1

γ̇αS̄α + F
p
s

{ Nt

∑
i=1

υiγ̇iS̆i
}
(F

p
s )

−1

]
(Re)T , (8)

where Θ̃e(= Ṙe(Re)T) is the spin tensor. The Schmid tensor— S̄α from first and twin
orientation tensor, S̆i from second states—can be transformed to the third intermediate
configuration through forward conversion procedure using rigid rotation tensor, to yield
the following:

S̃α = ReS̄α(Re)T , (9)

S̃i = ReS̆i(Re)T . (10)

The final form of velocity gradient in the third intermediate configuration can be
expressed as:

L̃∗ = Θ̃e +

(
1 −

Nt

∑
i=1

υi
) Ns

∑
α=1

γ̇αS̃α + F
p
s

{ Nt

∑
i=1

υiγ̇iS̃i
}
(F

p
s )

−1 . (11)

The symmetric part of the velocity gradient, as mentioned in Equation (3), is given as:

D = D̃e +
1
2

[
(Ve)−TC̃eL̃∗(Ve)−1 + (Ve)−T(C̃eL̃∗)T(Ve)−1

]
, (12)

where D̃e is the symmetric component of V̇e(Ve)−1, and C̃e = (Ve)(Ve)T = (Ve)2

is the right Cauchy–Green deformation tensor in the third intermediate configuration.
Equation (12) can also be represented as:

D = D̃e + (Ve)−TD̃∗(Ve)−1 . (13)

The symmetric part of C̃eL̃∗ is given as:

D̃∗ = sym(C̃eΘ̃e) + ReD̄p(Re)T , (14)

where D̄p is the symmetric component of C̄eL̄p. Similarly, the skew-symmetric component
of L can be represented as:

W =
1
2

[
L − LT

]
= W̃e + (Ve)−TW̃∗(Ve)−1 , (15)

where W̃e and W̃∗ are the skew-symmetric components of V̇e(Ve)−1 and C̃eL̃∗, respectively.
The component W̃∗ can be derived as:

W̃∗ = skew(C̃eΘ̃e) + ReW̄p(Re)T . (16)
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Here, W̄p is the anti-symmetric part of C̄eL̄p. The finite Green strain tensor in reference
configuration (third intermediate state with reference to current configuration) can be
represented in terms of the symmetric part of the velocity gradient through Equation (19).

A procedure of backward mapping, from current to third intermediate configurations,
is adopted for developing an equation of the velocity gradient, L̃, that incorporates elastic
stretch along with plasticity and rigid body rotation. This can be expressed through
Equation (17) as:

L̃ = (Ve)−1LVe = (Ve)−1V̇e + L̃∗ . (17)

After substituting the value of L̃∗ from Equation (11), Equation (17) becomes

L̃ = (Ve)−1V̇e + Θ̃e +

[(
1 −

Nt

∑
i=1

υi
) Ns

∑
α=1

γ̇αS̃α + F
p
s

{ Nt

∑
i=1

υiγ̇iS̃i
}
(F

p
s )

−1

]
. (18)

The finite Green strain tensor in reference configuration (third intermediate state with
reference to current configuration) can be represented as:

Ẽe =
1
2
(C̃e − I) , ˙̃Ee =

1
2

˙̃Ce . (19)

Here, C̃e is the right Cauchy–Green strain tensor, and I is a second-order identity tensor.
The 2nd Piola–Kirchhoff (PK2) stress, Te, in reference configuration (third intermediate
configuration) can be represented in terms of finite Green strain tensor. The stresses in
slipped and twinned regions can be written in the form of constitutive formulation as:

Te
s = C̃

s : Ẽe , (20)

Te
t = C̃

t : Ẽe , (21)

where Te
s and Te

t are the PK2 stress tensors, and C̃s and C̃t are the fourth-order elasticity
tensors for slipped and twinned regions, respectively. In view of incorporating the effects
of slip and twinning in the PK2 stress tensor, an equivalent form can be defined as:

Te = C̃
e : Ẽe . (22)

Here, Te is an equivalent PK2 stress, and C̃e is the equivalent elasticity tensor. An equiv-
alent form of elasticity tensor can be expressed through volume averaging technique as:

C̃
e =

(
1 −

Nt

∑
i=1

υi
)
C̃

s +
Nt

∑
i=1

υi
C̃

t . (23)

Similarly, Cauchy stress can also be approximated on the basis of volume averaging
technique as:

T =

(
1 −

Nt

∑
i=1

υi
)

Ts +
Nt

∑
i=1

υiTt . (24)

2.2. Kinetic-Based Modeling
2.2.1. Dissipated Energy Formulation

The dissipated energy density (energy per unit reference volume) in the form of rate
of change of entropy is estimated as:

Ėd = σ : Ḟ + ρ0θΠ̇m − ρ0ε̇ −∇�q , (25)

where σ is PK1 (1st Piola–Kirchhoff) stress, Ḟ is the rate of change of F, ρ0 is the density,
θ is an absolute temperature, Π̇m is the rate of change of entropy as a consequence of an
external thermomechanical load, ε̇ is the rate of change of internal energy per unit mass,
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and�q is the heat flux due to temperature variation. The final form of the dissipated energy
density rate is given as:

Ėd =

(
1 −

Nt

∑
i=1

υi
) Ns

∑
α=1

(
τα + Φα − ρ0

∂ε

∂ζ
Ψα

)
γ̇α

+
Nt

∑
i=1

υ̇i
(

τi + Φi − ρ0
∂ε

∂ζ
Ψi

)
γi − (θ)∇Πq .

(26)

where τα and τi are the resolved shear stresses on α-slip and i-twin systems, respectively;
Φα and Φi are the thermal equivalents of resolved shear stresses τα and τi, respectively;
ε is the internal energy density; ζ is the crystal defect microstrain parameter; Ψα and Ψi

are stress-like terms and functions of slip resistance of α-slip system and twin resistance of
i-twin system, respectively; ∇ is the del operator; and Πq is the entropy flux (q = Πqθ).

2.2.2. Helmholtz Free Energy Formulation

In the micromechanical model presented by [53], Helmholtz free energy (HFE) is
evaluated through an additive decomposition of four forms of energies as:

Eh(F
e, θ, ζ, υ) = Ehm(F

e) + Eht(θ) + Ehd(ζ) + Ehs(υ) , (27)

where Ehm, Eht, Ehd, and Ehs represent mechanical, thermal, crystal defect, and surface
energy components of HFE. In this formulation, HFE depends on four state variables,
which are elastic deformation gradient Fe, absolute temperature θ, crystal defect microstrain
parameter ζ, and twin martensite volume fraction υ. In consideration of this, HFE can be
derived as:

Eh =
1
ρ0

{
(FeFp) : (C̃e : ẼeẼe)

}
(Fp)T :

[
Fe + (Fe)T

]−1

+ θ

[
− he ln

( θ

θr

)
+

(
heq − Πe

m,0

)]
+

1
2ρ0

ϕGeζ2

+
χ

ρ0l0

Nt

∑
i=1

υi
(

1 −
Nt

∑
i=1

υi
)

.

(28)

In Equation (28), he is an equivalent specific heat; θr is the reference temperature; Πe
m,0

is the initial entropy density; ϕ is a dimensionless dislocation interaction parameter, which
incorporates the effects of dislocations’ mobility and their interactions in plasticity; Ge is
the equivalent modulus of rigidity; l0 is the length scale parameter; and χ is the interfacial
energy per unit area.

2.2.3. Driving Potential Formulation

The driving potential (force) for inelastic deformation modes, slip and twinning, can
be estimated through Equations (29) and (30), respectively.

Gα =

(
1 −

Nt

∑
i=1

υi
)(

τα + Φα − ϕGeζΨα

)
. (29)

P i = υi
(

τi + Φi − ϕGeζΨi
)

. (30)

2.3. Material Flow Modeling

The material flow due to the activity of α-slip systems can be estimated through a
power function of the shear strain rate. [54,56] given as:
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γ̇α = γ̇0

∣∣∣∣τα

sα
r

∣∣∣∣
1
m

sign(τα) . (31)

In Equation (31), γ̇0 is the initial shear strain rate; τα is the shear stress on the α-slip
system; sα

r is slip resistance; and m is the strain rate sensitivity parameter. In a similar
manner, material flow due to mechanical twinning is modeled through a nonlinear function,
as discussed in [25–27,57]. Accordingly, the rate of change of the twinned-martensite
volume fraction of i-twin system is given as:

υ̇i =
γ̇0

γi

(
τi

si
r

)1/m

, (32)

where γ̇0 is the initial shear strain rate, γi is the shear strain of i-twin system, and si
r is the

twin resistance of i-twin system.

2.3.1. Strain Hardening Rule

In the model presented by [53], a dislocation density-based hardening law is used to
incorporate self, ṡα

s , and latent, ṡα
l , hardening contributions of α-slip systems as:

ṡα
r = ṡα

s + ṡα
l =

Ns

∑
α=1

hα
0

[
1 −

( sα
r − sα

r,0

sα
r,S − sα

r,0

)]∣∣γ̇α
∣∣+ Ns

∑
κ=1

hακ |γ̇κ |. (33)

In Equation (33), hα
0 and sα

r,0 are the initial values of hardening rate and strength of slip
system, respectively; sα

r,S is the saturation value of slip strength; hακ is an array of latent
hardening values; and γ̇κ is the shear strain rate of κ-slip system, where κ denotes a number
of slip system except α (κ = j, j = 1, . . . , i − 1, i + 1, . . . , Ns). The hardening induced by
mechanical twinning is incorporated in the model through Equation (34) as:

ṡi
t = hi

nc

(
Nt

∑
i=1

υi

)d i

∑
μ1=0

γiυ̇μ1 + hi
cp

(
Nt

∑
i=1

υi

)
i

∑
μ2=0

γiυ̇μ2 . (34)

Here, hi
nc and hi

cp are the initial hardening rates of non-coplanar and coplanar twin
systems; μ1 (μ1 ∈ i) and μ2 (μ2 ∈ i) represent the number of non-coplanar and coplanar
twin systems, respectively; υ̇μ1 and υ̇μ2 are the rate of change of volume fractions for
non-coplanar and coplanar twin systems, respectively; and d is a material parameter.

2.3.2. Microstrain Parameter

The microstrain, induced through crystal defects, in the case of slip and mechanical
twinning can be estimated through Equations (35) and (36), respectively, as:

ζ̇s =
1

ωGeNs

Ns

∑
α=1

ṡα
r =

1
ωGeNs

Ns

∑
α=1

Ns

∑
κ=1

hακ |γ̇κ | . (35)

ζ̇t =
1

ωGeNt

Nt

∑
i=1

[{
hi

nc

(
Nt

∑
i=1

υi

)d i

∑
μ1=0

υ̇μ1 + hi
cp

(
Nt

∑
i=1

υi

)
i

∑
μ2=0

υ̇μ2

}
γi

]
. (36)

The stress-like parameters that are part of the driving potential equations for slip and
twinning, Equations (29) and (30), are estimated as:

Ψα =

(
1 −

Nt
∑

i=1
υi
)−1

ωGeNs

Ns

∑
κ=1

hακ . (37)
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Ψi =

( Nt
∑

i=1
υ̇i
)−1

ωGeNt

Nt

∑
i=1

[
hi

nc

(
Nt

∑
i=1

υi

)d i

∑
μ1=0

υ̇μ1 + hi
cp

(
Nt

∑
i=1

υi

)
i

∑
μ2=0

υ̇μ2

]
. (38)

3. Numerical Integration Scheme of Constitutive Equations

The development of the numerical integration scheme consists of the following:(i) iden-
tification of primary variables in constitutive formulation, (ii) discretization and numerical
integration of equations in time domain, (iii) development of Newton–Raphson iterative
scheme, and (iv) development of time sub-stepping algorithm to increase or decrease time
step size, depending on the incremental values of primary variables.

3.1. Identification of Primary Variables

The constitutive equations of the slip- and twin-based crystal plasticity model are the
first-order ordinary differential equations of the state variables mentioned in Equation (39),
as follows:

{Te, sα
r , si

t, Re, υi} , (39)

where Te represents second Piola–Kirchhoff stress tensor, {sα
r | α = 1, . . . , Nsl} denotes

slip resistance of α-slip system, {si
t | i = 1, . . . , Ntw} shows twin resistance of i-twin sys-

tem, Re is the rigid body rotation tensor, and {υi | i = 1, . . . , Ntw} is twinned martensite
volume fraction.

3.2. Discretization of Constitutive Equations

A time integration scheme is executed in sample coordinate axes through discretizing
the deformation history in the time domain and subsequently numerically integrating
constitutive equations for each time step. In order to define a deformation time history, the
configurations of a material point are considered at time tn and tn+1. In this, a relation of
tn+1 = tn + Δt is used, where tn and tn+1 represent time at the start and end of the time
step, respectively. Afterwards, the magnitudes of all variables are evaluated at tn and tn+1,
and denoted with the subscripts n and n + 1, respectively. The numerical time integration
scheme is based on the following assumptions:

1. The total deformation gradient Fn+1 and velocity gradient Ln+1 are given.
2. The values of variables Te

n, sα
r,n, si

t,n, Re
n, and υi

n at time tn are known.
3. The initial values of time-independent slip (mα

0, nα
0) and twin (mi

0, ni
0) systems’ vectors,

elasticity tensors Csl
0 and Ctw

0 , initial crystallographic orientation of crystal Q0, initial
kinetic flow rule (m and γ̇0), and hardening parameters (hα

0, sα
r,0, sα

r,S0
, γ̇S0 ) are used as

an input.

The output of the numerical integration scheme provides updated values of variables
as: Te

n+1, sα
r,n+1, si

t,n+1, Re
n+1, and υi

n+1 at time tn+1. The constitutive equations are dis-
cretized through fully implicit time integration procedure using backward Euler scheme.
According to the kinematic formulation, an incremental form of Green strain tensor in
terms of the symmetric part of the velocity gradient, Equation (25) in [53], can be written as:

ΔẼe = Δt(D̃ − D̃∗) . (40)

Integration of Equation (40) using backward Euler scheme provides an updated value
of Green strain tensor, as follows:

Ẽe
n+1 = Ẽe

n + ΔẼe
n = Ẽe

n + Δt(D̃n+1 − D̃∗
n+1) . (41)
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where D̃n+1 and D̃∗
n+1 are the symmetric parts of velocity gradients L̃n+1 and L̃∗

n+1, respec-
tively. The incremental values of these parameters can be illustrated as:

D̃n+1 =
1
2
[L̃n+1 + L̃T

n+1] = sym(L̃n+1) . (42)

D̃∗
n+1 = sym(C̃e

n+1Θ̃e
n+1) + Re

n+1D̆
p
n+1(R

e
n+1)

T , (43)

where an updated value of right Cauchy–Green deformation tensor in third intermediate
configuration can be defined as:

C̃e
n+1 = Ve

n+1(V
e
n+1)

T , (44)

Furthermore, an incremental magnitude of spin tensor Θ̃e
n+1 is represented as:

Θ̃e
n+1 = Ṙe

n+1(R
e
n+1)

T = ΔtRe
n+1(R

e
n+1)

T , (45)

In addition, D̆
p
n+1 is an updated symmetric part of (C̆e

n+1L̆
p
n+1). Here, C̆e

n+1 is an
incremental form of right Cauchy–Green deformation tensor in second intermediate config-
uration, which can be expressed as:

C̆e
n+1 = (Fe

n+1)
T(Fe

n+1) . (46)

The incremental value of the plastic velocity gradient in second intermediate configu-
ration can be defined as:

L̆
p
n+1 =

(
1 − ∑Ntw

i=1 υi
n+1

) Nsl

∑
α=1

Δtγ̇α
n+1S̄α

n+1

+ F
p
s,n+1

{ Ntw

∑
i=1

υi
n+1Δtγ̇i

n+1S̆i
n+1

}
(F

p
s,n+1)

−1 .

(47)

where υi
n+1 represents an incremental change in the volume fraction of ith twin system,

γ̇α
n+1 is an updated value of the shear strain rate of α-slip system, γ̇i

n+1 is an updated value
of shear strain induced by i-twin system, S̄α

n+1 and Ši
n+1 are the updated magnitudes of

Schmid and twin orientation tensors in second intermediate configuration, and F
p
s,n+1 is an

incremental change in the value of the plastic deformation gradient. Substitution of D̆
p
n+1

in Equation (43) gives the following:

D̃∗
n+1 = sym(C̃e

n+1Θ̃e
n+1)

+ (Re
n+1)sym

[
C̆e

n+1

{(
1 − ∑Ntw

i=1 υi
n+1

) Nsl

∑
α=1

Δtγ̇α
n+1S̄α

+ F
p
s,n+1

{ Ntw

∑
i=1

υi
n+1Δtγ̇i

n+1S̆i
}
(F

p
s,n+1)

−1
}]

(Re
n+1)

T .

(48)

Considering the effects of rigid body rotation tensor Re
n+1 on Schmid and twin orien-

tation tensors, Equation (48) can also be written as:

D̃∗
n+1 = sym(C̃e

n+1Θ̃e
n+1)

+ sym

[
C̄e

n+1

{(
1 − ∑Ntw

i=1 υi
n+1

) Nsl

∑
α=1

Δtγ̇α
n+1(R

e
n+1)(m̄

α ⊗ n̄α)(Re
n+1)

T

+ F
p
s,n+1

{ Ntw

∑
i=1

υi
n+1Δtγ̇i

n+1(R
e
n+1)(m̆

i ⊗ n̆i)(Re
n+1)

T
}
(F

p
s,n+1)

−1
}]

.

(49)
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The forward mapping approach for Schmid and twin orientation tensors can be
implemented into Equation (49) as:{

Re
n+1.(m̄α ⊗ n̄α)

}
.(Re

n+1)
T =

{
Re

n+1.(Q0.mα
0 ⊗ Q0.nα

0)
}

.(Re
n+1)

T

=
{

Re
n+1.(Q0.mα

0)
}⊗ {

Re
n+1.

(
Q0.nα

0
)}

.

(50)

where Q0 is the initial rotation matrix that is used to transform crystal coordinates to sample
coordinate systems through Euler angles, and mα

0 and nα
0 are the initial vectors representing

α-slip system in reference configuration. It was stated previously that the rotation matrix
(Euler angles) can be updated through a rigid body rotation tensor as follows: Qn+1 =
Re

n+1.Q0. The rotation matrix can also be used to transform Schmid orientation vectors
from reference to first intermediate configuration as follows: m̄α = Q0.mα

0 and n̄α = Q0.nα
0.

In this condition, Equation (50) can be rewritten as:{
(Re

n+1).(m̄
α ⊗ n̄α)

}
(Re

n+1)
T = (Qn+1.mα

0)⊗ (Qn+1.nα
0) = m̃α

n+1 ⊗ ñα
n+1 . (51)

In Equation (51), m̃α
n+1 and ñα

n+1 are the slip incremental values of direction and
area normal vectors of α-slip system in third intermediate configuration. It is clear from
Equation (51) that the updated rotation matrix Qn+1 is used to transform Schmid orienta-
tion vectors from reference to third intermediate configuration. Similarly, twin orientation
vectors are given as:

{Re
n+1.(m̆i ⊗ n̆i)}.(Re

n+1)
T = m̃i

n+1 ⊗ ñi
n+1 . (52)

Substitution of Equations (51) and (52) in (49) provides

D̃∗
n+1 = sym(C̃e

n+1.Θ̃e
n+1)

+ sym

[
C̆e

n+1.
{(

1 − ∑Ntw
i=1 υi

n+1

) Nsl

∑
α=1

Δtγ̇α
n+1S̃α

n+1

+ F
p
s,n+1.

{ Ntw

∑
i=1

υi
n+1Δtγ̇i

n+1S̃i
n+1

}
(F

p
s,n+1)

−1
}]

.

(53)

Here, S̃α
n+1 = m̃α

n+1 ⊗ ñα
n+1 and S̃i

n+1 = m̃i
n+1 ⊗ ñi

n+1 are the updated Schmid and
twin orientation tensors in third intermediate configuration. The updated values of shear
strain for α-slip system and volume fraction of twinned martensite at time tn+1 can be
defined by Equations (54) and (55), respectively, as:

γα
n+1 = γα

n + Δγα = γα
n + γ0

∣∣∣∣ τα
n+1

sα
r,n+1

∣∣∣∣
1
m

sin(τα
n+1) . (54)

υi
n+1 = υi

n + Δυi = υi
n +

γ0

γi
n+1

∣∣∣∣ τi
n+1

si
t,n+1

∣∣∣∣
1
m

. (55)

As discussed previously, the rigid body rotation tensor Re
n+1 updates the crystal orien-

tation (Euler angles) matrix Qn+1, which can be used to transform the fourth order elasticity
tensors for slip C̃s

n+1 and twinned C̃t
n+1 regions to the third intermediate configuration as

follows:
C̃

s
n+1 = (Qn+1 ⊗ Qn+1) : C̃s

0 : (Qn+1 ⊗ Qn+1)
T . (56)

C̃
t
n+1 = (Qn+1 ⊗ Qn+1) : C̃t

0 : (Qn+1 ⊗ Qn+1)
T . (57)

Any one of the elasticity tensors can be obtained in terms of another by using coordi-
nate transformation rule defined as:
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C̃
t
ijkl = C̃

s
pqrsPipPjqPkrPls = (P ⊗ P) : C̃s : (P ⊗ P)T . (58)

Here, [P] is the transformation matrix that relates lattice orientations in twinned and
untwinned (slipped) regions. The components of transformation matrix [P] can be defined
through Equation (59), given by [26], as:

Pjk = 2njnk − δjk , j, k = 1, 2, 3 (59)

where n is the area normal vector of the twin plane, and δ is the Kroneker delta. An
equivalent elasticity tensor can be calculated as:

C̃
e
n+1 =

(
1 −

Nt

∑
i=1

υi
n+1

)
C̃

s
n+1 +

Nt

∑
i=1

υi
n+1C̃

t
n+1 . (60)

Furthermore, an updated form of equivalent second Piola–Kirchhoff stress tensor can
be estimated as:

Te
n+1 = C̃

e
n+1 : Ẽe

n+1 . (61)

An evolution equation for rigid body rotation tensor Re is integrated through the
exponential map discussed by [58] as follows:

Re
n+1 = exp(ΔtΘ̃e

n+1).R
e
n , (62)

where an updated value of the spin of lattice Θ̃e
n+1 can be estimated through the skew-

symmetric component W̃∗
n+1 of the velocity gradient L̃∗

n+1 as:

W̃∗
n+1 = skew(C̃e

n+1Θ̃e
n+1) +

Ns

∑
α=1

Δtγ̇α
n+1skew(C̃e

n+1S̃α
n+1) . (63)

By using backward mapping, the skew-symmetric component of velocity gradient
L̃n+1 can be estimated as:

W̃n+1 = {(Ve
n+1)

TWn+1}Ve
n+1 = (Ve)Tskew{(Ve

n+1)
T{ΔtVe

n+1}}Ve + W̃∗
n+1 . (64)

Here, Wn+1 is the updated skew-symmetric component of Ln+1. Substitution of W̃∗
n+1

from Equation (63) in (64) provides

skew(C̃e
n+1Θ̃e

n+1) = W̃n+1 − (Ve)Tskew{(Ve
n+1)

TΔtVe
n+1}Ve

−
Ns

∑
α=1

Δtγ̇α
n+1skew(C̃e

n+1S̃α
n+1) .

(65)

For small elastic strain problems, the value of the right Cauchy–Green deformation
tensor C̃e

n+1 is typically small. In this case, Equation (65) can be written as:

skew(Θ̃e
n+1) = W̃n+1 − (Ve)Tskew{(Ve

n+1)
TΔtVe

n+1}Ve −
Ns

∑
α=1

Δtγ̇α
n+1skew(S̃α

n+1) . (66)

An incremental value of the slip resistance of α-slip system can be evaluated using a
backward Euler scheme as follows:

sα
r,n+1 = sα

r,n + Δsα
r = sα

r,n +
Ns

∑
α=1

hα
0

[
1 −

( sα
r,n+1 − sα

r,0

sα
r,Sn+1

− sα
r,0

)]∣∣(Δt)γ̇α
n+1

∣∣ . (67)

In the present model, slip resistances for all α-slip systems are considered to be similar.
Therefore, Equation (67) can be modified as follows:
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sr,n+1 = sr,n + h0

[
1 −

(
sr,n+1 − sr,0

sr,Sn+1 − sr,0

)]
Ns

∑
α=1

∣∣(Δt)γ̇α
n+1

∣∣ , (68)

In Equation (68), sr,Sn+1 is an incremental saturation value of slip resistance, which can
be calculated as:

sr,Sn+1 = sr,Sn + Δsr,S = sr,Sn + sr,S0

[
∑Ns

β |γβ
n+1|

γS0

] kθ
(Ge)n+1b3Z

+ sr,p

(
i

∑
λ=0

υλ
n+1

)a1

, (69)

where sr,S0 is the initial value of saturation slip resistance, ΔγS0 is an incremental initial
value of the slip system shear strain at the initial value of saturation slip resistance, a is the
material parameter, sr,p is the material slip-hardening parameter, λ (λ ∈ i) represents the
number of non-coplanar twin systems to slip system, and a1 is a material parameter. In
addition, the twin resistance can be estimated using Equation (34) as:

si
t,n+1 = si

t,n + Δsi
t = si

t,n +

[
hi

nc

(
Nt

∑
i=1

υi
n+1

)d i

∑
μ1=0

γi
n+1Δtυ̇μ1

n+1

+ hi
cp

(
Nt

∑
i=1

υi
n+1

)
i

∑
μ2=0

γi
n+1Δtυ̇μ2

n+1

]
,

(70)

The resistance of all twin systems are assumed to be identical. Therefore, Equation (70)
can be expressed as:

st,n+1 = st,n +

[
hnc

(
Nt

∑
i=1

υi
n+1

)d i

∑
μ1=0

γi
n+1Δtυ̇μ1

n+1

+ hcp

(
Nt

∑
i=1

υi
n+1

)
i

∑
μ2=0

γi
n+1Δtυ̇μ2

n+1

]
.

(71)

The updated driving potentials for slip and twin mode of deformations can be esti-
mated using Equations (29) and (30), respectively as:

Gα
s,n+1 = Gα

s,n + ΔGα
s = Gα

s,n +

(
1 −

Nt

∑
i=1

υi
n+1

)(
τα

n+1 + Φα − ϕGe
n+1ζn+1Ψα

n+1

)
. (72)

Gi
t,n+1 = Gi

t,n + ΔGi
t = Gi

t,n + υi
n+1

(
τi

n+1 + Φi − ϕGe
n+1ζn+1Ψi

n+1

)
. (73)

The parameters Φα and Φi are the thermal analogues for α-slip and i-twin systems,
respectively. For an isothermal process, these factors will remain constant during the
deformation process. ϕ is a dimensionless dislocation parameter, and it is assumed to
be constant throughout the deformation. An equivalent modulus of rigidity Ge

n+1 can be
estimated as:

Ge
n+1 =

(
1 −

Nt

∑
i=1

υi
n+1

)
Gs +

Nt

∑
i=1

υi
n+1Gt . (74)

The incremental forms of crystal defect microstrain parameters for the slip and twin
modes of deformations can be calculated using Equations (35) and (36), respectively, as:

ζs,n+1 = ζs,n + Δζs = ζs,n +
1

ωGe
n+1Ns

Ns

∑
α=1

Ns

∑
β=1

hαβ
n+1|γβ

n+1| . (75)
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ζt,n+1 = ζt,n + Δζt = ζt,n +
1

ωGe
n+1Nt

[{
hnc

(
Nt

∑
i=1

υi
n+1

)d i

∑
μ1=0

(Δt)υ̇μ1
n+1

+ hcp

(
Nt

∑
i=1

υi
n+1

)
i

∑
μ2=0

(Δt)υ̇μ2
n+1

} Nt

∑
i=1

γi
n+1

]
.

(76)

The updated stress-like functions Ψα
n+1 and Ψi

n+1 for slip and twin modes of deforma-
tion can be calculated using Equations (37) and (38), respectively, as:

Ψα
n+1 =

(
1 − ∑Nt

i=1 υi
n+1

)−1

ωGe
n+1Ns

Ns

∑
β=1

hαβ
n+1 . (77)

Ψi
n+1 =

(
∑Nt

i=1 υi
n+1

)−1

ωGe
n+1Nt

[
hnc

(
Nt

∑
i=1

υi
n+1

)d i

∑
μ1=0

υ
μ1
n+1

+ hcp

(
Nt

∑
i=1

υi
n+1

)
i

∑
μ2=0

υ
μ2
n+1

]
.

(78)

Furthermore, the updated Cauchy stress tensor Tn+1 can be calculated using second
Piola–Kirchhoff stress tensor, Te

n+1, as:

Tn+1 = Fe
n+1

{
detFe

n+1.Te
n+1

}
(Fe

n+1)
T . (79)

3.3. Newton–Raphson Iterative Scheme

In the preceding section, a set of couple nonlinear algebraic Equations (61), (62), (68),
(71) and (55) for the primary variables Te

n+1, Re
n+1, sr,n+1, st,n+1, and υi

n+1, respectively,
were developed. In this, the updated form of these primary variables are calculated. A set
of primary variables can be represented by a vector {pv

i |i = 1, 2, . . . , 5}, where

pv
1 = ΔTe , pv

2 = Δsr , pv
3 = Δυi , pv

4 = ΔRe , pv
5 = Δst . (80)

The primary variables are the main constituents (directly or indirectly) of the constitu-
tive model. An elastic-plastic response of a system mainly governs by these variables. In
order to obtain an overall response of a material, a set of five equations in terms of primary
variables are constructed in a residual format. A residue of the system of equations can also
be represented in a vector form as {Ri |i = 1, 2, . . . , 5}. The components of Ri are given
through Equations (81)–(85) as:

R1 = R̂1(T
e
n+1, sα

r,n+1, υi
n+1, Re

n+1, si
t,n+1)

= (C̃e
n+1)

−1 : Te
n+1 − Ẽe

n+1

= (C̃e
n+1)

−1 : Te
n+1 − Ẽe

n − Δt(D̃n+1 − D̃∗
n+1) = 0 .

(81)

R2 = R̂2(T
e
n+1, sα

r,n+1, υi
n+1, Re

n+1, si
t,n+1)

= sα
r,n+1 − sα

r,n −
Ns

∑
α=1

hα
0

[
1 −

( sα
r,n+1 − sα

r,0

sα
r,Sn+1

− sα
r,0

)]∣∣(Δt)γ̇α
n+1

∣∣ = 0 .

(82)
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R3 = R̂3(T
e
n+1, sα

r,n+1, υi
n+1, Re

n+1, si
t,n+1)

= υi
n+1 − υi

n −
γ0

γi
n+1

∣∣∣∣ τi
n+1

si
t,n+1

∣∣∣∣1/m

= 0 .

(83)

R4 = R̂4(T
e
n+1, sα

r,n+1, υi
n+1, Re

n+1, si
t,n+1)

= Re
n+1 − exp {ΔtΘ̃e

n+1}.Re
n = 0 .

(84)

R5 = R̂5(T
e
n+1, sα

r,n+1, υi
n+1, Re

n+1, si
t,n+1)

= si
t,n+1 − si

t,n −
[

hi
nc

(
Nt

∑
i=1

υi
n+1

)d i

∑
μ1=0

γi
n+1(Δt)υ̇μ1

n+1

+ hi
cp

(
Nt

∑
i=1

υi
n+1

)
i

∑
μ2=0

γi
n+1(Δt)υ̇μ2

n+1

]
= 0 .

(85)

In the next step, Equations (81) and (82) are solved using a full Newton–Raphson
(N-R) method, since these two are implicit in nature; however, the rest are explicit. In the
current work, a two-level iterative scheme, similar as that presented by [56], is used to
obtain the values of primary variables. In the first level of iteration, the N-R method is used
to solve Equation (81) for Te

n+1 by assuming the best possible values of the other primary
variables (Re

n+1, sα
r,n+1, si

t,n+1, υi
n+1). Once the updated value of the second Piola–Kirchhoff

stress tensor is obtained, the second level of the iterative procedure is performed, which
includes an N-R solution of the slip resistance sα

r,n+1 from Equation (82). This considers an
updated value of Te

n+1 and the estimated values of Re
n+1, si

t,n+1, and υi
n+1. Finally, updated

values of the twinned martensite volume fraction υi
n+1, rigid body rotation tensor Re

n+1,
and twin resistance si

t,n+1 are calculated from Equations (83)–(85), respectively.

Convergence Criterion

The convergence criterion is required to terminate the iterative loop once the solution
is assumed to be sufficiently accurate. The convergence criterion for the presented two-
level iterative procedure is based on the variation of L2-norm for Te

n+1, and sα
r,n+1. If the

L2-norm of the residuals is less than an imposed tolerance, then the incremental solution
of the updated primary variables is converged (fully elastic). Otherwise, the trial value
must be updated iteratively (based on the calculated value) until the residual satisfies the
convergence criterion, given as:

‖Rtrial‖2 < Tol. (86)

In the current Newton–Raphson iterative scheme, iterations are carried out unless and
until the variation in the L2-norm of the residuals for Te

n+1 and sα
r,n+1 satisfy the conditions

in Equations (87) and (88), respectively, as follows:

‖ΔTe‖2 < (10−4)|Te|trial (87)

‖Δsα
r ‖2 < (10−4)|sα

r |trial (88)

In the current work, a time sub-stepping algorithm (TSSA) is used in the numerical
integration scheme to control the time step size. The advantage of using time sub-stepping
in an iterative procedure is to improve the convergence of a solution by reducing the time
increment once needed. The TSSA must also be capable of increasing the time step size at a
material point where convergence can easily be achieved to reduce computational time.
The TSSA can reduce and increase the time step size based on the incremental variation.
In this algorithm, if any of the convergence conditions, Equations (87) and (88), are not

390



Crystals 2022, 12, 930

satisfied, then the N-R iterative scheme will call TSSA, which controls the time step size
according to the incremental variation in the values of primary variables.

3.4. Time Sub-Stepping Algorithm

The proposed TSSA is based on the ratio of the maximum and desired incremental
values of the primary variable. The ratio is represented by the parameter K as:

K =
ΔAmax

ΔAx
, (89)

where ΔAmax is the maximum value of ΔA over all the crystals, all the integration points
are in finite element mesh, and ΔAx is a desired incremental value of ΔA in the numerical
algorithm. The value of ΔA is normally regulated by the computational performance and
accuracy of the numerical integration procedure. In a fully implicit numerical scheme, the
computational performance does not usually becomes a challenge, but the accuracy does.
Therefore, the value of ΔA is mainly controlled by the accuracy of the numerical solution.
In accordance with the two-level iterative scheme, A is defined as a set of three primary
variables A = {A1 A2}, where

A1 = Te , A2 = sα
r . (90)

In the proposed time sub-stepping algorithm, three ranges of values are defined
for the parameter K: (i) If the parameter K exceeds 1.25, the estimated value of A is
rejected, and the new time increment (25% smaller than the previous) will be defined. This
condition makes sure that the difference between the maximum and desired value of A
will not reach beyond 25%, which could produce an inaccurate solution. (ii) If K lies in the
range of 0.8 to 1.25, then the estimated solution is accepted, defining the new time step as
Δtn+1 = (Δt)n/K. In this condition, the new time step size Δtn+1 is more or less identical
to the previous Δtn. (iii) If K is less than 0.8, then the estimated solution is assumed to
be converged, and a new time step size is defined that is 25% larger than the previous.
This condition ensures that the solution is well converged, so the time increment could be
increased to reduce computational time. A summary of the time sub-stepping algorithm
is given in Table 1. The numerical integration scheme for elastic-plastic deformation of a
crystal based on crystal plasticity formulations is summarized in Figure 2.

Table 1. Time sub-stepping algorithm for Newton–Raphson Iterative Scheme.

1. Calculate the values of K for each component of vector A
K = ΔAmax

ΔAx

2. IF K > 1.25
THEN: Solution is rejected and define new time increment as:

Δtn+1 = 0.75(Δt)n
GOTO N-R iterative algorithm

ELSE GOTO step 3
3. IF 0.8 ≤ K ≤ 1.25

THEN: Solution is accepted and define new time increment as:
Δtn+1 = (Δt)n/K

GOTO N-R iterative algorithm
ELSE GOTO step 4

4. IF K < 0.8
THEN: Solution is accepted and define new time increment as:

Δtn+1 = 1.25(Δt)n
GOTO N-R iterative algorithm

ELSE END
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Figure 2. Numerical integration algorithm for crystal plasticity model.
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3.5. Summary of Numerical Integration Algorithm

The presented numerical integration scheme for the crystal plasticity model is devel-
oped in a generalized framework. The integration scheme can also be used for a slip-based
crystal plasticity model. In this case, the number of primary variables will reduce from five
to three, that is, {Te, sα

r , υi, si
t, Re, } to {Te, sα

r , Re}, by omitting twin resistance si
t and

twinned martensite volume fraction υi. However, the two-level Newton–Raphson iterative
scheme remains two-level.

4. Finite Element Modeling

The numerical integration scheme of the twin-based crystal plasticity model is vali-
dated and further used to predict the deformation behavior of metals through finite element
simulations. For this, numerical simulations are performed for single-crystal and poly-
crystal FCC-austenite subjected to biaxial and combined tension-shear loading using finite
element software ABAQUS. The material model’s constitutive equations are incorporated
in finite element simulations through a user-defined material subroutine (UMAT). A mate-
rial point in a single crystal of austenite is modeled through the eight-node brick element
of unit side length with reduced integration (C3D8R). For polycrystalline simulations,
each finite element represents 500 grains of random crystallographic texture. The random
texture of grains, expressed in Euler angles, is developed using Kocks convention [59]. In
addition, a weighted average procedure is utilized to estimate the cumulative response of
polycrystalline austenite material. Furthermore, published experimental results of TWIP
steel are referred to for validating the developed numerical model. Consequently, the defor-
mation behavior of austenite-based TWIP steel, subjected to different loading conditions, is
estimated and analyzed through finite element simulations.

4.1. Geometry and Boundary Conditions

In finite element simulations, two modes of loadings are considered: (i) uniaxial ten-
sion, and (ii) uniaxial compression. In uniaxial tension, a displacement of +0.15 mm is
applied on a cube face, as shown in Figure 3a. The planar symmetric boundary condition
is employed on three faces, while the two remaining surfaces are traction-free. Similar
boundary conditions are adopted in uniaxial compression, except for a negative displace-
ment of 0.15 mm on an element surface, as illustrated in Figure 3b. All loading conditions
follow an analogous displacement rate, 1000 increments in a logical time bound of 0 to 1,
of 1.5 × 10−4 mm/time. The effect of texture on the deformation pattern is incorporated
through simulations of three crystallographic orientations, as illustrated in Figure 4. These
are represented in two domains, that is, crystal and specimen coordinate systems, which
are, respectively represented by the (ec

1, ec
2, ec

3) and (es
1, es

2, es
3) axes. The crystal direction

[100], corresponding to Euler angles (φ1
1, φ1

2, φ1
3), is equal to (−90o, 0, 90o) (see Figure 4a).

Likewise, [110] and [111], corresponding to (φ2
1, φ2

2, φ2
3) and (φ3

1, φ3
2, φ3

3), are equivalent to
(−45o, 0, 90o) and (−45o, 35.26o, 54.74o), respectively, as represented in Figure 4b,c.

(a)

U1 0 U2 0

U3 0 es1es2

es3

U 1

0 15 .Traction free

Traction free

(b)

U1 0 U2 0

U3 0 es1es2

es3

U 1

0 15 .Traction free

Traction free

Figure 3. Finite element models subjected to (a) tension and (b) compression.
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Figure 4. Loaded directions (LDs) in single crystal with respect to specimen orientation (a) [100]-LD ,
(b) [110]-LD, and (c) [111]-LD.

4.2. Modeling Parameters

In the present work, simulation parameters (material, hardening, and thermal) are
considered as in [51,53,57], as summarized in Table 2.

Table 2. General modeling parameters of TWIP steels.

Type Parameter

Material
Moduli of rigidity Gs = 111.0, Gt = 98.4 (GPa)
Bulk modulus Ka = 206.5 (GPa)
Flow rule

Initial shear strain rate γ̇0 = 0.001 s−1

Hardening rule
Initial hardening rate hα

0 = 200 (MPa)
Initial saturation value of slip resistance sα

r,S0
= 120 (MPa)

Saturation slip resistance exponent a = 0.005
Shear strain rate at saturation slip resistance γ̇S0 = 5 × 1010 s−1

Latent hardening coefficient qακ = 1.4
Slip hardening parameter sr,p = 350 (MPa)
Boltzman’s constant, Equation (80) [53] k = 1.38 × 10−23 (J/K)
Absolute temperature, Equation (80) [53] θ = 298 (K)
Product of Burger’s vector and material parameter, Equation (80) [53] b3B = 0.005
Material parameter, Equation (80) [53] x = 0.5
Initial hardening rate of non-coplanar twin systems hi

nc = 800 (MPa)
Initial hardening rate of coplanar twin systems hi

cp = 8000 (MPa)
Defect energy
Crystal defect energy parameters ϕ = 10, ω = 5
Initial crystal defect energy ζ0 = 4.5 × 10−4 s−1

Thermal energy

Thermal analogous of resolved shear stresses Φα = 12, Φi = 12 (MPa)

5. Results and Discussion

In the current section, reported experimental investigations are utilized to validate
the developed numerical integration scheme. Afterward, further finite element simula-
tions of single-crystal and polycrystal austenite-based TWIP steel, subjected to uniaxial
tension and compression, are executed and investigated. The prime purpose of these
simulations is to test and verify the developed numerical scheme under different material
deformation behaviors.

5.1. Model Validation

The developed numerical integration scheme is validated through the published ex-
perimental results of twinning-induced plasticity (TWIP) steels. In this, the uniaxial tensile
test results, as reported in [60], of three TWIP steels with different chemical compositions
are utilized. These steels are: TWIP 22% Mn-0.6% C, TWIP 30% Mn-0.5% C, and TWIP
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29% Mn-0.8% C. In finite element simulations of uniaxial tension, displacement of 0.45
to 0.6 mm is applied on a surface of a cubic element with outward normal parallel to es

1
axis, as shown in Figure 4. In uniaxial compression, displacement of 35.0 × 10−2 mm is
applied along es

1 vector on a surface with es
1 as area normal vector. It is assumed that the

cubic element of a material point is comprised of 500 grains with random texture. The
orientation distribution function of grains is expressed in terms of Euler angles through the
Kocks convention. The general modeling parameters of TWIP steels are summarized in
Table 2, while parameters specific to TWIP steels 1, 2, and 3 are listed in Table 3.

The simulation results of uniaxial tension are in good agreement with the experimental
observations of TWIP steels, as evident from Figure 5. However, it is noted that for TWIP
22% Mn-0.6% C and TWIP 29% Mn-0.8% C, the experimental results are under-predicted at
higher strain (>0.35). For instance, the maximum absolute percent relative error ((experimental
stress − simulation value)/experimental stress) in equivalent stress for TWIP 22% Mn-0.6%
C at 0.43 equivalent strain is 11.63%. In TWIP 29% Mn-0.8% C, it is 7.44% at 0.45 strain.
The deformation behavior of TWIP steels is solely dependent on the complex interactions
of slip and twin planes, especially at higher strains. These interactions are the function of
slip and twin planes’ resistances and orientations. At higher strains, many slip and twin
planes may activate and interact, which may cause a higher magnitude of strain hardening,
as shown in the experimental results of Figure 5. This complicated phenomenon of higher
strain hardening may not be fully encapsulated in numerical simulations. Nevertheless, the
numerical model predicts experimental results of TWIP steels well. Therefore, it could be
further used to simulate the deformation behavior of these steels, using similar modeling
parameters, subjected to multiple types of loading conditions.

Table 3. Specific modeling parameters of TWIP 22% Mn-0.6% C, TWIP 30% Mn-0.5% C, and TWIP
29% Mn-0.8% C steels.

TWIP 22% Mn-0.6% C

Type Parameter

Material
Elasticity tensor components Ea

11 = 286.80, Ea
12 = 166.40, Ea

44 = 145.10 (GPa)
Flow rule
Rate sensitivity parameter m = 0.03
Hardening rule
Initial slip resistance sα

r,0 = 70 (MPa)
Initial twin resistance si

r,0 = 80 (MPa)

TWIP 30% Mn-0.5% C

Type Parameter

Material
Elasticity tensor components Ea

11 = 286.80, Ea
12 = 166.40, Ea

44 = 145.10 (GPa)
Flow rule
Rate sensitivity parameter m = 0.02
Hardening rule
Initial slip resistance sα

r,0 = 80 (MPa)
Initial twin resistance si

r,0 = 80 (MPa)

TWIP 29% Mn-0.8% C

Type Parameter

Material
Elasticity tensor components Ea

11 = 286.80, Ea
12 = 166.40, Ea

44 = 145.10 (GPa)
Flow rule
Rate sensitivity parameter m = 0.02
Hardening rule
Initial slip resistance sα

r,0 = 90 (MPa)
Initial twin resistance si

r,0 = 120 (MPa)
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Figure 5. Comparison of experimental and simulation results of TWIP steels subjected to uniaxial
tension: (a) TWIP 22% Mn-0.6% C, (b) TWIP 30% Mn-0.5% C, (c) TWIP 29% Mn-0.8% C.

5.2. Finite Element Simulations

After establishing the modeling parameters, further finite element simulations are
performed to evaluate the deformation pattern of single-crystal and polycrystal TWIP
steels subjected to uniaxial tension and compression. The other reasons for the simulations
are to observe the effects of loading directions on the (i) activity of slip and twin-systems,
(ii) magnitude of slip and twin shear strain, and (iii) volume fraction of the twinned region.
In the subsequent sections, the variation of these parameters for three crystallographic
directions ([100], [110], and [111]) in a single crystal of TWIP steels are analyzed. For
polycrystal, the material point is represented by a set of five hundred randomly oriented
grains. A detailed discussion about the choice of the optimum number of grains is presented
in [53].

5.2.1. Slip and Twin Planes’ Activity

In twinning- and transformation-induced plasticity steels, it would be worthwhile
to investigate the contribution of slip and twinning in overall plastic strain. Moreover,
their effects on deformation and hardening behaviors are equally essential. Therefore,
the activity of slip and twin systems during the course of single crystals’ deformation is
evaluated through the current model in three crystallographic orientations, as illustrated
in Figures 6 and 7. It is noted that slip and twin systems of austenite single crystal, as
mentioned in Appendix A, are designated through numbers, as shown in these figures. For
example, slip system 1 is the combination of slip plane normal, nα and slip direction, and
mα

k vectors, where α and k are equal to 1, as shown in Table A1. In addition, vectors n1 and
m1

2 form slip system 2. A similar convention is used for twin systems; see Table A2. The
activity of slip and twin systems is assessed based on the ratios of resolved shear stress and
slip or twin resistance. The slip or twin plane becomes active once these ratios are greater
than 1.
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Figure 6. Activity of slip planes in single crystal of TWIP 1, TWIP 2, and TWIP 3 steels under tension
and compression in three crystallographic directions.

Figure 7. Activity of twin planes in single crystal of TWIP 1, TWIP 2, and TWIP 3 steels under tension
and compression in three crystallographic directions.

It is evident from Figures 6 and 7 that all TWIP steels show similar activity of slip and
twin systems, regardless of their varying compositions. Furthermore, a similar number of
slip and twin systems are active while the crystal is subjected to tension and compression in
the [100] and [110] directions. However, this is not the case in [111], where a higher number
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of systems show activity in tension (slip systems: 1, 3–5, 8, and 9; twin systems: 2, 6, and 7)
than compression (slip systems: 4, 8, 9, and 12; twin systems: 6 and 7). It is also found that
some slip and twin systems become activated at lower strain but deactivated at higher, or
vice versa. This is probably due to the interaction among slip–slip, slip–twin, or twin–twin
systems, and/or reorientation of the slip or twin planes during the course of deformation.
These interactions are one of the main causes of material softening or hardening at the
micro-level. Another important finding from Figures 6 and 7 is related to the contribution
of the slip and twin modes in overall plasticity. As a whole, the contribution of slip is higher
for all crystallographic directions. However, the highest level of twin activity is observed
in the [100] direction.

5.2.2. Deformation and Hardening Behavior

The stress-strain response of single-crystal and polycrystal TWIP steels under tension
and compression are represented, respectively, in Figures 8 and 9. It is noted that from
now on, the conventions of TWIP 1, TWIP 2, and TWIP 3 are used for TWIP 22% Mn-0.6%
C, TWIP 30% Mn-0.5% C, and TWIP 29% Mn-0.8% C, respectively. A prominent varia-
tion in deformation pattern, both in tension and compression, is seen in crystallographic
orientations and polycrystal.

Figure 8. Deformation behavior of single-crystal and polycrystal TWIP steels subjected to tension.

It is noted in Figures 8 and 9 that orientations [100] and [110] show similar behavior in
tension and compression, except for tension in TWIP 1. In this, a sample loaded in [110]
initially shows hardening, and then softening after equivalent strain 0.4. The softening
behavior may be induced due to the activation of mechanical twinning; however, this
does not comply with twin systems’ activity, as shown in Figure 6b, where a similar
number of twin systems are active at strain 0.4. The other possible reasons may include:
(i) reorientation of slip and/or twin systems that may enhance the overall shear strain
rates of both modes, or (ii) variation in crystal defect energy as a result of dislocations’
interaction. In all TWIP steels, crystals subjected to tensile load in the [111] direction
present the largest magnitude of stress; however, in compression, a similar pattern is
observed until the equivalent strain 0.4. After this, the [111] direction shows a lower
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magnitude of equivalent stress. Furthermore, it is also noted that all polycrystal TWIP
steels represent a higher magnitude of stress in tension than compression. This may
indicate a greater dominancy of slip and twin systems’ reorientation (primary hardening)
and interactions (latent hardening) in tension than compression. A quantitative comparison
of stress magnitudes in single-crystal and polycrystal TWIP steels is presented in Table 4.

Figure 9. Deformation behavior of single-crystal and polycrystal TWIP steels subjected to compression.

Table 4. Comparison of equivalent stress at 0.4 equivalent strain of single-crystal and polycrystal
TWIP steels under tension and compression.

Equivalent Stress (MPa)

Tension Compression

Poly [100] [110] [111] Poly [100] [110] [111]

TWIP 1 1094 549 626 839 688 542 542 540

TWIP 2 1138 510 512 820 678 560 555 552

TWIP 3 1230 575 577 873 712 570 568 565

5.2.3. Slip and Twin Shear Strain

The magnitude of shear strain is another important parameter in crystal plasticity,
especially if modes other than slip are also favorable. In addition, the slip and twin
contribution in overall plasticity can only be quantitatively represented through shear
strain magnitude, not by activity of slip and twin planes, as it is a qualitative measurement.
In this regard, the magnitudes of shear strain in slip and twin modes are analyzed. For
almost all TWIP steels, a linear variation of shear strain, under tension and compression,
is observed in slip mode; however, nonlinearity is dominant in twin, as illustrated in
Figures 10 and 11. Moreover, the magnitude of the shear strain in slip is far greater than
twin in all steels’ crystallographic directions, which refers to the dominancy of slip over twin
mode in plasticity. In slip, all crystallographic directions represent, with few exceptions,
a similar magnitude of shear strain under the same kind of loading; however, a significant
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variation is observed in twin mode. It is evident from Figure 11 that shear strain becomes
nearly constant for all crystallographic directions of TWIP 1 and 2 after specific equivalent
strain. On the contrary, shear strain’s magnitude continuously increases in TWIP 3. This
peculiar behavior could be an indication of latent hardening and planes’ interaction effects.
A quantifiable observation of shear strain in slip and twin modes is exhibited in Table 5.

Figure 10. Magnitude of commulative slip shear strain of a single crystal of TWIP steels subjected to
tension and compression.

Figure 11. Magnitude of commulative twin shear strain of a single crystal of TWIP steels subjected to
tension and compression.
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Table 5. Shear strain’s magnitude at 0.4 equivalent strain in slip and twin modes of TWIP 1, 2, and 3
steels under tension and compression.

Twin Volume Fraction

Tension Compression

[100] [110] [111] [100] [110] [111]

Slip

TWIP 1 0.219 0.160 0.246 0.211 0.192 0.191

TWIP 2 0.132 0.107 0.213 0.142 0.112 0.162

TWIP 3 0.235 0.211 0.245 0.238 0.208 0.196

Twin

TWIP 1 0.015 0.016 0.008 0.017 0.016 0.007

TWIP 2 0.091 0.087 0.033 0.091 0.086 0.024

TWIP 3 2.4 × 10−5 1.4 × 10−5 9.8× 10−5 2.4 × 10−5 1.3× 10−5 5.1× 10−6

An obvious observation from Table 5 is the highest magnitude of slip shear strain of
TWIP 3 under tension and compression in all crystallographic directions. On the other
hand, twin shear strain shows the uppermost values in TWIP 2 for all directions under
both types of loading.

5.2.4. Twin Volume Fraction

The magnitude of shear strain alone does not present a complete quantitative estima-
tion of twinning. A complete estimation requires the magnitude of the volume of twin in
the overall plasticity. In view of this requirement, the twin volume fraction is estimated
during the course of deformation, as represented through Figure 12. In conjunction with
twin systems’ activity, the twin volume fraction represents the ratio of active to total number
of twin planes. A significant variation of twin volume is observed under tension and com-
pression in all steels and crystallographic directions. As in the case of shear strain, the twin
volume fraction becomes nearly steady for all crystallographic directions of TWIP 1 and 2,
but not for TWIP 3, after a certain equivalent strain. The magnitude of twin volume fraction
for TWIP steels is presented in Table 6. As is evident, the largest magnitude of twin volume
is observed in the [100] crystallographic direction under tension and compression for all
three TWIP steels. Overall, the twin volume fraction is not exceeded by 0.333 (33.33 %) in
all directions and steels. This shows that the contribution of twinning in the plasticity of
TWIP steels 1, 2, and 3 is limited to 33.33 % for a single crystal.

Table 6. Highest values of twin volume fraction for TWIP 1, 2, and 3 steels under tension and compression.

Twin Volume Fraction

Tension Compression

[100] [110] [111] [100] [110] [111]

TWIP 1 0.333 0.166 0.249 0.333 0.166 0.166

TWIP 2 0.249 0.166 0.166 0.333 0.166 0.166

TWIP 3 0.249 0.166 0.166 0.200 0.110 0.080
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Figure 12. Twin volume fraction of a single crystal of TWIP steels subjected to tension and compression.

6. Conclusions

A numerical scheme is developed and implemented for modeling the elastic-plastic
deformation behavior of twinning-induced plasticity steel, in which mechanical twinning
contributes significantly to plasticity along with a crystallographic slip. Initially, a consti-
tutive formulation of equations, reported in earlier work, is briefly discussed. Afterward,
a numerical integration procedure is established by identifying primary variables, dis-
cretizing constitutive equations in the time domain, developing an iterative scheme, and
introducing a time sub-stepping algorithm. A numerical integration scheme is then incor-
porated in finite element software ABAQUS through a user-defined material subroutine.
Finite element models of single-crystal and polycrystal material points are developed and
simulation results are compared with the published experimental observations. They are in
close accord with the maximum error of 16.15% in TWIP steels for equivalent stress. How-
ever, the error becomes higher beyond 0.3 strain. This puts limitations on the current model
to be implemented, with more accuracy, at high strain deformation. This must be further
explored in future work. In addition, further simulations are executed to quantify slip and
twin systems’ activity, deformation behavior, shear strain pattern, and twin volume fraction
of three TWIP steels subjected to uniaxial tension and compression. The slip and twin
systems’ activity shows that the slip contribution is higher for all crystallographic directions
in all steels; however, the highest level of twin activity (number of active twin systems) is
observed in the [100] direction. In addition, a higher magnitude of stress at 0.45 equivalent
strain is observed in tension (1150 to 1300 MPa) than compression (780 to 850 MPa) in all
polycrystal TWIP steels. It may indicate a more prominent role of slip and twin systems’
reorientation and interactions in tension. Moreover, the twin shear strain becomes nearly
constant for all crystallographic directions of TWIP 1 and 2 after 0.2 equivalent strain,
but not for TWIP 3. It is also found that the fraction of twin volume is not surpassed by
33.33% for all directions and TWIP steels. The development and implementation of a fully
implicit numerical integration scheme in modeling twinning-induced plasticity provide an
effective platform to estimate the deformation behavior of TWIP steels. The current work
can be enhanced to incorporate martensitic phase transformation and damage criterion in a
coupled slip, twinning, and transformation-induced plasticity model.
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Appendix A. Slip and Twin Systems of Austenite Crystal

Face-centered cubic (FCC) austenite crystal’s slip and twin systems are represented in
terms of Miller indices and unit vectors in Tables A1 and A2, respectively.

Table A1. Slip systems of FCC crystal.

Slip Plane Normal nα Slip Direction mα
k

α = 1–4, k = 1, 2, 3

Miller Unit Vector Miller Unit Vector

n1 (111)
(

1√
3

, 1√
3

, 1√
3

)
m1

1 [011̄]
(

0, 1√
2

, −1√
2

)
m1

2 [101̄]
(

1√
2

, 0, −1√
2

)
m1

3 [11̄0]
(

1√
2

, −1√
2

, 0
)

n2 (1̄11)
(
−1√

3
, 1√

3
, 1√

3

)
m2

1 [011̄]
(

0, 1√
2

, −1√
2

)
m2

2 [101]
(

1√
2

, 0, 1√
2

)
m2

3 [110]
(

1√
2

, 1√
2

, 0
)

n3 (1̄1̄1)
(
−1√

3
, −1√

3
, 1√

3

)
m3

1 [011]
(

0, 1√
2

, 1√
2

)
m3

2 [101]
(

1√
2

, 0, 1√
2

)
m3

3 [11̄0]
(

1√
2

, −1√
2

, 0
)

n4 (11̄1)
(

1√
3

, −1√
3

, 1√
3

)
m4

1 [011]
(

0, 1√
2

, 1√
2

)
m4

2 [101̄]
(

1√
2

, 0, −1√
2

)
m4

3 [110]
(

1√
2

, 1√
2

, 0
)
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Table A2. Twin systems of FCC crystal.

Twin Plane Normal ni Twin Direction mi
k

i = 1–4, k = 1, 2, 3

Miller Unit Vector Miller Unit Vector

n1 (111)
(

1√
3

, 1√
3

, 1√
3

)
m1

1 [2̄11]
(
−2√

6
, 1√

6
, 1√

6

)
m1

2 [12̄1]
(

1√
6

, −2√
6

, 1√
6

)
m1

3 [112̄]
(

1√
6

, 1√
6

, −2√
6
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17. Pauly, S.; Gorantla, S.; Wang, G.; Kühn, U.; Eckert, J. Transformation-mediated ductility in CuZr-based bulk metallic glasses. Nat.
Mater. 2010, 9, 473–477. [CrossRef]

18. Bouaziz, O.; Zurob, H.; Chehab, B.; Embury, J.D.; Allain, S.; Huang, M. Effect of chemical composition on work hardening of
Fe—Mn—C TWIP steels. Mater. Sci. Technol. 2011, 27, 707–709. [CrossRef]

19. Peng, X.; Zhu, D.; Hu, Z.; Yi, W.; Liu, H.; Wang, M. Stacking fault energy and tensile deformation behavior of high-carbon
twinning-induced plasticity steels: Effect of Cu addition. Mater. Des. 2013, 45, 518–523. [CrossRef]

20. Martin, S.; Wolf, S.; Martin, U.; Krüger, L.; Rafaja, D. Deformation Mechanisms in Austenitic TRIP/TWIP Steel as a Function of
Temperature. Metall. Mater. Trans. 2016, 47, 49–58. [CrossRef]

21. Fei, L.; Weigang, Z.; Wenjiao, D. Stress-strain Response for Twinning-induced Plasticity Steel with Temperature. Procedia Eng.
2014, 81, 1330–1335.

22. Allain, S.; Chateau, J.P.; Bouaziz, O.; Migot, S.; Guelton, N. Correlations between the calculated stacking fault energy and the
plasticity mechanisms in Fe-Mn-C alloys. Mater. Sci. Eng. 2004, 387–389, 158–162. [CrossRef]

23. Curtze, S.; Kuokkala, V.T.; Oikari, A.; Talonen, J.; Hänninen, H. Thermodynamic modeling of the stacking fault energy of
austenitic steels. Acta Mater. 2011, 59, 1068–1076. [CrossRef]

24. Idrissi, H.; Ryelandt, L.; Veron, M.; Schryvers, D.; Jacques, P. Is there a relationship between the stacking fault character and the
activated mode of plasticity of fe-mn-based austenitic steels? Scr. Mater. 2009, 60, 941–944. [CrossRef]

25. Tomé, C.N.; Lebensohn, R.A.; Kocks, U.F. A model for texture development dominated by deformation twinning: Application to
zirconium alloys. Acta Metall. Mater. 1991, 39, 2667–2680. [CrossRef]

26. Houtte, P.V. Simulation of the rolling and shear texture of brass by the Taylor theory adapted for mechanical twinning. Acta
Metall. 1978, 26, 591–604. [CrossRef]

27. Kalidindi, S.R. Incorporation of deformation twinning in crystal plasticity models. J. Mech. Phys. Solids 1998, 46, 267–290.
[CrossRef]

28. Taylor, G.I. Plastic strain in metals. J. Inst. Met. 1938, 62, 307–324.
29. Chin, G.; Hosford, W.; Mendorf, D. Accommodation of constrained deformation in F. C. C. metals by slip and twinning. Proc. R.

Soc. Lond. A Math. Phys. Eng. Sci. 1969, 309, 433–456.
30. Asaro, R.J.; Rice, J.R. Strain localization in ductile single crystals. J. Mech. Phys. Solids 1977, 25, 309–338. [CrossRef]
31. Salem, A.A.; Kalidindi, S.R.; Doherty, R.D. Strain hardening of titanium: Role of deformation twinning. Acta Mater. 2003, 51,

4225–4237. [CrossRef]
32. Salem, A.A.; Kalidindi, S.R.; Semiatin, S.L. Strain hardening due to deformation twinning in α-titanium: Constitutive relations

and crystal-plasticity modeling. Acta Mater. 2005, 53, 3495–3502. [CrossRef]
33. Salem, A.A.; Kalidindi, S.R.; Doherty, R.D.; Semiatin, S.L. Strain hardening due to deformation twinning in α-titanium: Mecha-

nisms. Metall. Mater. Trans. A 2006, 37, 259–268. [CrossRef]
34. Bhattacharya, K. Wedge-like microstructure in martensites. Acta Metall. Et Mater. 1991, 39, 2431–2444. [CrossRef]
35. Wang, J.; Sehitoglu, H. Modelling of martensite slip and twinning in NiTiHf shape memory alloys. Philos. Mag. 2014, 94,

2297–2317. [CrossRef]
36. Ostadrahimi, A.; Taheri-Behrooz, F. Analytical solution for twinning deformation effect of pre-strained shape memory effect

beam-columns. J. Intell. Mater. Syst. Struct. 2019, 30, 2147–2165. [CrossRef]
37. Allain, S.; Chateau, J.P.; Bouaziz, O. A physical model of the twinning-induced plasticity effect in a high manganese austenitic

steel. Mater. Sci. Eng. 2004, 387–389, 143–147. [CrossRef]
38. Bouaziz, O. Strain-hardening of twinning-induced plasticity steels. Scr. Mater. 2012, 66, 982–985. [CrossRef]
39. Lee, M.G.; Kim, S.J.; Han, H.N. Crystal plasticity finite element modeling of mechanically induced martensitic transformation

(MIMT) in metastable austenite. Int. J. Plast. 2010, 26, 688–710. [CrossRef]
40. Khosravani, A.; Scott, J.; Miles, M.P.; Fullwood, D.; Adams, B.L.; Mishra, R.K. Twinning in magnesium alloy AZ31B under

different strain paths at moderately elevated temperatures. Int. J. Plast. 2013, 45, 160–173. [CrossRef]
41. Shiekhelsouk, M.N.; Favier, V.; Inal, K.; Cherkaoui, M. Modelling the behaviour of polycrystalline austenitic steel with twinning-

induced plasticity effect. Int. J. Plast. 2009, 25, 105–133. [CrossRef]
42. Khan, R.; Zahedi, F.I.; Siqqiui, A.K. Numerical modeling of twinning induced plasticity in austenite based advanced high strength

steels. Procedia Manuf. 2016, 5, 772–786. [CrossRef]
43. Yang G.; Dayong A.; Fengbo H.; Liu, X.; Guozheng K.; Xu, Z. Multiple-mechanism and microstructure-based crystal plasticity

modeling for cyclic shear deformation of TRIP steel. Int. J. Mech. Sci. 2022, 222, 107269.
44. Qayyum, F.; Guk, S.; Prahl, U. Studying the Damage Evolution and the Micro-Mechanical Response of X8CrMnNi16-6-6 TRIP

Steel Matrix and 10% Zirconia Particle Composite Using a Calibrated Physics and Crystal-Plasticity-Based Numerical Simulation
Model. Crystals 2021, 11, 759. [CrossRef]

45. Qayyum, F.; Guk, S.; Kawalla, R.; Prahl, U. On Attempting to Create a Virtual Laboratory for Application-Oriented Microstructural
Optimization of Multi-Phase Materials. Appl. Sci. 2021, 11, 1506. [CrossRef]

46. Ching-Tun, P.; Mao, L.; Cheng, L.; Huijun, L. The determination of self hardening parameters of twinning induced plasticity steel
via crystal plasticity modeling. J. Comput. Theor. Nanosci. 2015, 12, 2523–2530.

405



Crystals 2022, 12, 930

47. Li, Y.; Zhu, L.; Liu, Y.; Wei, Y.; Wu, Y.; Tang, D.; Mi, Z. On the strain hardening and texture evolution in high manganese steels:
Experiments and numerical investigation. J. Mech. Phys. Solids 2013, 61, 2588–2604. [CrossRef]

48. Sun, C.; Wang, B.; Politis, D.J.; Wang, L.; Cai, Y.; Guo, X.; Guo, N. Prediction of earing in TWIP steel sheets based on coupled
twinning crystal plasticity model. Int. J. Adv. Manuf. Technol. 2017, 89, 3037–3047. [CrossRef]

49. Wong, S.L.; Madivala, M.; Prahl, U.; Roters, F.; Raabe, D. A crystal plasticity model for twinning and transformation-induced
plasticity. Acta Mater. 2016, 118, 140–151. [CrossRef]

50. Sun, C.; Guo, N.; Fu, M.; Wang, S. Modeling of slip, twinning and transformation induced plastic deformation for TWIP steel
based on crystal plasticity. Int. J. Plast. 2016, 76, 186–212. [CrossRef]

51. Khan, R.; Pervez, T.; Qamar, S.Z. Modeling and simulations of transformation and twinning induced plasticity in advanced high
strength austenitic steels. Mech. Mater. 2016, 95, 83–101. [CrossRef]

52. Manjunatha, M.; Alexander, S.; Su, L.W.; Franz, R.; Ulrich, P.; Wolfgang, B. Temperature dependent strain hardening and fracture
behavior of TWIP steel. Int. J. Plast. 2018, 104, 80–103.

53. Khan, R.; Alfozan, A. Modeling of twinning-induced plasticity using crystal plasticity and thermodynamic framework. Acta
Mech. 2019, 230, 2687–2715. [CrossRef]

54. Marin, E.B. On the Formulation of a Crystal Plasticity Model; Tech. Rep.; Sandia National Laboratories: Livermore, NM, USA, 2006.
55. Lee, E.H. Elastic-plastic deformation at finite strains. J. Appl. Mech. 1969, 36, 1–6. [CrossRef]
56. Kalidindi, S.R.; Bronkhorst, C.A.; Anand, L. Crystallographic texture evolution in bulk deformation processing of FCC metals. J.

Mech. Phys. Solids 1992, 40, 537–569. [CrossRef]
57. Turteltaub, S.; Suiker, A.S.J. A multiscale thermomechanical model for cubic to tetragonal martensitic phase transformations. Int.

J. Solids Struct. 2006, 43, 4509–4545. [CrossRef]
58. Simo, J.C.; Hughes, T.J.R. Computational Inelasticity; Springer: Berlin/Heidelberg, Germany, 1998; Volume 7.
59. Kocks, U.F.; Tome, C.N.; Wenk, H.R. Texture and Anisotropy: Preferred Orientations in Polycrystals and Their Effect on Materials

Properties; Cambridge University Press: Cambridge, CA, USA, 1998.
60. Schmitt, J.H.; Iung, T. New developments of advanced high-strength steels for automotive applications. Comptes Rendus Phys.

2018, 19, 641–656. [CrossRef]

406



Citation: Polkowski, W. Crystal

Plasticity (Volume II). Crystals 2022,

12, 1344. https://doi.org/10.3390/

cryst12101344

Received: 19 September 2022

Accepted: 22 September 2022

Published: 23 September 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

crystals

Editorial

Crystal Plasticity (Volume II)

Wojciech Polkowski

Łukasiewicz Research Network, Krakow Institute of Technology, Zakopiańska 73 Str., 30-418 Krakow, Poland;
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1. Introduction

When we announced the first volume of a Special Issue dedicated to “Crystal Plas-
ticity”, we could not expect that a great collection of 25 excellent articles would be pub-
lished [1]. Now, everyone is very welcome to use free access to read these articles at the
link below:

https://www.mdpi.com/journal/crystals/special_issues/Crystal_Plasticity (accessed
on 18 September 2022).

Our editorial efforts taken in the first volume provided us with a completely new
collection of original, state-of-the-art research papers on both theoretical and experimen-
tal aspects of plastic deformation. Indeed, the wide spectrum of submitted papers al-
lowed us to merge the most important topic areas of crystal plasticity—i.e., research on
the theoretical modelling of dislocation mechanisms and lab-scale validation of materi-
als’ structural/mechanical responses to (semi-)industrial processing. Furthermore, both
conventional (e.g., steels, nonferrous alloys) and novel (intermetallics, composites, and
high-entropy alloys) materials were investigated. During the completion of the first vol-
ume, it was our honor to host well-recognized worldwide authorities, as well as young
researchers and post-docs taking the “next-step” in their scientific careers. This versatility
of contributing authors and topics has provided more proof for the high interest of the
scientific community in revealing materials’ behaviors from the atomic scale to macroscale
under external loadings.

After closing the first volume, we had the feeling that there was still a lot of room for
research in the field of crystal plasticity, and thus a lot of space for publishing activities . . .
Therefore, we had no doubts in announcing the second volume of a Special Issue on
crystal plasticity. With the second volume, we aimed to continue our mission, which is still
focused on providing theoretical and experimental research works, giving new insights
and practical findings in the field of crystal plasticity-related topics.

So, how is the second volume on crystal plasticity? We can answer by paraphrasing a
well-known song: “Oops . . . we did it again”.

Once again, a completely new set of 26 original works (including 22 research articles,
3 communications and 1 review) has been collected. As in the case of the first volume, here,
a full spectrum of topics belonging to the field of crystal plasticity is represented, including
both numerical simulations and experimental works.

By taking into account the investigated materials, the papers can be assigned to the
following thematic groups:

• Steels and iron-based alloys [2–9];
• Non-ferrous alloys with fcc- (Ni- [10,11] and Cu-based [12–14]), or hcp crystal structure

(Mg- [15,16] and Ti-based [17,18]). Other examples include Zirconium [19], Bi-Sn
alloy [20] or polycarbonate resins [21];

• Multicomponent and high-entropy alloys [22–24];
• General theoretical studies on crystal plasticity [25–27].

Crystals 2022, 12, 1344. https://doi.org/10.3390/cryst12101344 https://www.mdpi.com/journal/crystals407
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I hope that the second volume of our Special Issue will be interesting for the scientific
and academic communities, and that it will bring lot of inspiration for future research
activities in the field of crystal plasticity.
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