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Editorial

Editorial for the Special Issue on “Software Engineering and
Data Science”

Davide Tosi

Department of Theoretical and Applied Sciences (DiSTA), Università degli Studi dell’Insubria, 21100 Varese, Italy;
davide.tosi@uninsubria.it

In the last few years, data-driven software solutions have attracted a lot of attention
in research and development at academic, industry, business, and government levels to
exploit the hidden knowledge and big data that can be offered to cities and citizens in the
future. However, data-driven software solutions are different from “traditional” software
development projects, as the focus of the main development core is on managing data (e.g.,
data store and data quality) and designing behavioral models with the aid of artificial intel-
ligence and machine learning techniques. To this end, new life-cycles, algorithms, methods,
processes, and tools are required. The Special Issue, “Software Engineering and Data Sci-
ence”, in the Journal of Future Internet, is devoted to recent trends and advancements in the
field of engineering data-intensive software solutions to address challenges in developing,
testing, and maintaining such data-driven systems. We received 13 submissions; after the
initial screening and the peer review process, six papers have been finally accepted for
publication. Accepted articles can be classified into two sets: (1) application of data-driven
solutions to real-life problems and (2) techniques and algorithms addressing the different
challenges of data-driven software engineering.

The first set of articles discusses the applicability of data science and data-driven solu-
tions to everyday problems. Casini et al. [1] studied the inversion in the decreased/increased
rate of new SARS-COV-2 infections in the countries involved in the European football cham-
pionship that took place from 11 June to 11 July 2021, investigating the hypothesis of an
association. They collected and analyzed all data regarding COVID-19 infections from
the official online repositories. Then, they adopted Bayesian piecewise regression with a
Poisson generalized linear model to look for changepoints in the time series of the new
SARS-COV-2 cases of each country involved in the 2020 European football championship.
For all the 17 countries involved, the changepoint coincides with an inversion in the SARS-
COV-2 case rate from a decreasing to an increasing rate of infections, thus suggesting an
association between infection rates and the European football championship. Another
example of applying data science to real-life is presented in the work of Tosi et al. [2].
They conducted a correlation study using heterogeneous data sources, such as Google
mobility data, SARS-COV-2 infection data, and the official dataset relating to infections
in Italian schools for the period of 14 September 2020–30 October 2020. Three extensive
Italian regions (Lombardy, Campania, and Emilia) (that adopted different approaches in
opening and closing schools to contrast infections) have been deeply studied to understand
the main driver that sparked the second SARS-COV-2 wave in Italy. The conducted data
analyses suggest that schools are a driver of contagion and are not a safe environment
by definition. Munjal et al. [3] applied big data-driven solutions to smart cities. Smart
cities will be equipped with millions of smart devices and network connections, thus
requiring a high level of energy consumption and carbon emissions. The authors defined a
public transport-assisted data-dissemination system to utilize public transport as another
communication medium, along with other networks, with the help of software-defined
technology. The main objective is to minimize energy consumption with maximum data de-
livery. To this end, a multi-attribute decision-making algorithm is designed to self-identify
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the best network among wired, wireless, and public transport networks based on users’
requirements and different services. Once public transport was selected as the best network,
the Capacitated Vehicle Routing Problem (CVRP) will be implemented to offload data onto
buses as per the maximum capacity of buses.

The second set of articles discusses new development methodologies, algorithms
for software libraries recommendation, and technologies for ontology-based knowledge
extraction from various heterogeneous sources. Almedia et al. [4] addressed the combined
adoption of Agile and DevOps software development methodologies to cope with the
increasing complexity of managing customer requirements and development requests.
The authors presented a qualitative methodology to analyze the benefits that can arise from
the combination of the two methodologies. A comprehensive set of twelve case studies,
representing practices of the simultaneous adoption of both methodologies, was assessed.
The simultaneous adoption of Agile and DevOps, when properly combined and aligned,
allows (1) developers to gain greater control over the environment, infrastructure, and ap-
plications; (2) a more collaborative and Agile framework; (3) to simplify and automate the
model processes to make them more rational and efficient. Krasanakis et al. [5] studied
how to help developers automatically discover libraries to be reused in their software
projects. They extended the accurate project–library recommendation systems, which
employ Graph Neural Networks, with a revised collaborative graph filtering mechanism.
The revised filtering mechanism exploits partially absorbing random walk filters, which the
authors theorized could emulate human-driven library discovery. The experimental results
on a real-world dependency graph of Android project third-party library dependencies
highlighted promising research directions in automated software engineering and broader
collaborative filtering research. Sikelis et al. [6] provided insight into critical aspects of
ontology-based knowledge extraction from various heterogeneous sources, such as text,
databases, and human expertise, realized in feature selection. Ontology-based algorithms
and approaches are described to represent features and perform feature selection and
classification. Moreover, the authors highlighted open issues and challenges related to the
research topic of ontology-based knowledge extraction.

We would like to thank all the authors for the papers they submitted to this Special
Issue. We would also like to acknowledge all the reviewers for their careful and timely
reviews which helped to improve the quality of this Special Issue.
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Abstract: While Europe was beginning to deal with the resurgence of COVID-19 due to the Delta
variant, the European football championship took place from 11 June to 11 July 2021. We studied
the inversion in the decreased/increased rate of new SARS-COV-2 infections in the countries of the
tournament, investigating the hypothesis of an association. Using a Bayesian piecewise regression
with a Poisson generalized linear model, we looked for a changepoint in the timeseries of the new
SARS-COV-2 cases of each country, expecting it to appear not later than two to three weeks after the
date of their first match. The two slopes, before and after the changepoint, were used to discuss the
reversal from a decreasing to an increasing rate of the infections. For 17 out of 22 countries (77%) the
changepoint came on average 14.97 days after their first match (95% CI 12.29–17.47). For all those
17 countries, the changepoint coincides with an inversion from a decreasing to an increasing rate
of the infections. Before the changepoint, the new cases were decreasing, halving on average every
18.07 days (95% CI 11.81–29.42). After the changepoint, the cases begin to increase, doubling every
29.10 days (95% CI 14.12–9.78). This inversion in the SARS-COV-2 case rate, which happened during
the tournament, provides evidence in favor of a relationship.

Keywords: SARS-COV-2; Bayesian regression; changepoint detection; European football championship

1. Introduction

Europe, as well as other countries around the world, is seeing a resurgence in the
COVID-19 pandemic, after a brief respite given by the effects of the vaccination that started
in the first half of 2021. This new wave of the pandemic seems to be driven by a new strain
of virus that has been referred to as the Delta variant. This is the scenario in which the
European football championship has taken place, from 11 June to 11 July 2021 (one year
later than it should have been). This 2020 edition, being a special celebration for the 60th
anniversary of the tournament, has had the peculiarity of being hosted by several different
countries, instead of just one as it normally happens.

The decision to allow such a massive event across the European continent, in such a
delicate time, immediately triggered a debate on the problems it would cause. Nonetheless,
the competition was held, leaving each hosting country some freedom on which restrictions
to apply (e.g., the number of fans allowed at each football stadium). This resulted in very
different behaviors, ranging from Hungary hosting its matches at full stadium capacity
at Puskás Arena (~68 thousand seats) to Germany limiting the attendance to 22% of the
maximum stadium capacity [1–4]. Obviously, there were more factors than just the stadium,
with fans, massively gathering in pubs, squares, and public places, to watch the matches,
thus leading to infection clusters that surged all around Europe, as witnessed by the media
coverage of these events [5–8]. Not only that but even the gathering of teams and their staff
may have given their contribution to the spread of the virus (given the itinerant nature of
this edition), as the COVID-19 literature on football and other sports suggests [9–11].
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On one side, one could conclude that those who considered this event to be a minor risk
did not take into any consideration of those theories that maintain that, with COVID-19,
super-spreading events may be the main driver of an epidemic spread, under specific
circumstances [12,13]. An example, on 19 February 2020, was the Champions League
match, between Atalanta and Valencia, which attracted a third of Bergamo’s population
to Milan’s San Siro stadium. In addition, more than two thousand and a half of Spanish
supporters took part. Experts, now, point to that 2020 football match as one of most relevant
reasons why the city of Bergamo had become the epicenter of the COVID-19 pandemic,
during the first wave in Italy, with a very high death toll; not to mention, that the 35% of
Valencia’s team also became infected [14]. On the other hand, it is well known that the
return of supporters to stadiums is the highest priority for football’s business, and the
financial impact of the COVID-19 pandemic on football depends, almost exclusively, on
both the timing and the scale of supporters’ return to stadiums [15].

Following this debate, this work focused on the European football championship and
its matches, looking for a possible compatibility with the reversal of the decrease/increase
trend of the SARS-COV-2 cases, observed in many countries participating in the tournament.
To investigate the hypothesis of an association between those football matches and the
resurgence of the virus, we searched for a changepoint in the daily timeseries of the
new SARS-COV-2 cases registered in each country, expecting it to appear not later than
2–3 weeks after the date of the first match that the national team played. Upon finding
such a changepoint, we investigated if that changepoint was coincidental with a change
in the infection rate, from a decreasing trend to an increasing one. It should be noted that
our type of analysis has been observational in nature, and it was used to determine if
the exposure to the specific risk factor, given the frequent mass gatherings following the
football events, might have correlated with the particular outcome of the virus resurgence
in many European countries. With this type of study, we cannot demonstrate any cause and
effect, but we can make preliminary inferences on the correlation between the participation
in the European football championship of a given country and the inversion in the SARS-
COV-2 case rate that may have hit, at a particular point in time, the population living in
that country.

We can anticipate that 17 out of 22 countries (77%) had a reversal from a decreasing to
an increasing rate of the infections, which is temporally coincident with their participation
in the European football championship, thus providing evidence to the hypothesis of a link
between the upturn of new cases and the tournament. Instead, only 4 out of 12 countries
(33%) that did not take part in the tournament (subject of an additional investigation)
followed the same pattern as above. This further confirms that, while it can be inferred
that an increase in COVID-19 cases may have been an inevitable consequence of the
general European situation in July 2021, the European football tournament, with its mass
gatherings, has at least played an important role of the accelerator of this phenomenon for
many of its participating countries.

The remainder of the paper is structured as follows: In the next section, we describe
more precisely the data we used, their sources, and the methodologies we employed.
Section 3 presents the results we obtained, while Section 4 discusses them, along with their
limitations, and concludes the paper, presenting our final considerations.

2. Materials and Methods

In this section, we provide a description of the data on which our analysis is based,
along with the methods used for its collection and the sources from which we collected
them (Section 2.1). Then, we present the methodologies we have chosen to conduct our
analysis (Section 2.2).

2.1. Data Collection

The timeframe for this study starts two weeks before the start of the tournament on
28 May, and it ends two weeks after the final match on 25 July 2021. All data regarding
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COVID-19 infections were collected from the online repository: Our World in Data [16], that
in turn aggregates various sources. In particular, the confirmed cases were provided by the
COVID-19 Data Repository by the Center for Systems Science and Engineering at the Johns
Hopkins University. The timeseries of daily confirmed cases was then smoothed using a
rolling average with a 7 day-long window. This was useful for removing the periodicity
patterns of the various testing and registering case processes, with some countries that
unfortunately release numbers once every few days (e.g., Sweden) or slow down on
weekends (e.g., Italy).

Data for the European football championship were collected from the relevant Wikipedia
page [17]. We looked at the participating countries, their first and last matches in the com-
petition, and their last hosted match (if they were a hosting country). These dates were
then compared with the changepoints found with the Bayesian method described in the
next section. For the sake of simplicity, given that the data for the United Kingdom were
given as a whole in the dataset we used, we considered Wales, Scotland, and England as a
single entity, even if the three countries participated individually.

We conclude this subsection by confirming that patients and/or the public were not
involved in the design, conduct, reporting, or dissemination plans of this research. All
data come from a publicly available repository where they are stored in an aggregated and
anonymized format.

2.2. Bayesian Changepoint Detection and Analysis

Using a changepoint estimation technique, based on a Bayesian piecewise regression,
we have looked for a changepoint in the trend of the infection curve, whether it was
growing or falling. In particular, we fitted a Poisson generalized linear model where
the dependent variable was the number of new daily confirmed SARS-COV-2 cases, and
the independent variable was just the number of days since 28 May 2021 (until 25 July).
The result was a model comprised of a changepoint and two segments, whose slopes
represent, respectively, the increase/decrease in case rate before the changepoint and the
increase/decrease in case rate after it. The fact that our interest was not in modeling the
spread of the virus with the maximum precision but rather in finding the point in time
when the infection rate inverted (or simply changed) its trend, with the added bonus of
a Bayesian uncertainty estimation, is worth noting. The model takes the mathematical
form below:

ln(E(Y|x)) =a1 + xb1if x < τln(E(Y|x)) =a2 + xb2if x > τ (1)

It is worth noting that our dependent variable (the confirmed daily cases) was mod-
elled as a Poisson distribution, whose mean depends on the regression coefficients a1 and
b1, respectively, along with the intercept and angular coefficient before the changepoint τ
(while a2 and b2 play the same role after the changepoint). To be considered are the three
following facts:

First, since the two regression lines are joined at the changepoint τ; the second intercept
term a2 is not estimated as it is bound to be a2 = τ (b1 − b2) + a1.

Second, the formula above returns the exponential growth/decay trend, both before
and after τ, as easily identifiable slopes.

Third, to compute the number of days needed to halve/double the number of cases be-
fore/after a changepoint, the following two formulas can be used: specifically, Formula (2)
can be used to compute the halving (H) and doubling (D) time, before a changepoint:

Hb =
ln yτ

2 − a1

b1
− τ ; Db =

ln 2yτ − a1

b1
− τ ; where yτ = ea1+τb1 (2)

5
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Formula (3), instead, can be used to compute the halving and doubling time, after
a changepoint.

Ha =
ln yτ

2 − ln yτ
b2

; Da =
ln 2yτ − ln yτ

b2
; where yτ = ea1+τb1 (3)

To fit the model above, we used the R package mcp, using a Markov chain Monte
Carlo method [18]. For starting the Bayesian estimation, the default priors for τ, a1, a2, and
b1 were chosen as suggested in [18], thus considering the prior of τ as a uniform, and the
parameters a1, b1, and b2 as normally distributed, as reported in the following formulas:

τ ∼ Uniform (min(x), max(x)) (4)

a1, b1, b2 � N (0, 10) (5)

It is now worth noting that the mean value of the computed changepoint posterior dis-
tribution was used to calculate the distance in time between the date of a given changepoint
and that of the first match played the corresponding team. Similarly, the mean values for
the coefficients b1 and b2 were used to compute the steepness of the two slopes, respectively,
before and after the changepoint.

The values obtained from the Bayesian regression have 95% credible intervals, associ-
ated with them. The aggregated statistics we computed for the countries (average distance
from changepoint, average doubling/halving time, etc.) have 95% confidence intervals,
computed using bootstrap.

This completes the description of our method from a statistical viewpoint. Nonetheless,
it is appropriate to motivate the reason behind the use of this statistical methodology. The
intuition is as follows: we were interested in finding if there was a particular point in time
(occurring during the championship) that had brought a change in the curve of the number
of the new daily infections, something like: a before and an after. In such a case, we also
wanted to have some clear mathematical representations describing the increase or the
decrease in the number of cases, what we could call the growth/decay rates.

We have obtained this by fitting a regression model that is segmented (i.e., piecewise).
The precise point of the change was found by looking for the place that yielded the best
fit with the regression. Not only that, we have also chosen to use a Bayesian regression,
as it makes the model more interpretable, especially in the case of a bad fit (e.g., multiple
changepoints, when we look for just one).

At that point, once we have obtained our posterior distribution on the parameters of
interest, we have then used the mean value of the changepoint distribution to compare
it with the date of the first match that each given national team had played, to see the
existence of some relationship. Here, the idea is that if: (i) no more than two or three weeks
separate these two events (first match and changepoint), and (ii) the change returns an
inversion in the infection rate from a decrease to an increase trend, then we can strengthen
the suspicion that the tournament with its mass gatherings played the role of the accelerator
of a broader infection increase trend in Europe.

To complete this informal description, it is worth mentioning that we have used
the mean values of the parameters from the distribution to draw the two straight lines
representing the rate of the new cases before and after the changepoint, and finally, we
have used them to compute the number of days needed to double/halve the number of
cases. This final computation gives one a more precise idea of the impact of the change.

As a final note, it is important to mention that while it is quite common that COVID-
19 cases show their biggest single-day jumps two to three weeks after a particular mass
event [19], we have extended the search space for a changepoint to four weeks, for the sake
of reliability. Nonetheless, following the literature, we have considered to be of interest
only those changes that occurred in the infection curves in the temporal interval from 5–6
to 22–23 days after the event of interest.

6
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3. Results

This section is split into two different parts. The first one (Section 3.1) reports the
results we obtained with the 22 countries that took part in the European Football Cham-
pionship. The second one (Section 3.2) illustrates the results we obtained with some
12 European countries that did not participate in the tournament.

3.1. Countries That Participated in the Tournament

In total, 17 out of 22 (77%) countries taking part in the European football championship
show a changepoint occurring not later than 2–3 weeks after their first match (i.e., during
the tournament).

For all these 17 countries, the changepoint coincides with a reversal in the new daily
SARS-COV-2 cases, from a decreasing to an increasing rate.

The group of all these countries provides an evidence in favor of the hypothesis.
Precisely, the group is comprised of all the following countries: Austria, Belgium, Croa-
tia, Czechia, Denmark, Finland. France, Germany, Hungary, Italy, Netherlands, North
Macedonia, Poland, Slovakia, Spain, Switzerland, and Ukraine.

Table 1 provides the lists of those countries, where under the τ we listed, for each
country, the mean value of the days passed before the changepoint was detected since
28 May 2021 (i.e., the beginning of the period of observation). Since we are working with a
posterior distribution, the 95% CI is indicated in brackets.

Table 1. Countries with a changepoint coincidental with a reversal from a decrease to an increase in the SARS-COV-2 case
rate that occurred during the European football championship.

Country
(Participating in the

Tournament)

τ
(Changepoint, avg.
Value and 95% CI)

Diff
(Days Separating τ
from First Match)

b1
(Angular Coefficient
before τ, avg. Value

and 95% CI)

b2
(Angular Coefficient

after τ, avg. Value
and 95% CI)

a1

(Intercept
before τ,

avg. Value and 95%
CI)

Austria 36.4
(35.8, 37.1) 20 −0.05

(−0.06, −0.05)
0.08

(0.08, 0.09)
6.28

(6.25, 6.32)

Belgium 24.9
(24.6, 25.2) 10 −0.06

(−0.06, −0.06)
0.04

(0.04, 0.04)
7.70

(7.68, 7.71)

Croatia 28.7
(27.4, 30.3) 13 −0.06

(−0.06, −0.06)
0.02

(0.02, 0.03)
5.87

(5.83, 5.92)

Czechia 26.2
(25.3, 27.2) 9 −0.06

(−0.06, −0.05)
0.02

(0.02, 0.03)
6.30

(6.26, 6.34)

Denmark 28.2
(27.8, 28.6) 13 −0.06

(−0.06, −0.06)
0.05

(0.05, 0.06)
7.13

(7.11, 7.15)

Finland 19.8
(18.4, 21.0) 5 −0.03

(−0.04, −0.03)
0.04

(0.04, 0.05)
4.98

(4.90, 5.05)

France 34.7
(34.6, 34.8) 17 −0.06

(−0.06, −0.06)
0.11

(0.11, 0.11)
9.28

(9.28, 9.29)

Germany 35.1
(34.6, 35.5) 17 −0.07

(−0.07, −0.07)
0.05

(0.05, 0.05)
8.60

(8.59, 8.62)

Hungary 40.3
(38.4, 42.0) 22 −0.06

(−0.06, −0.06)
0.03

(0.02, 0.05)
5.99

(5.95, 6.03)

Italy 36.5
(36.3, 36.8) 23 −0.05

(−0.05, −0.05)
0.09

(0.09, 0.10)
8.25

(8.24, 8.26)

Netherlands 26.4
(26.2, 26.6) 10 −0.06

(−0.06, −0.06)
0.09

(0.09, 0.09)
8.18

(8.17, 8.20)

N. Macedonia 34.8
(31.9, 37.6) 19 −0.05

(−0.05, −0.04)
0.05

(0.04, 0.07)
3.59

(3.46, 3.72)

Poland 35.2
(33.5, 36.8) 18 −0.07

(−0.07, −0.07)
0.01

(−0.00, 0.01)
6.92

(6.89, 6.94)

Slovakia 39.4
(36.8, 42.1) 22 −0.05

(−0.05, −0.04)
0.02

(0.00, 0.03)
5.02

(4.96, 5.08)

Spain 24.9
(24.8, 25.0) 8 −0.01

(−0.01, −0.01)
0.07

(0.06, 0.07)
8.45

(8.44, 8.46)

Switzerland 32.9
(32.5, 33.5) 18 −0.07

(−0.07, −0.07)
0.08

(0.08, 0.08)
6.93

(6.91, 6.96)

Ukraine 25.8
(25.1, 26.5) 10 −0.05

(−0.05, −0.05)
0.00

(0.00, 0.01)
8.06

(8.04, 8.07)
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In the diff column, instead, we listed the difference, in terms of days, between the
point in time when the changepoint occurred and the date of the first match played by that
given national team.

The fourth and fifth columns of Table 1 show the mean values (with the corresponding
95% CI) for the coefficients b1 and b2, that have been used to compute the steepness of the
slopes, respectively, before and after the changepoint.

The sixth column, finally, reports the average value of the first intercept a1, with its
95% CI.

We further worked with the numbers comprised in Table 1 by rounding the mean
changepoint value for all the 17 countries and then by calculating the difference, in terms
of days, between that value and the date when they played their first match.

This way, we obtained that the average date of the changepoint, for all the 17 countries
of interest, falls 14.97 days (95% CI 12.29–17.47) after the beginning of their participation in
the tournament (approximately two weeks).

Finally, we made a step further and, taking the mean values for the coefficients b1 and
b2, we estimated how the slopes for the two lines changed, on average, before and after the
changepoint. We gathered that all the 17 countries had a decreasing number of daily cases
until the changepoint and ended up with a reversed trend afterwards.

Table 2 shows the halving time before, and the doubling time, after the changepoint,
for each given country of this group.

Table 2. Quantifying the inversion from a decrease to an increase in the SARS-COV-2 case rate for
the countries of Table 1.

Country
Days Needed to Halve the

Number of Cases (before τ)
Days Needed to Double the
Number of Cases (after τ)

Austria 12.69 8.18
Belgium 11.05 17.60
Croatia 11.77 28.32
Czechia 12.05 28.22

Denmark 11.49 12.71
Finland 21.81 15.84
France 11.86 6.32

Germany 10.14 13.17
Hungary 11.10 22.10

Italy 13.56 7.43
Netherlands 12.11 7.69
N. Maced. 14.88 13.20

Poland 9.67 92.80
Slovakia 14.91 41.59

Spain 103.50 10.62
Switzerland 10.03 8.56

Ukraine 14.43 159.00

More precisely, the mean halving time before the changepoint is 18.07 days (95% CI
11.81–29.42), while the mean doubling time after the changepoint is 29.10 days (95% CI
14.12–49.78).

The credible intervals are quite wide, but if we better investigate the values reported
in Table 2, we recognize that most of the deviation depends on just three countries, namely:
Spain, Ukraine, and Poland, with their exceptionally large values.

To better highlight and summarize all the results we have discussed so far, we also
present Figures 1 and 2, where the same results are portrayed from a clear graphical viewpoint.

In particular, Figure 1 takes into account the inversion of the SARS-COV-2 case trend
of the following countries: Austria, Belgium, Croatia, Czechia, Denmark, Finland, France,
Germany, Hungary, and Italy.
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Figure 1. Inversion of the SARS-COV-2 case trend for Austria, Belgium, Croatia, Czechia, Denmark, Finland. France,
Germany, Hungary, and Italy, occurring not later than 2–3 weeks after their first match. Yellow space: duration of the
tournament. Red vertical line: first match. Purple vertical line: last match. Green vertical line: last hosted match. Blue
vertical line: changepoint. Blue space: CI amplitude for the changepoint. Blue bell-shaped peaks: peaks of the probability
density function for the changepoint. Green segment: case rate trend before the changepoint. Red segment: case rate
trend after the changepoint. Grey segments: fitted lines drawn randomly from the posterior distribution, based on the
corresponding CI. Black dots: number of daily CARS-COV-2 cases. Rightmost y axis: number of cases. Leftmost y axis:
logarithm of the number of cases.
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Figure 2. Inversion of the SARS-COV-2 case trend for the Netherlands, North Macedonia, Poland, Slovakia, Spain,
Switzerland, and Ukraine, occurring not later than 2–3 weeks after their first match. Yellow space: duration of the
tournament. Red vertical line: first match. Purple vertical line: last match. Green vertical line: last hosted match. Blue
vertical line: changepoint. Blue space: CI amplitude for the changepoint. Blue bell-shaped peaks: peaks of the probability
density function for the changepoint. Green segment: case rate trend before the changepoint. Red segment: case rate
trend after the changepoint. Grey segments: fitted lines drawn randomly from the posterior distribution, based on the
corresponding CI. Black dots: number of daily CARS-COV-2 cases. Rightmost y axis: number of cases. Leftmost y axis:
logarithm of the number of cases.

Figure 2, instead, shows the inversion of the SARS-COV-2 case trend of the Nether-
lands, North Macedonia, Poland, Slovakia, Spain, Switzerland, and Ukraine. All the
relevant information needed to interpret the two figures was inserted in the correspond-
ing captions.

We used two separate figures, just for the sake of manageability. At the end, also based
on an analysis of these figures, we can maintain that these results are fully compatible with
the tournament being a factor.

10



Future Internet 2021, 13, 212

All the five remaining countries (i.e., Portugal, Russia, Sweden, Turkey, and the UK),
instead, break the pattern and cannot be considered an evidence in favor of the research
hypothesis. In particular: (i) Portugal, Russia, and the UK show a robust increasing trend in
the SARS-COV-2 infection case, starting well before the beginning the tournament; hence,
the detected changepoints, as well as the relative slopes, cannot considered to be evidence
in favor the hypothesis; (ii) Turkey seems to show quite a regular pattern, with a well
identifiable changepoint and the usual inverting trend in the case rate; nonetheless, the
problem is that that changepoint happens well after the team left the competition, more than
four weeks since its first match; and (iii) finally, for Sweden, the model fails to fit because
there seem to be two different changepoints, that are either before or after the tournament,
making them irrelevant. The situations mentioned above are illustrated in Figure 3, where it
is evident that all those five countries break the pattern. Again, all the relevant information
needed to interpret Figure 3 was inserted in the corresponding caption.

 

Figure 3. Portugal, Russia, Sweden, Turkey, and the UK break the pattern, without: (i) a well-recognizable changepoint
and (ii) a reversal from a decrease to an increase in the SARS-COV-2 case rate, occurring not later than 2–3 weeks after
the beginning of the tournament. Yellow space: duration of the tournament. Red vertical line: first match. Purple vertical
line: last match. Green vertical line: last hosted match. Blue vertical line: changepoint. Blue space: CI amplitude for the
changepoint. Blue bell-shaped peaks: peaks of the probability density function for the changepoint. Green segment: case
rate trend before the changepoint. Red segment: case rate trend after the changepoint. Grey segments: fitted lines drawn
randomly from the posterior distribution, based on the corresponding CI. Black dots: number of daily CARS-COV-2 cases.
Rightmost y axis: number of cases. Leftmost y axis: logarithm of the number of cases.
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Finally, Table 3 reports the value of τ, diff, and of all the other parameters, with the
corresponding 95% CI. Of particular interest, here, is the large excursion in the CIs for
Sweden and Portugal that witnesses the peculiarity of that situation.

Table 3. Regression parameters for the five countries that break the pattern.

Country
(Participating in
the Tournament)

τ

(Changepoint,
avg. Value and

95% CI)

Diff
(Days Separating

τ from First
Match)

b1
(Angular

Coefficient
before τ, avg.

Value and 95% CI)

b2
(Angular

Coefficient
after τ, avg. Value

and 95% CI)

a1

(Intercept
before τ,

avg. Value and
95% CI)

Portugal 26.4
(2.4, 47.7) 8 0.03

(0.01, 0.05)
0.08

(0.08, 0.09)
6.28

(6.25, 6.32)

Russia 38.7
(38.4, 39.0) 24 0.03

(−0.03, −0.03)
0.00

(0.00, 0.00)
8.91

(8.90, 8.91)

Sweden 26.9
(7.9, 45.8) 10 −0.04

(−0.05, −0.02)
0.00

(−0.04, 0.05)
7.26

(7.15, 7.36)

Turkey 43.4
(43.1, 43.6) 29 −0.01

(−0.01, −0.01)
0.05

(0.05, 0.06)
8.93

(8.92, 8.94)

UK 52.6
(27.8, 28.6) 37 0.05

(0.05, −0.05)
−0.04

(−0.05, −0.04)
7.99

(7.98, 7.99)

For the sake of conciseness, we did not repeat, here again, the exercise to compute
the halving/doubling times for those countries. Nonetheless, an interested reader could
easily obtain those values by exploiting Formulas (2) and (3) in Section 2.2 and by using
the correspondent data reported in Table 3.

3.2. Countries That Did Not Participate in the Tournament

While maintaining the pure observational nature of the inferences of our analysis
about the effect of the tournament, we took advantage of another natural experiment,
by observing what happened, during the tournament, in some 12 additional European
countries that did not take part in the European football championship (considering the
beginning of the tournament as the basis of our statistical observations).

This group was comprised of the following countries (with motivations for their
choice reported in brackets): Greece and Ireland (great football traditions), Romania
and Azerbaijan (hosting countries), Norway and Iceland (representatives of Northern
Europe), Bulgaria and Moldova (representatives of Eastern Europe), Serbia and Bosnia
(representatives of Balkans), and Latvia and Lithuania (largest countries representatives of
Baltic Europe).

Needless to say, many other countries were left out. The motivations were manifold,
ranging from their limited geographical dimensions (e.g., Malta, Faroe Islands, San Marino,
Cyprus, Andorra, Montenegro, Kosovo, etc.) to geopolitical considerations, also in relation-
ship with the game of football. For example: Georgia, Armenia, Kazakhstan, and Belarus
are not famous for their international football traditions. Moreover, they are also well
aligned with the contagion dynamics of one of their most influential neighboring countries,
that is, Russia, which we had already examined.

The results of the application of our method to the above 12 countries are presented in
Table 4. The 12 countries are listed based on the increasing value of diff (i.e., the number of
days that separate the changepoint from the beginning of the tournament).

Here, it is important to remind what was already stated at the end of Section 2.2, that
is: COVID-19 cases can show their biggest daily jumps 2–3 weeks after a particular mass
event; hence, only those countries with inverting changes occurring in the time interval
from 5–6 to 22–23 days after the beginning of the tournament were considered as those
that have followed the pattern. This group is comprised of Greece, Azerbaijan, Ireland,
Serbia—just 4 countries out of 12 (33%).
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Table 4. Regression parameters for some 12 countries that did not participate in the tournament.

Country
(Participating in
the Tournament)

τ

(Changepoint,
avg. Value and

95% CI)

Diff
(Days Separating
τ from Beginning
of Tournament)

b1
(Angular

Coefficient
before τ, avg.

Value and 95% CI)

b2
(Angular

Coefficient
after τ, avg. Value

and 95% CI)

a1

(Intercept
before τ,

avg. Value and
95% CI)

Moldova 9.63
(6.52, 12.52) −4 −0.06

(−0.10, −0.03)
0.01

(0.01, 0.02)
4.36

(4.21, 4.50)

Norway 16.56
(15.09, 17.98) 3 −0.05

(−0.06, −0.04)
−0.00

(−0.00, 0.00)
6.03

(5.98, 6.07)

Azerbaijan 24.16
(23.00, 25.32) 10 −0.08

(−0.08, −0.07)
0.06

(0.05, 0.06)
5.47

(5.41, 5.54)

Greece 26.03
(25.77, 26.31) 12 −0.06

(−0.06, −0.06)
0.07

(0.07, 0.07)
7.53

(7.51, 7.55)

Ireland 31.58
(30.53, 32.68) 18 −0.01

(−0.01, −0.01)
0.06

(0.05, 0.06)
6.05

(6.01, 6.08)

Serbia 34.84
(33.49, 36.20) 21 −0.05

(−0.05, −0.04)
0.05

(0.04, 0.06)
5.83

(5.79, 5.87)

Lithuania 39.12
(38.17, 40.08) 25 −0.08

(−0.08, −0.08)
0.09

(0.08, 0.10)
6.42

(6.39, 6.45)

Latvia 45.07
(41.54, 48.44) 31 −0.05

(−0.05, −0.05)
0.02

(−0.01, 0.05)
5.91

(5.87, 5.94)

Romania 37.60
(35.21, 39.90) 24 −0.06

(−0.06, −0.06)
0.04

(0.03, 0.05)
5.77

(5.72, 5.82)
Bosnia and

Herzegovina
38.61

(36.16, 40.76) 25 −0.06
(−0.06, −0.05)

0.04
(0.02, 0.06)

4.63
(4.55, 4.70)

Bulgaria 39.82
(32.97, 44.20) 26 −0.04

(−0.04, −0.03)
0.04

(0.01, 0.06)
5.49

(5.44, 5.55)

Iceland 46.82
(44.85, 48.43) 33 −0.01

(−0.02, 0.00)
0.31

(0.27, 0.36)
1.40

(1.11, 1.70)

For all the other eight countries (67%), either their changepoint was premature (Nor-
way and Moldova) or it came too late, precisely more than 23 days after the beginning of
the tournament (Latvia, Lithuania, Romania, Bosnia, Bulgaria, and Iceland, in some cases,
even without a clear case trend inversion, e.g., Bosnia).

As usual, with Figures 4 and 5, we portrayed a graphical representation of the same
data of Table 4 for all the 12 countries of interest. Yet again, all the relevant information
needed to interpret Figures 4 and 5 were inserted in the corresponding captions. We have
used two separate figures, just for the sake of simplicity.

Finally, it is worth noting that we have not provided here again all the statistical
information that we had computed for the countries participating in the tournament
(e.g., various statistics, halving and doubling times, etc.). There is no precise motivation
but that of brevity. Any interested reader could easily compute those statistics, with the
data from Table 4. For example, halving and doubling times can be obtained by using the
data from Table 4 along with the Formulas (2) and (3) of Section 2.2.

In conclusion, these final numbers have clearly shown that, while one could suppose
that an increase in COVID-19 cases may have been an inevitable consequence of the
general European situation in July 2021, the European football tournament, with its mass
gatherings, played the important role of accelerator of this phenomenon, for many of its
participating countries.
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Figure 4. Azerbaijan, Bosnia, Bulgaria, Greece, Iceland, and Ireland not participating countries. Yellow space: duration
of the tournament. Red vertical line: first match. Purple vertical line: last match. Green vertical line: last hosted match.
Blue vertical line: changepoint. Blue space: CI amplitude for the changepoint. Green segment: case rate trend before the
changepoint. Red segment: case rate trend after the changepoint. Blue bell-shaped peaks, grey segments, black dots, and
rightmost and leftmost y axis: same as in previous figures.
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Figure 5. Latvia, Lithuania, Moldova, Norway, Romania, and Serbia not participating countries. Yellow space: duration
of the tournament. Red vertical line: first match. Purple vertical line: last match. Green vertical line: last hosted match.
Blue vertical line: changepoint. Blue space: CI amplitude for the changepoint. Green segment: case rate trend before the
changepoint. Red segment: case rate trend after the changepoint. Blue bell-shaped peaks, grey segments, black dots, and
rightmost and leftmost y axis: same as in previous figures.

4. Discussion and Conclusions

With this study, we found that, in 17 out of 22 (77%) countries involved in the 2020
European football championship, there has been a changepoint in the number of daily
new SARS-COV-2 cases during the tournament, falling on average 14.97 days (95% CI
12.29–17.47) after the first match they played. Not only that, the case rate of the new daily
infections was inverted for all these 17 countries, changing from a decreasing trend to
an increasing one. We have quantified this inversion by measuring, for each national
infection curve, the halving time before the change and the doubling time after it; they
are respectively, on average: 18.07 days (95% CI 11.81–29.42) days and 29.10 days (95% CI
14.12–49.78).
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There are five countries that break the pattern, and the presence of which could be
seen as a first limitation of this study. Nonetheless, a careful consideration of the situation
of these countries could provide a plausible explanation to this behavior. For example,
it is evident that, for many of them (the UK, Russia, and Portugal), it is not possible to
detect a changepoint in the infection rate which is coincidental with their participation in
the tournament. This is because the inflation of the new COVID-19 cases was already in
effect, in all these countries, when the tournament started, with the effect of the football
championship probably absorbed into that inflation. The causes for this premature upturn
of SARS-COV-2 cases are quite clear for the UK, which was the first European country to
face the Delta variant. Portugal, instead, could have been the first European country to face
the tourism impact, with many early tourists coming just from the UK. The situation in
Russia, because of its enormous geographical extension, is, instead, too complex to look
for a single explanation. Sweden, which reports COVID-19 numbers four days a week,
entails a difficult interpretation, with our model not able to spot plausible changepoints. In
regards of Sweden, it should not be forgotten that this was a country where very different
strategies for managing the pandemic were adopted, without resorting, for example,
to national lockdowns. Obviously, at the current stage of our research, no inference
can be drawn regarding the existence of a relation between this fact and the results we
achieved concerning this country. The situation for Turkey is different. It seems to follow
the pattern, with an easily identifiable changepoint, coincidental with a reversion in the
decrease/increase trend of the new COVID-19 cases. Nonetheless, this changepoint comes
a bit too late (29 days after its first match). Hence, our decision was not to consider it as a
further evidence in favor of the investigated link.

A second limitation of this study is that it ignored the possible effects of other con-
founding factors that could have played a role. Unfortunately, there are too many, and
they are also too country specific, in many cases, to be considered as a whole. Nonetheless,
the following two facts should also be considered. A general trend toward the decrease
in the new daily SARS-COV-2 cases had already begun during the beginning of the 2021
spring, in almost all the considered countries, as an effect of the vaccination. In response
to the benefits of the vaccines, almost all these European countries had consequently be-
gun to lift the restrictions that were imposed to combat the third wave of the contagion.
This happened well before the beginning of the tournament, and without any evident
effect in terms of an upturn of new SARS-COV-2 cases (with the only exception of the
already-discussed situation in the UK). It is a matter of fact, instead, that many infection
clusters have surged in Europe during the football tournament. At the end, despite many
possible country-specific confounding factors that could have played a role, our study has
revealed that the temporal coincidence between the tournament and the inverting trend of
the infections in many participating countries is an issue that cannot go unnoticed.

A third limitation touches more upon the mathematical and statistical nature of our
analysis. We have already anticipated that our study is purely observational, without
any possibility to demonstrate the existence of a clear relationship of cause and effect.
Our intent was simply that of enquiring if all the mass gatherings following the football
matches could have correlated with the virus resurgence in many European countries.
For this reason, to study the plausibility of the correlation of interest, we have developed
a simple model (similar to that employed in [20]) that does not possess the ambition of
being exhaustive in the representation of the COVID-19 dynamics [21]; instead, it is very
effective in detecting a changepoint in the infection curves, with the two corresponding
slopes (before and after it) with which the decrease/increase case trends can be analyzed.

Finally, with an additional experiment, we have also demonstrated that the number
of countries that follow the pattern falls down from 77% to 33% if we consider European
countries that did not take part in the tournament. At the end, we can conclude that
the results of our analysis are compatible with the hypothesis that most of the countries
involved in the European football championship have seen a rise in the number of new
SARS-COV-2 cases, or a slowdown in the fall, temporally coincident with their participation.
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While this study has no ability to establish a final causal relationship, we think that the
tournament, with its mass gatherings inside and outside the stadiums, has surely had
an acceleration effect, that, coupled with the release of restrictions, could have given a
contribution to ignite a new wave of the COVID-19 spread.
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Abstract: Background: Coronavirus Disease 2019 (COVID-19) is the main discussed topic worldwide
in 2020 and at the beginning of the Italian epidemic, scientists tried to understand the virus diffusion
and the epidemic curve of positive cases with controversial findings and numbers. Objectives: In this
paper, a data analytics study on the diffusion of COVID-19 in Lombardy Region and Campania
Region is developed in order to identify the driver that sparked the second wave in Italy. Methods:
Starting from all the available official data collected about the diffusion of COVID-19, we analyzed
Google mobility data, school data and infection data for two big regions in Italy: Lombardy Region
and Campania Region, which adopted two different approaches in opening and closing schools.
To reinforce our findings, we also extended the analysis to the Emilia Romagna Region. Results:
The paper shows how different policies adopted in school opening/closing may have had an impact
on the COVID-19 spread, while other factors related to citizen mobility did not affect the second
Italian wave. Conclusions: The paper shows that a clear correlation exists between the school
contagion and the subsequent temporal overall contagion in a geographical area. Moreover, it is clear
that highly populated provinces have the greatest spread of the virus.

Keywords: COVID-19; SARS-CoV-2; data analytics; schools’ impact; Google mobility impact

1. Introduction

Data analysis [1–3] has proved to be of fundamental importance for studying and
predicting the behavior of the pandemic of SARS-CoV2 and COVID-19, in order to intervene
promptly and stem its spread [4–6]. The school opening has been a hotly debated topic
nationwide and worldwide [7–9], with at one side scientists that consider schools safe and
on the other side scientists who consider schools unsafe and unsecured. In our opinion,
school is not a safe environment by definition, but it must be made safe taking serious
actions with rigorous protocols and structural interventions as described in [10,11]. Effects
of schools opening and the propagation of COVID-19 are described in other countries,
such as in [12] where the effects of school openings on hospitalization in USA are modeled,
or in [11] where the authors explain how UK schools are causing COVID-19 spreading and
how to act to reduce their impact.

The data (shown in Table 1) on the growth of infections by age groups from the
beginning of September to March that are published weekly in the epidemiological reports
of the ISS (Istituto Superiore Sanità) [www.iss.it] (accessed on 27 April 2021), indicate that
the age group 0–9 have had a growth between 6 and 10 times higher than all other ages.
(Please note that following the ISS indication, under <19 young population are mostly
asymptomatic with a percentage of 75%. Hence, the ratio of these cases in the younger
population is probably much higher than in the elder population.)
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Table 1. The trend of infections between 29 December 2020 and 10 March 2021.

Age
Number of Cases

12/29/2020
Number of Cases

3/10/2021
Percentage Growth

0–9 78,664 144,301 83.44

10–19 170,048 277,785 63.36

20–29 245,458 367,308 49.64

30–39 251,226 382,754 52.35

40–49 326,571 494,423 51.40

50–59 368,635 545,225 47.90

60–69 229,200 344,498 50.30

70–79 172,071 255,511 48.49

80–89 149,953 209,503 39.71

The data show that from 29 December 2020 to 10 March 2021, the infections increased
by 83.44% in the age group between 0 and 9 years. Additionally, 63.55% in the 10–19 age
range. The school age is therefore the one where the contagion has grown a little more.
The third group for growth is the one between 30 and 39 years, with 52.35% and almost all
the other age groups are below 50% growth. The older age groups registered the lowest
percentage growth: between the ages of 80 and 89, the contagion grew by 39.71% over the
period, and over 90 years even less 31.28%. These data disprove the idea that the problem
was that of transport, which essentially concerned the high schools (the youngest ones
mostly go to school on foot or are accompanied by their parents by private means).

Looking at the data and statements of neighboring countries and with demographic
characteristics similar to ours, the situation is already well defined on how much schools
are drivers of contagion:

• In France schools and universities have been indicated as the first factor in active
outbreaks [source: Sante Publique France];

• In the UK, primary and secondary school, after careful tracing, was in third place as
number of reports [source: NHS Test and Trace UK];

• In Germany, the school was recently declared to be at high risk in some statements
made by A. Merkel herself in early February 2021;

• Several papers (recently appeared in the Lancet, Nature and Science), albeit with all
the stated limits in the works, show that the closure of schools is the second most
impacting factor, as NPI (Non-Pharmaceutical Interventions), on the reduction of the
contagiousness index Rt [13,14];

• Further preliminary analyses have been carried out on the Piedmonts Region and
national territory by researcher A. Ferretti and a clear relation on the increase of cases
and the school opening is reported [15];

• The Lazio Region was driven to an emergency state due to school contagion im-
pact [16];

• During the 19 March 2021 Press Conference, the Belgium Prime Minister said: “From
contact analyses, we can also see that schools are key places where many infections
happen,” De Croo said. “Children are infected there, take the virus home, possibly
infect their parents, who may infect their colleagues if they are still going to work, and
so the chain continues” [17];

• We also remind you that 75% of the positives in the youth age group under 19
are asymptomatic, therefore, are unaware carriers of the virus within family walls
[source ISS];

• In the week of mid-February 2021 alone, we collected more than 50 newspaper articles
(headings national and local) that highlight outbreaks in Italian schools [18];
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• Recent statements by the ISS (Higher Institute of Health) Director G. Rezza, dated
26 February 2021, highlight the problem of numerous outbreaks in Italian schools.

We believe the distinction between the school environment per se or extended to
include the public transport and the dynamics of entering/leaving the school has no
meaning. At the moment, the main contribution of the school to viral circulation must be
analyzed and quantitatively assessed.

Obviously, it remains of fundamental importance to determine what risks are exposed
to children with school closures, which certainly impacts on mental health, cognitive
development and which are fundamental in developmental age and, consequently, ar-
rive at risk-weighted decisions, as described in [19–21] where the authors highlight the
psychological impact school closures may have on young people.

At the end of August, we presented a predictive model to show how the second wave
in Italy was practically already started. The model estimated a relative peak around the
7/8 of September and then a slight decline in slowdown waiting to see the strong impact,
within two weeks, coming from the schools reopening (on 14 September). If there now we
look back (see Figure 1), we clearly observe that the exponential explosion of the contagion
in Italy started exactly on 28 September, so exactly two weeks after the reopening of the
Italian schools.

Figure 1. Observed real curves for new daily cases and deaths in Italy.

Our model was based on the hypothesis that schools are an important driver of
contagion. Furthermore, the major impact is to be considered in the contagion that then
happens at a second layer inside the family context, leading after about two incubation
cycles of the virus. This explains why we used a time lag of 14 days, in our predictive
model. Even if it is not our aim to “blame” children or teachers for these infections and
we watched the school operators doing their utmost in the summer to find solutions to
secure the school environment as much as possible, we cannot be blind and avoid seeing
that the virus finds fertile ground for contagion in closed environments, very populated,
poorly ventilated, as are our school environments which are not among the most modern
in Europe. Therefore, to think that the school is a safe environment, by definition, is wrong
because it has caused and will be the cause of uncontrolled virus spread.
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In this paper, we want to analyze the few official MIUR (Ministry of Instruction,
University and Research) data available on contagion at schools, to understand whether
and how much the school may have impacted on the territorial contagion.

2. Materials and Methods

In December, the MIUR published an official dataset relating to infections in schools
(joining different data collection) for the period 14 September 2020–30 October 2020 [22].
The report spoke of approximately 65,000 Italian positive cases identified in the time
window 14 September–30 October (we are only talking about primary and lower secondary
school, because most of the high schools were in any case remote). The available data
count 65,000 cases for the whole Italy, but they are underestimated because not all Italian
schools have participated in this tracking activity, and not all schools have released their
data to the ministry. It should also be considered that 75% of those under 19 years old are
asymptomatic [www.iss.it] (accessed on 27 April 2021), and this large slice of young people
is lost in the tracing activity. In total, 65,000 cases out of 360,000 total cases [23,24] detected
in the same period is a considerable percentage of 18% of the total. Furthermore, the major
impact is to be considered in the contagion that then arose in the second instance within
the family walls, leading after about two incubation cycles of the virus, to an uncontrolled
growth of the curves (the one that we observed from 28 September 2020 onwards in our
predictive model and in Figure 1).

In order to understand the relation between schools and global infection, we consid-
ered the data officially released by the MIUR and we carried out a correlation analysis on
the Lombardy Region (RL) and Campania Region (RC), two regions that have adopted two
different policies of opening and closing schools. RL is characterized by 12 provinces for
a total of 10 M inhabitants, while RC has 5 provinces with 5.8 M inhabitants. Moreover,
we extended this analysis to a third Italian region: Emilia Romagna Region (REm) that
is characterized by 9 provinces and a total population of 4.5 M inhabitants. At the end,
the study covered 24 provinces out of 107 Italian provinces, and 20.3 M inhabitants out of
60.3 M total Italian inhabitants.

The three regions applied the following opening/closure strategies:

• RL reopened all primary and secondary schools in presence at 14 September 2020
(high level secondary school with 50% attendance and 50% online) [25];

• RC reopened all primary and secondary schools in presence at 24 September 2020
(high level secondary school with 50% attendance and 50% online) and then all levels
were closed in advance starting from the October 16 and until 13 November [26];

• REm reopened all primary and secondary schools in presence at 14 September 2020
(high level secondary school with 50% attendance and 50% online).

Specifically, a twofold correlation study was conducted:

1. between school contagion index (both total and separate for primary and secondary
school, respectively) and an index of global contagion at the provincial level (both
for RL and RC). The correlation study was done with a global contagion index on the
reference period from 14 September 2020 to 30 October 2020 and also considering the
first two weeks after the reopening of schools (from 14 September to 28 September,
where the contagion theoretically should not be detectable, given the latency time
between positivity and the onset of symptoms and related diagnostic screening) then
in the following two weeks (from 28 September to 12 October, when it is likely that
contagion was triggered in schools and then it potentially spreads in the intrafamily
context), and after four weeks of spreading;

2. between contagion index and mobility indexes derived from the COVID-19 Google
Community Mobility Report [27], where mobility data at regional and national level
in different sectors (e.g., mobility near parks and public gardens, pharmacies, at work
level, train stations, residential, etc.) were analyzed.
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We computed the correlation index by using the Pearson correlation index (CI), as:

correl_index (x, y) = ∑(x − x)(y − y)√
∑(x − x)2 ∑(y − y)2

(1)

F-Test was then conducted on the dataset to determine if there is a significant dif-
ference between the means of two groups and to understand the statistical significance
of our findings. Linear regression models and the R2 coefficient of determination were
also discussed.

Summarizing, all the datasets used in this study are:

• Official Positive Cases at Italian Schools released by MIUR Ministry [22];
• Official Positive Cases in Italy by Department of Civil Protection [24];
• Rt Dataset by University of Insubria [23];
• Mobility Data by Google Community [27].

3. Results

3.1. Comparing Lombardy, Campania and Emilia Romagna Contagion Indexes

As for the Lombardy Region (RL), the identified cases are 13,967 out of 88,412 total
cases (15.8%), in the reference period September 14th–October 30th. In the Campania
Region (RC), the cases identified are 4620 about 42,815 total cases (10.8%). It is important to
recall that the Lombardy Region and the Campania Region have used in October different
school policies, the first leaving primary and secondary schools open in attendance and high
secondary schools at 50% in attendance [25], while RC intervening instead with targeted
closures: schools opened at September 24 (secondary schools at 50% in attendance), and
then all levels were closed in advance starting from the October 16 and until November
13 [26].

Let us now focus on the data of the Lombardy Region at the provincial level (see
Figure 2 for numerical details for all the RL provinces: VA Varese, SO Sondrio, PV Pavia,
MN Mantova, MI Milan, MB Monza and Brianza, LO Lodi, LC Lecco, CR Cremona,
CO Como, BS Brescia, and BG Bergamo). If we calculate a “school contagion” index and a
“global contagion” index (normalized on the ISTAT2020 population [http://demo.istat.it]
(accessed on 27 April 2021), for each province as: cases/1000 inhabitants), it is interesting
to note that there is a strong correlation between a high rate of contagion in school and high
contagion rate then at the provincial level. This correlation is not found instead by looking
at, for example, the population density as another variable. As an example, let us take the
case of Varese (VA): VA was one of the Lombardy provinces that was mostly impacted by
the second COVID-19 wave. VA has the highest school contagion rate (together with MB)
and a very high global contagion rate, as depicted in Figure 2.

Let us now consider what happened in the first two weeks after the school reopening
(14 September–28 September) where theoretically the effects of the school were just begin-
ning to be visible: it is noted how there is no correlation between the school contagion index
and the global contagion index at two weeks (CI = −0.10). If, on the other hand, we look
at the correlation between school contagion and the index of contagion two weeks after
the reopening of schools, we have a clear correlation with CI = 0.69, which rises further
considering the effect after four weeks with CI = 0.80. For the entire reference period the CI
rises to CI = 0.89) as clearly depicted in the scatter plot of Figure 3 (the linear regression
trend line as the R2 coefficient of determination with a very high value R2 = 0.94). The
correlation indices are identical if the school contagion data is separated between primary
and secondary school. It is interesting to observe the correlation between the contagion
index and the population density (CI = 0.60) but not between the school index and the
population density (CI = 0.37). If, on the other hand, we observe the correlation between
the contagion index and the mobility indexes, we note that the lower mobility registered
with government restrictions and DPCM (Decreto del Presidente del consiglio dei ministri)
does not have an interdependence relation with the contagion more or less accentuated
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in the various provinces of RL, with the exception of transit station mobility that shows a
correlation CI = −0.57.

 

 

 
Figure 2. Lombardy Region data set for school contagion index and overall contagion. Correlation study.

Figure 3. Lombardy Region scatter plot for school contagion index vs. overall contagion index.

Since the number of datapoints is limited, we tested the statistical significance with
F-Test (α = 0.05) and we obtained the following values: F = 21.20 with a P(F) = 7.94 × 10−6

and an F critical = 2.82 (gdl = 11), so the null hypothesis is rejected (since F calculated is
greater than the F critical).

As for Campania Region (Figure 4) and its five provinces (SA Salerno, NA Napoli,
CE Caserta, BN Benevento, AV Avellino), schools reopened two weeks later than RL and
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were closed in advance, starting from 16 October and until 13 November. We observed
the following statistical behavior between the contagion variables in the schools and the
subsequent contagion in the regional provinces: in the first few days after the schools
re-opening (28 September to 12 October) the correlation index is equal to CI = 0.51 and
then increased after two more additional weeks to the strong value CI = 0.93 (i.e., showing
the clear impact of schools reopening). The global correlation index is equal to CI = 0.47,
with a behavior that is in line with the one observed for Lombardy Region. There is only a
temporal shift ahead, since RC reopened schools two weeks later than RL. Moreover, also
for RC, a strong correlation exists between the contagion index and the population density
(CI = 0.74). As for mobility data, a strong correlation index is detected only between the
contagion index and the retail and recreation mobility (CI = 0.86), thus suggesting that this
mobility factor may have had an impact to the spread of COVID-19, too.

 

 

Figure 4. Campania Region data set for school contagion index and overall contagion. Correlation study.

To reinforce our findings, we extended our analysis evaluating also the Emilia Ro-
magna Region and its nine provinces (BO—Bologna, FC—Forlì-Cesena, FE—Ferrara, MO—
Modena, PC—Piacenza, PR—Parma, RA—Ravenna, RE—Reggio Emilia, RN—Rimini). For
this region, the identified cases are 3050 out of 19,670 total cases (15.5%), in the reference
period 14 September–30 October, with a similar % to RL. Moreover, REm followed an
opening/closure strategy such as the one applied to RL. As depicted in Figures 5 and 6,
correlation between the school contagion index and the overall contagion index per each
province increases over time, starting from an inverse correlation at the beginning of school
reopening CI = −0.50 to an index of CI = 0.41 after two weeks, and CI = 0.69 after four
weeks since school reopening. The index for the overall period is CI = 0.76 with the sec-
ondary school impacting more than the primary school (CI = 0.86 vs. CI = 0.58). Hence,
also in this case, the detected behavior is consistent with the one observed in RL and RC.

Since the number of datapoints is limited, we tested the statistical significance with
F-Test (α = 0.05) and we obtained the following values: F = 23.16 with a P(F) = 9.27 × 10−5

and an F critical = 3.43 (gdl = 8), so the null hypothesis is rejected (since F calculated is
greater than the F critical).
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Figure 5. Emilia Romagna Region data set for school contagion index and overall contagion. Correlation study.

Figure 6. Emilia Romagna scatter plot for school contagion index vs. overall contagion index.

3.2. Reproduction Number (Rt) and Contagion Curves Evaluation

If we take also a look at the contagion curve (new daily positive cases), see Figure 7,
RC, which was the region that applied the more restrictive policies for schools, was able to
invert the trend of new daily positive cases earlier than the other two regions. Moreover,
it is interesting to observe that also the ascent trend was less steep than for RL and REm,
with the average doubling time (in the number of positive cases) equal to 8 days (3.4 days
for RL and 6 days for REm).

Moreover, we computed the Rt (reproduction number) for all the Italian regions [23].
The Rt estimation was conducted by using the Time-Dependent method by Wallinga and
Teunis [28] with a time aggregation level equal to 10 days, to understand the impact of
schools reopening on the Rt trend. All regional and provincial trends are reported in our
web site: www.covid19-italy.it (accessed on 27 April 2021). The trend is depicted in Figure 8:
it is clear that RC was able to contain the reproduction number to a low peak value Rt = 1.1
while REm and RL have higher peak values of Rt = 1.4 and Rt = 1.5, respectively. Moreover,
RC was the first one to reach the guard value Rt = 1.0 (9 November2020) probably due
to the prompt school closures. In Table 2, we also summarize for all the Italian regions
(categorized by the date of school opening) the dates when the Rt peak is reached and
the associated Rt value. The average Rt value is also reported for the regions that opened
schools at 14 September 2020 and the ones that opened schools later at 24 September
2020. Regions that postponed the schools’ opening had an average Rt lower than the one
registered for regions that opened schools earlier: Rt = 1.27 vs. Rt = 1.46, respectively. The
Campania region that applied the most stringent policies in Italy, by closing all schools
promptly, registered the lowest Rt value among all the Italian regions. Moreover, we can
observe that regions that opened schools earlier had their Rt peaks earlier than regions that
postponed the schools’ reopening: in the first category (14 September), eight regions had
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their Rt peak at 10 October 2020 and five regions at 20 October 2020; in the second category
(24 September), six regions had their Rt peak at 20 October 2020 and only one region at
10 October, thus suggesting that the impact of school reopening is actually detected after
two weeks, as expected.

Figure 7. Daily positive new cases and 7-days avg. trend for the Italian regions: Campania, Emilia and Lombardy in the
time frame 1 September 2020 to 15 November 2020.

Figure 8. Rt trend for the three Italian regions: Campania, Emilia and Lombardy.
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Table 2. Rt peak values and dates associated to Italian Regions.

14 September 2020 24 September 2020

Rt Peak Date Rt Peak Value Rt Peak Date Rt Peak Value

Emilia 10/10/2020 1.4 Abruzzo 10/10/2020 1.3

Lazio 10/20/2020 1.4 Basilicata 10/20/2020 1.4

Liguria 10/10/2020 1.4 Calabria 10/20/2020 1.4

Lombardia 10/10/2020 1.5 Campania 10/20/2020 1.1

Marche 10/20/2020 1.4 Friuli * 10/20/2020 1.3

Molise 10/10/2020 1.8 Puglia 10/20/2020 1.2

Piemonte 10/20/2020 1.5 Sardegna * 10/20/2020 1.2

Sicilia 10/10/2020 1.3

Toscana 10/10/2020 1.4

Trento 10/20/2020 1.5

Umbria 10/10/2020 1.4

Valle d’Aosta 10/10/2020 1.6

Veneto 10/20/2020 1.4

Avg. 1.46 Avg. 1.27

* Friuli schools opening 16 September 2020. Sardegna schools opening 22 September 2020.

4. Discussion

Our work shows that the schools’ reopening had a clear impact on the overall conta-
gion, since all the three analyzed regions had an increase in the number of cases two weeks
after the schools’ reopening. The time-lag detected for all the analyzed provinces is equal
to 14 days, confirming our hypothesis that two incubation cycles are needed to perceive
the impact of the contagion coming from schools. Moreover, the provinces that have had a
large number of cases in the school environment are the ones that have subsequently had a
higher total number of cases, and as expected, the contagion increased over time. The most
significant example is Varese that with reference to the other provinces of the Lombardy
Region is the one that had the highest incidence in schools’ spreading over time throughout
the entire provincial territory, thus leading to one of the most affected provinces in Italy
during the second COVID-19 wave. Our study also suggests that population density is
another driver of contagion by favoring the virus spread, while the mobility of population
(that was already drastically reduced by the governmental restrictions with respect to the
normal baseline) did not impact the COVID-19 spread.

Promptly acting by closing the schools (as in the case of RC) was able to contain the
COVID-19 spread (i.e., as listed in Table 2, RC was the region with the lowest Rt peak, and
it was able to invert the trend of new daily cases before the other two regions RL and REm,
as depicted in Figure 7).

It is also interesting to observe, as reported in Table 3, that RL had the highest school
contagion index and the highest overall contagion index, while REm had the lowest overall
contagion index despite having the same school index of RC. This can be explained by the
impact the retail and recreation mobility may have had for RC.
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Table 3. Summary contagion findings.

School Index Contagion Index Rt

(Max-Min-Avg) (Max-Min-Avg) (Peak)

Lombardy Region
2.7 13.1

1.50.4 2.5
1.3 7.4

Campania Region
1.0 9.2

1.10.2 2.6
0.7 5.9

Emilia Region
1.1 6.7

1.40.4 3.2
0.7 4.5

5. Conclusions

There are different elements and different factors that suggest us to conclude that the
school is not a safe environment by definition, but it must be made sure, by taking serious
actions to protect students, teachers, and operators who work and live every day the school
context, such as strict personal hygienic conditions, respect for the rules, serious contact
tracing activities, timely testing and swabs for students, adequate natural and artificial
ventilation of classrooms, etc.

This study may be extended to other Italian regions and to new data, when the MIUR
will officially release new data on the infection detected within the schools.
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Abstract: Smart cities use many smart devices to facilitate the well-being of society by different
means. However, these smart devices create great challenges, such as energy consumption and
carbon emissions. The proposed research lies in communication technologies to deal with big data-
driven applications. Aiming at multiple sources of big data in a smart city, we propose a public
transport-assisted data-dissemination system to utilize public transport as another communication
medium, along with other networks, with the help of software-defined technology. Our main
objective is to minimize energy consumption with the maximum delivery of data. A multi-attribute
decision-making strategy is adopted for the selction of the best network among wired, wireless,
and public transport networks, based upon users’ requirements and different services. Once public
transport is selected as the best network, the Capacitated Vehicle Routing Problem (CVRP) will be
implemented to offload data onto buses as per the maximum capacity of buses. For validation, the
case of Auckland Transport is used to offload data onto buses for energy-efficient delay-tolerant data
transmission. Experimental results show that buses can be utilized efficiently to deliver data as per
their demands and consume 33% less energy in comparison to other networks.

Keywords: big data; delay-tolerant network (DTN); multi-attribute decision making; public trans-
port; energy consumption

1. Introduction

The smart city is being equipped with many smart devices, driven by the advancement
of digital technologies and the ever-increasing demand of end-user applications. However,
energy-efficiency is one of the recent demands toward the development of the green
smart city. It is estimated that smart cities will be equipped with possibly 40,000 million
smart devices for 100,000 million global connections in different areas, such as health care,
transportation, and finance, etc. These smart devices will be responsible for generating
big data in the smart city, which is already increasing at a compound annual growth rate
(CAGR) of 47%. It has been estimated that 90 ZB of data will be created on IoT devices by
2025 [1].

As companies currently transfer massive amounts of data across wide-area networks
to backup their data, sync search indexes between data centers, or provide high-definition
surveillance video records to governments and access audio and video across social media
sites, a large amount of data is transferred over wide-area networks. Since the data volume
and complexity of big data [2] are extremely large, the survival of big data is impossible
without the underlying technical support of networking. A new connectivity method
is, therefore, required to overcome this biggest challenge. By finding alternative data-
transmission network architectures, researchers aim to reduce traffic congestion. Cellular
base stations, T2T approaches, WI-FI hotspots, and vehicular networks are a few examples
of data offloading techniques used. Cities’ bus networks [3] have characteristics such
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as wide coverage and fixed routes, granting them the potential to form the backbone of
communication, alongside traditional networks.

In recent years, vehicular-assisted networks hold the utmost importance in the smart
city to improve the quality of life, reliability, operational efficiency, and service quality in
urban areas. Vehicles are used as data carriers in network communication. In addition to
this, the data-offloading approach has been utilized to offload data from one network to
another as per different criteria and priorities. Mobile Computation Offloading (MCO) [4]
is a popular emerging technology to offload computation-intensive data to the servers
to increase the capacity of devices and conserve battery energy. Through opportunistic
contacts between moving vehicles and Road-Side Units (RSUs) placed on roads, it is
possible to offload data onto vehicles for further delivery. In particular, public transport
is a category of vehicular networks with several exclusive properties, such as regular and
scheduled movements and reliable physical coverage in all urban centers.

The main contributions of this paper are the following:

1. We designed the Public Transport-Assisted Data-Dissemination (PTDD) System in a
smart city which will be equipped with wireless sensors and data centers to handle
massive data using wired, wireless, and public transport networks;

2. We applied a Multi-Attribute Decision making (MADM) algorithm for best network
selection based upon different user requirements and different attributes;

3. We applied the Capacitated Vehicle Routing Problem (CVRP) to minimize energy
consumption using public transport as a data carrier. We will use buses to offload
the entire set of demands of each bus stop. Our model constrains the objective by the
maximum capacity of the bus;

4. For the evaluation of the best network selection, different services are considered,
based upon user requirements, to find the best network in the heterogeneous network.
Next, a detailed comparative analysis of energy consumption is performed for tradi-
tional and public transport networks for the various demands of users.

The rest of the paper is organized as follows. The PTDD is presented in Section 2,
along with MADM and CVRP, for network selection and for allocating data onto buses.
In Section 3, we perform a numerical analysis and include two case studies to present the
results. Next, we have a brief discussion section in Section 4. Finally, the paper is concluded
in Section 5, along with a brief discussion about future work.

2. Related Work

Energy-efficient network technology is defined as the better utilization of resources
whenever possible to alleviate network congestion. It has been estimated that 3% of
the world’s yearly electrical energy consumption, and 2% of CO2 emissions, are caused
by information and communication technology (ICT) infrastructure [5]. Moreover, it is
estimated that ICT energy consumption [6,7] is rising by 15–20 percent per year. Specifically,
57% of the energy consumption of the ICT business goes to users and network devices on
mobile and remote networks [8]. The rapid development of energy consumption by the
user and network devices has created major issues [9]; many efforts are being made by
researchers for sustaining quality of services, throughput, and adaptability [10,11]. Devices,
and their infrastructures, are arranged to obtain good QoS, and to provide better utilization
of resources. The trade-off between execution and energy utilization should be exploited.
The connection between energy and execution is indicated by [8]. The goal of energy
efficiency is achieved through the use of virtualization, the consolidation of servers, and by
upgrading older products to new, more energy-efficient ones.

Many co-operative data collection approaches from different locations have been
proposed [12]. These approaches find [13,14] vehicles as optimal and logical links for
transferring big data. Therefore, traditional homogeneous network communication, hand-
off algorithms, and data offloading are a few diverse applications [15] proposed to offload
data onto different networks while considering different attributes. The public transport-
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assisted data-dissemination system can be interpreted as a delay-tolerant network where
RSUs will be placed on each bus stop and communication between buses and RSUs occurs
once the bus stops or passes by bus stops.

Before offloading data onto these buses, network selection is the critical process of
identifying the best network in a heterogeneous network. This is possible with Multi-
Attribute Decision-Making (MADM) algorithms for appropriate decisions among different
networks. There is a vast literature on MADM-based network-selection algorithms [16–18].
Many of these studies are user-centric and help to make decisions based on user preferences.
There are many MADM algorithms for solving the network-selection problem, including
AHP, GRA, SAW, MEW, TOPSIS, DIA, and ELECTRE [19]. Many researchers have discov-
ered many other types of algorithms to resolve VHO and network-selection problems in
heterogeneous networks. Some of them are utility functions [20], genetic algorithms [21],
or use game theory principles [22]. Utility functions assign values as per the ranking of
choices for the user’s satisfaction. Abid et al. [23] proposed an innovative single-criteria
utility function that used a metric for measuring user satisfaction as well as sensitivity to
each decision criterion for deciding whether to hand over.

In [24], the researchers proposed a utility-based fuzzy-Analytic Hierarchy Process
(AHP)-based network selection in heterogeneous wireless networks. They categorized
different applications, such as voice, video, and best effort, and triangular fuzzy numbers
were used to represent their comparison matrices. The results obtained prove that the
MEW method yields better scores with utility functions. Jiang et al. [25] proposed a joint
multi-criteria utility-based algorithm to assist the vehicle in infrastructure networking for
energy efficiency. A user’s preferences for different attributes, such as bandwidth, delay,
signal intensity, and network cost, help to establish utility functions and an energy-efficient
network-selection algorithm. Additionally, there have been some papers published on
energy-efficient multi-connection for 5G heterogeneous networks [26].

Michele et al. [27] explored the BUSNET algorithm that achieves effective routing
in a bus environment. It considers routing at a bus-line level instead of a bus level.
ALARMS [28] is one of the message-scheduling approaches that uses message ferries to
forward messages and achieve good QoS. This publication [29] gives a promising solution,
namely, “Cost-Effective Multimode Offloading”( CEMMO), that offloads data to the best
possible choice among the following three options to reduce the overall cost in terms of
energy efficiency, financial settlement, and user satisfaction. Kessar et al. [30] introduced
the Always Best Connected (ABC) concept for always providing the best connectivity to
all the applications. The handover decision is being taken on regrouping criteria such as
network, terminal, user, and services. Another network-selection mechanism [31] was used
in combination with AHP and GRA to trade off network circumstances, services, and user
priorities. AHP was used for weighing based upon user preferences and GRA was used
for ranking network alternatives. Liang et al. [32] introduced a user-oriented network-
selection scheme, where five different modules are considered for network selection. One
of them is an input which includes a utility function, and the other is a user-preference
calculation using FAHP to calculate weighing of judgment. Yu et al. [33] proposed network
selection using multi-service multi-modal terminals. They also used utility functions for
multi-services for user satisfaction, network attributes, and service characteristics. In our
previous work [3,34,35], we have introduced the use of a public transport network and
offloaded data onto buses along with other networks for energy efficiency. We extended our
work in the proposed manuscript with network selection and appropriate vehicle selection
to offload data for energy efficiency.

3. Public Transport-Assisted Data-Dissemination System

The proposed framework depicts the Public Transport-Assisted Data-Dissemination
System (PTDD), which consist of smart cities that are equipped with wireless sensors and
data centers to handle massive data dissemination for several categories of applications, as
shown in Figure 1, using a set of buses picked up at each bus stop. PTDD is composed of a
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central controller and a data center, along with RSUs deployed at bus stops and onboard
units on buses. Smart meters, video surveillance data, and air pollution data are some of
the delay-tolerant applications and can tolerate delays ranging from seconds, to minutes,
to hours.

Figure 1. Public Transport-Assisted Data-Dissemination System (PTDD)

Over the last few years, we have witnessed the rapid growth of vehicles in urban areas
together with the increase of internet-enabled devices integrated into vehicles [36]. Vehicles
are being used as mobile nodes to create a mobile ad hoc network. They move randomly
and communicate either with moving vehicles or fixed equipment such as RSUs. This
alternative communications network layer of public transport networks will include public
vehicles moving around the city. The flowchart given in Figure 2 gives an overview of the
overall workflow of the proposed system. We will first apply the MADM methodology for
the selction of the best network in the heterogeneous network, and next, we will offload
data onto selected public vehicles to carry it until the destination for energy-efficient data
transmission.
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Figure 2. Flowchart of the proposed data-dissemination system.

3.1. Multi-Attribute Decision Making

MADM is being used for network selection among all the available networks. The
network-selection procedure ultimately aims for the best network that can support the
required service(s) and avoid excessive switching among different networks to minimize
service interruptions and energy consumption. Therefore, we introduce the MADM method
used by the controller in response to suitable network selection. This model helps to make
forwarding decisions fairly. MADM is an important tool that assists in the solution of
complex decision-making problems and analyzes network-selection problems in a hetero-
geneous network. There are a few characteristics of MADM given below:

(a) Alternatives: Alternatives are defined as several different options to prioritize or
select. These can be called candidates, users, or networks, etc.;

(b) Decision Matrix: Any MADM problem can be mathematically defined by using a
decision matrix, L(M × N):

L =

C1 C2 · · · Cj · · · CN⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

x1,1 x1,2 · · · x1,j · · · x1,N A1
x2,1 x2,2 · · · x2,j · · · x2,N A2

...
...

. . .
...

. . .
...

...
xi,1 xi,2 · · · xi,j · · · xi,N Ai

...
...

. . .
...

. . .
...

...
xM,1 xM,2 · · · xM,j · · · xM,N AM

, (1)

where A1, A2, A3, . . . .Ai, . . . ., AM denotes all the alternatives/parameters to consider
for decision making. C1, C2, C3, . . . .Cj, . . . ., CN represents all N criteria, which is
being calculated as per different alternatives and denotes its performance. For
example, xi,j is the performance ranking of the ith alternative w.r.t. to the jth
alternative. The main aim of the decision matrix is to select the best alternative from
the given alternatives with respect to others;

(c) Attribute Weight: Attribute weight is the value obtained by the decision-maker as
per each attribute of the network. This weight depends upon the value assigned to
the attribute. This weight is calculated by the pairwise comparison matrix;
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(d) Normalization: The attribute used for network selection has different measurement
units. Therefore, normalization is a necessary step for this calculation.

MADM algorithms have high accuracy and low difficulty. They capture different
parameters (e.g., QoS, bandwidth, delay, data volume, cost, etc.) and select the most
suitable network. There are many possible solutions for MADM problems. The whole
process of network selection is shown below, in Figure 3.

3.1.1. Initialization Step

The initialization step is the first-most step of the MADM process, which gathers the
required information and triggers the process. In this step, there are the following options
to consider:

• Service’s Requirement: The most important aspect is the user’s requirements. For
different users, they have different demands and objectives. In our proposed system,
we categorize users’ requirements into three categories, such as Service 1, Service
2, and Service 3. Different services have different levels of sensitivity to the same
networking attribute. For example, considering bandwidth as an attribute, if its service
1, a lower bandwidth will be used. However, if it is a large data transfer, a higher
bandwidth will be used. In addition to that, it is assumed that a user can select any
one service at one time. Users can select the priority of services used. They can
select the urgency or non-urgency of data delivery, which relates to the data type,
such as delay-tolerant or delay-sensitive, and helps the controller to make optimal
network-selection decisions;

• Data Type: Data types belong to the type of application selected by users. It can be
delay-tolerant or delay-sensitive. Some of the services, such as video or data type,
can be categorized as a real-time or non-real-time application and can, accordingly, be
delayed for some time. This is another important piece of information to consider for
optimal network selection;

• Network Alternatives: In our proposed work, we are demonstrating the offloading of
data from traditional networks to road networks with delay-tolerant conditions. There-
fore, to choose among a list of networks, we will be considering WLAN, UMTS, and
Vehicular Networks. The controller will choose the best optimal network among these
networks based upon user requirements and data type. Three of these networks have
different properties. The vehicular network is used for all delay-tolerant applications,
such as emails, data backup, video download, and photos, which significantly con-
tribute to energy efficiency without a negative effect on user satisfaction. We assume
that all vehicles are equipped with On-Board Units (OBU) to carry data. If we compare
the other two networks, WLAN networks are managed for higher bandwidths and
lower delay applications, although UMTS networks are the most energy-efficient with
lower bandwidth requirements and large delays.
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Figure 3. MADM for network selection.

Next, considering all the requirements in the process of network selection, we integrate
utility theory with the AHP process to design our network-selection algorithm, as shown in
Figure 4. We consider the characteristics of different types of services and their respective
weights to define utility functions and the scores of a user’s preferences by defining rank
preference through AHP. Therefore, we are providing a comprehensive structure for users
to give their preference, which the controller can use to make decisions based upon their
requirements.
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Figure 4. Flow chart of the proposed network-selection algorithm.

3.1.2. Pre-MADM

This step includes preparations before combining all the criteria, including the weight-
ing and the attributes’ adjustment procedures. The left part of this step is more about
defining all the attributes to decide on the optimal network. The network attribute list
consists of energy efficiency, delay-tolerant value, network bandwidth, and delivery proba-
bility. The right part of this step assigns utility values for each attribute, weighs different
attributes against each other, and gives the best permutation to analyze optimal network
selection. In our proposed method, users decide on all the requirements and importances.
The controller collects these requirements and proceeds further with the weighing pro-
cedure. The measurement metrics for energy efficiency, delivery probability, network
bandwidth, and delay are determined by these parameters appropriately.

• Utility function—theory-based network:
Utility functions measure the level of satisfaction for each user as per different at-
tributes of each network alternative. We design utility functions to map decision
factors to the respective utility metrics in order to evaluate the decision factors of
network selection. We consider user requirements as per their profile, delay-tolerant
indicator (DTI), both network properties, and QoS requirements. There are generally
three types of utility functions that network selection uses: (1) sigmoid; (2) monoton-
ically increasing; (3) linearly decreasing. These functions are further categorized as
beneficial or non-beneficial criteria. The sigmoid utility function is used with given
minimum and maximum requirements. Bandwidth and energy efficiency are bene-
ficial criteria and can be represented as a sigmoid function. The utility theory states
that utility functions must satisfy twice differentiability, monotonicity, and concavity–
convexity [37]. Therefore, we design different utility functions for different objectives.
The value of the utility function lies between 0 and 1. For the most satisfied user, it is
1, and for the least satisfied user, it counts as 0.
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• Utility function for Energy Efficiency EE: In this utility function, EE, as discussed, is
a beneficial criterion, and the energy-efficient utility function will be modeled as a
sigmoid curve. The sigmoidal utility function is defined below:

u(e) =
1

1 + xec(eavg−e)
; e > 0, (2)

where eavg and e represent the average network energy efficiency and network energy
efficiency; x is used as a constant value that is always greater than zero (x > 0). The
notation c is used to denote the sensitivity of network attributes affecting energy
efficiency. The utility function for EE is plotted in Figure 5; we can make sure that the
utility function is monotonic and concave–convex. In physical terms, Equation (2) is
the result of a higher network energy efficiency, with e translating into a larger utility
function, u(e), resulting in a more preferred network.

Figure 5. The utility function for energy efficiency.

• Utility function for Network Bandwidth: Network Bandwidth is an important attribute
for network selection. For three of these networks, the network bandwidth has a
different value. When the network bandwidth is lower than the required bandwidth,
as per different service requirements, then there is a compromise in QoS, and there will
be a loss of packets. We are using the following utility function to define bandwidth
requirements for different applications:

u(b) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, ; b < bmin
( b

bmed
)x4

1+( b
bmed

)x4 ; b ≤ bmin ≤ bmed

1 − ( bmax−b
bmax−bmed

)x4

1+( bmax−b
bmax−bmed

)x4 ; bmed ≤ b ≤ bmax

1 ; b > bmax,

(3)

where bmin and bmax define the minimum and maximum bandwidths of each network.
In addition, b is the actual bandwidth required by the user, as per the services required.
This is the same as an energy utility function. All the utility functions fulfill the
conditions of being is twice differentiable, monotonic, and concave–convex, as shown
in Figure 6.
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Figure 6. The utility function for Bandwidth.

• Utility function for Delay Tolerance: Generally, incremental latency values are accept-
able in a Delay-Tolerant Networks (DTN). While designing the utility function for
network delay tolerance, a larger network delay value will result in a lower utility
value. It is a decreasing criterion to measure network delay. Delay varies in both
networks as per the data volume. u(d) is defined as a utility function for the delay, as
below:

u(d) = 1 − u′(d) (4)

u′(d) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

( d
dmed

)x3

1+( d
dmed

)x3 ; d ≤ dmin ≤ dmed

1 − ( dmax−d
dmax−dmed

)x3

1+( dmax−d
dmax−dmed

)x3 ; dmed ≤ d ≤ dmax

1 ; d > dmax,

(5)

where dmax is the maximum delay and x is the sensitivity factor for delay calculation
among both networks. The delay utility function is shown in Figure 7.
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Figure 7. The utility function for delay tolerance.

• Utility function for the Delivery Probability: Delivery probability is to be defined
as the volume of data to be sent using any of the networks. We defined the utility
function of delivery probability as u(dp), where dpε[0, 1], in case of successful delivery,
is 1, and otherwise, for packet loss, it will be considered as 0. Otherwise, it lies between
0 and 1. dp is the delivery probability obtained and dpmax is the maximum delivery
probability that is acceptable to the user, and is shown in Figure 8.

u(dp) =

{ dp
dpmax

; 0 ≤ dp ≤ dpmax

1 ; dp > dpmax
(6)

Figure 8. The utility function for delivery probability.
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3.1.3. MADM

This step helps with deciding between different networks, based on the weights
obtained from the decision matrix, the alternatives, and different criteria.

• Analytical Hierarchical Process
The analytical Hierarchical process (AHP) method is a multi-criteria decision-making
process for network selection. It was developed at the Wharton School of Business by
Thomas Saaty in the 1970s [38]. AHP works on the function of priority and rank to
evaluate subjective weights to achieve the specified goals. We have used this process
to select a best-featured network from the given alternatives for the given service
class based on the following criteria—Energy Consumption, Bandwidth, Delay, and
Delivery Probability. We have also used this process for choosing a priority of network
types for each data type. Network weighing is an important factor to characterize the
network performance and user’s preferences. We use the hierarchy analysis method
to allocate the appropriate weight to each selection metric.
We further categorize traditional networks into WLAN and UMTS networks for im-
partial scheming with different attributes, as shown in Figure 9. The logical flowchart
of the AHP algorithm considers the hierarchical structure with the main goal, multiple
criteria, and network alternatives to select. We have defined utility functions for all
the attributes for a network assessment. A user’s preference will be based on multiple
criteria for network selection. We assume that WLAN users have wireless access to
their system, but with a fixed location—or we can say a local network—and that they
use all their devices to avail the services and disseminate data to nearby RSUs for
further transmission. However, they have good speed and bandwidth values. On the
other hand, UMTS is a mobile cellular device and can roam around with their data
plans, but with limited bandwidths and larger delays as per the delivery probability
and data network’s range.

Figure 9. AHP for network selection.

1. Subdivide a problem into further sub-problems by defining an objective function,
criteria, and possible alternatives. Here, the objective is our goal of achieving
optimal network selection. The multiple criteria are the factors affecting the
preference for selection.

2. Develop the hierarchy model of all objectives along with their elements to obtain
the priorities of criteria through pairwise comparison matrices.
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3. Construct a pairwise comparison matrix for each criterion of hierarchical struc-
ture in such a way that all associated criteria are compared with each other
as per the intensity of importance [39], with respect to the scale. We believe
that a pairwise comparison between alternatives helps for qualitative judgment.
This qualitative pairwise comparison follows the importance scale, as shown in
Table 1.

P =

C1 C2 · · · Cj · · · CN⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1 x1,2 · · · x1,j · · · x1,N C1
x2,1 1 · · · x2,j · · · x2,N C2

...
... 1

...
. . .

...
...

xi,1 xi,2 · · · 1 · · · xi,N Ci
...

...
. . .

... 1
...

...
xM,1 xM,2 · · · xM,j · · · 1 CN

(7)

Table 1. Criteria importance scale in a pairwise comparison.

Preferences as per Importance Definition

1 Equal Importance

3 Moderate importance

5 Strong importance

7 Very strong importance

9 Extreme importance

2, 4, ... , 8 Intermediate values

4. Perform the normalization of a given matrix P, which is now denoted as PNorm:

PNorm =

C1 C2 · · · Cj · · · CN⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1 z1,2 · · · z1,j · · · z1,N C1
z2,1 1 · · · z2,j · · · z2,N C2

...
... 1

...
. . .

...
...

zi,1 zi,2 · · · 1 · · · zi,N Ci
...

...
. . .

... 1
...

...
zM,1 zM,2 · · · zM,j · · · 1 CN

(8)

where, zi,j =
xi,j

∑N
i=1 xi,j

. (9)

5. The contributions of each normalized metric are multiplied by the assigned
importance weight wj, and can be calculated for the ith criteria, as below:

Pw =
∑N

i=1 Zi,j

N
with

N

∑
i=1

Pw = 1, (10)

such that Pw is the weight vector.
6. Calculate the consistency index, where λmax is the largest eigenvalue of PNorm,

and it is determined from the eigenvalue computation of PNorm:

CI =
λmax − N

N − 1
. (11)

7. In the last step, evaluate the consistency of the comparison using the Consistency
Ratio (CR), defined as:
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CR =
CI
RI

, (12)

where RI [31], as defined in Table 2, is the index used for the number of attributes
used in decision making; the network is ranked based on this index. For ac-
ceptable results, CR < 0.1; otherwise, pairwise comparison should be repeated.

Table 2. The random index.

N 1 2 3 4 5 6 7 8 9 10

RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49

In such a way, AHP helps with network selection among different networks based
upon different attributes. After the selection of the public transport network, the
next section will elaborate further about allocating data onto buses as per their
stay-time at each bus stop.

3.2. Capacitated Vehicle Routing Problem (CVRP)

Once we select the best network in terms of energy efficiency. It is important to know
which vehicle can be more energy-efficient when we allocate data onto buses at each bus
stop. As shown below, in Figure 10, the source data center accumulates all the data from
nearby user devices and caches it until an optimal bus is not found for the destination route.
At each bus stop, RSUs have been deployed to offload data onto buses, and these buses
carry data until the destination bus stop and upload onto the destination bus stop and to
the data center.

Figure 10. CVRP problem for data allocation.

We will take different demands from the data center (DC) to allocate data onto buses as
per their maximum capacity to carry data until reaching the destination while minimizing
energy consumption. We will, first, define CVRP to minimize energy consumption while
using public transport as a data carrier.

In our model, all demands are allocated by the controller to the appropriate bus going
in that direction. The demands are fetched from the DC and are allocated to the bus going
on a trip in the direction of the destination location. Note that data offloading/uploading is
possible at each bus stop; therefore, the transmission range is expected to be limited for data
offloading onto these buses. The whole transmission procedure and energy consumption is
calculated in three stages:
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Stage 1: RSU–Bus transmission: When the bus stops at the parent stop or source data
center, data is allocated onto the bus within the transmission range. As shown in Figure 10,
a and b are the earliest and final points for stage 1. Point c denotes the central projection
when the bus stops at the bus stop;

Stage 2: Stable State: In stage 2, the bus will carry data, as per demands, on its fixed
route and does not consume any extra energy, and will consume negligible energy.

Stage 3: Bus–RSU transmission: In stage 3, the bus reaches the destination spot and
uploads data onto the bus stop. l and m are the initial and final points of this stage, and c’
is the vertical projection of RSU deployed at the destination bus stop. We will minimize
energy consumption by offloading data onto the fixed bus with a fixed capacity to carry
data and, thus, finding the optimal solution.

• Problem Definition
To offload data onto buses, there is n number of demands being fulfilled by a DC, and
a nearby stop is a depot to start the bus journey and return to the same bus stop after
finishing its route. B is the set of buses, CB is the capacity of the bus, D is the deadline
for the message delivery, which also considers the number of trips being taken by a
bus. Each DC has different demands di for different locations. We define our problem
in a graph G(V, E), where V = 0, 1, 2. . . n is a set of all nodes of the graph and E is
the set of edges (i, j). . . (I, j)εN. Arc (i, j) represents the path from node i to node j.
The energy cost (Ei,j) is calculated for each bus to carry data from the source until
the destination. The minimum number of buses required to fulfill all the demands

is ∑n
i=1 di
CB

. The controller will assign demands onto each bus as per the destination
location. A CVRP can be formulated as follows:

Objective: To minimize

∑
b∈B

n

∑
i=1

n

∑
j=1

Ei,jXi,j,b, (13)

which minimizes the total energy consumption cost of buses. There are various
constraints subjected to this function, defined below:
Subjected to:

n

∑
i=1,i �=j

∑
bεB

Xb,i,j = 1 ∀j = 1, .....n (14)

n

∑
j=1

Xb,0,j = 1 ∀ bε(B1, B2, . . . ..Bn) (15)

n

∑
i=1,i �=j

Xb,i,j =
n

∑
i=1

Xb,i,j ∀j = 1, .....n, bε(B1, B2, . . . ..Bn) (16)

n

∑
i=1

n

∑
j=1,i �=j

djXb,i,j ≤ CB ∀bε(B1, B2, . . . ..Bn) (17)

Bn

∑
b=B1

∑
iεT

∑
jεT,i �=j

Xb,i,j ≤ |T| − 1 ∀T ⊆ (1, .....n) (18)

Xb,i,jε(0, 1) ∀bε(B1, B2, . . . ..Bn); i, j = (1, .....n) (19)

where X(i,j,b), the binary variable, defines a set of buses bεB1, B2. . . .Bn, that traverses
an arc (i, j). The objective function, defined in equation 13, minimizes the energy-
consumption cost. Constraint 14 is the degree constraints, confirming that each
demand will be fulfilled by an available bus. Each bus starts its trip from the parent
stop, where data is offloaded, delivers data at the destination, and finishes the trip at
the same stop as shown in constraint 15 and 16. Constraint 17 defines the maximum
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capacity of the bus to carry data. All the demands of the DC are fulfilled by the
available buses of the day. Constraint 18 defines that, as per the defined time, there
are no cycles disconnected to the parent stop. The definition domains of the variables
are described in constraint 19.

4. Numerical Analysis and Results

Firstly, to evaluate the best network selection, we will consider the Auckland public
transport network to choose among three network alternatives. The reason for choosing
Auckland as a case study is that Auckland has a vision to be the world’s most liveable
city with smart citizens and a smart infrastructure. Auckland is a city with innovative
technologies to improve the quality of life. Auckland, as a smart city, can think of smart
and innovative devices to make decisions based on real-time data analysis. Seven New
Zealand projects have been short-listed in IDC’s Asia Pacific Smart Cities Awards [40].
Considering all the facts, Auckland Transport was a good example to validate our proposed
system. Normally, the urban area is covered by heterogeneous wireless networks, including
WLAN, UMTS, and Public Vehicles/buses. All these networks bear different characteristics,
as described above. For vehicular network selection, the vehicle must be in the range
of the network to consider it a selection option, based upon the user’s preference. For
simplification, we make the following assumptions:

Assumption 1. We consider three types of networks: WLAN, UMTS, and vehicular networks.
For further information related to the vehicular network, only scheduled public transport vehicles
are involved. WLAN and UMTS networks covers the whole region, while VANET covers partially,
only within a specified range of bus stops. Additionally, vehicle-to-vehicle communication is
not considered;

Assumption 2. For any of the network selections, there is a predefined bandwidth and range-defined
network selection is only possible if those conditions are met. Every user has different preferences
based on their requirements. We will use the AHP method to assess each user’s requirements
and preferences.

4.1. Case Study I

We will consider Auckland Central as shown in Figure 11 as an area for data analysis
and as the locations to show the vehicle’s distribution among different bus stops. We have
considered four different locations: City Center, Britomart, Wellesley Street, and Auckland
Hospital. All of these bus stops are equipped with local storage for data storage to upload
or download onto buses on that route. Furthermore, all users’ profiles are checked, as per
the source and destination location of the data transmission, and buses are selected based
upon that.

We will evaluate the performance of the AHP method using simulations over MAT-
LAB, based upon different utility values for all attributes. We simulate for our goal to have
optimal network selection based upon different criteria and alternatives. User preferences
play an important role in the selection of the best available network in a heterogeneous
environment. The proposed method for determining the user’s preference is based upon
the basic idea of AHP.
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Figure 11. Auckland Central map with locations.

4.1.1. Service 1

We have categorized our services with all the different criteria as defined below. The
first service is to be initialized from the data center (DC1) to the data center (DC2). The
controller helps to select the optimal network as per their preferences being decided for
different criteria defined above, such as Energy Efficiency (EE), Bandwidth (B), Delivery
probability (DV), and Delay Tolerance (DT). The utility values have been defined for all
attributes in Section 2, above.

S1 =< EE, BDV, DT > (20)

In this Service 1(S1), we assume that this service is for non-real-time applications, such
as video surveillance data, that are accumulated at the data center and that can be delayed
for up to 13 hours. There are three possible networks to choose from: UMTS, WLAN, and
public transport. When the end-user sends and receives big data files, such as backup
storage or large datasets, in TB or PB, this scheme applies. The scheme is, thus, more or
less delay-tolerant, for example, background downloading of email messages, sending of
data with Google Grive, and data backup. In this case, we give more importance to the
energy-efficiency factor than other attributes, as we can bear delays for these applications
or services. Now, the same procedure will be followed for all the attributes as per services,
as defined in Tables 3–5.

Table 3. Pairwise Comparison Utility matrix as per importance scale.

Attributes
Energy

Efficiency
Bandwidth

Delay
Tolerance

Delivery
Probability

Energy Efficiency 1 7 9 3

Bandwidth 1/3 1 7 2

Delay Tolerance 1/9 1/7 1 1/5

Delivery probability 1/3 1/2 5 1
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Table 4. Normalized score table for all the attributes with the weight factor.

Attributes
Energy

Efficiency
Bandwidth

Delay
Tolerance

Delivery
Probability

Critera
Weight

Energy Efficiency 1 7 9 3 0.530345069

Bandwidth 1/3 1 7 2 0.164911216

Delay Tolerance 1/9 1/7 1 1/5 0.041457905

Delivery probability 1/7 1/2 5 1 0.280751063

Table 5. Normalized score table with priority vector.

Attributes
Energy

Efficiency
Bandwidth

Delay
Tolerance

Delivery
Probability

Critera
Weight

Priority
Vector
(Pw)

Energy Efficiency 1 3 9 7 0.530345069 0.5289

Bandwidth 1/3 1 7 2 0.164911216 0.1582

Delay Tolerance 1/9 1/7 1 1/5 0.041457905 0.0366

Delivery probability 1/7 1/2 5 1 0.280751063 0.2763

λmax = 4.178069312; CI = 0.059356437; CR = 0.065951597 < 0.1
This pairwise matrix also passes a consistency check, which means that priority is

selected correctly.

4.1.2. Service 2

The next service is more for the urgent delivery of data. In this case, the delay-tolerant
indicator is about 3 hours, and the data volume is 64TB. As before, Service 2 (S2) has similar
attributes but different tendencies. This service includes real-time applications, such as
Video-on-Demand. These services are delay-sensitive and, therefore, cannot be delayed
for more than 3 hours. However, due to the large volume of data, we still grant more
importance to energy efficiency and delay attributes than other attributes. It is the service
class with the highest QoS requirements, and it switches from one network to another
quickly as per users’ profiles, such as telephony speech, VoIP, video conferencing, and
other real-time activities. If a user is connected to WLAN and loses connection, they can
then switch to UMTS for QoS. The same procedure will be followed for all attributes for
Service 2, as defined in Tables 6–8.

Table 6. Pairwise Comparison Utility matrix as per importance scale.

Attributes
Energy

Efficiency Bandwidth
Delay

Tolerance
Delivery

Probability

Energy Efficiency 1 7 1 5

Bandwidth 1/7 1 1/7 2

Delay Tolerance 1 7 1 7

Delivery
probability

1/5 1/2 1/7 1
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Table 7. Normalized score table for all the attributes with the weight factor.

Attributes
Energy

Efficiency Bandwidth
Delay

Tolerance
Delivery

Probability
Criteria
Weight

Energy
Efficiency

1 7 1 5 0.42274576

Bandwidth 1/7 1 1/7 2 0.08567345

Delay
Tolerance

1 7 1 7 0.45678945

Delivery
probability

1/5 1/2 1/7 1 0.06435676

Table 8. Normalized score table with priority vector.

Attributes
Energy

Efficiency Bandwidth
Delay

Tolerance
Delivery

Probability
Critera
Weight

Priority
Vector (Pw)

Energy
Efficiency

1 7 1 5 0.42274576 0.4163

Bandwidth 1/7 1 1/7 2 0.08567345 0.0782

Delay
Tolerance

1 7 1 7 0.45678945 0.4455

Delivery
probability

1/5 1/2 1/7 1 0.06435676 0.0599

λmax = 4.156390957; CI = 0.052130319; CR = 0.057922576 < 0.1.
This pairwise matrix also passes a consistency check, which means that priority is

selected correctly. We have calculated the weight for all three types of services by users’
preferences for different attributes.

4.1.3. Service 3

The next service is different from the previous two. In this case, the delay tolerance is
6 hours and the data volume is 32TB. Service 3(S3) has consistent attributes but different
characteristics. This service is not that low in data volume, compared to the others. These
services are delay-sensitive and, therefore, cannot be delayed for more than 6 hours. In
this case, the user has all three options to disseminate data. The controller will first
look for all the network options, including WLAN, UMTS, and whether there are buses
available to carry data within the given timeframe. The same procedure will be followed
for all attributes, as defined in Tables 9–11:

Table 9. Pairwise Comparison Utility matrix as per importance scale.

Attributes
Energy

Efficiency Bandwidth
Delay

Tolerance
Delivery

Probability

Energy Efficiency 1 1/6 1/6 1/7

Bandwidth 6 1 3 1

Delay Tolerance 6 1/3 1 1/5

Delivery
probability

7 1 5 1
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Table 10. Normalized score table for all the attributes with the weight factor.

Attributes
Energy

Efficiency Bandwidth
Delay

Tolerance
Delivery

Probability
Criteria
Weight

Energy
Efficiency

1 1/6 1/6 1/7 0.05355183

Bandwidth 6 1 3 1 0.36439882

Delay
Tolerance

6 1/3 1 1/5 0.15369319

Delivery
probability

7 1 5 1 0.4540202

Table 11. Normalized score table with priority vector

Attributes
Energy

Efficiency Bandwidth
Delay

Tolerance
Delivery

Probability
Criteria
Weight

Priority
Vector (Pw)

Energy
Efficiency

1 1/6 1/6 1/7 0.05355183 0.0459

Bandwidth 6 1 3 1 0.36439882 0.3613

Delay
Tolerance

6 1/3 1 1/5 0.15369319 0.1499

Delivery
probability

7 1 5 1 0.45402002 0.4429

λmax = 4.234869383; CI = 0.078289794; CR = 0.08698866 < 0.1.
This pairwise matrix also passes a consistency check, which means that priority is

selected correctly. We have given importance to different attributes as per different services.
Next, we calculated criteria weight for all the attributes and then, added priority vector to
all of the attributes as per different services. Based on these calculations, next, we will rank
our network for different services.

4.2. Network Selection for Different Services

We have discussed the AHP procedure and utility theory for all the attributes’ weigh-
ings and preferences. Now, the AHP procedure will help us weigh different attributes
for all of our services. In our work, we define the traditional and vehicular networks as
alternatives to choose from and the available list is Ian = (W, U, V). Algorithm 1 illustrates
the whole process for optimal network selection based upon different services.

There is a list of available networks Ian = (W, U, V) to choose from. We collect all the
network attributes in list Ian = a1, a2. . . .an, named energy-efficient eu, delivery probability
dpu, delay demand du, and available bandwidth bi of both networks. Then, we follow all
the steps to rank the network among all the networks, as per different services. We use
this network-selection technique only to offer the best option as per their requirements to
maintain QoS. It is mandatory to pass the consistency check in AHP in order to obtain an
accurate judgment matrix. If any of the matrices fail to pass this check, the user will have to
give preferences to the design matrix. We will first analyze public vehicle distributions near
bus stops to know the availability of networks to choose from, and then further evaluate the
performance of all networks for different services. Figure 12 illustrates the criteria weights
given to all the attributes as per different services. For example, as discussed before, Service
1 has delay-tolerant features and will be considered an energy-efficient data-dissemination
network. Therefore, the criteria weight will be allocated more heavily on the EE attribute.
In such a way, all the weights are distributed as per the service profile. The priority vector
is calculated for all the services as per different attributes as shown in Figure 13. The final
score is calculated as discussed in Figure 14. Utility functions are defined already for all the
attributes. For all of these services, we will have different utility values. We will score our
network based upon the maximum utility value for all the services.
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Algorithm 1: Optimal Network Selection
Input : Different services as per user’s profile: energy efficient eu, delivery

probability dpu, delay demand du, available bandwidth bi of both
networks, available network list Ian.

Output : Decision factor weight and rank of selected newtork, energy efficient
weight we, bandwidth weight wb, delivery probability weight wdp, delay
weight wd.

1 According to the different services of users, build the decide hierarchy structure
P = x(1,j), x(2,j), ..., x(M,j);

2 Loop 1: Construct decision Matrix P;
3 Loop 2: Calculate the weight of hierarchy x(M,j); including energy-efficient weight

we, bandwidth weight wb, data volume weight wdv, and the delay weight wd of
the heirarichy;

4 Decide whether hierarchy z(i,j) is consistent;
5 If not, go back to Loop 1;
6 If z(i,j) < N, go back to Loop 2;
7 Calculate the total weights, then attain the energy-efficient weight we, bandwidth

weight wb, delivery probability weight wdp, and delay weight wd;
8 Decide whether the whole hierarchy is consistent; if not, go back to Loop 1;
9 Obtain the final priority vector for all attributes;

10 Rank the network-selection score;
11 Exit the procedure.

Figure 12. Weight distributed to all attributes as per different services.

Figure 13. Priority vector for all services.
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Figure 14. Network ranking for all services.

The AHP score is the final ranking of all the services as per the preferences given for
all the attributes. For service 1, the ranking order is Vehicle > WLAN > UTMS, as the
data is delay-tolerant and can be carried by vehicles for energy-efficient data-dissemination,
as shown in Figure 14. However, service 2, which is delay-sensitive but for a larger volume
than service 1, also gives preference to vehicular networks for data-delivery, rather than
WLAN and UMTS, with a ranking order Vehicle > WLAN > UTMS. For service 3, the
network ranking preference is in the order of WLAN > UMTS > Vehicle for the urgent
delivery of data so as to sustain QoS. In network dynamics, the most important factor
is packet delivery without loss. Our heterogeneous network architecture guarantees the
delivery of data by using any of the available networks and considering different attributes.

4.3. Case Study II

We conduct a numerical example to allocate different demands generated from DC
on buses to carry data until the destination, while minimizing energy consumption. We
consider 16 demands generated randomly from different bus stops to deliver their data
carried by bus.

As shown in Figure 15, there are many bus stops around and demands have been
allocated to the DC for data allocation onto the suitable bus. The controller will make an
energy-efficient decision based upon Equation 13. DC is the central depot, where the bus
begins and finishes its journey. As per Table 12, different data demands are generated for
data being delivered from the parent stop to the destination stop. The controller identifies
4 buses, B1, B2, B3, and B4, to fulfill all demands with an energy-efficient solution. The
total capacity of each bus is 150TB. The distance to each bus stop has been given from the
central depot or source bus stop.

The demands must not exceed the maximum capacity of the bus. We use CVRP
instances from the past and solve using the Cplex optimization solver. The Capacitated
Vehicle Routing Problem is an NP-hard problem that can be solved exactly only for small
instances. We have tested our objective function and observed an optimal solution while
minimizing energy consumption. We assume that buses are available to carry data towards
each bus stop. However, we will be calculating energy consumption while sending data
through a traditional network to show via comparison that PTDD is an energy-efficient
solution for delay-tolerant data applications.
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Figure 15. Proposed scheme for the problem.

Table 12. Demands from all bus stops for data allocation

Number
of Buses per Day

Demands from
Destination Stop (TB)

Distance from
Depot (0) (Km)

Bus
Capacity (TB)

1 10 5.48 150

2 10 7.76 150

3 20 6.95 150

4 40 5.82 150

5 20 2.74 150

6 40 5.02 150

7 80 1.94 150

8 80 3.08 150

9 10 1.94 150

10 20 5.36 150

11 10 5.02 150

12 20 3.88 150

13 40 3.54 150

14 40 4.68 150

15 80 7.76 150

16 80 6.62 150

As per the defined parameters, we have allocated data onto four buses that fulfill all
requirements while minimizing energy consumption and returning to the source bus stop
or depot after finishing their trips. We have defined all the bus routes with the optimal
selected route for data allocation in Figure 16. All the buses have a maximum 150 TB
capacity to carry and allocate data to all bus stops.
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Figure 16. Data allocation onto each bus stop through buses.

Table 13 shows the computation results of all the buses traversing all the bus stops in
a unidirectional format and the total distance covered during each trip.

Table 13. Set of test trips with the number of bus stops.

Bus Number Selected Route Total Distance Covered
During the Trip

B1 0-3-4-1-7-0 12 km

B2 0-5-8-6-2-0 13 km

B3 0-13-15-11-12-0 12 km

B4 0-9-14-16-10-0 13 km

In our analysis, we have used 16 stops, which will be covered by four buses, to fulfill
their demands being allocated from a DC to deliver data. In Figures 17 and 18, we can see
that it is possible to disseminate data either from the core traditional network or PTDD in
the heterogeneous network. However, if we have delay-tolerant data and can utilize public
transport, PTDD is an energy-efficient solution. Bus stops 1 and 2 have demands of 10 TB,
bus stops 3 and 5 have demands of 20 TB, bus stops 4 and 6 have demands of 40 TB, and
bus stops 7 and 8 have demands of 80 TB.

Figure 17. Energy consumption vs. bus stop number for generated demands.
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Figure 18. Energy consumption vs. bus stop number for generated demands.

As shown in Figure 18, bus stops 9 and 10 have demands for 10TB data, bus stops 10
and 12 demand 20 TB data, bus stops 13 and 14 demand 40TB data, and bus stops 15 and
16 have demands for 80TB data. The bus will carry and deliver data at each bus stop as per
their demands. For the maximum demands of 80TB, we can analyze that the core network
consumes 33% more energy than PTDD for data transmission.

A bus that stops for 500 seconds, for a total 60 buses, can offload 64.8 GB/day, with an
effective throughput of 22.03 MB/s. Moreover, transmission performance is also highly
influenced by the number of buses in a day and the stoppage time at a bus stop. Figure 19
shows the transmission performance of each network for different data rates. We have
considered that public transport will be using IEEE 802.11ac as a network interface for data
allocation. However, for comparison, we use the bandwidth of 512 MB/s and 1 GB/s in the
traditional network to have a real difference. The outcome demonstrates that our proposed
public transport network outperforms the traditional core network.

Figure 19. Transmission performance.

5. Discussion

We analyzed the various perspectives of traditional networks and every network
has their standpoint and mode of communication. These networks rely mostly on big
data analytics in the design of data communication networks. Therefore, these big data
applications’ survival would not be possible without the underlying support of networking,
due to their extremely large volume and computing complexity. To elaborate further,
we represent the three digital laws, Kryder’s law, Moore’s law, and Neilson’s law, in
Figure 20, which states that new products come into the market with each passing year
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with new technology. The basic idea of Kryder’s law is to double the storage capacity
every 12 months. Moore’s law is somewhat like Kryder, but works on the processing speed
of chips, which is doubled every 18 months. Moving forward to Neilson’s law, which
estimates that bandwidth doubles every twenty-one months, this last component of digital
experience lags for both storage and processing speed. These three laws clearly explain that
whatever new network technology comes onto the market, the available data (in online
storage) is never fully accessed by the new network technology and the end-users. There
will always be a gap between the available bandwidth and the available data/information
storage online. This big data need will never be satisfied with internet technology.

This biggest challenge encourages the search for more connectivity options. Sev-
eral attempts [41,42] have been made in developing efficient, sustainable, and integrated
(wired/wireless) networks. The opportunistic network is one of the techniques to overcome
this problem while disseminating data in-store and in a forward manner by connecting mo-
bile devices. Many researchers have already discussed the concept of vehicular networks
used as data carriers, as is discussed in the literature. However, we are contributing to
existing work by introducing an alternative communication PTDD for sustainable data-
dissemination via the introduction of a third layer of the public transport network to
complement the conventional wired and wireless networks. For delay-tolerant data needs,
our approach aims to better utilize the existing smart public vehicles and their parking spots
with local storage to offload and upload data, thereby lowering the energy consumption
while successfully delivering data.

Figure 20. Kryder’s, Moore’s, and Nielsen’s laws.

However, our work combines all of the networks, such as wired, wireless, and public
transport, to use and switch according to the requirements of different services. The
performance of our architecture was evaluated in two stages. First is the network selection
among different networks, and second is when public transport is selected; in this stage,
data is allocated onto these buses as per their fixed route. We evaluated our results using the
SAS optimization tool while sending data using both networks and minimizing energy cost.

Our main, fundamental questions are: under which conditions would public transport
will be selected among other networks? Relatedly, we consider how data will be allocated
onto these buses. The existing literature has used many methods and compared them to
show differentiation and their respective selection methods. In our work, the main impli-
cation is that the utility values are defined for all the attributes for the user’s satisfaction,
along with the AHP method for networks ranking. There is a vast amount of literature
on existing networkselection techniques among different networks; we have utilized their
concepts for public transport network selection based upon different user’s demands for
energy-efficiency. If we talk about the practical implications of our proposed system, any
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unexpected disaster—either naturally occurring or caused by human actions—firstly results
in damage to the communication medium, although many of the technologies have been
introduced for disaster management and attempt to connect the affected area with the rest
of the world. However, in the post-disaster scenario, compared to the building and any
bus stop, vehicles can be quickly moved to the affected area. In particular, public transport
is firstly available to fulfill people’s basic needs. Therefore, our PTDD can be efficiently
utilized as a mobile communication backbone in disaster management.

6. Conclusions and Future Work

In this paper, we have presented an alternative communication channel PTDD for
sustainable data-dissemination via the introduction of public transport networks to com-
plement conventional wired and wireless networks. For delay-tolerant data needs, our
approach aims to better utilize the PTDD and their parking spots/bus stops with local
storage to offload and upload data. The controller used the MADM method to make
an optimal network-selection decision among different networks and based on different
services. The main implication is that the utility values are defined for all the attributes
for the user’s satisfaction, along with the AHP method for network ranking. We used
Auckland’s public transport network to prove that buses/public vehicles can be used as a
data carrier. The results presented show the network ranking trends among all networks
for different kinds of services. The second case study was presented using CVRP, which
helped to minimize energy consumption with a fixed capacity of buses to allocate data
onto each bus stop. This work provides strong evidence that significant energy savings can
be achieved while still guaranteeing data delivery. The results presented here appear to be
reasonable and promising, which ultimately proves that public transport can be used as
another alternative communication network for delay-tolerant data needs. However, the
proposed method could be affected by the highly dynamic changes in network topologies.

We have analysed PTDD with a static dataset; for future work, the network should be
developed with dynamic factors such as traffic, weather, passenger flow data, etc., for real-
time changes in the network. An analytical model for dynamic behaviors of bus movement
would be a good future contribution. In terms of the future potential of applications, our
system can be used in video surveillance systems. The transport agency has deployed
people with cameras to record drivers illegally going into T3/T2 lanes. The public transport
belongs to the same transport agency; thus, if these cameras can be deployed onto bus
stops, then these buses can be utilized for carrying that accumulated data to the main center.
These videos are not urgent and can be delayed up to hours for delivery. Hence, PTDD
can be utilized efficiently to alleviate this network congestion case and to improve energy
efficiency. However, the privacy and security part is lacking in our proposed work, and we
will consider those aspects as future work and an extension of our proposed architecture.
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Abstract: The combined adoption of Agile and DevOps enables organizations to cope with the
increasing complexity of managing customer requirements and requests. It fosters the emergence
of a more collaborative and Agile framework to replace the waterfall models applied to software
development flow and the separation of development teams from operations. This study aims to
explore the benefits of the combined adoption of both models. A qualitative methodology is adopted
by including twelve case studies from international software engineering companies. Thematic
analysis is employed in identifying the benefits of the combined adoption of both paradigms. The
findings reveal the existence of twelve benefits, highlighting the automation of processes, improved
communication between teams, and reduction in time to market through process integration and
shorter software delivery cycles. Although they address different goals and challenges, the Agile and
DevOps paradigms when properly combined and aligned can offer relevant benefits to organizations.
The novelty of this study lies in the systematization of the benefits of the combined adoption of Agile
and DevOps considering multiple perspectives of the software engineering business environment.

Keywords: software development process; operations; software engineering; information system
development; team structure

1. Introduction

The software development process can be viewed as a set of tasks required to produce
high-quality software. The literature shows that the quality of the software produced
reflects the way the process was carried out [1–3]. Although several software development
processes exist, generic activities common to all of them stand out, as Sommerville [4] high-
lights, such as software specification (e.g., requirements definition, software constraints),
software development (e.g., software design and implementation), software validation
(e.g., software must be validated to ensure that the implemented functionality conforms
to what was specified), and software evolution (e.g., software evolves as per customer
need). The software development process provides an interaction between users and
software engineers, between users and technology, and between system engineers and
technology. In this sense, software development is an interactive learning process, and the
result is an embodiment of knowledge gathered, transformed, and organized as the process
is conducted.

A software development methodology includes a set of activities that assist in the
production of software. These activities result in a product that demonstrates how the
development process was conducted. Agile methodologies arise from the need to over-
come the difficulties and disadvantages of applying traditional methodologies in project
management and implementation. The Agile methodology assumes short periods of time
between each delivery to ensure early and continuous delivery of software susceptible to
evaluation [5]. In [6] it is also recognized that software implementation according to this
paradigm is interactive and incremental, enabling early confirmation of whether or not
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the delivered artifact meets the needs and making the respective corrections with low risk
and cost.

The main social and human factors involved in the adoption of Agile methodologies
are the impact on organizational culture, namely by the collaborative culture imposed
on developers and the implications of being embedded in an Agile team [7,8]. Constant
feedback to all team participants on the activities being carried out, and the commitment to
the team’s goals, are highlighted in Junker et al. [9] as key elements for a well-functioning
Agile team. Feedback and collective awareness are essential as opposed to individualism
and lack of communication. This view is also confirmed by Sweetman and Conboy [10]
when they highlight that feedback loops are the essence of the empirical and complex
processes found in software engineering that require continuous adaptation based on
learning obtained daily. Furthermore, complex projects are very unpredictable and therefore
need a process that incorporates unpredictability [11].

Inspired by the success of Agile methods, the DevOps (Development and Operations)
movement emerged that aims to take this line of reasoning to a higher level. This movement
comes to break the traditional culture where there was almost no interaction between teams
and, as highlighted by Luz et al. [12], the goal is to create a culture of collaboration between
development and operations teams that allows increasing the flow of completed work.
In summary, it is intended to increase the frequency of deployments while increasing
the stability and robustness of the production environment. Beyond a cultural change,
the DevOps movement also focuses on the practices of automating the various activities
required to deliver quality code into production, such as creating environments for testing,
automating testing, configuring infrastructure, data migration, auditing, and security,
among others [13,14].

In the literature, we can essentially find studies on DevOps that explore ways to align
development teams with operations [15], the benefits that this methodology can bring to
organizations [16], and the challenges that are posed [17]. However, there is a research gap
in the characterization of the simultaneous adoption of Agile and DevOps in organizations.
In this dimension, the number of available scientific studies is limited and they mostly
present individual views of their implementation, which does not allow for a sufficiently
comprehensive characterization of the benefits of their combined adoption. We acknowl-
edge the study conducted by Hemon et al. [18], which characterizes the different phases of
Agile to DevOps transition (e.g., Agile, ongoing integration, and constant delivery), while
Melgar et al. [19] explore the benefits of the combined SCRUM-DevOps approach in terms
of increasing speed during the deployment process and increasing the quality of software
processes. In both studies, there is just one empirical case study, which makes it difficult
to generalize the findings. In this sense, this study seeks to bridge this research gap and
presents an analysis of the benefits that can be found by the combined approach of DevOps
and Agile considering a comprehensive set of twelve case studies that are representative of
practices of simultaneous adoption of both methodologies. This approach supported by
multiple case studies avoids the individual limits of each company’s vision and reduces
the risk of bias, and allows comparing, grouping, and systematizing the main benefits of
the combined adoption of both methodologies.

The rest of this manuscript is organized as follows: Initially, a theoretical contextual-
ization of the DevOps model is performed and the similarities between DevOps and Agile
are explored. Next, the methodology and associated methods adopted in the study are de-
scribed. This is followed by the presentation of the results and discussion of their relevance
to the perception of the benefits of the combined adoption of DevOps and Agile. Finally,
the conclusions are enumerated. It is also in this last phase of the manuscript that the
limitations of the study are addressed and some suggestions for future work are provided.
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2. Literature Review

2.1. DevOps Concepts and Model

In 2009, Paul Hammond and John Allspaw presented the talk “10+ Deploys Per
Day: Dev and Ops Cooperation at Flickr” [20]. They explained how the developers’
teams (Dev) and operations teams (Ops) could contribute to more agile and scalable
software development. Tight integration between Dev and Ops to safely achieve several
software deployments (more than 10) in a single day was a disruptive idea regarding
software development and its evolution. Later, Patrick Debois coined the term DevOps
(Development and Operations) and created the DevOps Day event [21]. Although the
DevOps movement has been discussed for more than a decade [13–15,22] it still lacks
a unique formal definition. For Wiedemann et al. [23], the lack of a unique definition
could be intentional to allow each team to choose the definition that better suits its needs.
Nevertheless, several authors proposed definitions such as the one by Leite et al. [13]—
“DevOps is a collaborative and multidisciplinary effort within an organization to automate
continuous delivery of new software versions while guaranteeing their correctness and
reliability”—and others view it as a combination of values, principles, methods, practices,
and tools [24]. Some other common definitions can be found in [23].

One of the key points in the execution of a project is the approach used to manage
it. The traditional approach based on the waterfall model looks at the project in a linear
way with several events, while in the iterative approach the development of software is
undertaken through successive progress [25]. Therefore, it is common that the system is
presented still incomplete or with some deficient parts. The objective is that the refine-
ment of the product happens in stages until the desired result is achieved. The software
development process does not end with the release of the code, but only when it closes the
feedback loop between those who write the code and those who use it. DevOps aims to
remove the barriers between traditionally independent teams: development and operations.
Under the DevOps approach, these teams should work together across the entire software
life cycle, from development and testing through deployment to operations. More than
only a technical subject, DevOps deals with the organizational and human issues that
arise in the software life cycle. It promotes a culture of collaboration, integration, and
communication between teams to reduce the disconnect between them while assuring the
delivery of software in an agile, safe, and stable way. According to Rajapakse et al. [14], the
DevOps movement is currently a widely adopted software development approach having
as a major benefit the ability to deploy releases more frequently and at a higher rate.

Some related concepts used in conjunction with DevOps are Continuous Integration,
Continuous Delivery, and Continuous Deployment. As noted in [14], these concepts are
considered key practices within DevOps, but are not always clearly used, as stressed
by Stahl et al. [24]. Continuous Integration is a development practice where developers
frequently integrate the code they produce, that has successfully passed testing, to the
project under development [24]. Those integrations occur typically once a day. Continuous
Delivery is a development practice where the software is kept in a reliable deployable state
at any time [14]. Potentially, after every change, the software can be released. This leads
to several release candidates that are evaluated. The deployment to production is made
manually by a team member, with the appropriate authority, who decides when and which
candidate should be released [14]. Apart from Continuous Delivery, in Continuous Deploy-
ment, release candidates resulting from software changes are automatically deployed to
production without the intervention of any team member [14,24].

Regarding how organizations could adopt DevOps and measure its success, the
CALMS framework is considered a foundational model for DevOps. CALMS is an acronym
for Culture-Automation-Lean-Measurement-Sharing. CALMS was created by Jez Humble,
co-author of The DevOps Handbook. The acronym highlights the five core elements of
CALMS [23]:

• Culture: a cultural change focusing on collaboration and integration between develop-
ers’ team and operations’ team;
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• Automation: a high level of automation to achieve continuous delivery running each
code change through automated tests;

• Lean: the application of lean principles to increase efficiency and reduce complexity;
• Measurement: keeping key performance indicators for measuring performance and

identifying where improvements can be achieved;
• Sharing: knowledge and best practice should be shared in the organization and across

organizational boundaries.

Security issues concerning DevOps led to the spread of another term: DevSecOps. It
adds “Security” to “Development” and “Operations”, which were already part of the De-
vOps term. According to Rajapakse et al. [14], security is often treated as a non-functional
requirement, handled at a later stage of the software development life cycle. Under DevSec-
Ops, security should be built into every part of the DevOps life cycle. The purpose of the
DevSecOps philosophy is to align the speed of code delivery with building secure code,
merged into one streamlined process.

The application of DevOps still must deal with some problems and concerns that
can limit its use (e.g., resistance to change, organizational vision, legacy systems) [26].
Misuse of the term, lack of clear guidelines and, as already mentioned, the lack of a
clear definition creates some ambiguity about how to use DevOps principles. Those
principles presuppose that, before DevOps, development teams and operations teams were
working independently with almost no knowledge about each other’s work. This lack of
knowledge across teams is not, in general, as deep as DevOps assume. The whole software
development process is improved with better collaboration between teams, as DevOps
advocates, but it does not mean that DevOps teams did not previously cooperate. Another
concern around DevOps is that its adoption rate is still low.

There is a close relation between DevOps and Agile methods in software development.
According to Leite et al. [13], DevOps is an evolution of the Agile movement since software
development under Agile favors small release iterations with customer reviews.

2.2. Similarities and Differences between DevOps and Agile

In the context of Software Engineering, as discussed in this paper, DevOps can be
understood as a behavioral evolution of Agile development [27], which was gradually
conceived through practical experiences of implementation in software development.
However, it is important to point out that the Agile method has its focus directed specifically
to software development [28], while DevOps aims to involve the software development area
in the implementation and operation of the software developed or still under development,
which shows us that DevOps processes are being implemented within the Agile processes.

Currently, in the professional community of Information and Communication Tech-
nologies (ICT) there is a growing consensus, in practice, that DevOps can be understood
as “DevOps = Agile + Lean + IT service management (ITSM)” [29]. In its method and
processes, DevOps adopts characteristics of frameworks related to the technical area of
Agile software development together with ICT management processes. Complementarily,
other relevant methodologies (e.g., Extreme Programming, Dynamic Systems Development
Method, Kanban, SCRUM) have approaches intrinsically related to the Agile philoso-
phy [30–33]. SCRUM is very well-known and intensely used in the Agile method, and
is generally enhanced by the Kanban tool, for managing the workflow of software devel-
opment, but which also fits very well into the DevOps development process itself [34].
Table 1 presents the problems or gaps in the Agile method that are solved by adopting the
DevOps method.
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Table 1. Problems with Agile development and DevOps solution (adapted from [35]).

Problem with Agile Development DevOps Solution

Delivery of new features to the customer is
often delayed.

DevOps tools are used to test and release new
features as they are completed.

Completed software components are not
compatible with each other.

Open interfaces and test automation make it
possible to divide development into
independent yet compatible parts.

Quality of the product is not ensured properly
prior to release.

DevOps tools and practices help automating
quality assurance and reduce the need for
repetitive manual work.

New features break old functions. The quality of existing functions is ensured
quickly and automatically after each change.

Budget goals and deadlines are missed.
The tools and procedures of DevOps increase
the transparency and predictability of the
development work.

Developer teams and IT operations crews are
not cooperating.

Developer teams and IT operations crews agree
upon responsibilities together. Their goals
are unified.

In the context of the Agile method workflow, under the SCRUM framework imple-
mentation, DevOps presents four metrics [36] that are directly related to software delivery
through enhanced software engineering: i—waiting time, ii—deployment frequency, iii—
mean time to restore (MTTR), and iv—change failure percentage. These metrics can be
implemented in the execution cycle of the Agile by SCRUM approach, enhancing the
qualitative process of the organizational performance of software companies, in meeting
the planned objectives, because it increases in a relevant way the level of monitoring and
maturity of the activities performed in each work cycle.

Organizations that implement Agile methodologies focus on productivity and process
optimization by reducing execution time [37]. However, software development environ-
ments are shrouded in constant change, with continuous interactions of teams that focus
on deliverable products. DevOps processes can improve the interactivity of the develop-
ment teams, improving the integration process of the stakeholders of a project in an Agile
environment, facilitating the continuity of the processes in a more balanced and stable way.

According to [38], the DevOps culture can be implemented to carry out an incident
management process for deliverable products, allowing Agile development teams to be
continuously monitored, because it integrates the software deployment process by monitor-
ing operations, as provided by the DevOps framework. Therefore, DevOps enhances the
stability of the Agile cycle, as we mentioned before; that is, while Agile focuses on produc-
tivity in product deliverables in a more technical approach around ICT [39], DevOps directs
its processes to checking the level of effectiveness of what is produced in the work cycles
of the development teams. Therefore, in this central aspect of integration, there will be a
tendency toward an improved qualitative increment in the scope of Software Engineering.

Within what we have discussed so far, it was verified that the processes originated
from Agile methodologies are the structural base of DevOps [18,39], and that the union
of these methodologies increases the level of intelligence of the information system that is
generated in the work cycles, because it implements several functions, such as Developers,
System Architects, Product Owners, Release Engineers, and Testers. Therefore, the level of
collaboration is elevated with professionals that are beyond the initially foreseen roles, for
example, in the SCRUM approach that is currently used in Agile, promoting the creation of
cross-functional teams in the context of the DevOps approach.

The approach of development teams that implement Agile methodologies, to opera-
tions teams as proposed by DevOps, tends to accelerate the software release process, with
studies [40] indicating that in addition to acceleration, there is an increase in software
quality in terms of reliability and maintainability. As a result, the deliverable product meets
the conditions foreseen in the essential objectives of the project, from software development
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(Agile), as in deployment and testing in operations (DevOps). However, despite DevOps
decreasing the gap between Developers and Operators, in terms of standardization, the
DevOps methodology lacks a simple approach or a roadmap to be followed for its imple-
mentation in an organization [41], leaving it up to companies to define their standards
and metrics. This can present as a complicating factor, very dependent on the maturity
level of organizations and work teams, which will have to define their specific integration
processes in a DevOps approach.

3. Methodology

This study adopts a qualitative methodology to explore the benefits of the combined
adoption of DevOps and Agile. This type of methodology is used in the context of social
sciences and engineering and, according to Merriam and Tisdell [42], is concerned with a
level of reality that cannot be quantified, exploring meanings, aspirations, beliefs, values,
and attitudes that correspond to a deeper space of relationships, processes, and phenomena,
and cannot be reduced for operationalization of variables. Dyba et al. [43] recognize that the
software industry presents lines of research that are not only limited to exploring technical
software engineering issues, but also need to look at the challenges of the intersection
between technical and non-technical aspects. In this sense, adopting a purely quantitative
approach is insufficient. Moreover, phenomena addressed in the field of project develop-
ment in a DevOps and Agile paradigm are complex and unique. Therefore, the qualitative
approach adopted in this study allows for exploring and understanding the relationships
and activities performed by organizations in their software development activity.

In the scope of this study, twelve case studies were incorporated that report the
simultaneous inclusion of DevOps and Agile methodologies in their software development
teams. These cases correspond to reports and press releases from commercial vendors of
reference in this area. The data come from secondary sources and the authors have not
made any changes to the press releases that represent the view of each manufacturer. No
summarization of the press releases has been made. It cannot be guaranteed that there
is no risk of bias since the identified benefits come from press releases from commercial
companies in the area and that have commercial goals in the market. However, to minimize
this risk, external and internal validity mechanisms were used. To ensure external validity,
multiple case studies were used of companies in different geographic areas, and to ensure
internal validity, the same identifier was used to associate similar benefits between the
case studies.

Table 2 presents brief descriptions of the profiles of the case studies. In general, it can
be concluded that the area of activity of the organizations is similar through the offer of IT
products and services based on cloud architecture. We also highlight the offer of consulting
services in the field of web and mobile development, and the offer of complementary
services in the field of artificial intelligence, big data, and cybersecurity.

Thematic analysis is an interpretive data analysis method widely used in the social
sciences and engineering and was adopted in the context of this study to identify common
benefits in the combined adoption of DevOps and Agile. Flexibility is, according to Braun
and Clarke [44], one of the benefits of thematic analysis. Through its theoretical freedom,
the thematic analysis provides a flexible and useful research tool that can potentially
provide a rich and detailed set of information about the data. Figure 1 shows the process
of conducting data. The step begins with the coding process in which one coded the
advantages present in each case study report. After that, an iterative process follows in
which common themes of the advantages among the case studies are identified. Finally, the
last step consists of accounting for the benefits identified in the case studies. This approach
allows for a ranking of the top benefits.
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Table 2. Profiles of the case studies.

ID Country Description

CS1 India

A company that operates in the IT outsourcing services market in building
technological solutions in areas such as web apps, mobile apps, cloud
strategy, analytics and business intelligence, testing, quality assurance
services, and Agile project management. Their report looks to different
ways to enable DevOps in Agile environments.

CS2 USA

Information technology company and advanced training for IT
professionals in the fields of programming and technological development.
Their report explores the relevance of Agile principles for deployment
activities.

CS3 Canada

A global company that offers consulting services to help companies adjust
their development teams by integrating new practices and technologies.
Their report explores how Agile practices should be updated considering
the needs of operations teams in organizations.

CS4 USA
Cloud services provider offering technology infrastructures based on
public cloud, private cloud, hybrid cloud, and multi-cloud. Their report
explores the difference and similarities between both paradigms.

CS5 Australia

Australian software company that develops products for software
developers, project managers, and other software development teams.
Their press release presents how automation processes can be
implemented using a combination of both paradigms.

CS6 USA

Global business and technology consulting firm dedicated to helping
organizations leverage emerging technologies and the latest business
management thinking to achieve competitive advantage and mission
success. Provides consulting and training services, primarily targeted at
executives. Their article explores the differences between the two
paradigms and suggests points of convergence between them.

CS7 USA

Company specialized in the dissemination of technological information in
the field of information and communication technologies. Their press
release looks to important aspects observed while combining DevOps and
Agile.

CS8 USA

Multinational company in information technologies that develops
automation solutions and advanced knowledge in areas such as
automation, enterprise DevOps, data-driven business, and adaptive
cybersecurity. Their article explores the role that Agile practices can play in
DevOps.

CS9 Switzerland

Company that operates mainly in the European market in providing
captivating scalable cloud-based solutions. Their article looks at the
isolated benefits of each paradigm and tries to predict the benefits of their
combined adoption.

CS10 India

Company that develops technological solutions for the education field and
relies on the application of the Agile scalability paradigm, especially the
SAFe model. Their article explores the change-driven management
approach and looks at how DevOps and SCRUM address this challenge.

CS11 Germany

IT company that operates in the global market implementing cloud
solutions, DevOps, software testing, quality assurance, artificial
intelligence, and big data. Their press release looks at the problems in
software engineering that the joint adoption of both paradigms can solve.

CS12 UK

A consulting company that aims to optimize work processes in
organizations using cloud solutions, slack, and Trello services. Their press
release looks at the role of the cloud and Agile methodologies in
developing the DevOps paradigm.

67



Future Internet 2022, 14, 63

 
Figure 1. Thematic analysis process (authors own illustration).

4. Results

The twelve case study reports associated with each company presented in Table 2
were thoroughly read and each identified benefit was assigned a unique identifier. Each
theme is identified by the acronym “BF” and a number is associated to differentiate each
benefit. Common themes have the same acronym. A brief description of how each benefit is
understood in the case studies is also included. Table 3 presents the identification process of
the themes associated with each case study. Table 3 shows the themes for all the case studies
mentioned in Table 2. We highlight the existence of themes that are common to several case
studies. Although the themes are common, the vision of each case study in relation to them
has some relevant oscillations, which indicate a complementary vision of the institutions
present in the case studies. For example, in CS1 time to market emerges due to increased
collaboration between teams, whereas in CS8 process integration is highlighted. Something
similar emerges in relation to cost. Cost reduction is understood in CS6 as achieved from
the existence of multi-skilled human resources, whereas in CS8 cost reduction is motivated
by the effects of increased team performance.

Table 3. Identified benefits themes in the case studies.

ID Benefit

CS1

(BF1) Time to market: greater collaboration between teams reduces software
delivery cycles
(BF2) Automation: the combined development and production process becomes more
automated to meet market needs

CS2

(BF2) Automation: continuous delivery and integration combined with fast releases
lead to the automation of activities
(BF3) Communication: promote constant communication between development and
operational team
(BF4) Mindset and culture: establishment of collaboration among teams

CS3
(BF1) Time to market: through continuous delivery from the development phases
(BF5) Planning: the product backlog now includes services are products that need to
be deployed, scalable, maintained, monitored, and supported as a service

CS4

(BF4) Mindset and culture: increase the quality of collaboration
(BF6) Visibility: more visibility for release and upgrade processes
(BF7) Risk mitigation: better identification of risks in the context of each sprint
(BF8) Software quality: decrease the existence of software errors and helps to launch
faster patches

CS5

(BF2) Automation: contribution for the implementation of Agile fluency model which
focus on value, transparency, and alignment
(BF3) Communication: amplify feedback loops between development and
operational team
(BF4) Mindset and culture: looks to the performance of all system instead of local
departments. Furthermore, promotes learning from failure.
(BF5) Planning: increase the planning dimension of unplanned events typically found
in the context of operational teams
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Table 3. Cont.

ID Benefit

CS6

(BF1) Time to market: deployment chains cut the time needed to get a product
to market
(BF9). Cost: combining people and activities makes people more multi-skilled with
future reduction in human resource costs

CS7

(BF2) Automation: increasing code size and complexity encourages
process automation
(BF3) Communication: communication between both teams is constant with
feedback loops
(BF10): Software quality: functional and load tests are both considered
(BF11). Efficiency: project management considers performance metrics that result from
combined methods in both areas

CS8
(BF1) Time to market: integrated processes make order fulfillment faster
(BF6) Visibility: increased visibility over data and processes
(BF9) Cost: increased productivity and team performance

CS9

(BF2) Automation: increase speed and agility to attend continuous
requirements changes
(BF3) Communication: smooth communication between the team and the customers
by continual iteration
(BF12) Flexibility: agility in the face of continuous requests for revision becomes
important to make the organization competitive

CS10

(BF2) Automation: implementation of a paradigm based in continuous integration,
continuous delivery, and continuous deployment
(BF3) Communication: by fostering communication in the teams, constant
collaboration is promoted

CS11
(BF2): Automation: shorten the development cycle by promoting the automation of
repetitive tasks
(BF10) Software quality: focus on end-product quality

CS12
(BF2) Automation: better performance when compared against on-premise DevOps
automation. Furthermore, it contributes to eliminates human errors
(BF12) Flexibility: it empowers each stage of the application delivery lifecycle

Table 4 summarizes the comparative analysis of the identified benefits. All previously
identified benefits are mapped. The “ranking” attribute allows us to understand the
relative importance of the benefits and to perceive which ones are transversal to several
case studies and which ones emerge only in a very specific context of each organization.
The benefits related to automation (BF2), communication (BF3), and time to market (BF1)
stand out. These are the three main benefits that can be found in the combined adoption
of Agile and DevOps. Conversely, there are other benefits that are identified in a smaller
number of case studies, namely, those related to efficiency (BF11), risk mitigation (BF7),
and software quality (BF8). These benefits are less relevant and arise in the specific context
of each organization, which indicates that they are more difficult to replicate in other
software companies.
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Table 4. Comparative analysis of benefits and ranking.

Benefit CS1 CS2 CS3 CS4 CS5 CS6 CS7 CS8 CS9 CS10 CS11 CS12 Ranking

BF1 X X X X #3
BF2 X X X X X X X X #1
BF3 X X X X X #2
BF4 X X X #4
BF5 X X #5
BF6 X X #5
BF7 X #10
BF8 X #10
BF9 X X #5
BF10 X X #5
BF11 X #10
BF12 X X #5

5. Discussion

Although Agile and DevOps are widespread and different concepts, they can be
combined and offer relevant benefits to organizations. As reported in [45], companies have
problems in the process of implementing and releasing new software versions because most
of the time this is a process performed manually. In addition, this approach leads to a high
quantity and frequency of errors [46]. To reduce the incidence of problems and increase
flexibility and automation, non-operational resources can be used and in environments that
are not in production. The combined adoption of Agile and DevOps allows the developer
to gain greater control over the environment, infrastructure, and applications.

The seamless integration between Agile and DevOps generates a more collaborative
and Agile framework. This approach leads to a simplification and automation of model
processes to make them more rational and efficient. A classic example of this benefit is
given by Fabro [47] when highlighting the reduction in delivery cycles, endowing small
development packages with a previously unrecognized value. Hemon-Hildgen et al. [48]
also highlight the role of orchestration, which consists of automating tasks to optimize
the process and reduce repetitive steps that add little to the development cycle. Finally,
automated testing along the Agile and DevOps chain allows the reuse of tests between
environments and makes them more sustainable [49].

Team communication is recognized in DeFranco and Laplante [50] and Schmutz
et al. [51] as the main cause for product delivery failures. By starting to work together, teams
can more easily track the evolution of processes from their inception, which fosters the
emergence of process improvements. Cois et al. [52] recognize that the great differentiator
of DevOps lies in its ability to optimize communication between the teams involved and the
customer. This allows, for example, the team to involve the operations team, which enables
the implementation of the ITOps model [53]. This enables it to provide a sufficiently secure
development environment. However, interconnecting it with an organization’s Agile teams
offers more potential. For example, the marketing and sales departments can be involved
in the activities covering the delivery of the releases, which allows companies to add even
more value to the product by using the full potential of their available resources.

The findings further revealed a very diverse number of benefits, such as increased
visibility over processes, better identification and mitigation of risks, or increased software
quality. The integration of the two paradigms fosters consolidation, which allows project
managers to have greater visibility of both the work of the teams and the interdependencies
between them [54]. Furthermore, iterative planning between teams makes it easier to adapt
in case of changes, and continuous customer feedback generates value from the beginning
of the project, lowering the risks associated with development and operation [55]. In the
joint Agile and DevOps paradigm, both teams share responsibility for producing functional
and quality code and need to work together to achieve these common goals.
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Finally, it is recognized that in recent years there has been a growing adoption of the
term “DevOps culture”, as a counter position to DevOps implementations based only on
tools. In DevOps culture, it is advocated that software development and infrastructure
teams work together towards the same goal [56,57]. As Clavier and Kaminski [58] argue,
DevOps not only optimizes development processes but changes the way employees think
about their products and interact with customers. The combined Agile and DevOps
approach allows the leveraging of these benefits by enhancing empathy among team
members and unites sectors that previously worked independently and without personal
connection. Furthermore, as Venugopal [59] acknowledges, when there is trust between
teams, then it also increases the freedom that professionals have to experiment and innovate,
without the problems of incompatibility and miscommunication as there would be with
separate teams.

6. Conclusions

This study demonstrates that the Agile and DevOps paradigms are not incompatible
but can bring benefits to organizations when properly aligned. While Agile brought
about a fast delivery model aligned with customer expectations, DevOps optimized this
system. In this sense, an alternative that usually gives great results is the adoption of both
methodologies. They not only complement each other but also help companies to face
changes in a team.

Changing the strategy and methodology of a team can be a delicate process full of
obstacles. Therefore, organizations must address this challenge in a cross-cutting way
within the organization to avoid isolated silos that do not contribute to collaborative work.
Agile creates a space for more agile work with partial deliveries, while DevOps creates an
environment conducive to managing these processes, with effective communication.

This study offers both theoretical and practical relevant contributions. In the theoretical
dimension, this study has enabled the identification of a set of benefits of the combined
adoption of both paradigms through the adoption of multiple case studies of software
companies in the international market. The study identifies a total of 12 benefits and allows
us to explore the relative relevance of each of them. From a practical perspective, the
benefits identified are relevant to companies that, having adopted Agile and DevOps alone,
have not yet taken steps towards the combined adoption of both models. The findings of
the study made it evident that the two models are not incompatible, but when combined
they can amplify their impacts on organizations.

Limitations and Future Research Directions

This study presents some limitations. Firstly, the case studies included in this study
come from secondary sources, which does not allow us to deepen the knowledge on the
themes with the use of interviews that may evidence the application of both paradigms.
Furthermore, the case studies come from companies with commercial purposes, which
may not give a totally unbiased view of the benefits to the organizations or represent very
specific groups of the population. Nevertheless, this study adopted external and internal
validation mechanisms to reduce this risk of bias. As future work it is recommended that
the business view be complemented with a scientific view of the benefits of combining
DevOps and Agile and, to this end, a systematic review of the literature in the field can be
conducted. Moreover, the qualitative approach used does not allow us to systematically
identify all the advantages and make a rigorous quantification of these benefits. As future
work, a quantitative study based on a large dataset is suggested to identify the advantages
of the combined adoption of both paradigms considering also different sectors of activity
of the organizations. It would also be relevant to consider the degree of maturity in the
implementation of Agile and DevOps in these organizations and, thus, explore its relevance
in the benefits found, since it is expected that some of the benefits may be more easily
achieved by organizations with lower levels of maturity in these processes.
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Abstract: To help developers discover libraries suited to their software projects, automated ap-
proaches often start from already employed libraries and recommend more based on co-occurrence
patterns in other projects. The most accurate project–library recommendation systems employ Graph
Neural Networks (GNNs) that learn latent node representations for link prediction. However, GNNs
need to be retrained when dependency graphs are updated, for example, to recommend libraries
for new projects, and are thus unwieldy for scalable deployment. To avoid retraining, we pro-
pose that recommendations can instead be performed with graph filters; by analyzing dependency
graph dynamics emulating human-driven library discovery, we identify low-pass filtering with
memory as a promising direction and introduce a novel filter, called symmetric partially absorbing
random walks, which infers rather than trains the parameters of filters with node-specific memory to
guarantee low-pass filtering. Experiments on a dependency graph between Android projects and
third-party libraries show that our approach makes recommendations with a quality and diversifica-
tion loosely comparable to those state-of-the-art GNNs without computationally intensive retraining
for new predictions.

Keywords: Software Library Recommendation; graph filters; dependency graphs; link prediction

1. Introduction

The pervasive integration of mobile phones in everyday life and the digitization of
practically all aspects of human activities have led to a constant need for new software
services, applications and platforms. This need drives a highly motivated software de-
velopment industry, whose aim is to cater quickly to user needs with new or repurposed
software. In this regime, agile and component-based engineering practices are predomi-
nantly adopted [1] that reuse previously developed software and quickly share it between
developers, mostly in the form of well-documented and tested libraries. These are dis-
tributed by online services such as the Maven repository of Java libraries [2], the PyPI
repository of Python libraries [3], and the npm registry of Javascript libraries [4].

However, the sheer size of coding ecosystems/repositories [5] makes it a daunting
prospect to find which libraries would best support new projects. For example, as of writ-
ing, Maven hosts more than three million software artifacts. In this setting, programmers,
especially those working in unfamiliar domains, need to conduct time-consuming research
through many libraries to select those suited to their needs, or else they risk incurring
technical debt to their projects in the long run [6]. To reduce search effort, automated
tools have been proposed to recommend which libraries to use (Section 2.1). This is often
achieved by analyzing the dependencies between projects and libraries and adopting a col-
laborative filtering outlook [7] that recommends additional libraries based on those already
used. For example, the inclusion of server-related libraries could imply potential interest in
database management libraries frequently used together in other projects. Collaborative
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filtering approaches organize projects and libraries in graphs, whose edges correspond
to project–library dependencies. These then mine structural patterns to recommend new
dependencies, for example, with Graph Neural Networks (GNNs—Section 2.3).

As far as predictive accuracy is concerned, collaborative filtering approaches yield
high-quality recommendations. To achieve this, they typically learn latent representa-
tions (e.g., embeddings) for all software projects and libraries and let pairwise project
and library representation comparisons (e.g., the cosine similarity of their embeddings)
rank libraries based on their similarity to projects under examination. The most similar
libraries are considered to implement the functionality needed by projects and are thus
recommended for adoption. However, when dependency graphs evolve with more li-
braries and—importantly—projects for which to make recommendations, these approaches
need to be retrained to create representations accounting for new nodes and dependencies.
In practice, this translates to usability costs by locking recommendation pipelines until
training is over (Section 3).

To create deployment-friendly library recommendation services, in this work, we
argue that collaborative filtering can be conducted with no-learning alternatives that make
informed ad hoc assumptions about which co-usage patterns to mine. These alternatives
sacrifice some predictive quality for the benefit of avoiding training and its associated
costs. In particular, we look at graph filters (Section 2.2) to recommend libraries based
on how structurally proximate they are within dependency graphs to libraries already
being used. Graph filters are computationally efficient (their running times scale near-
linearly with the number of dependencies and their outcomes can be quickly computed,
even without high-end GPU hardware) and only rely on their chosen understanding of
structural proximity. We specifically choose absorbing random walks’ filters that emulate
human-driven library discovery combining co-usage exploration and memory of previous
discoveries (Section 4.3); we employ such filters with the goal of quickly finding libraries
similar to those that humans use in their projects and hence reduce the effort of searching
for these.

Our contribution lies in (a) proposing graph filters as a viable alternative to more
sophisticated but ultimately unwieldy library recommendation tools; (b) analyzing which
types of filters to employ for high-quality library recommendations; and (c) introducing a
new variation of absorbing random walk filters, called symmetric partially absorbing ran-
dom walks for link prediction that has no learnable parameters—not even hyperparameters.
The usefulness of our approach is experimentally demonstrated on a large real-world de-
pendency graph of third-party library dependencies, where it outperforms representation
learning based on matrix factorization in terms of the predictive quality and diversification
of results and lags only a little behind state-of-the-art GNNs that require computationally
intensive retraining for every new recommendation task.

The rest of this paper is organized as follows. In Section 2, we overview the related
literature and present theoretical concepts needed to position our analysis, namely from the
domains of graph signal processing and GNNs. In Section 3, we showcase practical issues
with deploying representation learning for library recommendation and explain how these
can be resolved when switching to graph filters. Based on this explanation, in Section 4, we
analyze real-world library discovery practices and selected the appropriate filters that are
automated yet emulate human-driven discovery. To show the effectiveness of these filters,
in Section 5, we organize experiments to compare our approach with existing alternatives.
In Section 6, we discuss the experimental results in terms of real-world usefulness, address
threats to validity, and point out promising future work. Finally, in Section 7, we summarize
our work and conclude the paper.

2. Background and Related Work

2.1. Library Recommendation

Many recommendation system approaches are applied in the field of assisted software
engineering [8,9]. Among other tasks, these have also been used to recommend relevant
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libraries to developers to commence their work. Originally, library recommendation tools
were similar to other search engines in that they used query terms pertaining to project
keywords (e.g., extracted from source code). However, state-of-the-art systems employ
co-usage patterns of libraries to recommend new ones based on those already included in
projects [10–12]. This is effectively a type of collaborative filtering [13] which eventually
coalesced to the matrix factorization of the LibSeek tool [14].

In practice, library recommendation is conducted on project–library dependency
graphs, where software projects and libraries are nodes that are linked based on usage.
That is, projects are linked to libraries they import. In terms of collaborative filtering,
which aims to produce item recommendations for users based on item co-usage patterns
(e.g., being bought by the same users in e-commerce platforms), libraries would corre-
spond to items and software projects to users. Assuming that only links between projects
and libraries are captured and not dependencies between libraries, dependency graphs
are bipartite and described by matrices Abip : P × I of P rows and I columns, where P
is the number of projects and I the number of libraries. Their elements obtain values
Abip[u, v] = {1 if project u depends on library v, 0 otherwise}. For this formulation, ma-
trix factorization approaches aim to generate representation matrices Hproj : P × h and
Hlib : I × h whose rows correspond to underlying h-dimensional representations (embed-
dings) of projects and libraries, respectively. These representations are trained so that the
dot product (the dot product between representations also models cosine similarity if L2
normalization is applied on representations) is higher between projects and their used
libraries than between projects and unrelated libraries. In matrix form, the representation
matching would ideally be able to reconstruct the bipartite graph per:

Abip ≈ HprojHT
lib (1)

For example, LibSeek learns to approximate this factorization through stochastic
gradient descent [15] on a loss function that heuristically weighs the differences between
matrix elements, introduces L2 regularization on the representation matrices, and penalizes
dissimilar representations of libraries and projects of similar graph neighborhoods.

A natural evolution of matrix factorization is to detect more complex library co-
usage patterns with Graph Neural Networks (GNNs—Section 2.3). This direction has
only recently been explored with the introduction of GRec [16] and similar works that
also account for metadata other than dependencies [17]. Approaches consider adjacency
matrices A : (P + I) × (P + I) describing the bipartite dependency graphs per A =
[0P Abip; AT

bip0I ], where 0X : X × X are square matrices of zeros. Adjacency matrices are
then input in the GNN link recommendation pipelines, such as the ones described in
Section 2.3.

2.2. Graph Signal Processing

Graph signal processing [18] is a way to systematize information propagation in graphs
through their edges. In particular, it starts from a similar definition of adjacency matrices
as above A = {1 if edge u, v exists, 0 otherwise}, which is modified to be applicable to any
type of graphs, not only bipartite ones. It then considers normalizations Â that reduce the
importance of profligately connected nodes’ edges. One popular type of normalization is
the symmetric expression

Â = D−1/2 AD−1/2 (2)

where D are diagonal matrices of node degrees with elements D[u, v] = {∑v′ A[u, v′]
if u = v, 0 otherwise}. This regards edges (u, v) as bidirectional and re-weighs them by
considering both endpoint degrees per Â[u, v] = A[u, v]/

√
D[u, u]D[v, v].

Given adjacency matrix normalizations Â, graph signal processing explores informa-
tion propagation through graphs by considering graph signals h0 whose elements h0[u]
hold values corresponding to nodes u. These values can be propagated to one-hop neigh-
bors through the matrix-vector multiplication operation Âh0. This is equivalent to the
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discrete signal processing shift operator (graph signal processing can model discrete signal
processing if points in time are expressed as a line graph whose edges connect points
with the next points) and is a type of additive aggregation across graph neighbor values,
where neighbors v of nodes u are weighted by Â[u, v]. Iterating the shift operator k times
per Âkh0 yields graph signal propagations k hops away from original values. Under this
formalization, graph filters are defined as a weighted averaging of multi-hop propagation
to obtain filtered signals h per:

h = F(Â)h0

F(Â) =
∞

∑
k=0

fk Âk (3)

where F(·) is the graph filter and fk are the weights placed on node values k hops away.
Notably, symmetrically normalized adjacency matrices Â can be decomposed into Â =
UΛU−1, where Λ are diagonal matrices of eigenvalues λ ∈ [−1, 1] and U is the orthonormal
base of eigenvectors. Applying graph filters on this decomposition yields:

F(Â) =
∞

∑
k=0

fk(UΛU−1)k =
∞

∑
k=0

fkUΛkU−1 = UF(Λ)U−1

Hence, graph filters transform normalized adjacency matrix eigenvalues from λ to:

F(λ) =
∞

∑
k=0

fkλk (4)

Based on the above properties, spectral graph theory generalizes the concept of Fourier
transformations to node-domain graph signals h0 as F{h0} = U−1h0 and the inverse
transform as F−1{h′0} = Uh′0. Analogously to traditional signal processing, graph (convo-
lutional) filtering is defined as element-by-element multiplication 
 in the Fourier domain.
The node-domain equivalent of filtering can be written as convolution with a Fourier-
domain filter F(λ̄) as:

F−1{F(λ̄)
F{h0}} = F−1{F(Λ)F{h0}} = UF(Λ)U−1h0 = F(Â)h0

where λ̄ is the vector of the adjacency matrix eigenvalues and is considered its spectrum,
whilst F(λ̄) is applied on all spectrum dimensions.

Since Fourier-domain operations can be translated into node-domain filtering compu-
tations, graph filters are easy to implement [19] and require only an informed assumption
of how the normalized adjacency matrix’s spectrum needs to be transformed. For in-
stance, two popular graph filters are (a) personalized PageRank [20–22], which arises from
Markovian-like equivalents to random walks with restart within graphs and have parame-
ters fk = (1 − a)ak controlled by one hyperparameter a ∈ [0, 1]; and (b) HeatKernel [23,24]
which emulates heat diffusion dynamics in graphs with parameters fk = e−ttk/k!, where
k ∈ {1, 2, 3, . . . } is the number of hops away in which maximal importance is placed.

These filters are low-pass in the sense that parameters fk are generally larger for
smaller k, which in turn translates into a lesser impact on eigenvalues with absolute values
closer to 0 than high-frequency eigenvalues with larger absolute values. In practical terms
of node domain operations, low-pass filters place more emphasis onto diffusing node
values of fewer hops away and thus introduce a type of graph signal smoothing that
removes non-local implicit node relations, which can be thought of as high-frequency noise.

The above spectral analysis is tailored to the symmetric normalization of graph ad-
jacency matrices and undirected graphs, i.e., for which Â[u, v] = Â[v, u]. However, some
filters, such as personalized PageRank, are better known for non-symmetric normalizations
arising from Markov chain modeling, such as Â = AD−1, where graphs are defined by
directed edges. Spectral theories are also available for these filters, but lay outside the
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scope of our work. Instead, when analyzing bipartite project–library graphs, we work
with undirected edges that allow the transfer of graph signal values from both projects to
libraries and libraries to projects (otherwise, filtering with graph signals would be stuck
at recommending only immediate neighbors). Therefore, we adopt the adjacency matrix
normalization of (2).

2.3. Graph Neural Networks for Link Prediction

Graph Neural Networks (GNNs) [25,26] are a popular machine learning paradigm that
lets traditional feature-based neural network learning account for the relational information
of data samples organized into graphs. This is achieved through message-passing protocols
that gather and aggregate latent representations of graph neighbors, which are then trans-
formed with neural network layers shared between all nodes before being passed on. Many
industry-level applications focus exclusively on GNNs that employ the shift operation of
graph signal processing as the aggregation operation, since the latter performs a (weighted)
averaging of graph neighbor representations that can be efficiently implemented with
sparse matrix multiplication within GPUs.

All GNNs start from initial matrices of node representations H(0), whose rows H(0)[u]
correspond to features of nodes u. These could be unsupervised embeddings obtained
by multilayer architectures and trained end-to-end [27] or other pre-processed machine
learning features, such as weighted bag-of-word vectors. Then, given normalized adjacency
matrices Â, convolutional GNNs average graph neighbor representations where these
are weighted by corresponding edge weights. This kind of smoothing is understood
as a natural extension of graph signal processing to vector-valued graph signals can be
expressed in matrix form with the operation ÂH(�), where H(�) are matrices of (latent)
node representations.

Most GNNs add computational stability to the graph shift operation with a practice
dubbed the renormalization trick. This adds self-loops to all nodes before computing the
normalized adjacency matrix and will also be used throughout this work. Compared to the
original matrix, the renormalization trick computes Â = (I + D)−1/2(I + A)(I + D)−1/2,
where I the unit matrix. Since matrix multiplication can be efficiently computed by modern
GPUs, especially if graphs are not fully connected and sparse representations can be
leveraged to make computation time scales with the number of edges, convolutional
GNNs have become a widely popular variety for analyzing the graphs of many nodes and
edges [25,26].

Original GNN approaches (e.g., the architecture of Kipf and Welling [28] that helped
popularize the domain) defined graph convolutional layers per:

H(�) = σ(ÂH(�−1)W(�)) (5)

where σ(·) are nonlinear activation functions applied on matrices element-by-element,
such as rectified linear unit activations ReLU(x) = max{x, 0} [29] and W(�) are learnable
weights that help determine the output of GNN layers � = 1, . . . , L. The output of the
final layer is used for predictions, which for node classification have dimensions equal
to the number of classes and arise from a softmax activation on the top layer to obtain
an estimation of a binary one-hot encoding of class labels. On the other hand, for link
prediction tasks, any number of latent representation dimensions can be outputted and
compared pairwise to select the most similar pairs of nodes to recommend links for, for
example, through a sigmoid activation of their dot product [30].

To avoid the oversmoothing of representations along multiple graph convolutions,
state-of-the-art GNNs often include recurrent terms in the predictions. This is achieved
either by adding feedback loops that trade-off between layer outputs (before being passed
through the activation function) and H(�) with linear or feature-specific terms [31,32], or by
aggregating the outcomes of all convolutional layers [27]. Recursive loops effectively inject
the graph signal transformations of trained features in all layers.
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One popular link prediction framework using GNNs is NGCF [27] which is also
employed by the aforementioned GRec library recommendation system. This calculates
the similarity between combined node representations found in the rows of the matrix:

Hf inal = H(0)||H(1)|| . . . ||H(L) (6)

where || represents the horizontal matrix concatenation and L the number of graph con-
volutional layers. That is, the elements of (Hf inal HT

f inal)[u, v] are considered the scores of
linking nodes u and v (in the case of library recommendation, only project–library scores
are kept from these to find the most related libraries to projects). The same framework also
refines the convolutional layers of (5) with a self-attention mechanism to node layers per:

H(�) = σ
(

ÂH(�−1)W(�) + ÂH(�−1) 
 H(�−1)W(�)
att

)
(7)

where 
 represents the element-by-element matrix product with lesser priority than matrix
multiplication and W(�), W(�)

att learnable parameters at layers �.

3. Deploying Library Recommendation Services

As per all software services, it is important to look at the deployment and usage flows
of library recommendation from a software engineering perspective. In this section, we
analyze how well real-world systems can adopt the flows of (a) existing representation-
based library recommendation algorithms overviewed in Section 2.1; and (b) no-learning
algorithms that perform inference based on informed ad hoc assumptions. We introduced
an algorithm of the second type in the next section. In both cases, we envisioned the
deployment of algorithms as online (e.g., RESTful [33]) services that developers query to
obtain recommendations for their software projects.

3.1. Deploying Representation Learning for Library Recommendations

Representation-based recommendation algorithms need to be retrained when new
nodes are added to dependency graphs, so as to arrive at representations that implicitly
capture both old and new node relational information. This does not scale well when many
recommendation requests are made for services for new projects or project prototypes, for
example, by many independent agile development teams. Accommodating requests for
yet-unseen graph nodes (projects) is more important in software engineering compared
to other domains where representation learning has been applied, because a primary use
case is to aid the development of new software rather than altering existing projects. In fact,
changing or integrating new dependencies mid-development requires rewriting software
project components and is a form of technical debt.

Keeping the above in mind, let us consider the recommendation system flow of
notifying users about interesting items, which is popular among previous library rec-
ommendation works, such as those overviewed in Section 2.1. These usually perform
real-world evaluation by first creating recommendations on the whole corpus of software
projects after one training run and then recommending those to developers. In practice,
developer notifications about potentially useful libraries translate to service subscription
models where developers sign up their projects and obtain periodic recommendations.

However, when deploying library recommendation systems “in the wild”, subscrip-
tion services neglect the practical needs of the software industry that require system
interfaces to be queried at will and immediately produce results for new projects. This
is particularly important for agile development, where delays to software project design,
especially at the first exploratory or rapid prototyping stages, can undermine the whole
development process [34]. At the same time, retraining accrues significant upkeep costs to
keep being deployed, as representations need to be extracted periodically using computa-
tionally savvy hardware, such as GPUs or clusters of GPUs able to fit large dependency
graphs in-memory. For example, if representation-based library recommendations were
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integrated in query-able online code repositories (e.g., GitHub), the latter would need to
periodically retrain library and project representations on snapshots of dependency graph
databases. Thus, to obtain recommendations for new projects, developers would need to
first upload their implementations to be integrated in the databases and wait for the next
training round to complete, as shown in Figure 1.

Figure 1. Integrating neural solutions in library recommendation pipelines. Periodic crawling of code
repositories integrates uploaded projects in neural training, thus delaying developers from accessing
recommendations for these projects.

To make matters worse, the above flow runs the risk of mining library usage from
projects for which recommendation is the goal and existing dependencies are hastily
selected. In particular, mining too many non-expert designs promotes co-usage pattern
recommendations that replicate the perfunctory knowledge of early designs rather than
well-maintained projects. To address this issue when designing real-world systems, there is
an uncomfortable balance to be found between allowing any project as system input and
letting hastily assembled projects (e.g., experimental versions during rapid prototyping)
potentially ruin recommendation quality. Even in the best of cases, it is difficult to create
tools that do not exclude the vast majority of experimental prototype queries. One realistic
solution is for training to be conducted by integrating only a few low-quality projects in
copies of dependency graphs, mining those for recommendations, and then discarding
the integrated changes. However, this practice is unsustainable if library recommendation
services are to become sufficiently popular for many hastily assembled recommendation
requests to be made back-to-back; these would require a proportional number of training
instances to run simultaneously.

Finally, beyond tangible workflow costs arising from long recommendation delays that
are not able to immediately access recommendations could also discourage developers from
adopting automated library recommendation. For instance, they could instead try to accel-
erate development cycles by ignoring automation and investing manual effort into library
discovery instead. If so, the high usefulness of library recommendation systems—even
high-quality ones— becomes obsolete once they fail to achieve high enough throughput.

3.2. Deploying No-Learning Library Recommendations

In this work, we propose moving away from representation learning and instead
employing no-learning graph inference that only requires forward passes. Given that such
algorithms exist and exhibit high enough predictive quality to be comparable to existing
representation learning approaches, their recommendations can be computed on-demand
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for new libraries. For example, project and dependency metadata can be uploaded to no-
learning recommendation systems to add them to dependency graphs just before inference
takes place.

The advantage of no-learning algorithms is that, even if we consider the periodical
mining of code repositories to extract new versions of dependency graphs, the latter do
not make recommendation pipelines wait for their completion. In particular, for new
project predictions, dependencies can be directly injected in the graphs before inference
and removed afterwards—two operations with the minimal cost of, respectively, adding
and removing one graph node and its edges. This is demonstrated in Figure 2, where
the recommendation flow (the data flow cycle between the developer, the project, and
the recommendation system) does not depend on the conclusion of periodical updates to
recommend libraries.

Figure 2. Recommendation pipelines based on no-learning graph inference. Periodic crawling only
helps improve the quality of recommendations, and given that projects using similar libraries have
already been crawled from code repositories, does not delay the recommendation.

Furthermore, the above-described recommendation flow can run in parallel to the
mechanism extracting dependency graphs, such as by crawling repositories; if dependency
graph snapshots already comprise enough usage patterns, mining the last known instead of
the next graph would minimally affect recommendation outcomes given that the two differ
only by a few nodes and edges. As a result, there would be a negligible impact on inference
quality. By comparison, representation learning discussed in the previous subsection cannot
make predictions with representations extracted by the last-known dependency graphs,
because these do not have entries for new query projects.

Finally, given that repository crawling takes care to not extract dependencies from
low-quality code (e.g., from recent projects with too few commits), the above flow sidesteps
the issue of mining many confounding dependency patterns by undoing changes after
inference. Since no training is required, and given that graph inference can be quickly
computed, we envision that queue-based sequential pipelines can support high query
loads before infrastructure parallelization (e.g., many servers providing access to the same
recommendation service) is to be considered.

4. Graph Filters for Library Recommendations

In this section, we introduce graph filters as a collaborative filtering approach ap-
plicable to library recommendation. Although vanilla filters are often outperformed by
state-of-the-art representation learning, we recognize that they also follow the no-learning
paradigm described in the previous section. Thus, they fit well into the real-world sensi-
bilities of deploying library recommendation services. Having identified this point, we
look at the promising filters that were previously neglected by the recommendation sys-
tem literature, but match high-level assumptions of how humans could go about mining
project–library dependency graphs.
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We start by describing the usage of graph filters for collaborative filtering and how
these translate into our setting (Section 4.1). We then theorize which types of library
co-usage patterns filters should model to emulate one potential human-driven library
discovery process in hyperlink-like dependency graph exploration. In this regard, we
identify the memory of past discoveries as a promising component often overlooked by
previous approaches (Section 4.2). Finally, we translate our analysis to existing absorbing
random walk filters, which model memory components for community detection tasks
but have not been used in collaborative filtering, and infer node-wise memory strength to
adhere to symmetric normalization principles instead of applying heuristics or training to
determine it (Section 4.3). Experimental probing to demonstrate practical usefulness and to
compare our approach to representation learning follows in the next section.

4.1. Revisiting Graph Filters for Collaborative Library Recommendations

We base our approach on collaborative filtering paradigms that run graph filters in
bipartite graphs to find nodes relevant to ones of interest. Graph filters, especially per-
sonalized PageRank, were at some point a popular collaborative filtering tool [22], but
this direction has in large part been abandoned in favor of the added accuracy offered by
representation learning approaches such as GNNs. Other graph-mining tasks, however,
have recently seen a resurgence of graph filters as equivalence to those is now understood
as a primary contributor towards the efficacy of many GNN architectures [31,32,35,36].
Therefore, given that GNNs already boast a high predictive quality for library recom-
mendations, we search for filters that are not lagging significantly behind with respect to
predictive performance, while also satisfying our no-learning requirement.

To reconcile the opposite trends of collaborative filtering having abandoned graph
filters and the latter being revisited by state-of-the-art research from other domains, we
theorize that widely adopted graph filters are missing crucial assumptions that more
sophisticated collaborative filtering mechanisms do not; these assumptions may not be
as important in other predictive tasks, but are crucial for recommendation systems. In
the next subsection, we identify lack of memory as one such assumption when emulating
human-driven library recommendation.

We consider a general formulation of graph filters F(Â) that can take any functional
form dependent on adjacency matrix normalizations Â such as those described in Section 2.
To recommend libraries for query projects with these, they need to parse project inputs.
However, singleton data samples can lead to non-informed graph mining due to a lack of
pairwise structural relations to mine. Thus, we employ the neighborhood inflation heuristic
of Gleich et al. [37] to expand the search terms by including the immediate neighborhood
of projects, i.e., their known dependent libraries, as query-able information to be included
within graph signals. This kind of information was already sent to graph inference systems
following the deployment of Figure 1 so that dependencies between the query project and
at least one library are added to the dependency graph. Hence, there are no additional
communication or computational costs associated with following this practice.

We hereby consider query graph signal h0 with elements

h0[v] = {1 if u = v or v is a dependency of u, 0 otherwise} (8)

where u are the projects for which we provide library recommendations. Given these query
signals, we pass them through filters of choice to obtain their structural proximity of all
graph nodes h = F(Â). Finally, our methodology focuses on the proximity scores h[v] of
libraries v, where higher scores are structurally “closer” to target projects and thus indicate
preferred recommendations.

4.2. Low-Pass Filters with Memory to Emulate Human-Driven Library Search

To design graph filters well-suited to library recommendation, we explore a search
procedure within dependency graphs that emulates human exploration if no external
sources of recommendation (e.g., expert guidance) was provided. In this, developers

83



Future Internet 2022, 14, 124

searching for the libraries best-fitting their projects look at projects using the same libraries
and investigate which other dependencies are found there. This process is iterated to find
projects and libraries that are more hops away, although presumably with lesser zeal, since
after some time, irrelevant projects and libraries would start being found. To avoid getting
“lost” in the dependency graph, the search would at some point restart. Up to this point,
this process applies the popular random walk with restart search, whose probability of
visiting nodes for stationary transition probabilities between pairs of nodes is proportional
to the elements of graph signal outcomes of personalized PageRank [38].

We already discussed that recommendation systems based on personalized PageRank
fail to reach a similar recommendation quality as more recent collaborative filtering ap-
proaches. For this reason, we argue that a missing assumption in the above exploration is
the lack of memory during random walks. In particular, we propose that developers would
not only backtrack during link-based exploration, but would also keep track of projects
and libraries highly related to their query to also restart from there in future walks. Overall,
we recognize four types of actions that can occur during human-driven random walks with
restart and memory, given that developers would have arrived on a particular node: (a)
visit a neighbor; (b) stay on the node; (c) remember the node; and (d) restart the random
walk. These are visually illustrated in Figure 3.

Due to the chance of restarting random walks at all steps, it becomes progressively
more likely to have restarted the more hops away developers move from query projects. In
other words, recommendations will be more concentrated on libraries laying fewer hops
away. In graph signal processing terms, the proposed filters would be low-pass and hence
would not excessively smoothen the query across dependency graph edges and instead
retain its original position within dependencies.

We stress that the theorization presented throughout this section is in large part
derived by graph mining literature. Our contribution lies in identifying the key points best
fitting the problem of automated library recommendation, and ultimately motivate the
usage of appropriate graph filters in this setting.

4.3. Symmetric Absorbing Random Walks

In this subsection, we transcribe the above human-driven library discovery process to
graph filters with minimal (ideally no) parameters. To do this, we make the assumption
that all choices during random walks follow static distributions that only depend the nodes
that developers are currently looking at. We also ignore real-world semantics, such as
project names or descriptions, whose exploration is left for future work. Instead, we only
use the structural characteristics of dependency graphs.

Given these assumptions, one possible tool to model random walks with memory
are partially absorbing random walks [39]. Instead of only defining one type of filter,
these introduce a framework for accounting for memory by letting a portion of random
walks passing through nodes stay there. In terms of our theorization, this corresponds
to developers remembering the nodes they visit and their relatedness to original queries.
Various graph filters arise for different assumptions of how memory works, such as the
probability of staying on nodes being proportional to node degrees, which is theoretically
equivalent to personalized PageRank (more details below), or the alternative of assigning
the same absorption rate to all nodes to retrieve tightly knit structural communities [39],
where the absorption rate effectively describes the memorability of nodes.

Partially absorbing random walks account for the four types of random walk with
memory actions described in the previous section and are recursively computable through
the following formula:

h = S(S + D̂)−1h0 + S(S + D̂)−1 ÂS−1h (9)

where Â are symmetric normalizations of adjacency matrices presented in (2), S is a diago-
nal matrix whose diagonal elements S[u, u] correspond to the absorption rates of nodes u,
and D̂ are diagonal matrices with elements D̂[u, v] = {∑v′ Â[u, v′] if u = v, 0 otherwise}.
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We stress that D̂ are the node degrees of the normalized (not the original) graph adja-
cency matrix. Correspondence between quantities appearing in (9) and the random walk
procedure with memory in dependency graphs is demonstrated in Figure 3.

Figure 3. Random walks with memory within a project (A1,A2,A3)-library (L1,L2,L3) dependency
graph. Dashed arrows represent the decisions available to developers when looking at project A3,
given that they search for libraries for project A1 with known dependency L1.

Partially absorbing random walks can implement different graph filters, depending
on chosen absorption rates S. For example, selecting S = 1−a

a D̂ for a parameter a ∈ (0, 1)
reduces this scheme to the power method iteration of computing personalized PageRank,
whereas S = 1−a

a I discovers tightly connected structural communities around query
nodes with high probability [39]. In both cases, absorption rates only depend on one
(hyper)parameter.

We now provide a novel way of selecting absorption rates. This starts by solving (9)
with respect to h and expressing the graph signal outcome h of partially absorbing random
walks per:

h = F(Â)ĥ0

F(Â) =
(I − S(S + D̂)−1 ÂS−1)−1

ĥ0 = S(S + D̂)−1h0

In this context, ĥ0 is an adjusted version of the query graph signal that weighs the
query project and its dependencies based on their absorption rates. F(Â) is the graph
filter responsible for diffusing the adjusted query graph signal. Effectively, this can be
expressed as a spectral filter F(Â) = F̂( ˆ̂A) = (I − ˆ̂A)−1, where ˆ̂A = S(S + D̂)−1 ÂS−1 is a
new normalization applied on the normalized adjacency matrix Â (F(Â) is not a spectral
filter of Â because it arise from a non-polynomial graph operations of the latter, but F̂( ˆ̂A)

is a spectral filter of ˆ̂A).
In the previous section, we formulated that graph signal filtering should be low-pass

around query graph signals. To achieve this effect for F̂( ˆ̂A), one simple solution would be
to make ˆ̂A symmetric. This way, and given that this matrix effectively has a non-negative
shrunken version of Â’s elements, it would obtain eigenvalues λ in the range λ ∈ [−1, 1],
which in turn would be transformed into F̂(λ) = ∑∞

k=0 λk. Therefore, given that only
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positive absorption rates are accepted, i.e., visiting nodes lets developers retain at least some
memory of them, a satisfactory condition to achieve a symmetric normalization ˆ̂A of the
normalized adjacency matrix and hence a low-pass effect on the non-principal (i.e., those
less than 1) eigenvalues of Â can be computed per:

S(S + D̂)−1 = S−1 ⇔ S2 − S − D̂ = 0 ⇔ S = 1
2
(I +

√
I + 4D̂

)
(10)

5. Experiments

In this section, we conduct the experiments to evaluate the efficacy of no-learning
library recommendation compared to existing representation learning alternatives. We
start by describing the evaluation dataset and measures used in experiments (Section 5.1),
outline competing approaches (Section 5.2), and present experimental results (Section 5.3).
Results and insights are discussed in the next section.

5.1. Experiment Setting

As a proof-of-concept for our proposed system, we experiment on the publicly avail-
able MALib dataset. This comprises 704,128 dependencies between a collection of 56,091
Android GitHub projects to 763 Android third-party libraries. To evaluate recommendation
quality, we follow a methodology common in library recommendation research [11,14,16].
In particular, we select all projects with at least 10 dependencies as test ones (these are
31,438 in total), by merit of them comprising enough dependencies to be considered high-
quality known ground truth. For these projects, we remove rm ∈ {1, 3, 5} dependencies
to emulate the real-world scenario where not all relevant libraries are used and conduct
experiments where we use the remaining dependencies to rediscovering the removed ones.

For each approach, the following measures assess the quality of the top T ∈ {5, 10}
library recommendations. All measures output values in the range [0, 1], with higher values
indicating recommendations closer to ideal ones.

MAP. The mean average precision of the top T recommendations. In detail, given
the notation Lproj[i] = {1 if the i-th top library recommendation for project proj is a true
positive, 0 otherwise}, we compute the average precision for each project’s top T library
recommendations per

APproj =
∑T

i=1 Lproj[i]∑T
j=1 Lproj[j]/i

∑T
i=1 Lproj[i]

and report its mean across all projects. Average precision provides a more granular un-
derstanding than precision by accounting for recommendation order and is thus able to
differentiate between recommendation algorithm quality even for large T.

MP. The mean precision of the top T recommendations across all projects. Higher
values indicate that there are fewer erroneous library recommendations in the list of top
ones. Perfect library recommendations yield MP equal to min{rm/T, 1}.

MR. The mean recall of the top T recommendations across all projects. Higher values
indicate that there are fewer desired library recommendations (i.e., from those of each
project’s test set) left out. Perfect library recommendations yield an MR equal to 1.

MF1. The mean F1 score of the top T recommendation across all projects. The F1 score
for a project is the harmonic mean between its precision and recall. Then, the mean of all
these scores is obtained.

Cov. The coverage of recommendations is the percentage of libraries that reside in the
top T recommendation of at least one software project. A coverage value of 1 means that all
libraries can be recommended, whereas low percentages indicate approaches that prioritize
a few well-known libraries—an undesirable outcome when the goal of recommendation is
also to discover fitting non-popular libraries.
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5.2. Compared Approaches

In addition to our approach (LibFilter), our experiments assess the following represen-
tation learning architectures and graph filters. These are summarized in Table 1 alongside
amortized training and inference (making recommendations for one project) times. Time
analysis holds for connected dependency graphs and explores terms pertaining to scal-
ability with regards to the numbers of dependencies E and of libraries I < E, as well as
architectural characteristics, namely the latent representation dimensions dims, the number
of training epochs, and the constant numerical tolerance ε of iterative methods computing
graph filters. In practice, the number of layers, dimensions and training epochs introduce
huge multiplicative terms to running times (in the tens or hundreds order of magnitude
each). They could also grow with the number of dependencies, as more effort is required
to learn from larger datasets. Thus, even when dimension terms can be removed with
parallelized GPU computing, representation training times could scale worse than linearly
with the number of mined dependencies.

GRec. A library recommendation approach based on state-of-the-art GNNs for link
prediction [16]. It implements convolutional self-attention layers of (7), whose outcomes
are concatenated and used as representations. Layers are trained with 10% dropout and
comprise 128 latent dimensions and representation matrices inputted to the first layer H(0)

are trained end-to-end. We refer to the architecture of the respective paper for more details.
This architecture’s latent representations need to be retrained to make predictions for new
software projects.

LibSeek. A matrix factorization approach [14] that aims to find project and library
representations able reconstruct dependency graph adjacency matrices per (1). It was the
previous and widely recognized state-of-the-art approaches before GRec and was one of
the first to explicitly recognize the diversification of recommendations (i.e., high coverage)
as an important goal of library recommendation. Notably, we do not compare against
previous works because these have been found to yield a similar or lower recommendation
quality across all measures on the dataset we experiment on [14].

LibPPR. Collaborative filtering that employs the personalized PageRank graph filter
for recommendation. As described by Bahmani et al. [22], this was once a popular approach.
Although it has since been abandoned in favor of GNNs, it is the approach that is closest
to ours since it also employs graph filters. Notably, personalized PageRank depends on
a diffusion parameter a ∈ [0, 1), which for smaller values creates lower-pass versions of
the graph filter. We follow a random walk with restart formulation that has an equal
chance to restart the walks as moving to neighbors and set this parameter to a = 0.5.
Given that 1

1−a = 2 is the average length of the random walk processes modeled by
personalized PageRank [40], this creates a receptive field that places emphasis on projects
and libraries co-used with the query ones, as these lie two hops away from the query ones.
We empirically corroborated that this is better-performing than the most widely adopted
alternative a = 0.85 or even shorter average random walk lengths arising from a = 0.25.

LibARW. Collaborative filtering that employs the partially absorbing random walks
of (9) for absorption rates S = 1−a

a I . This graph filter was proposed [39]. Given that the
parameter a ∈ (0, 1) is equivalent to the one of personalized PageRank, we select a = 0.5
for this approach, the same value as LibPPR. We also empirically corroborate that this is
performs better than alternatives, such as a = 0.25 and a = 0.85. Importantly, since LibARW
is not our proposed approach, empirical investigation does not introduce overtraining bias
to experiment results.

LibFilter. Collaborative filtering that employs our proposed symmetric partially ab-
sorbing random walks that apply on (9) the absorption rates determined by (10). This
approach is a true no-learning one in that it requires no parameter training and no
hyperparameter tuning.

87



Future Internet 2022, 14, 124

Table 1. Overview of compared library recommendation approaches, including training and inference
(for one project) times. Recommendation times are bottlenecked by both training and inference.

Approach Citation Type Training Time Inference Time

LibSeek [14] Repr. learning O (E · dims · layers · epochs) O (I · dims)
GRec [16] Repr. learning O (E · dims · epochs) O (I · dims)
LibPPR [22], this work Graph filter — O (−E · log ε)
LibARW [39], this work Graph filter — O (−E · log ε)
LibFilter [this work] Graph filter — O (−E · log ε)

5.3. Results

Table 2 presents the outcome of experimentally evaluating competing approaches.
Since GRec and LibSeek follow the same evaluation methodology as we do, we pull
evaluation results for these approaches from respective publications. We do not run
the publicly available code of GRec and LibSeek to avoid biasing our comparison with
lower-quality results arising from post-publication experimental probing by development
teams. For instance, we failed to set up GRec’s latest published code version to reach
the same high evaluation scores as those reported by their paper and found architectural
inconsistencies (including different types of layers and activations) between the paper and
the code while investigating the issue. Thus, we decided to err on the side of caution and
present the better reported values. Graph filters were implemented by building on the
filter definition framework provided by the pygrank Python package [19] and were run on
its numpy backend to 10−12 mean absolute error numerical tolerance. (pygrank’s numpy
backend implements the graph shift operator by wrapping the C++ code for sparse matrix
multiplication and runs faster than the respective operation provided by existing GPU
computing frameworks. We ran experiments five times and reported measure averages
across runs. Standard deviations are less than 0.007 for coverage and less than 0.002
for other recommendation quality measures and thus facilitate robust pairwise approach
comparisons. An implementation of the symmetric absorbing random walk filter and the
experiment methodology are publicly available online (https://github.com/maniospas/
libFilter accessed on 2 March 2022) .

For all recommendation quality measures aside from MAP, there is a clear evaluation
order where GRec is the best approach and is followed by LibFiter (our approach), where the
latter lags behind by an at most 5–23% relative decrease that shrinks as more dependencies
are omitted from the training graph. Although the two approaches do not always enjoy
similar levels of recommendation quality, they can be considered roughly comparable when
factoring in the much lower predictive quality of LibSeek and LibPPR. In fact, these last
two approaches lag significantly behind, especially in terms of coverage, for which they
exhibit near-half or less of GRec. Characteristically, LibFilter lies approximately mid-way
between GRec and LibSeek in terms of evaluation measures. Furthermore, it outperforms
the other two filter-based alternatives LibPPR and LibARW by a large and small margin,
respectively, across all experiments.

With regard to practical deployment, we ran graph filters (LibPPR, LibARW, LibFilter)
in a machine with 2.6 GHz CPU base clock and 16GB DDR3 RAM. This extracts library
recommendation scores for each project approximately within a fifth of a second—and
well within 0.1 second when LibFilter is deployed. By comparison, the out-of-the-box
running of the publicly available implementation of GRec on the same machine’s GPU
with 1680 MHz base clock and 6GB DDR6 graphics memory requires over 5.5 h for training
alone (approximately 25 s per training epoch for 800 epochs); this would be the minimum
recommendation delay in case of deployment as a query-able service.
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Table 2. Comparison of library recommendation approaches.

Top 5 Recommendations Top 10 Recommendations
Approach MP MR MF1 MAP Cov MP MR MF1 MAP Cov No-Learn

Leave out 1 test library per project

GRec 0.152 0.761 0.254 0.623 0.695 0.083 0.828 0.151 0.636 0.792 x
LibSeek 0.135 0.674 0.225 0.524 0.335 0.076 0.755 0.137 0.535 0.396 x
LibPPR 0.119 0.596 0.199 0.461 0.211 0.072 0.715 0.130 0.477 0.283 �
LibARW 0.135 0.676 0.226 0.528 0.520 0.077 0.772 0.140 0.541 0.602 �
LibFilter 0.140 0.700 0.234 0.552 0.544 0.079 0.789 0.143 0.564 0.620 �

Leave out 3 test libraries per project

GRec 0.410 0.692 0.514 0.797 0.685 0.234 0.788 0.360 0.761 0.782 x
LibSeek 0.371 0.618 0.464 0.728 0.325 0.216 0.719 0.332 0.697 0.391 x
LibPPR 0.330 0.550 0.413 0.575 0.241 0.207 0.691 0.319 0.509 0.324 �
LibARW 0.377 0.628 0.471 0.595 0.557 0.224 0.746 0.344 0.535 0.640 �
LibFilter 0.391 0.652 0.489 0.597 0.579 0.228 0.760 0.351 0.542 0.655 �

Leave out 5 test libraries per project

GRec 0.587 0.594 0.590 0.840 0.657 0.361 0.731 0.483 0.786 0.754 x
LibSeek 0.529 0.529 0.529 0.790 0.314 0.329 0.658 0.439 0.740 0.380 x
LibPPR 0.495 0.495 0.495 0.572 0.282 0.329 0.658 0.438 0.470 0.369 �
LibARW 0.570 0.570 0.570 0.562 0.599 0.357 0.714 0.476 0.474 0.689 �
LibFilter 0.588 0.588 0.588 0.558 0.602 0.363 0.725 0.484 0.476 0.688 �

6. Discussion

In this section, we discuss the experiment results and how these can be interpreted
within the scope of library recommendation. We also point out promising research direc-
tions motivated by our findings, both in automated software engineering and in broader
collaborative filtering research. We start by comparing our approach to representation
learning techniques (Section 6.1) and assess whether we meet the goal of performing fast
library recommendation without lagging excessively far behind in terms of recommenda-
tion quality. We also explore the role of filtering memory in improving recommendation
algorithms and propose that this direction needs to be explored more thoroughly in the
future. Furthermore, based on comparison between graph filter alternatives with different
memory mechanisms in their ability to predict relevant libraries to software projects, we
propose that searching for new libraries among popular ones is less important than looking
at the libraries employed by similar software projects (Section 6.2). Finally, we outline
the threats to evaluation validity and describe how these can be addressed when creating
real-world systems (Section 6.3).

6.1. Qualitative Approach Comparison

Looking at the experimental results of Table 2 in greater detail, our proposed LibFilter
system outperforms the matrix factorization of LibSeek in terms of recommendation quality,
which we attribute to the wider receptive field of graph filters that explicitly accounts for
co-usage patterns more than one hop away in dependency graphs. On the other hand,
LibFilter lags behind the GNN architecture of GRec, which both learns representations
and accounts for a wide receptive field. Nonetheless, evaluation in all experiments lies
significantly closer to GRec and we consider deviations from the latter small enough for
practical deployment sensibilities to play a greater role when choosing which approach
to employ. In fact, when dependency graphs have many missing links, as happens for
rm = 5, our approach catches up in terms of the MP, MR and MF1 measures. Therefore,
we argue that the usage of LibFilter should be preferred as an out-of-the-box solution in
place of more sophisticated representation-learning alternatives, as the latter need hours
instead of fractions of a second to recommend libraries for a new project and would require
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additional software engineering investigation to determine their viability for the services
being developed.

We then point out that the well-established practice of deploying personalized PageR-
ank filters, which we modeled with LibPPR, fails to achieve a similar recommendation
quality across all experiments and thus cannot be considered for real-world usage. In
fact, it is outperformed by LibSeek to say nothing of the more sophisticated GRec. This
result corroborates why collaborative filtering has moved away from graph filters and
towards representation learning. However, at least for library recommendation tasks, our
experiments suggest that the issue lies less with the inherent power of filters and more
with naive structural assumptions (e.g., memory-less random walks) firmly embedded in
popular literature, which tend to promote the blind usage of personalized PageRank filters.

Our research escapes from this line of thinking by theorizing that the explicit memory-
aware components of partially absorbing random walks can capture dynamics similar
to a human-driven library search. Although personalized PageRank is also a type of
partially absorbing random walk, it exhibits a memory strongly biased towards node
popularity rather than relevance to search outcomes, i.e., an equivalent human search
would prioritize remembering and looking at popular libraries (more on this in the next
subsection). The importance of search memory for library recommendation is further
accentuated if we consider that GRec introduces memory-like constructs in the form of
node self-attention terms that multiply incoming representations with those already found
in nodes. On the other hand, matrix factorization approaches, such as LibSeek, do not
model similar phenomena.

Together, these two findings indicate that, contrary to the popularity-based biasing
of results, node-specific memory could be the critical research direction for qualitative
collaborative filtering algorithms. Given the success of GNN attention in other link predic-
tion tasks, these findings could also translate to domains beyond library recommendation.
Furthermore, our research indicates that the usage of graph filters in link prediction systems
should be reconsidered as a viable alternative that can compete at, if not the same, at least
comparable levels to GNNs while accommodating practical considerations. In particular,
our approach is deployed in the form of a graph filter that can be applied to any structure-
based link prediction task, even in other domains where it can potentially remove the need
for GNN training. Nonetheless, its efficacy in new tasks should be investigated first.

6.2. Library Popularity and Memorability

Leaving aside representation learning for a moment, the three graph filters we experi-
mented with were derived from partially absorbing random walks and differ only with
respect to what type of memory they employ. In particular, LibPPR places higher emphasis
on remembering higher-degree nodes, LibARW places the same emphasis on remembering
all nodes, and LibFilter performs a type of trade-off between the two. The results indicate
that the trade-off yields better recommendations than the other two, thus validating our
symmetric principle. Nonetheless, LibARW follows closely behind, which indicates that
it is more important for mechanisms remembering relevant libraries to be near-unbiased
with respect to popularity, i.e., the number of projects using them.

Looking at this finding from a practical perspective, real-world popularity is only a
small indicator of library quality. That is, it is not always worth using popular libraries
marginally matching the project at hand. To the contrary, our findings indicate that using
highly specialized libraries should be preferred as long as they better fit target tasks—
though when suitability is a tie, then selecting the more popular ones to remember is
still a valid practice. By extension, we propose that popularity-based metrics (e.g., stars,
forks) often used as indicators of potential impact to development communities could be
misleading by themselves and new qualitative-based metrics should be introduced.

6.3. Threats to Validity

Before concluding this work, we outline potential threats to our research’s validity.
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First, we used popular measures to assess the quality of library recommendations.
Previous related works have often performed developer surveys to corroborate the efficacy
of experiments, for example, by emailing developers with libraries recommended for
their projects with multiple systems and obtaining feedback on whether these could be of
actual interest. In this work, we did not do this. However, we point out that developer
feedback for the assessment of previous systems (including those we compare our approach
against) has shown strong correlation between practical usefulness and the evaluation
measures we employ [14,16]. Therefore, recreating the same small-scale studies could
be considered redundant, especially since evaluation measure values lay in interpolate-
able points between existing approaches. That is, our approach does not further improve
recommendation quality but changes computational costs to be scalable. Thus, there exist
no reasonable concerns over employed metrics failing to capture a practical impact.

When interpreting training and inference time measures, we caution that different
approaches integrate different computing frameworks and exact numbers could be subject
to change depending on the hardware or algorithmic optimizations available. For example,
we run pygrank on its numpy backend because at the time of writing, it is faster than
GPU computing for sparse matrix multiplication, but this could change in the future.
Nonetheless, we expect that the amortized running times presented in Table 1 will yield the
similar scalability of approaches. In this case, the driving criteria of algorithmic comparisons
are still the training vs. no-training paradigm.

In a related vein, this work considers representation learning to be so time-consuming
that architectures cannot be quickly and repeatedly retrained. This is not likely to change in
the foreseeable future, especially since data tend to grow at faster rates than computational
resources. However, one promising alternative would be to perform the warm-start training
of GNNs to answer queries, for example, with streaming training principles [41]. Whether
this would be useful for a library recommendation is yet unknown, for instance, due to the
often degraded predictive quality of stream learning, or due to the local optimal regions
drifting substantially so that minor representation tweaks are not sufficient.

Another threat to validity comes from experimenting on only one dataset. Although
evaluation on this dataset is the gold standard in collaborative library recommendation
literature, we stress that competing approaches could exhibit different efficacies if applied
to different types of dependency graphs, such as the library-to-library dependency graphs,
which are not bipartite. Thus, we point out that future research could also move towards
benchmarking approaches on multiple datasets. We stress that this concern is shared across
the whole collaborative library recommendation literature and not only our approach. For
the time being, we propose that developers of real-world library recommendation services
perform experimental probings to verify that selected recommendation algorithms replicate
promised quality benefits on their own data, for example, with the evaluation methodology
described in this work.

Finally, in line with previous research, we follow a collaborative recommendation
approach. This makes use of known project–library dependencies to recommend more
links but ignores real-world semantics such as project names or descriptions. Enriching
library recommendations with semantics is a promising direction for future work as it
could potentially procure recommendations with no known dependencies, for example to
bootstrap development in unfamiliar domains. However, additional exploration is needed
to (a) formulate how to extend graph inference on content features without resorting to the
end-to-end training of latent representations; and (b) verify whether semantics are useful
for library recommendation.

7. Conclusions

In this work, we discussed the problem of recommending library dependencies for new
software projects based on co-usage patterns in other projects. For this task, we recognized
that existing representation learning approaches exhibit the practical limitation of needing
to retrain to make recommendations for new projects, hindering widespread adoption,
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and explained that no-learning project–library dependency graph inference circumvents
this shortcoming. We proposed that graph filters match this paradigm and introduced a
novel variation of partially absorbing random walk filters, which we theorized to emulate
human-driven library discovery by modeling the memorization of libraries and projects
similar to query ones. To show our approach’s efficacy, we experimented in a real-world
dependency graph of Android project third-party library dependencies, where we found
that it did not lag significantly behind state-of-the-art representation learning, where the
latter introduces long recommendation delays when deployed to factual systems.
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Abstract: The Semantic Web emerged as an extension to the traditional Web, adding meaning (seman-
tics) to a distributed Web of structured and linked information. At its core, the concept of ontology
provides the means to semantically describe and structure information, and expose it to software
and human agents in a machine and human-readable form. For software agents to be realized, it is
crucial to develop powerful artificial intelligence and machine-learning techniques, able to extract
knowledge from information sources, and represent it in the underlying ontology. This survey aims
to provide insight into key aspects of ontology-based knowledge extraction from various sources
such as text, databases, and human expertise, realized in the realm of feature selection. First, common
classification and feature selection algorithms are presented. Then, selected approaches, which utilize
ontologies to represent features and perform feature selection and classification, are described. The
selective and representative approaches span diverse application domains, such as document classifi-
cation, opinion mining, manufacturing, recommendation systems, urban management, information
security systems, and demonstrate the feasibility and applicability of such methods. This survey, in
addition to the criteria-based presentation of related works, contributes a number of open issues and
challenges related to this still active research topic.

Keywords: feature selection; ontology; text classification; machine-learning

1. Introduction

The vast amount of information available in the continuously expanding Web by
far exceeds human processing capabilities. This problem has been transformed to the
research question of whether it is possible to develop methods and tools that will automate
the retrieval of information and the extraction of knowledge from Web repositories. The
Semantic Web emerged as a technological solution to this problem. In its essence, it is an
extension to the traditional Web, where content is now represented in such a way that
machines are able to process it (machine-processable) and infer new knowledge out of
it. The goal is to alleviate the limitations of current knowledge engineering technology
with respect to searching, extracting, maintaining, uncovering, and viewing information,
supporting advanced knowledge-based systems. Within the Semantic Web framework,
information is organized in conceptual spaces according to its meaning. Automated tools
search for inconsistencies and ensure content integrity. Keyword-based search is replaced
by knowledge extraction through semantic query answering.

The recent development of the Semantic Web enables the systematic representation
of vast amounts of knowledge within an ontological framework. An ontology is a formal
and explicit description of shared and agreed knowledge shaped as a set of concepts
(and their properties) within a domain of discourse, and binary relationships that hold
among them. The ontological model provides a rich set of axioms to link pieces of infor-
mation, and enables automated reasoning to infer knowledge that has not been explicitly
asserted before.

In many cases, reasoning with knowledge can be cast as a data classification task.
An important step towards an accurate and efficient classification is feature selection.
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Consequently, identification of high-quality features from an ontological hierarchy plays a
significant role in the ability to extract information from documents.

The main research domain where ontologies have been employed in terms of selecting
specific features is text classification, where predefined categories are associated with
free-text unstructured documents based on their content. The continuous increase of
volumes of text documents on the Web makes text classification an important tool for
searching information. Due to their enormous scale in terms of the number of classes,
training examples, features, and feature dependencies, text classification applications
present considerable research challenges.

In standard feature selection approaches, feature representation and selection are
the main tasks prior to the classification, whereas in the ontology-based feature selection
approaches, the task of feature extraction and selection from the input data based on a
data-to-ontology mapping is required.

This paper presents related work on the problem of feature representation and selec-
tion based on ontologies in the context of knowledge extraction from documents, databases,
and human expertise. Beyond important issues related to the volume, velocity, variety,
and veracity (4 V) of the Web of (Big) data, the presented work has been motivated by a
number of open issues and challenges that keep this research topic still active, especially
in the era of Knowledge Graphs (KG) and Linked Open Data (LOD), where bias at dif-
ferent levels (data, schema, reasoning) may cause the development of “unfair” models
in different application domains. Furthermore, developing ontology-based feature selec-
tion methods for achieving real-time analysis and prediction regarding high-dimensional
datasets remains a key challenge. Several research issues related to the use of ontologies in
feature selection for classification problems are investigated. The first issue refers to the
application areas of ontology-based feature selection. This survey concentrates on a wide
range of application areas such as document classification, opinion mining, selection of
manufacturing processes, recommendation systems, urban management, and information
security, where certain algorithmic structures are discussed, depending on the application
framework. The second issue investigates the motivations for building an ontology in
order to perform feature selection. Regarding this issue, the current analysis suggests that
the above motivations are mainly based on the fact that an ontology provides structured
knowledge representation as well as measures of semantic similarity. The former renders
the ontology reusable, while the later determines the applicability of the ontology in multi-
ple domains and algorithmic frameworks. Finally, other issues are related to the nature of
the algorithmic frameworks and the types of the ontologies used. This survey indicates a
wide diversity on the feature selection schemes, where the most common mechanisms are
based on filter-based methods, and different domain ontologies such as existing ones or
custom, which can be either crisp or fuzzy.

The structure of this survey paper is as follows. In Sections 2 and 3, preliminaries on
data classification and feature selection methods are presented. In Section 4, the concept
of ontology as a building block of the Semantic Web is introduced. In Section 5, ontology-
based feature selection is presented, along with related works organized in application
domains and other criteria. In Section 6 open issues and challenges are discussed. Finally,
Section 7 concludes this survey.

2. Classification Methods

One of the most common applications of machine learning is data classification.
In essence, data classification investigates the relations between feature variables (i.e.,
inputs) and output variables. Classification methods have been used in a broad range
of applications such as customer target marketing [1,2], medical disease diagnosis [3–5],
speech and handwriting recognition [6–9], multimedia data analysis [10,11], biological
data analysis [12], document categorization and filtering [13,14], and social network analy-
sis [15–17]. Classification algorithms typically contain two steps, the learning step and the
testing step. The first one constructs the classification model, while the second evaluates it
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by assigning class labels to unlabeled data. A close relative to the classification problem is
data clustering [18,19]. Clustering is the task of dividing a population of data points into a
number of groups, such that the members of the same group are in some sense similar to
each other and dissimilar to the data points in other groups. In general the classification
task is based on supervised learning, whereas clustering is based on unsupervised learning.

A plethora of methods can be used for data classification. Some of the most common
are probabilistic methods [20–22], decision trees [23–25], rule-based methods [26–28], sup-
port vector machine methods [29,30], instance-based methods, and neural networks [31,32].

2.1. Probabilistic Data Classification

Probabilistic methods are based on two probabilities, namely a prior probability, which
is derived from the training data, and a posterior probability that a test instance belongs to
a particular class. There are two approaches for the estimation of the posterior probability.
In the first approach, called generative, the training dataset is used to determine the class
probabilities and class-conditional probabilities and the Bayes theorem is employed to cal-
culate the posterior probability. In the second approach, called discriminative, the training
dataset is used to identify a direct mapping of a test instance onto a class.

A widely used example of generative model is the naive Bayes classifier [31,32], while
a popular discriminative classifier is the logistic regression [31].

2.2. Decision Tree Data Classification

In decision tree classification [23–25], data are recursively split into smaller subsets
until all formed subsets exhibit class purity, i.e., all members of each subset are sufficiently
homogeneous and belong to the same unique class. In order to optimize the decision tree,
an impurity measure is employed and the optimal splitting rule at each node is determined
by maximizing the impurity decrease due to the split. A commonly used function for this
purpose is the Shannon entropy.

An extension to decision tree classification is the Random Forest (RF) algorithm [33].
This algorithm trains a large set of decision trees and combines their predictive ability in a
single classifier. The RF classifier belongs to a broader family of methods called ensemble
learning [31].

2.3. Rule-Based Data Classification

A classification method closely related to decision trees is called rule-based classi-
fication [26–28]. Essentially, all paths in a decision tree represent rules, which map test
instances to different classes. However, for rule-based methods the classification rules are
not required to be disjointed, rather they are allowed to overlap. Rules can be extracted
either directly from data (rule induction) or built indirectly from other classification models.

2.4. Associative Classification

A novel family of algorithms that aim at mining classification rules indirectly, is the so
called associative classification [34]. Associations are interesting relations between variables
in large datasets. Association rules can quantify such relations by means of constraints
on measures of significance or interest. The constraints come in the form of minimum
threshold values of support and confidence. In the training phase, an associative classifier,
mines a set of Class Association Rules (CARs) from the training data. The mined CARs
are used to build the classification model according to some strategy such as applying the
strongest rule, selecting a subset of rules, forming a combination of rules, or using rules
as features.

2.5. Support Vector Machines

Support vector machine [35] classifiers are generally defined for binary classification
tasks. Intuitively, they attempt to draw a decision boundary between the data items of two
classes, according to some optimality criterion. A common criterion employed by SVM is
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that the decision surface must be far away from the data points. The separation degree can
be estimated in terms of the distance from the decision surface to the closest data points.
Such data points are called support vectors.

Finding the maximum margin hyperplane is a quadratic optimization problem [36].
In case the training data are not linearly separable, slack variables can be introduced in
the formulation to allow some training instances to violate the support vector constraint,
i.e., they are allowed to be on the “other” side of the support vector from the one that
corresponds to their class.

2.6. Artificial Neural Networks Data Classification

Artificial neural networks have been proven to be powerful classifiers [32]. They
attempt to mimic the human brain by means of an interconnected network of simple
computational units, called neurons. Neurons are functions that map an input feature
vector to an output value according to predefined weights. These weights express the
influence of each feature over the output of the neuron and are learned during the training
phase. A typical tool to perform the training process is the back-propagation algorithm.
Back-propagation uses the chain rule to compute the derivative of the error (loss function)
with respect to the network’s parameters, while gradient-descent-based methods (e.g.,
stochastic gradient descent) are implemented to find the appropriate weight values.

2.7. Instance-Based Data Classification

Instance-based classifiers do not build any approximation models, rather they simply
store the training records [37]. When a query is submitted, the system uses a distance
function to extract, from the training data set, those records that are most similar to the
test instance. Label assignment is performed based on the extracted subset. Common
instance-based classifiers are the K-Nearest Neighbor (KNN), kernel machines, radial basis
functions neural networks, etc. [38]. A generalization of instance-based learning is lazy
learning, where training examples in the neighborhood of the test instance are used to
train a locally optimal classifier. The field of classification is vast and still in its infancy.
For an excellent in depth discussion on classification methods, the curious reader is referred
to [31].

3. Feature Selection

The first step towards successful classification is to define the features that will be
input to the classifier. This process is called Feature Engineering (FE) and encompasses
algorithms for generating features from raw data (feature generation), transforming existing
features (feature transformation), selecting most important features (feature selection),
understanding feature behavior (feature analysis), and determining feature importance
(feature evaluation) [39].

Feature selection is well studied under the framework of FE. An increasing number of
dimensions in the feature space results in exponential expansion of the computational cost.
This issue is directly related to the problem of the curse of dimensionality. Furthermore
as the volume of feature space increases, it becomes sparsely populated and even close
data points may be driven apart from irrelevant data, thus appearing as far away as
unrelated data points. This will increase overfitting and reduce the accuracy of the classifier.
Restricting the used features to only those that are strictly relevant to the target classes
results in improved interpretability of the model

The feature selection process attempts to remedy these issues by identifying features
that can be excluded without adversely affecting the classification outcome. Feature se-
lection is closely related to feature extraction. The main difference is that while feature
selection maintains the physical meaning of the retained features, feature extraction at-
tempts to reduce the number of dimensions by mapping the physical feature space on a
new mathematical space.
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Feature selection can be supervised, unsupervised, or semi-supervised. Supervised
methods consider the classification information and use measures to quantify the contribu-
tion of each feature to the total information, thus keeping only the most important ones.
Unsupervised methods attempt to remove redundant features in two steps. First, features
are clustered into groups, using some measure of similarity, and then the features with
the strongest correlations to the other features in the same group are retained as the repre-
sentatives of the group. Identification and removal of irrelevant features is more difficult
and abstract and depends on some heuristic of relevance or interestingness. To devise
such heuristics, researchers have employed several performance indices namely, category
utility, entropy, scatter separability, and maximum likelihood [40]. Semi-supervised feature
selection addresses the case when both a large set of unlabeled and a small set of labeled
data are available. The idea is to use the supervised class-based clustering of features in the
small dataset as constraint for the unsupervised locality-based clustering of the features in
the large dataset.

Depending on whether and how they use the classification system, feature selection al-
gorithms are divided into three categories, namely filters, wrappers, and embedded models.

3.1. Filter Models

Filter models determine subsets of features to perform pre-processing, independently
of the chosen classifier. In the first step, features are analyzed and ranked on the basis of
how they correlate to the target classes. This analysis can either consider features separately
and perform ranking independently of the feature space (univariate), or evaluate groups of
features (multivariate). Multivariate analysis has the advantage that interactions between
features are considered during the selection process. In the second step, the highest ranked
(i.e., scored) features constitute the final input variables of the classifier.

Some of the most common evaluation metrics that have been used for ranking and
filtering are Chi-square, ANOVA, Fisher score, Pearson correlation coefficient, and mutual
information [39–41].

Chi-Square: The χ2 correlation uses the contingency table of a feature target-pair to
evaluate the likelihood that a selected feature and a target class are correlated. The con-
tingency table shows the distribution of one variable (the feature) in rows and another
(the target) in columns. Based on the entries, the observed values are calculated under
the assumption that the variables are independent (null hypothesis); the expected values
are then derived. Small values of χ2 show that the expected values are close to the ob-
served values, thus the null hypothesis stands. On the contrary, high values show strong
correlation between the feature and the target value.

ANOVA: A metric related to χ2 is analysis of variance. It tests whether several groups
are similar or different by comparing their means and variances, and returns an F-statistic,
which can be used for feature selection. The idea is that a feature where each of its possible
values corresponds to a different target class, will be a useful predictor.

Fisher Score: It is based on the intuition that effective feature combinations should
result in similar values regarding instances in the same class, and much different values
regarding instances from different classes.

Pearson Correlation Coefficient: It is used as a measure for quantifying linear depen-
dence between a feature variable Xi and a target variable Yk. It ranges from −1 (perfect
anti-correlation) to 1 (perfect correlation).

Mutual Information: The information gain metric provides a method of measuring the
dependence between the ith feature and the target classes�c = [c1, c2, . . . , ck], as the decrease
in total entropy, namely IG( fi,�c) = H( fi)− H( fi|�c), where H( fi) is the entropy of fi and
H( fi|�c) the entropy of fi after observing�c. High information gain indicates that the selected
feature is relevant. IG has been extended to account for feature correlation and redundancy.
Other MI metrics are Gini impurity and minimum-redundancy–maximum-relevance.
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3.2. Wrapper Models

Filter models select features based on their statistical similarities to a target variable.
Wrapper methods take a different approach and use a pre-selected classifier as a way to
evaluate the accuracy of the classification task for a specific feature subset. A wrapper
algorithm consists of three components, namely a feature search component, a feature eval-
uation component, and a classifier [39,40]. At each step, the search component generates a
subset of features that will be evaluated for the classification task. When the total number
of features is small, it is possible to test all possible feature combinations. However, this
approach, known as SUBSET, becomes quickly computationally intractable.

Greedy search methods overcome this problem by using a heuristic rule to guide the
subset generation [42,43]. In particular, forward selection starts with an empty set and
evaluates the classification accuracy of each feature separately. The best feature initializes
the set. In the subsequent iterations, the current set is combined with each of the remaining
features and the union is tested for its classification accuracy. The feature producing the
best classification is added permanently to the selected features and the process is repeated
until the number of features reaches a threshold or none of the remaining features improve
the classification. On the other hand, backward elimination starts with all features. At each
iteration, all features in the set are removed one by one and the resulting classification
is evaluated. The feature affecting the classification the least, is removed from the list.
Finally, bidirectional search starts with an empty set (expanding set) and a set with all
features (shrinking set). At each iteration, first a feature is forward selected and added
to the expanding set with the constraint that the added feature exists in the shrinking set.
Then a feature is backward eliminated from the shrinking set with the constraint that it has
not already been added in the expanding set.

Many more strategies have been used to search the feature space, such as branch-
and-bound, simulated annealing, and genetic algorithms [42,43]. Branch-and-bound uses
depth-search to traverse the feature subset tree, pruning those branches that have worse
classification score than the score of an already traversed fully expanded branch. Simulated
annealing and genetic algorithms encode the selected features in a binary vector. At each
step, offspring vectors, representing different combinations of features, are generated and
tested for their accuracy. A common technique for performance assessment is k-fold cross-
validation. The training data are split into k sets and the classification task is performed
k times, using at each iteration one set as the validation set and the remaining k-1 sets
for training.

3.3. Embedded Methods

Filter methods are cheap, but selected features do not consider the biases of the
classifiers. Wrapper methods select features tailored to a given classifier, but have to run
the training phase many times, hence they are very expensive [42,43]. Embedded methods
combine the advantages of both filters and wrappers by integrating feature selection in the
training process. For example, pruning in decision trees and rule-based classifiers is a built-
in mechanism to select features. In another family of classification methods, the change
in the loss function incurred by changes in the selected features, can be either exactly
computed or approximated, without the need to retrain the model for each candidate
variable. Combined with greedy search strategies, this approach allows for efficient feature
selection (e.g., RFE/SVM, Gram–Schmidt/LLS). A third type of embedded methods are
regularization methods and apply to classifiers where weight coefficients are assigned to
features (e.g., SVM or logistic regression). In this case, the feature selection task is cast as
an optimization problem with two components, namely maximization of goodness-of-fit
and minimization of the number of variables. The latter condition is achieved by forcing
weights to be small or exactly zero. Features with coefficients close to zero are removed.
Specifically, the feature weight vector is defined as in [42,43].

Many more feature selection algorithms and variations can be found in the literature.
Due to its significance in the classification task, feature selection, and feature engineering
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in general, is a highly active field of research. For an in-depth presentation, the interested
reader is referred to [39–41]. Comprehensive reviews can be found in [42,43].

4. Ontologies

The enormous amount of information available in the continuously expanding Web
by far exceeds human processing capabilities. This gave rise to the question of whether it is
possible to build tools that will automate information retrieval and knowledge extraction
from the Web repository. The Semantic Web emerged as a proposed solution to this
problem. In its essence, it is an extension to the Web, in which content is represented
in such a way that machines are able to process it and infer new knowledge from it.
Its purpose is to alleviate the limitations of current knowledge engineering technology
with respect to searching, extracting, maintaining, uncovering and viewing information,
and support advanced knowledge-based systems. Within the Semantic Web framework,
information is organized in conceptual spaces according to its meaning. Automated tools
search for inconsistencies and ensure content integrity. Keyword-based search is replaced
by knowledge extraction through query answering.

In order to realize its vision, the Semantic Web does not rely on “exotic” intelligent
technology, where agents are able to mimic humans in understanding the predominant
HTML content. Rather it approaches the problem from the Web page side. Specifically,
it requires Web pages to contain informative (semantic) annotations about their content.
These semantics (metadata) enable software to process information without the need to
“understand” it. The eXtensible Markup Language (XML) was a first step towards this goal.
Nowadays, the Resource Description Framework (RDF), RDF Scheme (RDFS) and the Web
Ontology Language (OWL) are the main technologies that drive the implementation of the
Semantic Web.

In general, ontologies are the basic building blocks for inference techniques on the
Semantic Web. As stated in W3C’s OWL Requirements Documents [44]: “An ontology
defines the terms used to describe and represent an area of knowledge”. Ontological terms
are concepts and properties which capture the knowledge of a domain area. Concepts
are organized in a hierarchy that expresses the relationships among them by means of
superclasses representing higher level concepts, and subclasses representing specific (con-
strained) concepts. Properties are of two types: those that describe attributes (features) of
the concepts, and those that introduce binary relations between the concepts. An example
ontology is depicted in Figure 1.

In order to succeed in the goal to express knowledge in a machine-processable way,
an ontology has to exhibit certain characteristics, namely abstractness, preciseness, ex-
plicitness, consensus, and domain specificity. An ontology is abstract when it specifies
knowledge in a conceptual way. Instead of making statements about specific occurrences
of individuals, it tries to cover situations in a conceptual way. Ontologies are expressed in a
knowledge representation language that is grounded on formal semantics, i.e., it describes
the knowledge rigorously and precisely. Such semantics do not refer to subjective intuitions,
nor are they open to different interpretations. Furthermore, knowledge is stated explicitly.
Notions that are not directly included in the ontology are not part of the conceptualization
it captures. In addition, an ontology reflects a common understanding of domain concepts
within a community. In this sense, a prerequisite of an ontology is the existence of social
consensus. Finally, it targets a specific domain of interest. The more refined the scope of the
domain, the more effective an ontology can be at capturing the details rather than covering
a broad range of related topics.
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Figure 1. Example ontology.

The most popular language for engineering ontologies is OWL [45]. OWL (and the
latest iteration: OWL2) defines constructs, namely classes, associated properties, and binary
relationships between those classes, which can be used to create domain vocabularies along
with constructs for expressiveness (e.g., cardinalities, unions, intersections), thus enabling
the modeling of complex and rich axioms. There are many tools available that support
the engineering of OWL ontologies (e.g., Protégé, TopBraid Composer) and OWL-based
reasoning (e.g., Pellet, HermiT). Ontology engineering is an active topic and a growing
number of fully developed domain and generic/upper ontologies are already publicly
available, such as the Dublin Core (DC) [46], the Friend Of A Friend (FOAF) [47], Gene On-
tology (GO) [48], Schema.org [49], to name a few. An extensive list of ontologies and related
ontology engineering methodologies have been recently published in Kotis et al. [50].

The Semantic Web is vast and combines many areas of research and technological
advances. A comprehensive introduction can be found in [51,52]. The interested reader can
find a detailed presentation of Semantic Web technologies in [53], and analytical review of
semantic annotation of web services in [54].

5. Ontology-Based Feature Selection

In standard feature selection approaches the pipeline of tasks (Figure 2a) include
features representation prior to selection, whereas in the ontology-based feature selection
pipeline there is need to first extract the related features from the input data (after prepos-
sessing) according to a utilized ontology (mapping) and then select those features that are
more suitable for the classification task (Figure 2b).
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Figure 2. (a) Standard feature selection. (b) Ontology-based feature selection.

The main research domain where ontologies have been employed in terms of selecting
specific features is document classification, where predefined categories are associated
with free-text unstructured documents based on their content. The continuous increase
of volumes of text documents on the Web makes text classification an important tool for
searching information. Due to their enormous scale in terms of the number of classes,
training examples, features, and feature dependencies, text classification applications
present considerable research challenges.

In the following paragraphs we present related works organized according to selected
and representative application domains. For each domain, we provide a summarized
description of the related work and a table that organizes their main features according to
specific criteria.

5.1. Document Classification

As presented in Table 1, there are several works related to ontology-based document
classification, in different domains, using different approaches and ontologies. In the
following paragraphs we provide insights to a selected representative set of those works.

Elhadad et al. [55] use the WordNet [56] lexical taxonomy (as an ontology) to classify
Web text documents based on their semantic similarities. In the first phase, a number of
filters are applied to each document to extract an initial vector of terms, called Bag of Words
(BoW), which represent the document space. In particular, a Natural Language Processing
Parser (NLPP) parses the text and extracts words in the form of tagged components (part
of speech), such as verbs, nouns, adjectives, etc. Words that contain symbolic characters,
non-English words, and words that can be found in pre-existing stopping word lists, are
eliminated. Furthermore, in order to reduce redundancy, stemming algorithms are used
to replace words with equivalent morphological forms, with their common root. In the
second phase, all words in the initial BoW are examined for semantic similarities with
categories in WordNet. Specifically, if a path exists in the WordNet taxonomy, from a
word to a WordNet category via a common parent (hypernym), then the word is retained,
otherwise it is discarded. Once the final set of terms has been selected, the feature vector
for each document is generated by assigning a weight to each term. Authors use the
Frequency-Inverse Document Frequency (TFIDF) statistical measurement, since it computes
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the importance of a term t, both in an individual document and in the whole training set.
TFIDF is defined as:

TFIDF(t) = TF(t)× IDF(t) (1)

where
TF(t) =

Number o f occurances o f term t
Total number o f terms in doc

(2)

and
IDF(t) = log

Total Number o f docs
Number o f docs with term t

(3)

Effectively, terms that appear frequently in a document, but rarely in the overall
corpus, are assigned larger weights. Authors compared against the Principal Component
Analysis (PCA) method and report superior classification results. However, they recognize
that a limitation in their approach is that important terms that are not included in WordNet
will be excluded from the feature selection.

Vicient et al. [57], employ the Web to support feature extraction from raw text docu-
ments, which describe an entity (symbolized with ae), according to a given ontology of
interest. In the first step, the OpenNLP [58] parser analyzes the document and detects
potential named entities (PNE) related to the ae, as noun phrases containing one or more
words beginning with a capital letter. A modified Pointwise Mutual Information (PMI)
measure is used to rank the PNE and identify those that are most relevant to the ae accord-
ing to some threshold. In particular, for each pnei ∈ PNE probabilities are approximated
by Web hit counts provided by a Web search engine,

NEscore(pnei, ae) =
WebHitsCount(pnei&ae)

WebHitsCount(pnei)
(4)

In the second step, a set of Subsumer Concepts (SC) is extracted from the retained
Named Entities (NE). To do so, the text is scanned for instances of certain linguistic patterns
that contain each nei ∈ NE. Each pattern is used in a Web query and the resulting Web
snippets determine the subsumer concepts representing the nei. Next, the extracted SC
are mapped to ontological classes (OC) from the input ontology. Initially, for each nei all
its potential subsumer concepts are directly matched to lexical-similar ontological classes.
If no matches are found then WordNet is used to expand the SC and direct matching is
repeated. Specifically, the parents (hypernyms) in the WordNet hierarchy of each subsumer
concept sci are added to SC. In order to determine which parent concepts are mostly
relevant to the named entity nei, a search engine is queried for common appearances of
the ae and the nei. The returned Web snippets are used to determine which parent synsets
of sci are mostly related to nei. Synsets in Wordnet are groupings of words from the same
lexical category that are synonymous and express the same concept. Finally, a Web-based
version of the PMI measure, defined as

SOCscore(soci, nei, ae) =
WebHitsCount(soci&nei&ae)

WebHitsCount(soci&ae)
(5)

is used to rank each of the extracted ontological classes (soci), related to a named entity.
The soci with the highest score that exceeds a threshold is used as annotation. The authors
tested their method in the Tourism domain. For the evaluation, they compared precision
(ratio of correct feature to retrieved features) and recall (ratio of correct features to ideal
features) against manually selected features from human experts. They report 70–75%
precision and more than 50% accuracy and argue that such results considerably assist the
annotation process of textual resources.

Wang et al. [59] reduce the dimensionality of the text classification problem by de-
termining an optimal set of concepts to identify document context (semantics). First,
the document terms are mapped to concepts derived from a domain-specific ontology.
For each set of documents of the same class, the extracted concepts are organized in a
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concept hierarchy. A hill-climbing algorithm [60] is used to search the hierarchy and derive
an optimal set of concepts that represents the document class. They apply their method
to classification of medical documents and use the Unified Medical Language System
(UMLS) [61] as the underlying domain-specific ontology. UMLS query API is used to map
document terms to concepts and to derive the concept hierarchy. For the hill-climbing
heuristic, a frequency measure is assigned to each leaf concept node. The weight of parent
nodes is the sum of the children’s weights. Based on the assigned weights, a distance
measure between two documents is derived, and used to define the fitness function. Test
documents undergo the same treatment and are classified based on the extracted optimal
representative concepts. For their experiments the authors use a KNN classifier and report
improved accuracy, but admit that an obvious limitation of their method is that it is only
applicable in domains that have a fully developed ontology hierarchy.

Khan et al. [62] obtain document vectors defined in a vector space model. This is
accomplished in terms of the following steps. First, after identifying all the words in the
documents, they remove the stop-words from the word data base, creating a BoW. Next,
a stemming algorithm is applied to assign each word to its respective root word. Phrase
frequency is estimated using a Part of Speech (PoS) tagger. Next, they apply the Maximal
Frequent Sequence (MFS) [63] to obtain the highly frequent terms. MFS is a sequence of
words that is frequent in a collection of documents, while it is not related to any other
sequence of the same kind [63]. The final set of features is selected by examining similarities
with ontology-based categories in WordNet [56] and applying a wrapper approach. Using
the TFIDF statistical measure weights are assigned to each term. Finally, the classifier is
trained in terms of the naive Bayes algorithm.

Abdollali et al. [64] also address feature selection in the context of classification of
medical documents. In particular, they aim at distinguishing clinical notes that reference
Coronary Artery Disease (CAD) from those that do not. Similarly to [59], they use a query
tool (MetaMap) to map meaningful expressions, in the training documents to concepts in
UMLS. Since, their target is CAD documents, they only keep concepts such as “Disease
or Syndrome” and “Sign or Symptom” and discard the rest. The retained concepts are
assigned a TFIDF weight to form the feature vector matrix that will be used in the classifi-
cation. In the second stage, the particle swarm optimization [65] algorithm is used to select
the optimal feature subset. The particles are initialized randomly by numbers in [−1, 1],
where a positive number indicates an active feature while a negative value an inactive one.
The fitness function for each particle is based on the classification accuracy,

Fitness(S) =
TP + TN

TP + TN + FP + FN
(6)

where S represents the features set, TP (True Positive) and FP (False Positive) are the
number of correctly and incorrectly identified documents and TN (True Negative) and FN
(False Negative) the number of correctly and incorrectly rejected documents. The particle’s
fitness value is estimated as the average of the accuracies using a 10-fold cross validation
procedure. The authors evaluated their method using five classifiers (NB, LSVM, KNN, DT,
LR) and reported both significant reduction of the feature space and improved accuracy of
the classification in most of their tests.

Lu et al. [66] attempt to predict the probability of hospital readmission within 30 days
after a heart failure, by means of the medication list prescribed to patients during their
initial hospitalization. In the first stage, the authors combine two publicly accessible drug
ontologies, namely RxNorm [67] and NDF-RT [68], into a tree structure, that represents the
hierarchical relationship between drugs. The RxNorm ontology serves as drug thesaurus,
while NDF-RT as drug functionality knowledge base. The combined hierarchy consists of
six class levels. The top three levels correspond to classes derived from the Legacy VA class
list in NDF-RT and represent the therapeutic intention of drugs. The fourth level represents
the general active ingredients of drugs. The fifth level refers to the dosage of drugs and uses
a unique identifier to match drugs to the most representative class in RxNorm (RXCUI). The
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lowest level refers to the dose form of drugs and uses the local drug code used by different
hospitals. Each clinical drug corresponds to a single VA class, a single group of ingredients,
and a single RxNorm class. In the second stage, a top-down depth-first traversal of the
tree hierarchy is used to select a subset of nodes as features. For each branch, the nodes
are sorted according to the information gain ratio (IGR(F) = IG(F)/H(F)). The features in
the ordered list are marked for selection one by one, while parent and child features with
lower scores are removed from the list. In order to evaluate their method, the authors use
the naive Bayes classifier and employ the area under the receiver operating characteristic
curve to evaluate its performance. Their experiments showed that the ontology-guided
feature selection outperformed the other non-ontology-based methods.

Barhamgi et al. [69] explore the use of the semantic web and domain ontologies to
automatically detect indicators and warning signals, emitted from messages and posts
in social networks, during the radicalization process of vulnerable individuals and their
recruitment from terrorist organizations. Specifically they devise an ontology for the radi-
calization domain and exploit it to automatically annotate social messages (tweets). These
annotations are combined with a reasoning mechanism to infer values of pre-determined
radicalization indicators according to a set of inference rules. The ontology is built in
two steps. First, a group of experts define and organize the main classes, properties and
relationships. These are related to high level concepts, which represent the radicalization
indicators, namely “Perception of discrimination for being Muslim”, “Expressing negative
ideas about Western society”, “Expressing positive ideas about jihadism”, “The individual
is frustrated” and “The individual is introvert”. In the second step, each concept or instance
is expanded with a set of related keywords from the BabelNet knowledge base, which
are inserted to the ontology as OWL annotation properties. Using the enriched ontology,
the Ontology Classifier module annotates input messages with low-level concepts and the
Ontology Instantiator module populates the ontology with the annotated messages and
associated users. The Ontology Reasoner executes a set of SWRL rules on the populated
domain ontology and infers new concepts for the messages, which are also added in on-
tology as new semantic annotations. Finally, the Ontology Querying module is used to
compute the radicalization indicators for each user of the considered dataset by executing
specific queries on the populated ontology. The proposed system was tested on a randomly
selected dataset containing radical and neutral Twitter messages against a baseline using
the standard F1 score. The obtained results showed that the ontology-based approach gave
higher precision and recall and overall better classification results.

Kerem and Tunga [70] describe a framework to investigate the effectiveness of using
WordNet semantic features in text categorization. In particular, they examine the effect that
part-of-speech tagging, inclusion of WordNet features, and word sense disambiguation,
have on text classification. POS features consist of the nouns, verbs, adjectives, and adverbs
in the document. WordNet features are the synsets with specific relations to the document
terms, namely synonyms, hypernyms, hyponyms, meronyms, and topics. Word sense
disambiguation is performed in order to exclude irrelevant synsets from the feature set.
For each synset, a score is computed as the sum of its similarities (common hypernyms
and topics) to all other synsets. Synsets with a score below a predefined threshold are
excluded. Experiments were performed using the SVM classifier on five standard datasets.
The contribution of each task to the classification was quantified by means of the macro and
micro variants of the F-measure metric. The authors conclude that using nouns, adjectives,
and verbs in conjunction with the raw terms improve the classification, while adverbs
have an adverse effect. Meronyms, hyponyms, topics, synonyms and hypernyms further
improved the classification, in increasing order of importance. Finally, disambiguation was
also found to benefit the classification.

Fodeh et al. [71] study the effect that incorporating ontology information in the feature
selection process has on document clustering. First, they discuss a simple technique for
feature selection and compare it against a word sense disambiguation process (WSD), where
semantic relations have been considered in the document clustering. The simple procedure

106



Future Internet 2021, 13, 158

consists of a pre-processing step, which includes stop-word removal and stemming, and a
cleaning step, where non-nouns are removed and only stemmed terms, identified as nouns
are retained. Noun identification takes place with a simple lookup in the WordNet noun
database. The WSD procedure replaces the selected nouns by their most appropriate
senses (concepts) as used in the context of the document. Formally, if δ(sq, sp) denotes the
similarity between two senses sq and sp, and Si = {si1, si2, . . . , sik} is the set of all senses
associated with noun ti according WordNet, then its most appropriate sense ŝi is the sense
sil , which maximizes the sum of maximum similarities with the senses of all the other
terms in a document d,

ŝi = arg max
sil∈Si

∑
tj∈d

max
sjm∈Sj

δ(sq, sp) (7)

The authors apply the Wu–Palmer similarity measure and restrict their consideration
to the first three senses of each noun. The comparison showed that in most cases (12 out
of the 19 tested datasets) WSD failed to justify its increased cost as it did not improve
upon the results obtained by the simple approach. Next, the authors examine the effect of
polysemous and synonymous nouns in clustering. Specifically, five types of feature sets are
compared, namely all nouns Xall , all polysemous nouns Xpoly, all synonymous nouns Xsyn,
the union Xboth = Xpoly ∪ Xsyn, and three random subsets of nouns Xrand ⊂ Xall \ Xboth.
For each feature set the pairwise document cosine similarity matrix is correlated to that
obtained using Xall . Additionally, the purity of clusters obtained from each feature set are
compared. The analysis showed that the correlation using polysemous and synonymous
nouns is always high, indicating that those nouns strongly participate in the assembly
of the final clusters and that their inclusion produces clusters with higher purity. In the
final stage of their study, the authors build upon their previous conclusions and propose a
feature selection framework for clustering, which utilizes a small subset of the semantic
features extracted from WordNet, named core semantic features (CSF). In particular, a noun
is considered a core feature if it is polysemous or synonymous and in the top 30% of the
most frequent nouns. Furthermore, after disambiguation the noun should achieve either
an information gain greater than a predefined threshold or zero entropy. The method was
tested on several (19) datasets using spherical K-means clustering and the authors report
at least 90% feature reduction while mainting and in some cases improving cluster purity,
compared to using all nouns or concepts. However, due to the small number of CSF some
documents may not include any of those features and thus be left uncovered. The authors
solve this problem by applying a modified centroid mapping.

Garla and Brandt [72] propose two ontology-guided feature engineering methods,
which utilize the UMLS Ontology for classification of clinical documents. The first method
constitutes an ontology-guided feature ranking technique, based on an enhanced version
of standard Information Gain (IG). The enhancement lies in the fact that the IG assigned to
a feature c, considers also documents that do not directly contain it, but instead contain
any children of feature c or its hypernyms in the UMLS hierarchy. This is referred to as
the imputed information gain (IGimp). Features with a value of IGimp below a predefined
threshold are discarded. In addition, the imputed IG is combined with the Lin [73] measure
to construct a context-dependent semantic similarity kernel, referred to as supervised Lin
measure. Given concepts c1 and c2 the Lin similarity measure is defined as

simlin(c1, c2) =
2 · IC(LCS(c1, c2))

IC(c1) + IC(c2)
, (8)

where IC(c) = −log( f req(c)) is the information content of concept c,

f req(c) = f req(c, C) + ∑
cs∈children(c)

f req(cs), (9)

the frequency of concept c in document C and LCS(c1, c2) the least common subsumer
of concepts c1 and c2. If IGimp(LCS(c1, c2)) exceeds a predefined threshold then the Lin
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measure determines the similarity of c1 and c2, otherwise the similarity is set to 0. The two
techniques were evaluated on a standard dataset using the SVM classifier. Performance
was measured with the macro-averaged F1 score. The authors report that the results match
those of other top systems. Both imputed information gain and supervised Lin measure
improved the classification, however the latter only marginally. They recognize that one
limitation of their study is the small corpus size used to compute the semantic similarity
measures and intend to experiment with other similarity measures, which do not depend
on the corpus size.

In [74], Qazia and Goudar study the effectiveness of ontology in the classification of
Web documents. They are interested in a corpus with Web pages in four distinct categories
from the domain of sports, namely cricket, football, hockey, and baseball. First, they
use OWL to develop the ontology which represents the set of classes, individuals, and
relationships for the domain under consideration. Then an ontology guided term-weighting
technique is applied to extract and weight the feature terms that represent each document.
Specifically, after stop-word removal and stemming, each obtained term from the Web
page is looked-up in the Ontology. If the term is not found it is discarded, otherwise the
sum of its TF-IDF scores from each document, is assigned as its semantic weight,

wterm = ∑
docj∈Documents

|term in docj| · log
|Documents|

|Documentsterm| , (10)

where wterm is the term semantic weight and Documentsterm are the documents that contain
the term. The authors compared their method against the standard Bag of Words approach
with TF-IDF term weighting and report that the use of ontology considerably improved
the performance of the classification.

Table 1. Document classification organized according to specific criteria.

Related Work Application Ontology Feature Selection Classifier

[55] Web Text WordNet TFIDF NB, JRip,
J48, SVM

[56] Web text Tourism, Space, Web-based PMI -Film, WordNet (NEscore, SOCscore)

[59] Text UMLS Frequency, KNN(Medical) Hill Climbing

[62] Text WordNet MFS, TFIDF NB

[64] Clinical Notes UMLS TFIDF, PSO NP, LSVM,
(CAD) KNN, DT, LR

[66] Medication list RxNorm, IGR NB(hospital re-entry) NDF-RT

[69] Web text Custom, Ontology-based, -(Tweets) BabelNet SWRL

[70] Text WordNet Similarity SVM

[71] Text WordNet Similarity Sperical
(Clustering) K-means

[72] Text UMLS IG, Lin SVM(Clinical)

[74] Web text Custom TFIDF MNB, DT,
(Sports) KNN, Rocchio

[75] Text WordNet, Custom SVMOpenCyc, SUMO (Mapping Score)
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In their work [75], Rujiang and Junhua attempt to improve text classification by re-
placing the traditional Bag of Words (BoW) document representation with Bag of Concepts
(BoC) derived from multiple relevant ontologies. Initially, they employ the Jena Ontology
API [76] to combine three ontologies, namely WordNet, OpenCyc, and SUMO. In order
to align equivalent concepts, first they identify homographic concepts. Two concepts are
homographic, when they belong to different ontologies, but share the same name or the
same synonym. Homographic concepts are also equivalent, if their direct subconcepts
or superconcepts, with respect to a particular relation type, are homographic. Once the
ontologies have been aligned, a context is obtained for each concept c in the set of all
ontologies (Ocont(c)), as the union of all synonyms of c, the names of all subconcepts and
superconcepts of c and the synonyms of the subconcepts and superconcepts. In the next
step, the documents are pre-processed, including tokenization, stop-word elimination,
stemming, and part-of-speech tagging. For each word in a document’s cleaned up word-
list, a context is obtained (Wcont(w)) as the set of all stems for all words in the document.
When the stem of a concept c or one of its synonyms matches a word w and the POS of c
is the same as that of w, a mapping score is assigned to w, indicating how well it maps to
c. This mapping score (ms) is defined as the ratio of the number of elements that occur in
both word and ontology contexts to the number of elements of the latter,

ms(w, c) =
|Wcont(w) ∩ Ocont(c)|

|Ocont(c)
(11)

The method was tested on the Neuters-21758, OSHUMED, and 20NG datasets with
a linear SVM classifier. Performance was measured with the standard micro and macro
F1 metrics. The authors conclude that the BoC representation improved the classification
compared to BoW.

5.2. Opinion Mining

Opinion mining is also called sentiment analysis [77]. In general, the methodologies
that deal with sentiment analysis focus on classifying a document as having a positive or
negative polarity, regarding a pre-specified objective [78–81]. Certain difficulties in imple-
menting the above strategy led to the necessity of using ontology-based features [80,82].
An example of such a difficulty is related to the fact that positive (negative) document on
an object does not imply that the user has positive (negative) opinion regarding the whole
set of features assigned to that document [80,81]. The ontology-based feature selection
for sentiment analysis is a complex and difficult endeavor, mainly because it involves
high semantic representations of expressed opinions along with diversified characteristics
encoded in the ontology as well as in the corresponding features [78,80,83].

The general implementation framework of ontology-based feature selection for opin-
ion mining is given in Figure 3. Three basic levels are identified.

Figure 3. General algorithmic framework for ontology-based sentiment analysis.

The first level concerns the pre-processing of the users’ opinions in terms of Natural
Language Processing (NLP) techniques. The objective is to perform linguistic and syntactic
process of the available textual data. This task can be accomplished by implementing
several NLP tools such as stemming, tokenization, Part of Speech (PoS) tagging, mor-
phological analysis, syntax parsing, etc. [81,84]. As a result of the NLP pre-processing,
an initial set of features is extracted and fed into the next level for further processing.
The second level carries out the implementation of a domain ontology to identify the
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most important features included in initial set of features. The domain ontology can be
generic [80,83] or custom (i.e., created for a specific application) [77,82,83]. As seen in
Figure 3, the input to this step is the pre-processed corpus of opinions as well as the domain
ontology, while its output comes in the form of potential features identified from the text,
which are then represented in some convenient form (e.g., vector-based representation,
etc.), which will help their elaboration by the next levels [80,83]. As far as the type of
ontology is concerned, it can be a crisp ontology i.e., a precise (binary) specification of a
conceptualization [79,80,83–85] or ontology based on fuzzy set theory [86,87]. To further
reduce the feature space dimensionality, we can apply standard feature selection methods
(e.g., PCA, chi-square, information gain), or strategies involve the calculation of pairwise
similarity measures between features or score values, which are assigned to the features
indicating their importance [80,83]. The third level deals with the polarity identification.
Two common strategies involved in this level are machine learning methods (e.g., SVM,
clustering,) [77,83] and lexicon-based approaches (e.g., SentiWordNet, SentiLex, OpLexi-
con) [80,85]. The implementation of machine-learning techniques utilizes a set of training
data and involves iterative classification processes. On the other hand, lexicon-based
approaches rely on the application of batch procedures, and once they have been built, no
training data are necessary.

Table 2 illustrates the basic characteristics of various approaches that exist in the
literature. In the following paragraphs, we briefly describe those approaches.

Table 2. Related works organized according to specific criteria.

Type of
ClassifierRelated Work Ontology

Ontology

[80] Movie Ontology Crisp Lexicon-based

[83] Crisp SVMMovie Ontology, WordNet

[77] Custom Crisp SVMbased on FCA and OWL

[85] Movie Ontology Crisp Lexicon-based

[86] Custom Fuzzy SVMbased on fuzzy set theory

[82] Custom Crisp Lexicon-based

[86] Custom Fuzzy Lexicon-based

[84] Custom Crisp Lexicon-based

Penalver-Martinez et al. [80] perform the feature identification by employing the
Movie Ontology [88]. To further reduce the feature space dimensionality, they assign to
each feature a score function of importance, which considers the position of the linguistic
expression of a feature within the text. The score function is structured by separating
the text in three disjoint parts namely, (a) the beginning, (b) the middle, and (c) the end.
Given a feature fi and a user’s opinion text tj, the above three text parts are symbolized as
Oa j, Ob j, and Oc j. The number of occurrences of fi in those three text parts are defined as
|Oa j|i, |Ob j|i, and |Oc j|i. By defining the respective importance degrees of occurrence of fi

in the above three text parts as za
i
j, zb

i
j, and zc

i
j, the resulting score function reads as follows,

score( fi, tj) = za
i
j|Oa j|i + zb

i
j|Ob j|i + zc

i
j|Oc j|i (12)

The features are grouped in accordance with score value and attached to a main
concept of the ontology. The set of the above concepts constitute the final set of features.
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Finally, the polarity identification is carried out in terms of the SentiWordNet framework,
where three possible outcomes are obtained namely, positive, neutral, and negative opinion.

Siddiqui et al. [83] used standard NLP techniques to identify several potential features,
which are added onto a feature vector. Then, a semantic processing approach takes place
to select the most important features. The semantic processing is conducted in a sequence
of steps. The first step applies a lexical pruning algorithm aiming to discard all features
that are not part of lexical categories of the WordNet ontology. Second, they combined
the Movie Ontology [88] and the standard WordNet ontology and developed a semantic
similarity-based approach, that consists of three pairwise similarity measures namely the
semantic similarity measure, the semantic relatedness measure, and semantic distance
measure. Third, the calculated values of the above-mentioned pairwise similarity measures
are gathered in a table that reports all the possible pairs. This table assists the computation
of the weights of importance of each feature in relation to the rest of the features. To this
end, an iterative algorithm is developed, which gradually refines the initial set of features,
until the most important features are identified. The above algorithm is based on defining
an appropriate threshold value, and the importance of a feature is decided according to
whether the respective overall weight of importance is greater than the above threshold
or not. Finally, the polarity identification is carried out in terms of a binary classification
approach (i.e., positive or negative polarity) using a support vector machine algorithm.

Shein and Nyunt [77] developed an ontology in OWL using formal concept analysis
(FCA). The algorithmic framework attempts to form semantic structures that are formal
abstraction of linguistic concepts and moreover to identify conceptual structures among
data. The result is an ontological framework able to effectively analyze complex text
structures and to reveal dependencies within the data. The polarity identification is
carried out in terms of a support vector machine algorithm that performs binary feature
classification, which can correspond to positive or negative polarity.

de Freitas and Vieira [85] have developed an opinion mining framework for the
Portuguese language. The feature identification and selection are conducted by using the
Movie Ontology [88], while the polarity identification takes place in terms of Portuguese
opinion lexicons.

Andrea and Fabrizi [89] propose a novel method for sentiment classification of text
documents. In particular, they determine the orientation of a term based on the clas-
sification of its glosses and its definitions in online dictionaries. In the training phase,
a seed term set, representative of the two categories Positive and Negative, is provided
as input. By means of a thesaurus (online dictionary) the set is expanded with additional
terms, that are lexically related (synonymous) to the seed terms and, therefore, can also
be considered as representative of the two categories. This process is applied iteratively,
until no new terms are added. For each term in the final set a textual representation is
constructed, by collating its glosses, as found in machine-readable dictionaries. In that
sense the method is semi-supervised since except for the initial seed terms, all features are
selected algorithmically, rather than by human experts. For both the expansion and gloss
retrieval operations, the authors employed the Wordnet Ontology, mainly because of its
ease of use for automatic processing. Moreover, glosses in WordNet have a regular format
that allows the production of clean textual representations without the need for manual text
cleaning. After removing stop words, each such representation is mapped to a numerical
vector by the standard normalized TFIDF score of its terms. Finally, the set of all vectors
is used to train a binary classifier. In the experiments three types of classifiers were used,
namely the multinomial naive Bayes, support vector machines with linear kernels, and
the PrTFIDF probabilistic version of the Rocchio learner [90]. The algorithm was shown
to outperform other state-of-the-art methods in standard benchmarks, while also being
computationally much less intensive.
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5.3. Other Applications

In this section, we review a number of other interesting applications that integrate
ontology-based feature selection methods. Specifically, the analysis concerns manufactur-
ing processes, recommendation systems, urban management, and information security.
Table 3 summarizes the basic characteristics of these approaches.

Table 3. Related works organized according to specific criteria.

Related Work Application Ontology Feature Selection Classifier

[91] Recommender Custom Ontology-based KNN
system domain ontology summary

[92] Recommender DBpedia Information KNN
system Gain

[93] Recommender Movie Filtering Clusteringsystem Ontology

[94] Manufacturing Custom Similarity Rule-baseddomain ontology measure

[95] Manufacturing Custom Filtering Rule-baseddomain ontology

[96] Manufacturing Custom Filtering Rule-baseddomain ontology

[97] Manufacturing Custom Filtering Rule-based
domain ontology (Pearson Coef.)

[98] Manufacturing Custom Filtering Rule-baseddomain ontology

[99] Urban Custom Filtering Random
management domain ontology Forest

[100] Information Custom Filtering Decision
security domain ontology Tree

An important application of ontology-based feature selection algorithms is the selection
of manufacturing processes. Mabkhot et al. [94] describe an ontology-based Decision Support
System (DSS), which aims at assisting the selection of a Suitable Manufacturing Process
(MPS) for a new product. In essence, selected aspects of MPS are mapped to ontological
concepts, which serve as features in rules used for case-based reasoning. Traditionally, MPS
has relied on expert human knowledge to achieve the optimal matching between material
characteristics, design specifications, and process capabilities. However, due to the continuous
evolution in material and manufacturing technologies and the increasing product complexity,
this task becomes more and more challenging for humans. The proposed DSS consists of
two components, namely the ontology and the Case-based Reasoning Subsystem (CBR).
The purpose of the ontology is to encode all the knowledge related to manufacturing in a way
which enables the reasoner to make a recommendation for a new product design. It consists
of three main concepts, the Manufacturing Process (MfgProcess), the Material (EngMaterial)
and the Product (EngProduct). The MfgProcess concept captures the knowledge about
manufacturing in subconcepts, such as casting, molding, forming, machining, joining, and
rapid manufacturing. The properties of each manufacturing process are expressed in terms
of shape generation capabilities, which describe the product shape features a process can
produce, and range capabilities, which express the product attributes that can be met by
the process such as dimensions, weight, quantity, and material. The EngMaterial concept
captures knowledge about materials, in terms of material type (e.g., metal, ceramic) and
material process capability (e.g., sand casting materials). The EngProduct concept encodes
knowledge about products, defined in the form of shape features and attributes. The ontology
facilitates the construction of rules, which associate manufacturing processes with engineering
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products, through the matching of appropriate features and attributes with main process
characteristics and capabilities. The semantic Web rule language (SWRL [101]) has been used
as an effective method to represent causal relations. The purpose of the CBR subsystem
is to find the optimal product-to-process matching. It does so in two steps. First, it scans
the ontology for a similar product. To quantify product similarity, appropriate feature and
attribute similarity measures have been developed and human experts have been employed
to assign proper weights to features and attributes. If a matching product is found then
the corresponding process is presented to the decision maker, otherwise SWRL rule-based
reasoning is used to find a suitable manufacturing process. Finally, the ontology is updated
with the newly extracted knowledge. The authors presented a use case to demonstrate the
usability and effectiveness of the proposed DSS and argue that in the future such systems will
become more and more relevant.

In [96], Kang et al. develop an ontology-based representation model to select appro-
priate machining processes as well as the corresponding inference rules. The ontology
is quantified in terms of features, process capability with relevant properties, machining
process, and relationships between concepts. A reasoning inference mechanism is applied
to obtain the final set of processes for individual features. The determination of the process
that corresponds to the highest contribution is carried out through a solid mechanism
that associates the capability of the candidate processes with the accuracy requirements
of a specific feature. The appropriate machining process is, then, selected so that the
relationship constraint between a pre-specified set of processes is met. The whole process
selection scheme is neutral (i.e., general enough) in the sense that it does not depend on a
specific restriction, and thus it constitutes a reusable platform.

Han et al. [97] also apply ontology within the mechanical engineering domain, in par-
ticular the field of Noise, Vibration, and Harshness (NVH). Similar to the previous work,
authors map important aspects of noise identification to ontological concepts, which serve
as features for reasoning. They propose an ontology-based system for identifying noise
sources in agricultural machines. At the same time, their method provides an extensible
framework for sharing knowledge for noise diagnosis. Essentially, they seek to encode prior
knowledge relating noise sound signals (targets) with vibrational sound signals (sources)
in an ontology, equipped with rules, and perform reasoning to identify noise sources based
on the characteristics of test input and output sound signals (parotic noise). In order to
build the ontology, first, professional experience, literature, and standard specifications
were surveyed to extract the concepts related to NVH. The Protégé tool was used to convert
the concept knowledge into an OWL ontology and implement the SWRL rules, which
match sound source and parotic noise signals. The Pellet tool is employed for reasoning.
To quantify the signal correlations, the time signals are converted to the frequency domain
and the values for seven common signal characteristics are calculated. Specifically, relation
of the frequency of the parotic signal to the ignition frequency, peak frequency, Pearson
coefficient, frequency doubling, loudness, sharpness, and roughness. The effectiveness of
the method was demonstrated in a use case, where the prototype system correctly identi-
fied the main noise source. After improving the designated area the noise was significantly
reduced. The authors argue that the continuous improvement in the knowledge base and
rule set of the ontology model has the potential to allow the design system to perform
reasoning that simulates the thinking process of the expert in the field of NVH.

Belgiu et al. [99] develop an ontological framework to classify buildings based on data
acquired with Airborne Laser Scanning (ALS). They followed five steps. Initially, they pre-
processed the ALS point cloud and applied the eCognition software to convert it to raster
data, which were used to delineate buildings and remove irrelevant objects. Additionally,
they obtained values for 13 building features grouped in four categories: extent features,
which define the size of the building objects, shape features, which describe the complexity
of building boundaries, height, and slope of the buildings’ roof. In the next step, human
expert knowledge and knowledge available in literature were employed to define three
general purpose building ontology classes, independent of the application and the data at
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hand, namely Residential/Small Buildings, Apartment/Block Buildings, and Industrial
and Factory Buildings. In order to identify the metrics that were mostly relevant to the
identification of building types, a set with 45 samples was used to train a random forest
classifier with 500 trees and

√
m features (m number of input features). The feature selection

process identified slope, height, area, and asymmetry as the most important features.
The first three were modeled in the ontology with empirically determined thresholds by
the RF classifier. Finally, building type classification was carried out based on the formed
ontology. The classification accuracy was assessed by means of precision, recall, and F-
measure and the authors reported convincing results for class A while classes B and C
had less accurate results. However, they argue that their method can prove useful for
classifying building types in urban areas.

Finally, two interesting applications of ontology-based feature selection algorithms
concern the Recommendation Systems (RS) and the information security/privacy research
areas. In [91], Di Noia et al. develop a filter-based feature selection algorithm by incorpo-
rating ontology-driven data summarization for Linked Data (LD)-based Recommendation
System (RS). The selection mechanism determines the k most important features in terms
of the similarity between instances included in a given class of data summaries, which
are generated by an ontology-based framework. Two types of descriptors are employed:
pattern frequency and cardinality descriptors. A pattern is defined as a schema using
an RDF triple denoted as (C, P, D), where C and D are classes or datatypes, and P is a
property that expresses their relationship. C is called the source type and D the target type.
The patterns are used to generate data summarization from a knowledge graph-based
framework. Each pattern is associated with a frequency that corresponds to the number
of relational assertions from which the pattern has been extracted. Therefore, a pattern
frequency descriptor can be viewed as a set of statistical measures. A cardinality descriptor
encodes information about the semantics of properties as used within specific patterns and
can be used in computing the similarities between these patterns. To obtain the cardinality
descriptors, the authors extended the above-mentioned knowledge graph framework. The
LD and one or more ontologies are the inputs to the knowledge graph framework, while its
outputs are: a type graph, a set of patterns along with the respective frequencies, and the
cardinality descriptors. To this end, the filtering-based feature selection consists of two
main steps. First, the cardinality descriptors are implemented to filter out features (i.e., pat-
tern properties) that correspond to properties connecting one target type with many source
types. Second, the pattern frequency descriptors are applied to rank in a frequency-based
descending order all features and select the top-k features.

In [100], Guan et al. studied the problem of mapping Security Requirements (SR) to
Security Patterns (SP). Viewing the SPs as features, feature selection is set up to perform the
above mapping procedure. This selection is based on developing an ontology-based framework
and a classification scheme. To accomplish this task, they described the SRs using four attributes
namely, Asset (A), Threat (T), Security Attribute (SA), and Priority (P). The SRs are represented
as rows in a two-dimensional matrix, where the columns correspond to the above attributes.
Then, the meaning of each SR is: for a given asset A, one or more threats Ts may threat A by
violating one or more attribute values of SA. In addition, each SR is to be fulfilled in a sequence
according to the value of P during software development. Then, they generate complete
and consistent SRs by eliciting values for the above attributes using the risk-based analysis
proposed in [102]. On the other hand, Security Patterns (SP) are described in terms of three
attributes namely, Context that defines the conditions and situation in which the pattern is
applicable, Problem that defines the vulnerable aspect of an asset, and Solution that defines the
scheme that solves the security. To intertwine the above information they developed a two-level
ontological framework using an OWL-based security ontology. The first level concerns the
ontology-based description of SRs and the second the ontology-based description of SPs. These
descriptions were carried out by quantifying mainly the risk relevant and annotating security
related information. To this end, a classification scheme selects an appropriate set of SPs for each
SR. The classification scheme is developed by considering multiple aspects such as life-cycle,
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architectural layer that organizes information from low to high abstraction level, application
concept that partitions the security patterns according to which part of the system they are
trying to protect, and threat type that uses the security problems solved by the patterns.

5.4. Discussion

Based on the analysis of the related works, as organized in the previous subsections
and the related tables, a number of findings can be summarized in the following lines:

a. Most of the related works examined in this review paper concern ontology-based feature
selection for text document classification, with the majority of them being Web-related.

b. Most of the approaches utilize generic lexicons (either just the lexicon or in combina-
tion with domain ontologies), with the majority of them utilizing WordNet.

c. For the task of feature selection, most of the approaches are based on the TFIDF
method and filtering.

d. SVM is the most common classification method, with KNN to follow.

6. Open Issues and Challenges

Features show dependencies among each other and, therefore, they can be structured
as trees or graphs. Ontology-based feature selection in the era of knowledge graphs such
as Wikidata, DBpedia, Freebase, and YAGO, can be influenced by two issues [103]:

a. The large expansion of knowledge recorded in Wikipedia, from which DBpedia and
YAGO have been created as reference sources for general domain knowledge, is
needed to assist information disambiguation and extraction.

b. Advancements in statistical NLP techniques, and the appearance of new techniques
that combine statistical and linguistic ones.

An important and open issue in this domain is the linking of one document-mentioned
entity to a particular KG’s entity and the way it affects how other surrounding document
entities are linked. Furthermore, it is more and more common nowadays to see an in-
creasing number of inter-task dependencies being modeled, where pairs of tasks such as
Named-Entity Recognition (NER) and Entity Extraction and Linking (EEL), Word Sense
Disambiguation (WSD) and EEL, or EEL and Relation Extraction and Linking (REL), are
seen as interdependent. The combinatorial approach of those tasks will continue to exist
and advance since it has been proven highly effective to the precision of the overall infor-
mation/knowledge extraction process. Regarding the contributed communities in this area
of research, related works have been conducted by the Semantic Web community as well
as from others such as the NLP, AI, and DB communities. Works conducted by the NLP
community focus more on unstructured input, while database and data-mining-related
works target more to semi-structured input [103].

As mentioned above, ontologies play a key role in feature selection. However, the en-
gineering of ontologies, despite advancing quickly over the last decade, has not yet reached
the status were consensus in domain-specific communities will deliver gold-standard on-
tologies for each case and application area. On the other hand, several issues and challenges
related to the collaborative engineering of reused and live ontologies have been recently
reported [50], indicating that this topic is still active and emerging. For instance, as far
as concerns feature selection, different ontologies of the same domain used in the same
knowledge extraction tasks will most probably result in a different set of features selected
(schema-bias). Furthermore, human bias in conceptualizing context during the process
of engineering ontologies (in a top-down collaborative ontology engineering approach)
will inevitably influence the feature selection tasks. Specifically, in the cases where large
KGs (e.g., DBpedia) are used for knowledge extraction, such a bias is present in both
conceptual/schema (ontology) and data (entities) levels. Debiasing KGs is a key challenge
in the Semantic Web and KG community itself [104], and consequently in the domain of
KG-based feature selection.
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Important challenges arise when ontology-based feature selection is applied to Linked
Data (LD). LD appears to be one of the main structural elements of Big Data. For example,
data created in social media platforms are mainly LD. LD appear to have significant
correlations regarding various types of links and therefore, they possess more complex
structure than the traditional attribute-valued data. However, they provide extra, yet
valuable, information [105]. The challenges of using ontology-based feature selection in
LD concern the development of ontology-based frameworks to exploit complex relation
between data samples and features, and how to use them in performing effective feature
selection, and to evaluate the relevance of features without the guide of label information.

Another interesting research area is the real-time feature selection. The main difficulty
in dealing with real-time feature selection is that both data samples and new features must
be taken into account simultaneously. Most of the methods that exist in the literature
rely on feature pre-selection or on feature selection without online classification [106,107].
On the other hand ontologies encoded in trees or knowledge graphs may provide some
benefits such as solid representations of the current relations between features, which
can be used to predict any possible relation between the current available features and
the ones that are expected to arise in real-time processing tasks. Therefore, to develop
ontology-based feature selection methods for achieving real-time analysis and prediction
regarding high-dimensional datasets remains a challenge.

Finally, an important open issue to consider is scalability. Scalability quantifies the
impact imposed by increasing the training data size on the computational performance of
an algorithm in terms of accuracy and memory [105,107]. The basics of feature selection and
classification were developed before the era of Big Data. Therefore, most feature selection
algorithms are not efficient in scaling high-dimensional data as their efficiency appears to
reduce quickly. On the other hand, scaling-up favors the accuracy of the model. Therefore,
there is a trade-off between finding an appropriate set of features and the model’s accuracy.
In this direction, the challenge is to define appropriate ontology-based relations between
features in order to group them in such a way that the resulting set of features will be able
to maintain acceptable model’s accuracy.

7. Conclusions

This study provided an overview of ontology-based feature selection for classification
processing. The presented approaches in selected application domains showed that ontolo-
gies can effectively uncover dominant features in diverse knowledge domains and can be
integrated into existing feature selection and classification algorithms. Specifically, in the
context of text classification, domain-specific ontologies combined mainly with the Word-
Net taxonomy, can be utilized to map terms in documents to concepts in the ontology, thus
replacing specific term-based document features with abstract and generic concept-based
features. The latter capture the content of the text and can be used to train accurate and
efficient classifiers. In the field of manufacturing engineering, ontologies can be employed
to map human knowledge to concepts that serve as features for case-based reasoning and
support decision making, such as selection of manufacturing process or noise source iden-
tification. In the domain of urban management, building type recognition can be facilitated
by ontology. Moreover, the benefits of using an ontology-based framework to drive feature
selection were investigated regarding software development/engineering applications
such as recommendations systems and security information/privacy approaches. Finally,
certain open issues and challenges were discussed and a number of relevant problems were
identified. Although, this survey is by no means exhaustive, it demonstrates the broad
applicability and feasibility of ontology-based feature extraction and selection.
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Abbreviations

The following abbreviations are used in this manuscript:

ALS Airborne Laser Scanning
BoC Bag of Concepts
BoW Bag of Words
CAD Coronary Artery Disease
CARs Class Association Rules
CBR Case-based reasoning subsystem
DSS Decision support system
DC Dublin Core
DT Decision Tree
EEL Entity Extraction and Linking
FE Feature Engineering
FOAF Friend Of A Friend
IG Information Gain
IGR Information Gain Ratio
KNN K-Nearest neighbor
LCS Least Common Subsumer
LD Linked data
LR Logistic Regression
LSVM Linear Support Vector Machine
LVQ Learning Vector Quantization
MFS Maximal frequent sequence
MPS Suitable manufacturing process
NB Naive Bayes
NDF-RT National Drug File - Reference Terminology
NE Named entities
NER Named-Entity Recognition
NLPP Natural Language Processing Parser
NVH Noise, Vibration and Harshness
OC Ontological classes
OWL Web Ontology Language
PCA Principal Component Analysis
PMI Pointwise Mutual Information
PoS Part of speech
PSO Particle Swarm Optimization
RBC Rule-Based Classification
RDF Resource Description Framework
REL Relation Extraction and Linking
RDFS RDF Scheme
RF Random Forest
RS Recommendation (or Recommender) systems
SC Subsumer concept
SOM Self-organizing Map
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SP Security patterns
SR Security requirements
SVM Support Vector Machines
SWRL SemanticWeb rule language
TFIFD Term frequency-inverse document frequency
UMLS Unified Medical Language System
XML eXtensible Markup Language
WSD Word Sense Disambiguation
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