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Virus–Host Cell Interactions
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As obligate intracellular parasites, viruses are intimately interconnected with their host
cells. Virus–host cell interactions allow viruses to exploit cells for their own purposes, but
they also provide a means for the host cell to combat virus infection. This close connection
between host and viral processes means that the scientific fields of cell biology and virology
have often inspired each other.

In particular, many discoveries in cell biology have been made possible by the study
of viruses, while, at the same time, our fundamental understanding of the virus life cycle
is inherently rooted in the principles of cell biology. By examining cellular responses to
infection, we can gain insights regarding the mechanisms associated with the restriction of
virus infection or, in cases where control is ineffective, pathogenesis. Such knowledge is
a prerequisite for the successful modulation of these responses to develop host-directed
therapies for the control of viral infections. Furthermore, from a practical point of view,
virus–host cell interactions also provide important targets for the development of indirectly
acting antivirals, which have a reduced likelihood to develop resistance due to their reliance
on host cell components.

This Special Issue of Cells compiles both review papers discussing the current state of
our knowledge regarding important emerging themes related to virus–host cell interactions,
and research articles reporting new discoveries in this scientific area. These publications
cover various aspects of the virus life cycle, from virus entry, uncoating, and virus replica-
tion in specialized replication compartments, all the way to virus particle production. They
also touch on the complex interplay of viruses with the immune system, and current topics
such as the modification of viral RNAs.

One of the first interactions of a virus with its host cell is during the entry process,
which is generally facilitated by the interaction of a virus surface protein with a cellular
receptor, and sometimes by additional interactions with cellular attachment factors, in
order to facilitate virus uptake. Here, a mechanism that is increasingly recognized as
being exploited by diverse virus families is apoptotic mimicry, which in its canonical form
involves the exposure of phosphatidylserine in the outer leaflet of the viral membrane. This
exposed phosphatidylserine can then be recognized by host cell proteins, such as those of
the T-cell immunoglobulin and mucin domain (TIM) family. Kirui et al. [1] demonstrate that
this mechanism is also used by Chikungunya virus. Their study also acts as an important
reminder regarding the importance of working with authentic viruses, since their results
with authentic Chikungunya virus show marked differences to previous results that were
obtained based on experiments with pseudotyped particles alone.

In a second study on virus entry, but from the perspective of the role that virus entry recep-
tor expression can play in directing infection outcome in different tissues, DeBuysscher et al. [2]
show that Nipah virus efficiently replicates in human smooth muscle cells, even though these
cells lack the canonical Nipah virus receptor ephrin B2. Furthermore, this lack of ephrin B2
appears to protect these cells from cell–cell fusion and cytopathic effects seen in other target cells
that express this host factor, and suggests that smooth muscle cells might play an important role
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in pathogenesis by harboring and amplifying viruses that then infect and damage neighboring
endothelial cells.

After entry, the next hurdle that many viruses have to overcome in order to establish a
successful infection is the uncoating of the virus genetic material to facilitate its release. In
a featured review on Influenza virus uncoating, Moreira at al. [3] discuss how the virus
utilizes host cell pathways for this purpose. In particular, they highlight the role of a number
of cellular factors, such as ubiquitin, histone deacetylase 6 (HDAC6), and transportin 1, and
discuss potential contributions of these proteins for the uncoating process of other RNA
viruses, as well as their potential as targets for broad-spectrum-antivirals.

For viruses that replicate in the cytoplasm, genome replication and viral transcription
are increasingly being appreciated to take place in specialized replication organelles. For
positive-strand RNA viruses, these are predominantly membranous structures. In contrast,
for a growing number of negative-strand RNA viruses, viral RNA synthesis has been
shown to be localized in inclusion bodies that are not delineated from their surroundings
by membranes. Two reviews highlight the progress that is being made in understanding
both of these types of replication organelles. Nguyen-Dingh and Herker [4] focus on the
membranous replication organelles induced by positive-strand RNA viruses, whereas
Dolnik et al. [5] discuss exciting recent progress in our understanding of negative-sense
RNA virus replication structures as liquid organelles, i.e., compartments that are held
together by liquid–liquid phase separation, rather than by a surrounding membrane.

Within these replication organelles, transcription leads to the generation of viral
mRNAs. However, what has remained underappreciated in virology is that, in many cases,
these mRNAs can be modified by the addition of methyl groups by host cell proteins. In
the second featured review of this Special Issue, Courtney [6] provides a comprehensive
overview regarding the current state of our knowledge with respect to this emerging
topic, highlighting not only recent scientific advancements in understanding the functional
implications of RNA modifications, but also giving an overview of the available methods
for exploring them in a viral context.

Finally, in order to complete their life cycle, viruses have to exit their host cell, and
this process is often intimately interlinked with the subversion of cellular host factors. In
the case of non-segmented negative-sense RNA viruses, particle production is frequently
driven by a dedicated viral matrix protein. Focusing on the Ebola virus matrix protein VP40,
Paparisto et al. show that the process of particle production is inhibited by the cellular
protein HECT and RCC1-like containing domain 5 (HERC5) [7]. However, interestingly,
the mechanism for this does not appear to be an inhibition on the level of matrix protein
function, but rather involves the depletion of mRNAs encoding for VP40. Consequently, this
study emphasizes not only the role virus host–cell interactions play in supporting the virus
life cycle, but also the role that antiviral factors can play in inhibiting key viral processes.

Of course, host–pathogen interactions involved in antiviral control not only occur at
the level of specific antiviral cellular factors or cellular antiviral responses, but can also
include a broader range of interactions with the immune system. This is highlighted in
a comprehensive review by Muralidharan and Reid, in which they illuminate the com-
plex roles of neutrophils during arbovirus infections [8]. Using examples from a wide
range of arboviruses, including Zika virus, Dengue virus, West Nile virus, and various
alphaviruses, they highlight not only the beneficial roles that neutrophils can play, but also
their sometimes-detrimental roles in augmenting disease pathology.

An equally complex but currently underappreciated topic is that of pathogen–host
interactions in the context of coinfections involving several disease agents, and particularly
co-infections of viruses and bacteria. In this context, a study by Nickol et al. [9] demonstrates
the impact of coinfection with Influenza virus and methicillin-resistant Staphylococcus aureus
on the expression of bacterial virulence factors as well as on the infected host, particularly
regarding its cytokine response and the integrity of the alveolar-capillary barrier. This work
provides mechanistic support for the clinical observation that severe influenza infections
are frequently complicated by bacterial coinfections.
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Overall, this Special Issue provides examples of the crucial role that virus–host cell
interactions play in the biology of a diverse range of viruses, and highlights the importance
of better understanding such interactions in order to be better able to combat virus infections
and the mechanisms that contribute to pathogenesis and disease.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Chikungunya virus (CHIKV) is a re-emerging, mosquito-transmitted, enveloped positive
stranded RNA virus. Chikungunya fever is characterized by acute and chronic debilitating arthritis.
Although multiple host factors have been shown to enhance CHIKV infection, the molecular mecha-
nisms of cell entry and entry factors remain poorly understood. The phosphatidylserine-dependent
receptors, T-cell immunoglobulin and mucin domain 1 (TIM-1) and Axl receptor tyrosine kinase
(Axl), are transmembrane proteins that can serve as entry factors for enveloped viruses. Previous
studies used pseudoviruses to delineate the role of TIM-1 and Axl in CHIKV entry. Conversely, here,
we use the authentic CHIKV and cells ectopically expressing TIM-1 or Axl and demonstrate a role for
TIM-1 in CHIKV infection. To further characterize TIM-1-dependent CHIKV infection, we generated
cells expressing domain mutants of TIM-1. We show that point mutations in the phosphatidylserine
binding site of TIM-1 lead to reduced cell binding, entry, and infection of CHIKV. Ectopic expression
of TIM-1 renders immortalized keratinocytes permissive to CHIKV, whereas silencing of endoge-
nously expressed TIM-1 in human hepatoma cells reduces CHIKV infection. Altogether, our findings
indicate that, unlike Axl, TIM-1 readily promotes the productive entry of authentic CHIKV into
target cells.

Keywords: Chikungunya virus; CHIKV; alphavirus; enveloped virus; phosphatidylserine; T-cell
immunoglobulin and mucin domain 1; TIM-1; Axl receptor tyrosine kinase; Axl; entry

1. Introduction

Chikungunya fever, caused by chikungunya virus (CHIKV), has emerged as a global
health problem in the last seven decades [1,2]. CHIKV is an arbovirus and member of the
Togaviridae family, genus Alphavirus transmitted to humans mainly by Aedes (Ae.) aegypti
and Ae. albopictus mosquitoes [3]. The species CHIKV consists of three main genotypes,
namely East-Central-South-African (ECSA), West African, and Asian [4]. It is estimated
that about 75–95% of infected individuals develop chikungunya fever, with symptoms
such as high fever, intense asthenia, myalgia, rash, and debilitating joint pain that turns
chronic in 12–49% of patients [5,6]. Therapeutic options for CHIKV are limited since there
are currently no specific antivirals and no licensed vaccines.

CHIKV has a wide cellular and tissue tropism which may be attributed to use of
ubiquitously expressed molecules or several cell specific factors for entry. These molecules
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likely determine CHIKV pathogenesis and represent promising targets for antiviral strate-
gies [7–11]. Multiple attachment factors and putative receptors for CHIKV and other
alphaviruses have been documented [12,13]. For instance, ATP synthase β subunit (ATPSβ)
is a host factor in mosquito cells [14] and prohibitins [15], glycosaminoglycans [16,17],
phosphatidylserine (PtdSer)-mediated virus entry-enhancing receptors (PVEERs) [18,19],
and MXRA8 [20] are host factors in mammalian cells. Interaction with the cell surface
molecules is mediated by the viral E2 glycoprotein, whose domain B contains receptor bind-
ing sites [17,21]. For MXRA8, a recently identified receptor for several alphaviruses [20]
E1 is additionally important as MXRA8 engages amino acid residues at the E1 and E2
glycoprotein heterodimer interface [22,23]. Phagocytic cells express PVEERs through
which they bind PtdSer present on the outer leaflets of apoptotic bodies [24–26]. Similarly,
epithelial cells expressing T-cell immunoglobulin and mucin domain 1 (TIM-1) act as semi-
professional phagocytes and are involved in the clearance of apoptotic bodies [27,28], a
process mediated by phosphorylation of residues in the cytoplasmic domain of TIM-1 [29].
Some enveloped viruses have evolved to incorporate PtdSer in the viral membrane, hence
disguised as apoptotic bodies, a phenomenon termed as apoptotic mimicry [19,30,31]. TIM-
1 and Axl receptor tyrosine kinase (Axl) are PVEERs associated with enhanced cell entry
by enveloped viruses. This includes alphaviruses, filoviruses, and flaviviruses, among
others [18,19,32–34]. Using CHIKV glycoprotein based pseudoviruses, the TIM family of
proteins and Axl were shown to enhance infection [19,33]. TIM-1 and Axl are single pass
transmembrane proteins with distinct ectodomains and cytoplasmic domains. TIM-1 inter-
acts with PtdSer through a binding pocket known as metal ion ligand binding site (MILIBS)
on its extracellular immunoglobulin-like variable (Ig-V) domain [33]. Axl indirectly binds
phosphatidylserine through ligands, namely growth arrest-specific factor 6 (Gas6) [35]
or protein S1 (ProS1) [36]. In the skin, TIM-1 and Axl are predominantly expressed by
keratinocytes in the basal layer of the epidermis [37,38]. HaCat cells derived from spon-
taneously immortalized keratinocytes serve as a relevant model to study keratinocytes
in vitro [39]. However, they hardly express TIM-1 and Axl. The role of TIM-1 and Axl
expression in permissiveness of keratinocytes is yet to be characterized.

After binding to a receptor on the plasma membrane, CHIKV primarily enters human
host cells by clathrin-mediated endocytosis [40,41]. However, clathrin-independent path-
ways have also been reported [8,42]. Upon endocytosis, CHIKV particles are delivered to
early endosomes in mammalian cells [42], whereas in mosquito cells, the complexes traffic
further to maturing or late endosomes before membrane fusion occurs [43]. The discrep-
ancy in the endosomal fusion compartments may be due to the variability of endosomal
cues between cells. Nonetheless, general molecular mechanisms involved in fusion are
highly conserved between alphaviruses. Specifically, the acidic endosomal environment
triggers a class II membrane fusion mechanism [44,45] and release of the nucleocapsid into
the cytosol [46,47].

In the current study, we have examined the role of TIM-1 and Axl in CHIKV infection
using different genotypes of authentic virus. Our experiments show that TIM-1 unlike
Axl is functional as an entry factor for CHIKV and that the PtdSer binding site as well
as the cytoplasmic domain are essential for infection. These results indicate that CHIKV
exploits the apoptotic cell clearance pathway to facilitate the rapid and efficient infection of
human cells.

2. Materials and Methods
2.1. Cells and Viruses

Human embryonic kidney 293T (HEK293T) cells [48] obtained from American Type
Culture Collection (ATCC, CRL-3612), baby hamster kidney cells (BHK-21, ATCC CCL-10),
human hepatoma derived (Huh7.5) cells [49] (kindly provided by Charles Rice, Rockefeller
University, New York, NY, USA), spontaneously immortalized human skin keratinocytes
(HaCat cells) and dermal fibroblasts were kindly provided by PD Dr. F. Pessler, Twincore,
Hannover and Vero cells (ATCC CRL-1586) were cultured in Dulbecco’s modified essen-
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tial medium (DMEM, Gibco™, Paisley, Scotland, UK) supplemented with 10% fetal calf
serum (FCS, Gibco™), 100 U/mL penicillin, 100 µg/ml streptomycin, 1% non-essential
amino acids and 2 mM L-glutamine, at 37 ◦C in 5% CO2 humidified incubator. Chi-
nese hamster ovary (CHOK1 and CHO745) cells obtained from ATCC were cultured in
RPMI-1640 (Gibco™, Paisley, Scotland, UK) supplemented with 10% fetal calf serum (FCS,
Gibco™), 100 U/mL penicillin, 100 µg/ml streptomycin, 1% non-essential amino acids,
and 2 mM L-Glutamine.

The chikungunya virus strains; East Central South African (ECSA) LR2006-OPY1
strain (3′GFP-CHIKV) [50] and West African (WA) 37997 strain (5′GFP-CHIKV) [51], both
encoding green fluorescent protein (GFP) gene, and Asian (181/25) vaccine strain [52]
encoding either mCherry-fluorescent protein (mc-CHIKV) or nano-luciferase gene (nLuc-
CHIKV) fused to the N-terminus of E2 glycoprotein (Supplementary Figure S1). The
mCherry or nano-luciferase proteins are expressed on the viral envelope as previously
described [53]. The plasmids used for the production of CHIKV were kindly provided
by Graham Simmons, San Francisco, CA, USA. The live attenuated Venezuelan equine
encephalitis virus (VEEV) TC-83 strain expressing a GFP reporter gene [54] was generated
by Mike Diamond, Saint Louis, MO, USA. Sindbis virus, Lövånger (KF737350.1) strain [55]
was provided by Magnus Evander, Umeå, Sweden. The GFP expressing human adenovirus
type HAdV-C5 (HAdV-5) was obtained from Vector Development Laboratory, Houston,
TX, USA.

2.2. Plasmids and Antibodies

Gene fragments (gBlocks) encoding wild type TIM-1/Axl and respective mutant open
reading frames were commercially synthesized by Integrated DNA Technologies (IDT,
Inc., Coralville, IA, USA). The gene fragments were amplified by PCR and cloned into
pWPI_BLR vector using the Gibson assembly method according to the manufacturer’s
instructions (New England Biolabs, Ipswich, MA, USA) and direct sequencing used to
confirm inserts.

TIM-1 polyclonal (TIM-1 pAb, AF1750) and Axl polyclonal (Axl pAb) antibodies
were purchased from R&D systems while TIM-1 monoclonal antibody (TIM-1 mAb) was
purchased from BioLegend®, San Diego, CA, USA.

2.3. RNA Transfection by Electroporation

HEK293T cells (1× 106) were resuspended in 400 µL of cytomix electroporation buffer
(2 mM ATP, 5 mM glutathione, 120 mM KCl, 0.15 mM CaCl2, 10 mM K2HPO4/KH2PO4
(pH 7.6), 25 mM HEPES, 2 mM of EGTA and 5 mM MgCl2). Either CHIKV sub-genomic
replicon (SGR) or full-length CHIKV genome encoding nanoluciferase gene were added
at a concentration of 1 µg and 1.7 µg respectively. The mixture was transferred to a
0.4 cm sterile cuvette and electroporated at 240 V and 975 Ω using a Bio-Rad electroporator
system. After electroporation, cells were gently resuspended in 2 mL of prewarmed DMEM
supplemented with 10% FCS, 2 mM L-Glutamine. Cells were seeded in duplicates in 96 and
24-well plates for SGR and the full-length RNA assays respectively. The cells were cultured
at 37 ◦C and 5% CO2. At the indicated timepoints, the cells were lysed for luciferase assay.

2.4. Generation of Lentiviral Vectors and Transduction of Cells

To generate lentiviral pseudoparticles, HEK293T cells were co-transfected with three
plasmids. For pseudoparticles used to generate cells stably expressing a protein of interest,
the cells were transfected with pVSV-G encoding the G protein for the Vesicular stomatitis
virus (VSV), the lentiviral packaging plasmid pCMV_∆R8-74 and the pWPI (from Didier
Trono (Addgene plasmid # 12254) encoding either the wild type or mutant (TIM-1 or Axl)
and a blasticidin resistance gene. Sodium butyrate was added 24 h post transfection in
order to boost plasmid transcription [56]. For cell entry experiments, the pseudoparticles
were generated using a plasmid encoding for a glycoprotein of the virus of interest (CHIKV,
EBOV or VSV), the lentiviral packaging plasmid pCMV_∆R8-74, and a pWPI plasmid
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encoding a luciferase gene as a reporter protein. At 48 and 72 h post transfection, lentiviral
particles were harvested by filtering the supernatant through a 0.45 µm pore size filter. The
lentiviral particles were stabilized by adding HEPES and polybrene was added to improve
the efficiency of gene transfer [57].

To generate cells stably expressing TIM-1 or Axl, the particles were added to a mono-
layer of cells for five hours of transduction then replenished with fresh media. Selection for
positively transduced cells with blasticidin (5 µg/mL) commenced 48 h post-transduction.
To determine the role of surface proteins in virus cell entry experiments, cells were trans-
duced with lentiviral pseudoparticles for 4 h and incubated with fresh media for 24 h.

2.5. RNA Interference

Huh7.5 cells pre-seeded in 6-well plates for five hours were transiently transfected with
a pool of three siRNAs (Ambion™ Silencer™ Select) for TIM-1 (s230290, s230291, s25632)
and MXRA8 (s29242, s29241, s29240) and a control non-targeting (NT) siRNA (AM4637)
(ThermoFisher) using Lipofectamine RNAiMAX Reagent protocol (ThermoFisher, Waltham,
MA, USA). At 48 h post-transfection, cells were assessed for expression, then seeded for
infection and viability testing. The cells were infected with CHIKV at the indicated MOI
and susceptibility determined by flow cytometry at 24 h post infection.

2.6. Cell Viability and Proliferation Assay

The cellular metabolic activity was measured using the MTT assay as previously
described [58]. Cells were seeded in 96-well plates at a density of 2 × 104 cells/well.
Medium was replaced with 50 µL of 0.5 mg/mL MTT in media and incubated for 2 h
at 37 ◦C and 5% CO2. Afterwards, 50 µL per well of Dimethyl sulfoxide (DMSO) was
added to solubilize the crystals. After 30 min at room temperature, the absorbance was
measured at a wavelength of 560 nm on a spectrophotometer microplate-reader (BioTek™
Synergy™ 2).

2.7. Cell Culture Derived CHIKV Stock Production and Titration

Plasmid DNA (20 µg) encoding CHIKV genome was linearized using NotI (New
England Biolabs) endonuclease restriction digestion. Complete linearization was confirmed
by agarose gel electrophoresis and linearized DNA purified using the QIAprep Spin
Miniprep kit (QIAgen, Hilden, Germany) following the manufacturer protocol. A 100 µL
in vitro transcription reaction was prepared using 2 µg of the DNA mixed with nuclease
free water, 10 µL of RNA polymerase buffer (10×), 10 µL of rNTP-mix (25 nM each, Roche,
Basel, Switzerland), 5 µL of 5′cap Analog, 2.5 µL of RNAse inhibitor (Promega, 40 U/µL,
Madison, WI, USA), and 6 µL of SP6 polymerase (New England BioLabs, Ipswich, MA,
USA). The mixture was incubated for 2 h at 37 ◦C after which 4 µL of SP6 polymerase
was added and incubated for a further 2 h. The reaction was stopped by the addition
of 7.5 µL of DNAse (Promega, 1 U/µL) and incubated for 30 min at 37 ◦C to digest
the DNA template. The synthesized RNA was purified using NucleoSpin RNA Clean-
up kit (Macherey-Nagel, Düren, Germany) and analyzed by agarose gel electrophoresis.
Afterwards, the concentration was determined on a spectrophotometer and aliquots of
20 µg frozen at −80 ◦C.

To produce the CHIKV reporter viruses, 20 µg of the in vitro transcribed RNA was
electroporated into 1 × 107 BHK-21 cells in Opti-Mem® (Gibco™). Electroporation was
performed using a Gene Pulser (Bio-Rad, Hercules, CA, USA) at 250 V, two pulses at an
interval of one second and 15 ms pulse length. Cells were immediately transferred into
10 mL of complete DMEM and seeded on 10-cm dishes. The supernatant containing CHIKV
was collected 48 h post electroporation and cellular debris removed using a 0.45-µm pore
size filter. The virus was concentrated by either ultracentrifugation through a 20% sucrose
gradient or by use of 100 MW amicon tubes (Merck, Darmstadt, Germany). The supernatant
was subsequently stored in small aliquots at −80 ◦C. Virus titers were assessed by flow
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cytometry (FACS) and luciferase assay on HEK293T cells and expressed as median Tissue
Culture Infectious Dose (TCID50).

2.8. Infection and Antibody Inhibition Assay

To determine susceptibility to CHIKV, cells were seeded on cell culture plates coated
with poly-L-lysine (HEK293T) or uncoated (Huh7.5, HaCats, fibroblasts and CHO) at the
densities indicated below. After an overnight culture, cells were transferred to biosafety
level three lab and incubated with CHIKV at indicated MOI for four hours. The inoculum
was replaced with fresh medium and cells incubated for the specified time points. Infection
was determined by flow cytometry or luciferase assay depending on the virus used.

For antibody inhibition of CHIKV, HEK293T cells stably expressing TIM-1 WT were
seeded in a 96-well plate at a density of 2 × 104 cells/well 24 h prior to the experiment.
Cells were preincubated in media with the indicated concentration of anti-TIM-1 polyclonal
antibody in DMEM complete. Identical concentrations of IgG isotype were used as control.
After 30 min, the cells were inoculated with GFP tagged CHIKV at MOI of 0.01 for 4 h in
the presence of the antibody, washed and incubated with culture medium. Susceptibility
was analyzed by flow cytometry 24 h post infection.

To determine susceptibility to VEEV, parental HEK293T cells and cells expressing
TIM-1 WT or Axl WT were seeded in 96-well plates (2 × 104 cells/well) coated with poly-
L-lysine. After 24 h, cells were inoculated with virus at MOI of 0.001, 0.01, 0.1, and 1 and
incubated for 4 h at 37 ◦C. The inoculum was removed and fresh DMEM supplemented
with 10% FCS added. After 16 h of infection, cells were detached and GFP expression
determined by flow cytometry.

To determine susceptibility to SINV, parental HEK293T cells and cells expressing
TIM-1 WT or Axl WT were seeded in 6-well plates (1.3 × 106 cells/well) coated with
poly-L-lysine. After 24 h, cells were inoculated with virus at MOI of 0.01 and 0.1 and
incubated for 1 h at 37 ◦C. The inoculum was removed and fresh DMEM supplemented
with 10% FCS added. The supernatant from the wells was collected after 24 h of infection
and titrated at a 10-fold dilution on Vero cells seeded in 12-well plates (5 × 105 cells/well).
After 1 h at 37 ◦C the virus was removed and carboxymethyl cellulose overlay added. After
48 h the wells were fixed with 4% PFA and stained with crystal violet solution. The titer
was determined by counting visible plaques.

To determine susceptibility to HAdV-C5-GFP, parental HEK293T cells and cells ex-
pressing TIM-1 WT or Axl WT were seeded in black 96-well plates with transparent bottom
(3 × 104 cells/well). Cells were washed twice with DMEM before addition of serial di-
lutions of HAdV-C5-GFP. After 1 h at 37 ◦C, the virus was removed and fresh DMEM
supplemented with 2% FBS was added to the cells. Then, 24 h post infection the plates were
fixed with 4% PFA for 10 min and GFP expression was imaged using a Trophos system
(Luminy Biotech Enterprises, Marseille, France).

2.9. Virus Binding and Endosomal Escape Assays

Cells were suspended in binding buffer (DMEM supplemented with 20 mM HEPES,
1 mM calcium chloride and 0.2% human serum albumin, pH 7.4) with mCherry-fluorescent
CHIKV (mc-CHIKV) at MOI of 50 and incubated at 4 ◦C on a shaker for 2 h. The cells were
washed 3 times in binding buffer and fixed using 4% PFA. The cells suspended in FACS
buffer were then analyzed for binding by flow cytometry.

For endosomal escape, cells inoculated with nano-luciferase CHIKV (nLuc-CHIKV)
in DMEM complete medium were incubated on ice for one hour to allow maximum at-
tachment and synchronized entry of virus. Cells were washed three times with DMEM to
remove unbound nLuc-CHIKV. Binding efficiency between parental and TIM-1 WT/mutant
expressing HEK293T cells was determined by luciferase assay. After removing unbound
virus, fresh DMEM complete was added and cells were transferred to 37 ◦C to initiate par-
ticle uptake. At the indicated time points, medium supplemented with 20 mM ammonium
chloride was added in order to prevent endosomal acidification and escape of the virus
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from endosomes. After 10 h of continuous incubation with ammonium chloride at 37 ◦C,
the cells were lysed by freeze-thawing and productive infection assessed by determining
the enzymatic activity of the newly translated luciferase after initial replication of the
incoming viral genomes.

2.10. Confocal Microscopy and Live Cell Imaging

Live-cell imaging was carried out using a laser confocal spinning-disc coupled to a
motorized Ti-E inverted microscope (Nikon, Tokyo, Japan) and equipped with a Yokogawa
CSU-X1 5000 Spinning Disk Unit and an EMCCD camera iXon Ultra DU-888 (Andor
Technologies, Belfast, Northern Ireland). Time-lapse movies were acquired using 60× and
100× objectives (NA = 1.49) and NIS-Elements AR DUO software and were recorded at an
acquisition rate of 3 frames per second for 2 min.

Prior to imaging, cells were stained using a membrane permeable dye for living cells,
Calcein AM (C3099, Invitrogen, Carlsbad, CA, USA) at a concentration of 0.2 µM for 10 min
at 37 ◦C. While Calcein AM is usually used to probe cell viability, here it was used to identify
the cells and make it possible to count them using confocal imaging. Cells were kept in
a growth chamber (37 ◦C, 5% CO2) for the entire acquisition time. Labeled mc-CHIKV
viruses were immediately imaged after they were added to the cells and were excited using
the 561 nm laser. Before and after each time-lapse recording, the cells and viruses were
imaged using a 488 nm and 561 nm laser excitation to check for autofluorescence.

Internalized viral particles were quantified by quenching of the extracellular viral
particles using Trypan Blue (Gibco). Twenty minutes after addition of mc-CHIKV to
the cells, Trypan Blue (Gibco™) was added at the concentration of 0.4% to quench the
extracellular viral particles. Zstack images of the cells after addition of Trypan Blue were
recorded using a 488 nm and 561 nm laser excitation. The number of internalized particles
per cell was then counted using Fiji and the multipoint tool. The number of cells used
for the quantification of the bound and the internalized particles was determined using
images taken in the green TIM-1 channel. Finally, the total number of virus particles and of
intracellular virus particles was each divided by the number of cells.

2.11. Single Particle Tracking

Recorded movies of mc-CHIKV diffusion at the cell surface were processed and
analyzed using TrackMate [59] and Matlab DC-MSS (Divide-and-Conquer Moment Scaling
Spectrum) transient diffusion analysis [60]. First, the movies were pre-processed using
Fiji by correcting uneven background using a rolling ball of 50 and by filtering the noise
(despeckle). The virus trajectories were then reconstructed using TrackMate (ImageJ, 1.53j,
University of Wisconsin, Madison, WI, USA) where the virus particles were detected with
sub-pixel localization and linking of frame-to-frame displacement of 1 µm and a maximum
gap of 2 µm and 20 frames. Aggregates and large particles were manually excluded
from the analysis. Trajectories longer than 60 frames were then segmented and classified
in Matlab using a built-in script and DC-MSS. Briefly, diffusion classification was done
using the moment scaling spectrum (MSS) where high order moments of the displacement
distribution are considered and the slope of the MSS reflects the motion type: a slope of
0.5 implies free normal diffusion, a slope between 0 and 0.5 yields anomalous motion, and
a slope of 0 represents immobile particles. Trajectories were segmented depending on the
motion type with a rolling-window of 21 frames. For each segment, diffusion properties
such as the diffusion coefficient and confinement radius were extracted as detailed by
Vega et al. [60]. Moreover, the time spent in immobile, anomalous, or free motion type was
calculated by dividing the sum of the time spent in one motion type by the total time spent
by all segments in all motion types.

2.12. Western Blot Analysis

Cells were washed three times using PBS and suspended for 30 min on ice in lysis
buffer (1% Nonidet P40, 10% glycerol, 1 mM CaCl2 in HEPES/NaCl) supplemented with
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1% protease inhibitor (Sigma-Aldrich #P8340, Burlington, MA, USA). Supernatants were
collected after centrifugation and total protein concentration determined by Bradford assay.
Then, 25 µg of total protein was separated in reducing conditions by sodium dodecyl
sulphate-polyacrylamide gel electrophoresis (SDS-PAGE). The proteins were transferred
to polyvinylidene difluoride (PVDF) membrane (Bio-Rad) followed by blocking with
5% skimmed milk in PBS supplemented with 0.5% Tween 20 (PBS-T). The membranes
were incubated with their respective primary antibody for one hour at room temperature.
After washing three times using PBS-T, the membranes were incubated with the indicated
horse radish peroxidase (HRP)-conjugated secondary antibodies. Following extensive
washing, protein levels were detected using ECL Prime Western blot detection system (GE
Healthcare, Chicago, IL, USA) and visualized using the ChemoStar Professional Imager
System (Intas, Göttingen, Germany).

2.13. Luciferase Assay

Luciferase activity was determined as previously described [61] in cells inoculated
with lentiviral pseudoparticles or authentic CHIKV and in cells electroporated with CHIKV
subgenomic or full-length RNA. Firefly luciferase activity was measured by mixing 20 µL
cell lysate with 72 µL firefly luciferase assay buffer [25 mM glycyl-glycine (pH 7.8), 15 mM
KPO4 (pH 7.8), 15 mM MgSO4, 4 mM EGTA, 1 mM DTT and 2 mM ATP (pH 7.6)] and 40 µL
of firefly luciferase substrate (0.2 mM D-luciferin in 25 mM glycyl-glycine). Nano-luciferase
activity was measured by adding 80 µL of 1:1000 coelenterazine solution (0.42 mg/mL in
methanol) to 20 µL of the lysate. Luciferase activity was measured in a plate luminometer
(LB960 CentroXS3, Berthold technologies) in white luminometer 96-well plate.

2.14. Surface Staining and Flow Cytometry

The expression of TIM-1, Axl, and MXRA8 was analyzed by staining cells with
anti-TIM-1, anti-Axl (R&D Systems, Minnneapolis, MN, USA), and anti-MXRA8 (JSR life
sciences, Sunnyvale, CA, USA) monoclonal antibodies without prior fixation. The primary
staining with unconjugated antibody was followed by secondary staining with either Alexa
488- or 647-conjugated anti-mouse/goat IgG antibody (ThermoFisher, Waltham, MA, USA).
The respective IgG isotype was used as control. The expression of TIM-1 and Axl was
analyzed by APC-conjugated monoclonal anti-TIM-1 (BioLegend®) and anti-Axl (R&D
Systems, Minnneapolis, MN, USA) antibodies respectively. Appropriate APC-conjugated
isotype control antibodies from BioLegend® and R&D Biosystems were used. All flow
cytometry analyses in this study were performed using Sony Spectral Cell Analyzer (Sony
Biotechnology, San Jose, CA, USA) and data analyzed by FlowJo V10 Software.

2.15. Statistical Analysis

Experiments were performed in at least three biological replicates, each carried out in
technical triplicates unless otherwise specified. Results are plotted as mean ± standard
error of mean (SEM) of three biological replicates unless otherwise indicated. Statistical
analyses were performed in GraphPad Prism 8 (GraphPad Software, Inc., San Diego, CA,
USA) using analysis of variance (ANOVA) followed by Dunnett’s multiple comparison
test. Statistical relevance for binding and internalization of CHIKV was calculated using
Welch t-test. Statistical relevance was reached for p ≤ 0.05 (*), p ≤ 0.01 (**), p ≤ 0.001 (***),
and p ≤ 0.0001 (****); p > 0.05 (ns) was considered non-significant.

3. Results
3.1. Ectopic TIM-1 Expression Enhances CHIKV Infection in HEK293T Cells

In order to investigate the role of wild type TIM-1 (TIM-1 WT) and Axl (Axl WT) in
mediating CHIKV infection, we generated HEK293T cells stably expressing TIM-1 WT and
Axl WT (Figure 1A and Supplementary Figure S2A). The immunoblot of TIM-1 (predicted
molecular weight = 39.3 kDa) and Axl (predicted molecular weight = 98.3 kDa) confirmed
expression of both proteins, however also revealed additional bands at higher molecular
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weight, which are most likely attributed to post-translational modifications. TIM-1 has
several Ser, Thr, and Pro as well as Asn residues in the mucin domain that can be modified
by O-linked or N-linked glycans, respectively [62]. Moreover, TIM-1 forms homodimers
due to high affinity between residues in the IgV domains [63,64]. Axl mainly undergoes
N-linked glycosylation [65]. The predicted Axl molecular weight of ~98.3 kDa may explain
the lower band. However, the band with molecular weight of ~130 kDa is considered to be
fully glycosylated and functional [66]. We inoculated cells with increasing multiplicities
of infection (MOI) and analyzed susceptibility to the green fluorescent protein encoding
CHIKV (3′GFP-CHIKV) by flow cytometry after 24 h. The cells that ectopically express TIM-
1 WT were more susceptible to CHIKV, especially at MOI ≤ 0.1. At MOI of 0.01, TIM-1 WT
expression increased susceptibility by 12-fold whereas Axl WT expression resulted in a two-
fold increase (Figure 1B,C). Notably, TIM-1 WT and Axl WT expressing HEK293T cells were
more susceptible to CHIKV (33-fold and 10-fold respectively) and Ebola virus (18-fold and
five-fold respectively) glycoprotein-based lentiviral pseudoparticles demonstrating that
the proteins are functional as previously reported [18,67–69] (Supplementary Figure S2B).
Next, we analyzed the susceptibility of the cells to authentic CHIKV at different hours
post infection (hpi). At 24 hpi, TIM-1 WT expressing cells were 69% positive for CHIKV
while parental cells and Axl WT expressing cells were 11% and 21% respectively positive
for CHIKV (Figure 1C). To evaluate the dependence of different CHIKV genotypes on
TIM-1 WT, we inoculated cells with strains of ECSA (MOI = 0.01), West African (WA,
MOI = 0.01), and Asian (181/25, MOI = 0.1) genotypes. In comparison to the control
cells, TIM-1 WT expression in HEK293T cells consistently enhanced the infection with
all tested CHIKV strains (ECSA: 28-fold, WA: 14-fold, and 181/25: 10-fold) (Figure 1D).
Moreover, we observed a dose-dependent inhibition of 3′GFP-CHIKV infection of TIM-1
expressing cells using an anti-TIM-1 polyclonal antibody (α-TIM-1 Ab) while an isotype
IgG control antibody slightly affected CHIKV infection, but not in a dose-dependent
manner (Figure 1E).

In order to establish the role of TIM-1 in the presence or absence of glycosaminoglycans
(GAGs), we expressed human TIM-1 in Chinese hamster ovary (CHO) cells with (CHOK1)
and without GAGs (CHO745) [70,71]. We inoculated CHO cells with strains of ECSA
(MOI = 0.01), WA (MOI = 0.01), and Asian (MOI = 0.1) genotypes. In comparison to control
cells, the expression of TIM-1 in CHOK1 cells increased susceptibility by 11-fold (ECSA),
21-fold (WA), and 15-fold (181/25) whereas a ~7-fold increase was observed in CHO745 for
all tested genotypes. CHO745 cells expressing TIM-1 were generally approximately two-
fold less susceptible to CHIKV than CHOK1 expressing TIM-1 (Supplementary Figure S3A)
despite similar susceptibility of parental cells lacking TIM-1 (Supplementary Table S1). This
suggests that the observed TIM-1-dependent enhancement of CHIKV infection is slightly
modulated by the expression of GAGs.

To test if other alphaviruses use TIM-1 and/or Axl as host factor, we inoculated
HEK293T cells expressing TIM-1 and Axl with Venezuelan eastern equine encephalitis
virus (VEEV) and with Sindbis virus (SINV) at increasing MOI. In comparison to the
parental cells, TIM-1 expression enhanced VEEV infection by 1.4-fold at a MOI of 0.1
(Figure S3B). SINV infection increased four-fold upon TIM-1 expression as measured by
infectious particle release (Supplementary Figure S3C). As a control, we challenged the
cells with serially diluted human adenovirus-5 (HAdV-5), a non-enveloped virus. Infection
of the cells was independent of TIM-1 and Axl (Supplementary Figure S3D). Taken together,
these observations indicate that unlike Axl, TIM-1 expression enhances infection of different
CHIKV genotypes and alphaviruses. However, in comparison to CHIKV, VEEV and SINV
appear to be less dependent on TIM-1.

In order to establish if TIM-1 has a role in the replication of CHIKV, we generated
HEK293T cells expressing TIM-1 wild type (TIM-1 WT), TIM-1 with a double mutation
in the PtdSer-binding pocket (TIM-1∆MIL, N114A, and D115A), and TIM-1 lacking the
cytoplasmic domain (TIM-1∆Cyt). We then compared the replication in parental cells
to TIM-1 WT, TIM-1∆MIL, and TIM-1∆Cyt by electroporating CHIKV subgenomic RNA
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encoding for nano-luciferase. Our findings showed similar RNA replication between the
cells as determined by luciferase assay (Supplementary Figure S4A). Furthermore, we
electroporated the cells with the full length CHIKV RNA encoding nano-luciferase gene
(nLuc-CHIKV) to confirm the observation made by electroporating subgenomic RNA.
Infection was stopped at 4, 6, 8, and 10 h timepoints to avoid re-infection by de novo
virus. By use of the luciferase assay, we observed luciferase activity across the cell variants
(Supplementary Figure S4B), suggesting that TIM-1 has no influence on the replication of
CHIKV in HEK293T cells. Collectively, this finding implies that the role of TIM-1 in CHIKV
infection may be at the level of binding and entry.
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0.01), WA 5′GFP-CHIKV (MOI = 0.01) and Asian mc-CHIKV (MOI = 0.1) genotypes and infection 
assessed by flow cytometry. (E) HEK293T cells expressing TIM-1 were pre-incubated for 30 min 
with increasing concentrations of TIM-1 polyclonal antibody (black bars) or isotype control anti-
body (mock, white bars) before inoculation with ECSA 3′GFP-CHIKV at MOI of 0.01. After 4 h the 
cells were washed and infection levels analyzed by flow cytometry 20 h later as in (B) and (C). Error 
bars represent standard error of the mean (SEM) of three biological replicates. Statistical significance 
was calculated using a Dunnet’s multiple comparisons test (2way ANOVA) ns > 0.05, * p < 0.05, ** p 
< 0.01, *** p < 0.001 and **** p < 0.0001. 
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ANOVA) ns > 0.05, * p < 0.05, ** p < 0.01, *** p < 0.001 and **** p < 0.0001.
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3.2. The TIM-1 Phosphatidylserine-Binding Domain Is Crucial for TIM-1-Dependent Infection

Next, we characterized the role of intra- and extracellular domains of TIM-1 in en-
hancing CHIKV binding, uptake, and infection using HEK293T cells expressing TIM-1
WT, TIM-1∆MIL, and TIM-1∆Cyt (Figure 2A). We stained TIM-1 WT and TIM-1 deletion
mutant expressing cells with antibodies against the ectodomain and sorted cell populations
with similar TIM-1 surface expression levels (mean fluorescent intensity, MFI) (Figure 2B).
We challenged the parental HEK293T cells and cells expressing TIM-1 WT, TIM-1∆MIL,
or TIM-1∆Cyt with ECSA (MOI 0.01), WA (MOI 0.01), and Asian (MOI 0.1) strains of
CHIKV. After 24 h, infection levels in cells expressing the ectodomain mutant (TIM-1∆MIL)
were similar to those of parental cells (Figure 2C). Conversely, we observed increased
infection levels in cells expressing TIM-1 WT and TIM-1∆Cyt. Expression of TIM-1 WT
increased infection with ECSA, WA and Asian (181/25) strains by 25-fold, 21-fold and
five-fold, respectively while expression of TIM-1∆Cyt increased infection by 21-fold, 17-
fold and seven-fold, respectively (Figure 2C). Notably, infectivity of the Asian vaccine
strain (181/25) was lower in comparison to ECSA and WA stains. The lower infectivity
is attributed to attenuation due to substitution of two amino acids at positions 12 and 82
in the E2 envelope glycoprotein responsible for receptor binding [52,72]. We observed
similar infectivity between cells expressing TIM-1 WT and TIM-1∆Cyt, implying that the
cytoplasmic domain of TIM-1 is dispensable for CHIKV infection of HEK293T cells. To
further characterize the role of TIM-1 ectodomain in CHIKV infection, we determined the
competence of parental cells and cells expressing TIM-1 WT or TIM-1∆MIL to bind and
internalize mCherry-fluorescent CHIKV (mc-CHIKV, Asian genotype). The mc-CHIKV
presents the mCherry on the virion surface due to a mCherry-E2 fusion and can be detected
by flow cytometry or confocal microscopy. After two hours of CHIKV binding on ice
to avoid internalization, we assessed cell bound virus particles by flow cytometry. In
comparison to the parental cells, the expression of TIM-1 WT or TIM-1∆MIL resulted in
increased binding of CHIKV (Figure 2D). This increase was more pronounced for TIM-1
WT than for the ectodomain mutant, however this observation did not reach statistical
significance in this assay. Imaging of CHIKV binding within the first 20 min of a live cell
confocal experiment at 37 ◦C further confirmed that cells expressing TIM-1 WT bind 2-fold
more CHIKV particles compared to TIM-1∆MIL and this observation reached statistical
significance (Figure 2E). Collectively, our findings here indicate that CHIKV depends on
the phosphatidylserine binding domain of TIM-1 for efficient binding and infection.

3.3. Single Particle Tracking of CHIKV Confirms PtdSer Domain Requirement

To characterize the effect of the PtdSer binding site on the diffusive behavior of CHIKV
on the cell membrane, we used single particle tracking of live cells. The mc-CHIKV particles
were added to the cells immediately prior to imaging and movies were recorded at three
frames per second for two minutes. A total of Nvirus = 1523 and 472 virus particles for
TIM-1 WT and TIM-1∆MIL respectively were analyzed and a representative trajectory of
CHIKV on TIM-1 WT cells is shown in Figure 3A, illustrating the lateral diffusion of the
virus at the cell surface (movies. SA-B). The extracted trajectories were further analyzed by
segmenting each track depending on the three-diffusion types: immobile and the mobile
motions, anomalous confined and free motion (Figure 3B,C corresponding to the track
shown in Figure 3A). The average segment length ranged between 12 and 30 seconds with
the shortest being six seconds. While in all cases the virus spent 8% and 7% (for WT and
mutant respectively) of the time being immobile, for mobile particles, the characteristics
of virus diffusion at the cell surface were affected by the mutation in the PtdSer binding
site. Indeed, upon mutation of the TIM-1 MILIBS, CHIKV spent less time diffusing freely
(35% vs. 48% for the TIM-1 WT cells) (Figure 3D), albeit with a higher diffusion coefficient
(Figure 3E). The confinement radius also increased slightly (Figure 3F), in spite of the fact
that the anomalous diffusion coefficient remained unaffected. Together, these results reveal
that the PtdSer binding site of TIM-1 contributes to modulating the lateral virus Brownian
movement at the plasma membrane by reducing the diffusion coefficient of the free motion
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and the area of virus diffusion at the cell surface, leading to a more confined motion, which
could benefit virus internalization.
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Figure 2. Phosphatidylserine-binding domain of TIM-1 is crucial for CHIKV entry and infection
(A) Schematic representation of TIM-1 WT, TIM-1∆MIL with a mutation in the phosphatidylserine
binding site and TIM-1∆Cyt that lacks part of the cytoplasmic domain (made with BioRender.
com). (B) Expression levels of TIM-1 in parental and HEK293T cells transduced with lentiviral
pseudoparticles to stably express TIM-1 WT, TIM-1∆MIL or TIM-1∆Cyt assessed as in Figure 1.
(C) Parental HEK293T cells expressing TIM-1 WT, TIM-1∆MIL and TIM-1∆Cyt were challenged
with CHIKV strains of ECSA 3′GFP-CHIKV (MOI = 0.01), WA 5′GFP-CHIKV (MOI = 0.01) or Asian
mc-CHIKV genotypes (MOI = 0.1) and infection assessed by flow cytometry at 24 hpi. (D) Cold
binding of fluorescent mc-CHIKV at MOI of 50. After two hours and extensive washes, cells were
fixed and analyzed by flow cytometry. (E) Live cell imaging of CHIKV binding. Cells were inoculated
with fluorescent Asian mc-CHIKV at MOI of 50 and monitored by confocal microscopy. Number
of CHIKV binding events to the plasma membrane within 20 min were counted. The error bars
represent standard errors of the mean (SEM). Statistical significance was calculated using Dunnet’s
multiple comparisons test (2way ANOVA) (C) and Welch t-test (E) with ns > 0.05, * p < 0.05 and
**** p < 0.0001.
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Figure 3. Single particle tracking of CHIKV confirms PtdSer domain requirement. (A) Overlay of the fluorescence image of
CalceinAM stained TIM-1 WT cells (green) and labeled Asian mc-CHIKV particles (red) with the virus diffusion trajectory
(yellow) at the cell surface. The bar represents 2 µm. (B) The CHIKV trajectory shown in (A) as a time-lapse with the time in
seconds presented as a color bar (C) Segmentation of the trajectory shown in (B) and classification of the segments using
moment scaling spectrum (red: anomalous confined motion—black: Brownian free motion). (D) The fraction of time spent
by the mobile particles either in confined anomalous or Brownian free motion. The total number of viruses analyzed here is
Nvirus = 1523, 472 for TIM-1 WT and TIM-1 ∆MIL respectively. (E) The mean of the diffusion coefficient for anomalous and
free motion of each segment is calculated using MSS as described in methods. (F) The confinement radius of the anomalous
motion is presented for each cell type. The error bars represent standard errors of the mean (SEM) with Nsegments = 1296,
414 for TIM-1 WT and TIM-1∆MIL respectively. Statistical significance was calculated using a Welch t-test with ns > 0.05,
* p < 0.05 and ** p < 0.01. For D, the percentage of fraction was obtained by counting, so no statistical analysis is provided.

3.4. Entry Kinetics of CHIKV Are Altered by TIM-1

Next, we aimed to dissect the role of TIM-1 protein domains in the initial steps of
the CHIKV infection cycle. After binding to the cell surface, CHIKV is thought to be
primarily internalized by clathrin-mediated endocytosis and reach endosomes where low
pH-dependent membrane fusion occurs and the nucleocapsid is released (endosomal
escape) [40,41]. Eventually, the capsid dissociates and the released genome undergoes
translation and replication [9]. Addition of medium supplemented with 20 mM of lysoso-
motropic ammonium chloride (NH4Cl) raises the pH in the endosomes hence blocking the
endosomal escape of viruses [73–75]. To that end, we compared the CHIKV endosomal
escape kinetics in HEK293T cells expressing either TIM-1 WT, TIM-1∆MIL, or TIM-1∆Cyt.

We inoculated cells with CHIKV carrying a nano-luciferase fused E2 glycoprotein
(nLuc-CHIKV) and synchronized virus binding for one hour in the cold. After extensive
washes, we determined binding efficiency by luciferase assay, making use of the virion
incorporated nano-luciferase E2 fusion protein (Supplementary Figure S5). To initiate
CHIKV internalization and endosomal escape, we then shifted the cells to 37 ◦C. At the
indicated timepoints, we exposed the cells to 20 mM NH4Cl to raise the endosomal pH
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and prevent membrane fusion. After 10 h at 37 ◦C, we quantified the enzymatic activity
of the luciferase E2 fusion protein translated from newly replicated CHIKV genomes as a
measure for productive infection (Figure 4A). In comparison to the parental cells, TIM-1
WT and TIM-1∆Cyt expressing cells more efficiently bound nLuc-CHIKV by three-fold
(Supplementary Figure S5). To determine TIM-1-dependent entry/endosomal escape
kinetics, and to exclude the role of other cellular factors, we normalized the data to that
of the parental cells at each time point. We observed a TIM-1 dependent enhancement of
entry kinetics after 20 min and for all subsequent timepoints. We also observed enhanced
endosomal escape as compared to parental cells in cells expressing TIM-1∆Cyt and this
became apparent at one hour post temperature shift. In contrast, cells expressing TIM-
1∆MIL showed no significant enhancement of endosomal escape as compared to parental
cells (Figure 4B and Supplementary Table S2). Thus, although cells expressing either TIM-1
WT or TIM-1∆Cyt bound equal numbers of CHIKV particles (Supplementary Figure S5),
TIM-1∆Cyt expressing cells needed more time to internalize CHIKV in comparison to TIM-1
WT expressing cells. Similarly, after 20 min of incubation at 37 ◦C, we observed by confocal
microscopy that the number of internalized mc-CHIKV virions in TIM-1 WT expressing
cells was three-fold higher than the number of virions in cells expressing TIM-1∆MIL
(Figure 4C). Altogether, these results indicate that, in addition to the TIM-1 PtdSer binding
domain, the cytoplasmic domain may modulate TIM-1-dependent CHIKV entry kinetics.

3.5. TIM-1 Expression Renders Keratinocyte Derived HaCat Cells Permissive to CHIKV

The skin is the primary entry point of CHIKV. Human epidermal keratinocytes express
Axl and TIM-1 in the stratum basale layer [37,38] and are susceptible to CHIKV [20]. In
order to determine the role of Axl and TIM-1 in CHIKV infection of the skin, we used
HaCat cells, a derivative of immortalized keratinocytes that acts as a relevant model to
study keratinocytes in vitro [39]. However, surface staining using monoclonal antibodies
and flow cytometry revealed that HaCat cells endogenously express modest levels of
Axl (Figure 5A), but no detectable levels of TIM-1 (Figure 5B). Hence, we used lentiviral
pseudoparticles to generate cells stably expressing Axl WT, Gas6 binding site mutant (Axl
E66R_T84R), tyrosine kinase domain mutant (Axl K567A), Axl lacking the cytoplasmic
domain (Axl∆Cyt), and Axl with a naturally occurring single nucleotide polymorphism
(SNP, Axl R295W) (Figure 5A and Supplementary Figure S6A). We also generated cells
expressing TIM-1 wild type (TIM-1 WT), TIM-1 with a mutation in the PtdSer-binding
pocket (TIM-1∆MIL including N114A and D115A), TIM-1 lacking the cytoplasmic domain
(TIM-1∆Cyt), TIM-1 with single and double mutations (K338A, K346A, and TIM-1∆Ubi) in
the cytoplasmic ubiquitination motif, TIM-1 lacking the cytoplasmic domain (TIM-1∆Cyt),
and TIM-1 with a naturally occurring single nucleotide polymorphism (SNP) in the Ig-V
domain (TIM-1 S51L) (Figure 5B and Supplementary Figure S6B). We detected expression of
all Axl and TIM-1 variants on the surface of HaCat cells. Expression levels were comparable
with the exception of the Axl E66R_T84R and the TIM-1-1∆Cyt, which displayed slightly
reduced expression as compared to the respective WT protein.

In order to establish if Axl and TIM-1 have a role in CHIKV entry into HaCat cells,
we transduced the cells with lentiviral pseudoparticles (pp) decorated with glycoproteins
of CHIKV (CHIKVpp) and VSV (VSVGpp). In comparison to parental HaCat cells, which
did not support CHIKV pseudoparticle entry, Axl WT enhanced CHIKVpp and VSVGpp
entry into HaCat cells by ~two-fold while all the Axl mutant variants did not enhance entry
(Supplementary Figure S7A). This was in contrast to the ten-fold CHIKVpp increase in entry
observed in HEK293T cells (Supplementary Figure S2B). TIM-1 WT expression enhanced
pp entry (five-fold and nine-fold for CHIKVpp and VSVGpp, respectively), as did the TIM-
1 mutants TIM-1∆Ubi, TIM-1 K338R and TIM-1 K346R (five-fold and six-fold for CHIKVpp
and VSVpp respectively), TIM-1∆Cyt (two-fold for both CHIKVpp and VSVGpp) and TIM-
1 S51L (three-fold and five-fold for CHIKVpp and VSVGpp respectively). There was no
entry enhancement of CHIKVpp or VSVGpp entry into cells expressing the PtdSer-binding
pocket mutants; TIM-1∆MIL, N114A and D115A (Supplementary Figure S7B). Unlike
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expression in HEK293T cells, TIM-1 WT expression in HaCat cells enhanced VSVGpp entry
implying that VSV dependence of TIM-1 is cell-type specific. Our results suggest that
the ubiquitination motif of TIM-1 is dispensable for entry into HaCat cells whereas the
cytoplasmic domain in general, the PtdSer-binding pocket and the naturally occurring
ectodomain SNP (TIM-1 S51L) are required for the full CHIKV entry factor function of
TIM-1 in HaCat cells.
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°C and relative endosomal escape determined by luciferase assay. (B) Entry kinetics of nLuc-CHIKV 
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50 and monitored by confocal microscopy. After 20 min of live imaging of fluorescent mc-CHIKV 
(Asian genotype) and cells at 37 °C, trypan blue was added to quench extracellular particles and 
only internalized viruses were imaged and counted using ImageJ. The error bars represent standard 
errors of the mean (SEM). Statistical significance was calculated using Dunnet’s multiple compari-
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Figure 4. Entry kinetics of CHIKV are altered by TIM-1. (A) Scheme showing binding and entry assay. CHIKV (Asian
genotype) encoding nano-luciferase fused to E2 glycoprotein (nLuc-CHIKV) was added to parental and TIM-1 expressing
HEK293T cells, which were subsequently incubated at 4 ◦C for 1 h to synchronize binding. After washing, cells were
transferred to 37 ◦C and medium with 20 mM NH4Cl was added at indicated time points. Assay was stopped after 10 h of
incubation at 37 ◦C and relative endosomal escape determined by luciferase assay. (B) Entry kinetics of nLuc-CHIKV in the
indicated cell lines normalized to parental HEK293T cells at each time point. (C) Live cell imaging of internalized CHIKV.
Cells were inoculated with fluorescent Asian mc-CHIKV at MOI of 50 and monitored by confocal microscopy. After 20 min
of live imaging of fluorescent mc-CHIKV (Asian genotype) and cells at 37 ◦C, trypan blue was added to quench extracellular
particles and only internalized viruses were imaged and counted using ImageJ. The error bars represent standard errors of
the mean (SEM). Statistical significance was calculated using Dunnet’s multiple comparisons test (2way ANOVA) (B) and
Welch t-test (C) with * p < 0.05, ** p < 0.01, *** p < 0.001 and **** p < 0.0001.
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Figure 5. TIM-1 renders HaCat cells permissive to CHIKV. (A) Cell surface expression of Axl in HaCat cells with and
without ectopic Axl expression (Axl WT) analyzed by antibody staining and flow cytometry. (B) Cell surface expression
of ectopic TIM-1 WT and TIM-1 mutants in HaCat cells analyzed by antibody staining and flow cytometry. (C) Parental
HaCat immortalized keratinocytes and HaCat cells expressing either TIM-1 WT, TIM-1∆MIL, TIM-1∆Cyt or Axl WT were
inoculated with Asian genotype nano-luciferase CHIKV reporter virus. After four hours, the cells were washed extensively
to remove unbound virus. Expression of nano-luciferase attesting for viral replication was monitored over time using
luciferase assay. Permissive fold change relative to parental HaCat cells at the indicated time points post infection is
shown. (D) Released progeny virions in culture supernatants from (C) were used to inoculate human dermal fibroblasts and
infection levels determined at 24 h post infection. The error bars represent mean ± SEM of three independent experiments.
Statistical significance was calculated using a Dunnet’s multiple comparisons test (2way ANOVA) ns > 0.05, ** p < 0.01 and
**** p < 0.0001.

We next challenged the Axl and TIM-1 expressing HaCat cells with authentic nLuc-
CHIKV and determined infectivity by luciferase assay. In comparison to the parental
cells, which were refractory to CHIKV infection, HaCat cells expressing TIM-1 WT were
14-fold and 22-fold more permissive to nLuc-CHIKV at 24 hpi and at 48 hpi, respectively
(Figure 5C and Supplementary Table S1). Interestingly, neither the expression of TIM-
1∆MIL, TIM-1∆Cyt, nor Axl rendered HaCat cells susceptible. In contrast to HEK293T cells,
where the cytoplasmic domain of TIM-1 was dispensable for CHIKV infection (Figure 2C),
the cytoplasmic domain of TIM-1 was required for infection of HaCat cells (Figure 5C and
Supplementary Table S1). In order to establish if infection of HaCat cells was productive,
we collected HaCat cell supernatants at the indicated time points post infection, inoculated
human dermal fibroblasts with the supernatants for 24 h and determined CHIKV infection
of the fibroblasts by luciferase assay. Fibroblasts are known to be permissive to CHIKV
and the infection is MXRA8-dependent [20], however our data cannot exclude a role for
Axl in this cell line. In comparison to the parental cells, expression of TIM-1 WT, resulted
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in a 10-fold and 24-fold higher release of infectious CHIKV particles at 24 hpi and 48 hpi,
respectively. Expression of TIM-1∆Cyt and TIM-1∆MIL in HaCat cells resulted in a five-
fold and two-fold higher release of CHIKV compared to parental cells. The expression of
Axl did not yield infectious CHIKV particle release (Figure 5D). Altogether, these findings
underpin that both the ectodomain and the cytoplasmic domain of TIM-1 complement
each other and play a role in CHIKV infection. The findings also demonstrate the cell type
specific dependence of CHIKV on TIM-1.

3.6. Endogenous TIM-1 Mediates CHIKV Infection of Hepatoma Cells

Chikungunya virus has a wide tissue and cellular tropism and previous reports
indicate that it infects the liver [76,77]. Hence, we determined the expression levels of
TIM-1 and Axl in Huh7.5 cells—a human hepatoma derived cell line. We found that
Huh7.5 cells predominantly express TIM-1 while Axl expression is negligible (Figure 6A
and Supplementary Figure S8). To analyze the role of TIM-1 in CHIKV infection of Huh7.5
cells, we used a pool of three siRNAs to specifically knockdown TIM-1, MXRA8, a known
factor for CHIKV entry (as positive control) [20,22], or both (Supplementary Figure S8D).
The viability of cells transfected with a pool of siRNA was similar to control cells transfected
with a non-targeting (NT) siRNA (Figure 6B). 48 h post silencing, the surface expression
(mean fluorescent intensity, MFI) of TIM-1 and MXRA8 was reduced by four-fold and
two-fold, respectively (Figure 6C). In comparison to cells transfected with NT siRNA, we
observed that siRNA mediated silencing of TIM-1 reduced susceptibility to CHIKV by
~25%. Knockdown of MXRA8 resulted in ~60% reduction in susceptibility to CHIKV similar
to simultaneous silencing of TIM-1 and MXRA8 (Figure 6D). Together, these findings show
that, in the presence of MXRA8, endogenous TIM-1 plays a role in CHIKV infection of
Huh7.5 cells.
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in cells expressing Axl [19,80]. TIM-1 associates with PtdSer on virions through the im-
munoglobulin-like variable (Ig-V) domain whereas Axl interacts through a growth arrest-
specific 6 ligand (Gas6) or protein-S to enhance viral entry, which may explain the differ-
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Figure 6. Endogenous expression of TIM-1 facilitates CHIKV infection of hepatocytes. (A) Endogenous surface expression of
TIM-1 and Axl in Huh7.5 cells. (B) MTT assay-based viability of Huh7.5 cells. Cells were re-seeded in 96-well plate 48 h after
treatment with targeting and non-targeting (NT) siRNA and incubated overnight. Afterwards, MTT assay was performed to
compare proliferation of cells. (C) TIM-1 and MXRA8 surface expression 48 h after siRNA treatment measured by antibody
staining followed by flow cytometry. One representative dataset shown. (D) Huh7.5 cell susceptibility to CHIKV after
treatment with targeting and NT siRNA. Cells were inoculated with 5′GFP CHIKV (WA genotype) and infectivity determined
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by flow cytometry 24 hpi. The error bars represent mean ± SEM of at least three independent experiments. Statistical
significance was calculated using a Dunnet’s multiple comparisons test (2way ANOVA) ns > 0.05, * p < 0.05 and *** p < 0.001.

4. Discussion

Phosphatidylserine-binding proteins, including TIM-1 and Axl receptor tyrosine ki-
nase, are important host factors for a number of viruses [18,33,34,78–80]. In the present
study, we demonstrated that human TIM-1 plays a key role in CHIKV infection of hu-
man cells. In contrast to findings in previous studies that used CHIKV glycoprotein
pseudotyped viruses, we observed negligible enhancement of susceptibility to authentic
CHIKV in cells expressing Axl [19,80]. TIM-1 associates with PtdSer on virions through
the immunoglobulin-like variable (Ig-V) domain whereas Axl interacts through a growth
arrest-specific 6 ligand (Gas6) or protein-S to enhance viral entry, which may explain the
differential use of both proteins observed in this study [18,33,34,79].

HEK293T cells expressing TIM-1 exhibited a dose-dependent reduction in susceptibil-
ity to CHIKV when pre-treated with a TIM-1 specific antibody. This is an indication that the
ectodomain of TIM-1 is critical for its function in CHIKV infection. Furthermore, ectopic
expression of TIM-1 in HEK293T cells enhanced binding and subsequent internalization
of CHIKV particles. The PtdSer-binding pocket also known as metal ion ligand-binding
site (MILIBS) is conserved across all TIMs [81]. We mutated the MILIBS in human TIM-1
by replacing Asn and Asp residues (N114A and D115A) or both (TIM-1∆MIL) with Ala
at positions 114 and 115 respectively. We observed that the HEK293T cells expressing
TIM-1∆MIL similarly bind CHIKV as cells expressing TIM-1 WT when incubated with
the mCherry-fluorescent virus on ice and detected by flow cytometry. This suggests that
apart from the MILIBS, other residues within TIM-1 or other factors on the cell surface
contribute to CHIKV binding [82]. However, when CHIKV was added to the cells in normal
medium and immediately observed by confocal microscopy at 37 ◦C, CHIKV bound more
efficiently to cells expressing TIM-1 WT in comparison to TIM-1∆MIL. Consistently, we
observed that subsequent internalization and infection was completely hampered in cells
expressing TIM-1∆MIL. According to our findings, the residues in the MILIBS are essential
for TIM-1-mediated CHIKV infection and this is in line with previous reports [18,33,34,80].
Ectodomain residues outside the MILIBS were found to be less important in Dengue virus
(DENV) infection [34]. Conversely, EBOV infection is additionally mediated by the direct
interaction between viral glycoprotein (GP) and TIM-1 ectodomain residues outside the
MILIBS but within the Ig-V domain [34,83,84]. Our study shows that TIM-1 residues in
the Ig-V domain other than in the MILIBS are also needed for the entry factor function of
TIM-1 in the context of CHIKV infection. Specifically, we observed reduced CHIKV pseu-
doparticle entry in HaCat cells expressing TIM-1-S51L in comparison to cells expressing
wild type TIM-1. This observation suggests that TIM-1 residues outside the MILIBS may
play a role in CHIKV infection implying that different viruses use a distinct set of TIM-1
residues for infection. A better understanding of the molecular interaction between amino
acid residues in the IgV domain of TIM-1, PtdSer and viral glycoproteins may help in the
development of antiviral factors. For instance, Song et al. recently developed a reagent
that specifically binds PtdSer and/or phosphatidylethanolamine and could inhibit ZIKV
infection [85]. Analysis of the diffusive behavior of CHIKV upon binding to the cell surface
not only confirms that the PtdSer binding site promotes virus binding but also influences
its diffusive behavior. Specifically, expression of TIM-1 with an intact PtdSer binding site
leads to a decrease in the diffusion coefficient of the virus as well as the area of diffusion,
indicating that the virus binds to TIM-1 WT directly or indirectly within membrane protein
complexes. CHIKV diffusion may be slowed down by assembly of a higher molecular
weight complex. This is in line with a TIRF microscopy study which reported that 76%
of TIM-1-GFP spots on HeLa cells are confined, 19% transported, and 5% diffusive [37].
The majority of TIM-1-GFP tracked for Dengue virus internalization displayed confined
displacement at the plasma membrane [37]. As CHIKV diffusion coefficient and con-
finement radius increased for TIM-1∆MIL expressing cells, one can hypothesize that the
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PtdSer binding site stabilizes the interaction of CHIKV with TIM-1 protein complexes. This
further highlights the role of the PtdSer binding site in the attachment of CHIKV to the
cell membrane.

The hampered entry and infection in cells expressing TIM-1∆MIL may signify that
the MILIBS is involved in signaling for internalization of CHIKV, possibly by mediating
interaction with signaling receptors. Our data suggest that TIM-1 signaling through the
cytoplasmic tail is dispensable for CHIKV entry into HEK293T cells as the cytoplasmic
tail deletion of TIM-1 (TIM-1∆Cyt) does not impact CHIKV infection at a later time point.
A similar observation was seen in DENV infection of HEK293T cells expressing TIM-
1∆Cyt [34]. However, the endosomal escape assay showed that CHIKV entry into cells
expressing TIM-1∆Cyt was slower in comparison to TIM-1 WT cells, suggesting that the
cytoplasmic domain of TIM-1 may support efficient internalization. The importance of
the cytoplasmic domain in TIM-1-dependent CHIKV infection was apparent in HaCat
cells expressing TIM-1∆Cyt. Here, only TIM-1 WT enhanced CHIKV infection while cells
expressing TIM-1∆Cyt remained refractory to CHIKV infection similar to parental HaCat
cells. The two lysine residues at positions K-338 and K-346 in the cytoplasmic domain
of TIM-1 are targets of ubiquitin ligases [37]. Since ubiquitin chains are internalization
signals, the lysine residues have the potential to initiate internalization of TIM-1 upon
ubiquitination [86]. In this study, HaCat cells expressing TIM-1 ubiquitination motif
mutants were still susceptible to CHIKV pseudoparticles implying that CHIKV infection of
HaCat cells is independent of TIM-1 ubiquitination. Taken together, these findings indicate
that TIM-1 mediates CHIKV infection by enhancing particle attachment and uptake into
cells. Our data further show that the role of the ectodomain and cytoplasmic domain of
TIM-1 may be cell type specific and presumably depends on the presence or absence of
other attachment factors.

Previous studies on cell entry of alphaviruses have pointed out different entry path-
ways, including macropinocytosis [87] as well as clathrin-dependent and -independent
endocytosis [8,42,88,89], which suggests cell type specific variations. Application of the
lysosomotropic agent ammonium chloride led to reduced CHIKV infectivity confirming
that TIM-1-mediated entry of CHIKV occurs via an endocytic pathway. Since viruses are
obligate intracellular pathogens, fast cell entry benefits the maintenance of virus struc-
tural integrity for effective intra-cellular delivery of its genomic material. Delayed entry
may lead to virus inactivation in the extracellular milieu for instance due to variations in
pH [90]. The endosomal escape assay further emphasized the importance of the MILIBS
and cytoplasmic domain of TIM-1 in rapid CHIKV entry into cells.

Li et al. observed that expression of TIM-1 inhibits HIV-1 release due to the association
of PtdSer-binding domain with the PtdSer on the membranes of the budding virions leading
to diminished virus production and replication [91]. Interestingly, TIM-1 was shown to
increase replication and virus production of Japanese encephalitis virus (JEV) [32]. In the
current study, we did not observe an increase in CHIKV replication upon expression of
TIM-1 in HEK293T cells. Moreover, infected HaCat cells expressing TIM-1 WT produced
more infectious CHIKV particles, likely due to enhanced initial virus entry. These results
argue that, unlike for HIV-1, the enhanced entry of CHIKV due to the expression of TIM-
1 WT is dominant over possible inhibition during release, resulting in increased viral
production. Additionally, TIM-1-dependent inhibition of HIV-1 release may be attributed
to the lower density of envelope glycoproteins in comparison to other viruses [92], hence
PtdSer in the budding virus particles is readily accessible for binding TIM-1. Altogether,
these observations suggest that TIM-1 may have different roles in specific virus families
and these may yet be cell type dependent.

In the skin, which is the primary entry point of the mosquito transmitted CHIKV,
TIM-1 and Axl are expressed by human epidermal keratinocytes [37,38]. HaCat cells de-
rived from spontaneously immortalized keratinocytes act as a relevant model to study
keratinocytes in vitro [39]. However, HaCat cells endogenously express Axl but not TIM-1
and they are refractory to CHIKV [93]. In our gain-of-function study, the ectopic expression
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of TIM-1 WT rendered HaCat cells permissive to authentic CHIKV. Conversely, expres-
sion of TIM-1∆MIL, TIM-1∆Cyt and Axl in HaCat cells did not support CHIKV infection.
Bernard et al. demonstrated that HaCat cells are refractory to CHIKV due to induction of
interferon [93]. However, in the presence of TIM-1 WT we observed increased CHIKV sus-
ceptibility and premissiveness. Since the basal layer of epidermal keratinocytes expresses
TIM-1 and HaCat cells become permissive to CHIKV upon ectopic expression of TIM-1,
TIM-1 may play a physiological role in CHIKV infection of the skin. However, future
experiments using primary keratinocytes will need to test this hypothesis. Our findings
emphasize the role of the PtdSer binding domain and the cytoplasmic domain of TIM-1
in HaCat cells and demonstrate a cell type specific dependency of CHIKV on TIM-1. The
requirement for the cytoplasmic domain of TIM-1 in CHIKV infection was more evident in
HaCat cells, which remained non-permissive unlike HEK293T cells. This observation may
be attributed to presence of alternative attachment factors in HEK293T cells, which render
them readily susceptible even in the absence of TIM-1.

In order to analyze the role of endogenously expressed TIM-1 in CHIKV infection, we
used the hepatoma derived Huh7.5 cell line [49], physiologically relevant cells since the
virus infects the liver [76]. Huh7.5 cells predominantly express TIM-1 while Axl expression
is negligible. Additionally, Huh7.5 cells express MXRA8, a known entry factor for CHIKV
and other alphaviruses [20]. TIM-1 was shown to support binding and infection of hepatitis
C virus (HCV) in Huh7.5 cells [94]. In a TIM-1 loss-of-function study, we silenced TIM-1
and MXRA8 and observed a reduction in CHIKV susceptibility for single and double
knock downs. This suggests that TIM-1 plays a role in CHIKV infection in the presence
of MXRA8. The observed residual susceptibility may be due to incomplete knock down.
Additionally, hepatocytes are known to express TIM-1 splice-forms, which lack cytoplasmic
tyrosine phosphorylation motif [95]. Hence, TIM-1 entry factor function may be partially
impaired in these cells. Our results corroborate the observation made by Jemielity et al., that
antibody blocking of TIM-1 barely inhibits entry of CHIKV pseudovirus in Huh7 cells [33].
Overall, these observations indicate that TIM-1 is not the only internalization factor in
hepatocytes, however it may serve to concentrate CHIKV on the plasma membrane for
subsequent internalization by alternative cellular factors. Glycosaminoglycans (GAGs)
may act as co-receptors and additionally concentrate the virus [96]. Here, we observed
that the expression of TIM-1 in cells with and without GAGs resulted in enhanced CHIKV
infection, although GAGs led to an additional slight increase in susceptibility to CHIKV.
This finding further suggests that CHIKV uses a number of cellular factors to broaden
its tropism.

Wang et al. used CRISPR/Cas9-mediated gene editing to knockout TIM-1 in Huh7
cells and demonstrated that HCV genome replication was not dependent on expression
of TIM-1 [94]. In this study, we investigated the role of TIM-1 in CHIKV replication
by electroporating CHIKV subgenomic replicon RNA and full length CHIKV RNA into
HEK293T cells expressing wild type TIM-1 and mutant variants. We found that expressing
TIM-1 WT did not alter CHIKV replication compared to parental cells. This suggests that
TIM-1 does not influence CHIKV genome replication but instead facilitates binding of viral
particles on the cell surface to promote subsequent uptake and infection.

Axl is thought to enhance infection of Zika virus by antagonizing immune response [97,98].
In the current study, we did not observe a significant Axl-dependent enhancement of
authentic CHIKV infection. HaCat cells which moderately express Axl were refractory to
CHIKV infection even after transducing the cells to ectopically express more Axl. Ectopic
expression of mutant Axl in HaCat cells served as additional control since Axl is known
to dimerize upon activation and the mutant acts as a dominant negative [99]. The pres-
ence of mutant forms of Axl would disrupt the activity of the dimers formed and reduce
the function of endogenous Axl. In line with the findings for WT Axl, we observed no
reduction of infection with mutant Axl. We believe that the ectopically expressed WT Axl
was functional as it enhanced the entry of CHIKV and Ebola virus glycoprotein-based
lentiviral pseudoparticles. We speculate that the enhanced pseudovirus entry is due to
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exposure of PtdSer by lentivirus-based CHIKV pseudoparticles and hence binding of
the particles to either Axl or TIM-1. The glycoproteins on lentiviral pseudoparticles are
likely less densely packed than on authentic alphaviruses and hence PtdSer may be better
accessible [92]. Hence, Axl may not efficiently bind authentic CHIKV membrane lipids
through its ligands Gas6. Interestingly, mutating the TIM-1 PtdSer binding site abrogated
CHIKV infection implying that either TIM-1 unlike Axl is able to access PtdSer in CHIKV
particles for binding or that the TIM-1 MILIBS is required for a secondary function of TIM-1
necessary for its role as entry factor. Additionally, based on our observation that the TIM-1
ectodomain residue S51, which is outside the MILIBS, is required for CHIKV entry and a
previous findings that TIM-1 interacts with EBOV glycoproteins [84], we speculate that
in addition to PtdSer, CHIKV glycoproteins may interact with TIM-1. However, future
experiments are required for clarification. Overall, the role of Axl as a virus cell entry factor
is inconclusive as conflicting results have been published [75,97,100,101]. We postulate that
authentic CHIKV infection is less dependent on Axl. However, additional studies on cells
with relevant endogenous Axl expression are needed to confirm this notion.

Like other alphaviruses, CHIKV induces apoptosis [102–104], which is associated with
PdtSer exposure on the outer leaflet of the plasma membrane where budding of virions
occurs [105,106]. Consequently [107], CHIKV particles may acquire an apoptotic bleb-like
membrane during egress and become a target for cells that express TIM-1 or other proteins
of the TIM family. Apart from epithelial cells and T-helper cells (Th2), macrophages express
TIM proteins which interact with PdtSer in the process of clearing apoptotic bodies [81].
The mouse ortholog of TIM-1 is preferentially expressed in Th2 cells and modulates T-cell
activation and proliferation by signal transduction, increasing airway inflammation and
allergy [108,109]. The extent to which TIM-1-mediated uptake of CHIKV into immune cells
plays a role in antiviral immune responses requires further investigation.

In conclusion, our findings show that TIM-1 enhances CHIKV cell binding and entry,
which may have implications for virus propagation and spread. The role of TIM-1 and
its domains is cell line dependent and since it is endogenously expressed by primary ker-
atinocytes, HaCat cells that ectopically express TIM-1 could act as a suitable model system.
Ultimately, a better understanding of the interaction of CHIKV and cellular factors such as
TIM-1 may inform the development of antiviral strategies to combat chikungunya fever.
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Abstract: Nipah virus (NiV) is a highly pathogenic zoonotic virus with a broad species tropism,
originating in pteropid bats. Human outbreaks of NiV disease occur almost annually, often with
high case-fatality rates. The specific events that lead to pathogenesis are not well defined, but the
disease has both respiratory and encephalitic components, with relapsing encephalitis occurring in
some cases more than a year after initial infection. Several cell types are targets of NiV, dictated by
the expression of the ephrin-B2/3 ligand on the cell’s outer membrane, which interact with the NiV
surface proteins. Vascular endothelial cells (ECs) are major targets of infection. Cytopathic effects
(CPE), characterized by syncytia formation and cell death, and an ensuing vasculitis, are a major
feature of the disease. Smooth muscle cells (SMCs) of the tunica media that line small blood vessels
are infected in humans and animal models of NiV disease, although pathology or histologic changes
associated with antigen-positive SMCs have not been reported. To gain an understanding of the
possible contributions that SMCs might have in the development of NiV disease, we investigated the
susceptibility and potential cytopathogenic changes of human SMCs to NiV infection in vitro. SMCs
were permissive for NiV infection and resulted in high titers and prolonged NiV production, despite
a lack of cytopathogenicity, and in the absence of detectable ephrin-B2/3. These results indicate that
SMC might be important contributors to disease by producing progeny NiV during an infection,
without suffering cytopathogenic consequences.

Keywords: Nipah virus; endothelial cells; smooth muscle cells; henipavirus; paramyxovirus; bat
virus; fusion; syncytia

1. Introduction

Nipah virus (NiV) (family; Paramyxoviridae, genus; henipavirus; species Nipah heni-
pavirus) was first recognized as a zoonotic pathogen in 1998–1999 in Malaysia, when it
infected 265 people and caused 105 deaths. NiV was subsequently found to originate
from pteropid bats (Chiroptera: Pteropodidae), its natural reservoir [1,2]. Since its discov-
ery, outbreaks of NiV disease have occurred on an almost annual basis in India and
Bangladesh, with resultant high case-fatality rates, often as high as 100% during small
isolated outbreaks [3–5]. Clinically, human infection is characterized by fever, cough,
dyspnea, headache, and loss of consciousness. The average duration of illness is approxi-
mately 9 days [6]. Autopsies of patients that have succumbed to the NiV infection have
highlighted hallmarks of the disease, including systemic vasculitis and extensive endothe-
lium destruction, and central nervous system (CNS) involvement [7,8]. The small blood
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vessels of the lungs and CNS, along with the heart and kidneys, are primary targets of
infection and histologic changes. The endothelium of medium and large vessels are less
involved, compared to the microvasculature, although infection of larger blood vessels can
occur [9,10]. Blood vessels infected with NiV display marked inflammation, with leukocyte
infiltration, thrombosis, necrosis, and often hemorrhaging is noted [8]. Multinucleated
giant cells, resulting from the fusion and syncytia formation of infected endothelial cells
(ECs) are a prominent disease feature and are directly involved in the development of
vasculitis [11–14]. Syncytium involving ECs are observed in alveolar spaces, causing pul-
monary edema, and viral antigen is seen in cells in the endothelium, tunica media, and in
the alveolar spaces [15].

The tropism of NiV is thought to be primarily dictated by the expression of ephrin-B2
and ephrin-B3 on cells, the only identified receptors for NiV [16–18]. These receptors are
highly conserved across Mammalia, likely accounting for the broad species tropism of NiV.
These receptors normally function in cell-cell signaling, angiogenesis, and neuronal axon
guidance [19–21]. Ephrin-B2 expression is observed in arterial ECs and neurons, with a
high expression in the lung and brain, while ephrin-B3 expression is restricted to the brain
stem and heart [9,16–18,22].

In vitro, various cell lines and primary cells have been evaluated for NiV permis-
sibility, and some for their ephrin-B2/3 expression. Susceptibility to NiV infection has
been linked to ephrin-B2 or B3 expression, and even in cases where cytoplasmic entry of
NiV through macropinocytosis was noted, ephrin-B2 was still required for cytoplasmic
entry [23]. In vivo, it has been described that smooth muscle cells (SMCs) of the tunica
media often contain the NiV antigen, but little or no pathology has been associated directly
with SMCs, unlike the extensive cytopathology observed in the endothelium. SMCs form
the tunica media and are tightly linked physiologically to the endothelium for control of
vascular stability and function during and after blood vessel formation. SMCs and ECs are
developmentally linked as well, with both originating from the lateral plate mesoderm.
Although ECs express various ephrins and Eph receptors in abundance, SMCs also express
ephrins and their Eph receptors spatiotemporally, and receptor and membrane-bound
ligand interactions between these two cell types are important for adhesion and cell motility
during angiogenesis [24].

To gain an understanding of how these two in vivo targets for infection might con-
tribute to NiV replication and cytopathogenicity, we investigated the susceptibility of
human primary SMCs to NiV infection, and the consequence of exposure to NiV, compared
to ECs in vitro. We show that human SMCs are permissive for infection and produce high
and sustained titers of NiV, without the cytopathic effects that are prominent in ECs, such
as fusion, syncytia formation, and cell death. Ephrin-B2/B3 was not detectable on the cell
surface of SMCs, however, upon exogenous expression of ephrin-B2, NiV infected SMCs
gained the ability to fuse and formed syncytia similar to what was observed in EC cultures.
Infection in vitro mimics the in vivo observations, indicating that SMCs contribute to the
NiV disease by harboring NiV, allowing replication and the production of high amounts of
progeny virus, without suffering cytopathic damage.

2. Materials and Methods
2.1. Ethics Statement

Work with NiV and all potentially infectious material was performed in the BSL4
facility at the Rocky Mountain Laboratories (RML), National Institute of Allergy and Infec-
tious Diseases, National Institutes of Health. The Institutional Biosafety Committee (IBC)
approved all of the procedures. This study used tissues from Syrian hamsters and African
green monkeys that were enrolled in previously published NiV studies [15,25]. These stud-
ies were approved by the Institutional Animal Care and Use Committee and performed
in accordance with the guidelines of the Association for Assessment and Accreditation
of Laboratory Animal Care (AAALAC, Frederick, MD, USA) in an AAALAC-approved
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facility. Primary human cells for this study were obtained from a commercial source (Lonza,
Walkersville, MD, USA) from anonymous donors.

2.2. Cells and Viruses

Vero C1008 cells were obtained from the European Collection of Cell Cultures (Sal-
isbury, UK). Primary human lung microvascular endothelial cells (ECs, CC-2527) and
primary smooth muscle cells (SMCs, CC-2581) (Lonza, Walkersville, MD, USA) obtained
from human pulmonary arteries were propagated and maintained in specialized media
supplemented with growth factors according to the manufacturer’s instructions. Exper-
iments are representative of results obtained from two separate human donors for each
primary cell type. Although not every experiment was performed using cells from both
donors, infection kinetics and the initial fusion experiments were performed with cells
from both donors as biological replicates and the results were consistent with no notable
donor variation. HeLa cells stably expressing ephrin-B2 or B3 were kindly provided by
Dr. Christopher Broder (Uniformed Services University, MD, USA). The Malaysian strain
of NiV (NiV-M) was provided by the Special Pathogens Branch of the Centers for Disease
Control and Prevention, Atlanta, GA, USA and propagated on Vero E6 cells grown in Dul-
becco’s Modified Eagle’s medium (DMEM) supplemented with 10% fetal calf serum (FCS),
2 mM L-glutamine, 50 IU/mL penicillin, and 50 µg/mL streptomycin (Life Technologies,
Carlsbad, CA, USA). Supernatants were clarified by low-speed centrifugation and stocks
were stored in liquid nitrogen.

2.3. Histology

Tissue blocks from NiV-infected hamsters [15] and African green monkeys (AGMs) [25]
from prior studies at RML that were removed from the BSL4 laboratory according to
IBC-approved protocols were used to prepare slides for staining to assess viral tropism.
Embedded tissues were processed using a Discovery XT automated processor (Ventana
Medical Systems, Oro Valley, AZ, USA) with a DAPMap kit, and stained with hematoxylin
and eosin (H&E). Immunohistochemistry (IHC) was performed to detect NiV antigens us-
ing a rabbit anti-NiV nucleocapsid (NP) primary antibody at 1:5000 dilution as previously
described [26]. Tissues were also stained with a monoclonal mouse anti-smooth muscle
actin antibody at 1:100 (Millipore) and a mouse anti-CD31 antibody at 1:700 (LifeSpan
BioSciences, Seattle, WA, USA) for identification of SMCs and ECs, respectively.

2.4. In Vitro Infections

Cells were grown to 90–95% confluency in 48-well plates in their respective growth
media. The media was then removed and 200 µL of NiV diluted in fresh media was added
to the cells at the indicated multiplicity of infections (MOIs). After 1 h, the inoculum was
removed, cells were washed in DPBS, and 500 µL of fresh growth media was added to the
monolayer. Supernatants were collected by removing and replacing half of the media at the
indicated time points until 6 days post-infection (DPI), then a complete media replacement
was performed every second day thereafter. In parallel, cells identically treated were
stained with a Kwik-Diff kit (Thermo Scientific, Waltham, MA, USA) to visualize the cells
and assess their morphology and syncytia formation. Images were captured using a Nikon
DS-Fi1 camera. For immunofluorescence assays, cells were grown in 8-well plastic chamber
slides (Nunc Lab-Tek) and infected with NiV at a MOI of 5. These cells were fixed in 10%
formalin overnight at the indicated time points, prior to removal from the BSL4 following
IBC-approved protocols, and then stained.

For lentivirus transductions, monolayers of SMCs or ECs were exposed to lentiviruses
encoding red fluorescent protein (RFP) or green fluorescent protein (GFP) according to
the manufacturer’s instructions (Cellomics Technology, Halethorpe, MD, USA). Briefly,
cells were incubated in growth media with 6 µg polybrene and the supplied lentivirus
stock for 24 h at 37 ◦C, 5% CO2. The virus was then replaced with a growth medium.
Following visualization of RFP/GFP expression in 95–100% of cells after 24–48 h, cells were
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sub-cultured at a 1:1 ratio. The following day, the co-cultures were infected with NiV at a
MOI of 5 and visualized by either staining with Kwik-Diff stain and light microscopy or
stained for NiV antigen and visualized using confocal microscopy (IFA) as described below.

2.5. Microscopy

Formalin-fixed monolayers of NiV-infected cells grown in 8-well chamber slides
were washed in DPBS prior to incubation in 0.2% Triton X-100 for 7 min, followed by
blocking in 4% BSA/PBS for 10 min. Slides were then incubated with NiV-specific rabbit
antisera, washed twice, then incubated with an anti-rabbit Alexa Fluor 488 antibody
(Life Technologies). After washing twice, slides were mounted using ProLong Antifade
containing DAPI (Invitrogen, Carlsbad, CA, USA) and visualized by confocal microscopy.

2.6. Virus Quantitation

The tissue culture infectious dose 50% (TCID50) method was used to titrate NiV from
the supernatants of infected cells as described previously [27]. Briefly, Vero E6 monolayers
grown in 96-well plates were inoculated in triplicate with 100 µL of serial dilutions of
supernatants in DMEM supplemented with 2% FCS. After 4 to 5 days of incubation at
37 ◦C, 5% CO2, wells were examined for cytopathic effect (CPE) and the Spearman-Karber
method was used to calculate TCID50 values.

2.7. Ephrin-B2/3 Expression and Transfections

Endogenous expression of ephrin-B2 or B3 by cells was quantified by flow cytometry.
Cells were collected using 100 mM EDTA and gentle scraping, washed in PBS containing
15 mM EDTA, and incubated with recombinant human EphB4, the ligand for ephrin-B2/3,
conjugated to human FC (R&D Biosystems, Minneapolis, MN, USA) for 1 h. After washing
in 15 mM EDTA, cells were stained with an anti-human FC antibody conjugated to Alexa
Fluor 647 (Life Technologies, Carlsbad, CA, USA) and fixed in 4% PFA. HeLa cells stably
expressing ephrin-B2 or B3 were used as controls. Flow cytometry was performed using a
LSR II cytometer (BD Biosciences, Franklin Lakes, NJ, USA) and data were analyzed using
the FlowJo software (Treestar Inc, Ashland, OR, USA).

Transfection of SMCs with human ephrin-B2 driven by a CMV promotor expression
plasmid (Sino Biological Inc., Chesterbrook, PA, USA) or plasmids encoding the fusion
protein (F) and glycoprotein (G) of NiV was performed using a Nucleofector kit for primary
SMC transfection (Lonza, Walkersville, MD, USA). The NiV F and G expression plasmids
were described previously [28]. Cells (5 × 105) in the Nucleofector solution were mixed
with plasmid DNA (1 µg of ephrin or 1 µg each of F and G plasmids) and loaded into
a cuvette. The A033 program was used, after which the medium was added and cells
were plated in 12-well plates. In the case of NiV F and G plasmid transfection, SMCs were
co-cultured with ECs the day after transfection, then stained with Kwik-Diff 2 days later,
and assessed for syncytia formation using light microscopy. Two days after transfection
with plasmids encoding ephrin-B2, SMCs were infected with NiV at a MOI of 5 and then
stained with Kwik-Diff and assessed for syncytia formation.

2.8. Statistics

Data obtained from the titration of NiV were plotted as a geometric mean with
geometric standard deviation, using the Prism (Graphpad, v9) software (https://www.
graphpad.com/support/faq/prism-900-release-notes/).

3. Results
3.1. NiV Infects SMCs and ECs of the Lung of Animal Models of NiV Disease with Distinct
Histological Consequences

The disease caused by NiV in Syrian hamsters and African green monkeys (AGM),
such as in humans, is characterized by systemic infection and vasculitis [29,30]. In an
effort to better understand the cellular targets of NiV across species that are models for
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NiV disease, we focused on examining the vasculature of the lung, a major target organ
affected, and leading to the respiratory component of NiV disease. The lung tissue from
NiV-inoculated hamsters necropsied at 5 DPI, and AGMs at 10 DPI, were stained for
NiV NP antigen, and co-stained with markers for ECs (CD31) and SMCs (smooth muscle
actin). Multiple lung samples from both hamsters and AGMs showed NiV-positive staining
surrounding many small arteries (Figure 1). A closer examination revealed NiV-positive
cells within the SMC layer, comprising the tunica media, as well as more abundant NiV-
positive cells within the endothelium. Pathologic changes in these tissues were observed in
the endothelium, with syncytia formation being a common finding. Conversely, although
SMCs of the tunica media contained NiV-positive cells, there were no observable pathologic
changes in either hamsters or AGMs, a similar observation to what has been reported in
human tissues.
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Figure 1. Lung tissue from hamsters (left column) and AGMs (right column) infected with NiV were sectioned and 
stained by H&E (top row). Asterisks denote degeneration of the endothelium, stars denote hemorrhage, and arrowheads 
Figure 1. Lung tissue from hamsters (left column) and AGMs (right column) infected with NiV were sectioned and stained
by H&E (top row). Asterisks denote degeneration of the endothelium, stars denote hemorrhage, and arrowheads highlight
perivascular inflammation. NiV NP (red) and smooth muscle actin (green) are shown (middle row), arrows point to
infected SMC, and arrowheads infected ECs, displaying syncytia. NiV NP (red) and CD31 (brown) are shown (bottom row),
showing extensive colocalization and infection of ECs and the formation of multinucleated giant cells (arrows).
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3.2. NiV Productively Infects Human SMCs and ECs, Resulting in Disparate Cytopathogenicity

To determine the susceptibility of human lung primary SMCs and ECs to the NiV
infection in vitro, we cultured low-passage (1–2 passages) lung SMCs and ECs with varying
amounts of NiV, ranging from a MOI of 0.1–5. The cells were monitored for CPE and fusion
events or other morphologic changes throughout the experiment. As early as 1 DPI, ECs
began to display cytopathic changes, including fusion and the formation of syncytia,
when infected with a MOI of 0.1 (Figure 2A, top). By 3 DPI, all of the EC monolayers
had developed extensive CPE and only sparse adherent cells were present. Conversely,
SMCs exposed to NiV at the same MOI (0.1) showed no cytopathic changes out to 5 DPI
(Figure 2A, bottom) or even through 21 DPI (data not shown).
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Figure 2. Cytopathic effect and replication of NiV in EC and SMC. (A). Monolayers of ECs and SMCs were infected
with NiV at a MOI of 0.1 and cells were fixed and stained with Kwik-Diff for visualization. Arrows point to syncytia
formation. Images were captured at 10× magnification. (B). ECs and SMCs were infected with NiV at a MOI of 0.1 or 5 and
supernatants were collected at the indicated time points, and NiV was quantitated by titration using a TCID50 assay.

To assess whether SMCs exposed to NiV can be productively infected, as observed
in vivo, we compared the production of progeny NiV between SMC and ECs by inoculating
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monolayers of each cell type with NiV at MOIs of 0.1 or 5. In both cases, peak titers of
NiV were reached more quickly in EC cultures than in SMCs (2 days sooner for both
MOIs), although ultimately, SMCs produced approximately the same peak titer of progeny
virus (Figure 2B). The EC cultures developed extensive CPE, thus the elevated viral titers
were only sustained for 2 days at the lower MOI, and 1 day at the higher MOI, and titers
dropped the following day, after which the sampling of these cultures was discontinued
due to the lack of viable cells. In contrast, the SMCs continuously produced between
1 × 104–5 × 105 TCID50/mL out to 21 DPI when inoculated with a MOI of 0.1, and up to
1 × 107 TCID50/mL at early time points. After approximately 10 DPI, titers were similar
in the SMC cultures, regardless of inoculum, out to 21 DPI. These results were consistent
between two independent experiments using two donors of SMCs, designated 2011 SM and
2013 SM. These peak titers are comparable to levels often obtained during NiV propagation
on Vero E6 cells (Figure 2B).

3.3. Cell-to-Cell Spread of NiV in SMC Cultures Is Limited, Compared to ECs

Since we did not observe CPE in the NiV-infected SMC cultures, we investigated
the initial infection dynamics and the potential of SMCs to fuse, facilitating cell-to-cell
spread of NiV. We performed an immunofluorescence time course experiment to directly
compare the infection dynamics in SMC and EC cultures. Monolayers of each cell type
were exposed to NiV at a MOI of 5 and stained for NiV NP over the course of 2.5 days, at
matched time points. The NP of NiV was first detected in ECs 8 h post-infection, and in
SMCs 2 h thereafter (Figure 3). By 12 h, ECs showed evidence of the initiation of fusion,
followed by large syncytia and infection of 100% of the monolayer by 14 h. A complete
destruction of the monolayer was achieved 2–4 h later. In contrast to ECs, infection of SMCs
remained focal, with no syncytia formation observed, and no evidence of cell-to-cell spread
at any time point. Continuing the experiment until 60 h, many cells remained uninfected,
as indicated by the absence of NP staining. This result indicates that not only do SMCs
not fuse or form syncytia, only a portion of the cells become infected, despite a high MOI
and the continuous presence of infectious progeny virus in the supernatant, as shown
in Figure 2B.

3.4. Ephrin-B2/3 Cell Surface Expression Is Undetectable on Primary SMCs

Since the initial infection of NiV in SMCs is inefficient and there is no cell-to-cell fusion
following infection, even at a high MOI, we hypothesized that SMCs express little or no
ephrin-B2 or B3. Ephrin-B2/3 is the receptor ligand identified for NiV, and is thought to
be required for fusion between infected cells expressing the F and G proteins of NiV, and
neighboring cells that express ephrin-B2 or B3 on their cell surface. SMCs were incubated
with EphB4, the receptor for the ephrin-B2/3 ligand, fused to human FC, as a means to
measure the expression of ephrin-B2/3 by flow cytometry. Analysis of both Vero E6 cells
and ECs, which are susceptible to NiV-induced fusion, showed measurable amounts of
ephrins on their cell surfaces, although not as much as HeLa cells that stably express
ephrin-B2 or B3, used as positive controls (Figure 4). In contrast, SMCs were absent for
ephrin-B2 or B3.

3.5. Exogenous Expression of Ephrin-B2 in SMCs Permits NiV-Induced Fusion

The lack or low level of ephrin-B2/B3 expression might prevent cell-to-cell fusion
and explain the lack of pathology associated with these cells in vivo. To assess whether
exogenous expression of ephrin-B2 might render SMCs fusogenic upon NiV infection, we
transfected SMC with a plasmid driving the expression of human ephrin-B2 or a control
plasmid expressing GFP, prior to the NiV infection. Expression of ephrin-B2 alone did not
result in morphological changes in SMCs cultured in a monolayer. However, infection of
ephrin-B2-expressing SMCs with NiV resulted in conspicuous syncytia formation (Figure 5
bottom) by 48 h post-infection, similar to what we observe in EC cultures. This demon-
strated that NiV-induced cytopathology can occur in SMC when they express ephrin-B2,
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and that SMCs possess the machinery to fuse, with the exception of a cell surface receptor
that interacts with the G protein on neighboring NiV-infected cells, such as ephrin-B2.
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Figure 3. Visualization of cytopathic changes and NiV antigen in ECs and SMCs. Monolayers of the respective cell types
were exposed to NiV at a MOI of 5. At the indicated time points, samples were fixed, permeabilized, and stained for NiV
NP expression (green), and DAPI for nuclei staining (blue). Images were captured at 20× magnification.

3.6. SMCs Expressing NiV F and G Fuse with Ephrin-B2-Expressing ECs

To further examine whether SMCs are biologically capable of fusing in the context
of NiV infection, either with themselves or with ECs, we transfected SMC with plasmids
encoding the F and G proteins of NiV to mimic NiV infection, with the notion that SMCs
might acquire the ability to fuse with ECs, which endogenously express ephrin-B2 on their
surface. SMCs expressing NiV F and G did not self-fuse (Figure 6A), showing again that
these cells lack a surface receptor, possibly ephrin-B2, that can interact with F and/or G
complexes to initiate fusion. However, when F and G-expressing SMCs were co-cultured
with ECs, extensive fusion and syncytia formation was readily observed (Figure 6B),
demonstrating that surface expression of F and G on SMCs can interact with an EC-derived
surface receptor, most likely ephrin-B2, leading to efficient fusion.

Then, we used an additional approach to confirm the fusogenic capacity of SMC-
ECs. We co-cultured SMCs that expressed RFP via lentivirus transduction, with ECs
transduced with a GFP-expressing lentivirus, in order to distinguish between the different
cell types. Uninfected cultures showed no fusion events, however, following NiV infection,
fusion events between SMC and ECs were observed by visualizing syncytia that contained
colocalized RFP and GFP, as well as the NiV NP antigen (Figure 6C,D) or sometimes only
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GFP and NiV NP, demonstrating EC-EC fusion events. These experiments show that SMCs
are capable of fusing with cells that express ephrin-B2 on their surface, when NiV F and G
are present on the membrane of SMCs, either by transfection or infection with NiV.
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Figure 4. Expression of ephrin-B2/3 on ECs and SMCs. The respective cells were surface stained using recombinant
EphB4 (the ligand for ephrin-B2/3) fused to human FC receptor (EphB4-FC), followed by an Alexa 647-conjugated anti-FC
secondary antibody. Flow cytometry was performed and grey histograms show negative controls and colored lines represent
stained cells from three independent experiments. HeLa cells were used as a negative control, and HeLa cells that stably
express ephrin-B2 or B3 were used as positive controls for the assay.
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Figure 6. Fusion between SMC expressing NiV F and G and ECs. SMCs were transfected with plasmids encoding NiV F and
G proteins and seeded in culture plates alone (A) or mixed with primary ECs (1:1) (B). Panels C and D show visualization of
virus infection and syncytia in mixed cultures of SMCs and ECs. SMC and EC were transduced with lentivirus constructs
expressing either RFP or GFP, respectively. After fluorescent protein expression was observed in almost all cells, SMCs
and ECs were co-cultured for 24 h (1:1) and then either mock-infected (C) or infected with NiV at a MOI of 5 (D). Cells
were fixed 18 h after infection and stained with anti-NiV NP antibody (white) and DAPI (blue). Syncytia were composed
of colocalized RFP and GFP (oval), indicating that both SMCs and ECs were involved in fusion or only GFP (rectangle)
showing fusion of ECs alone. All fusions contained NiV NP (white). Images were captured at 10× magnification (A,B) or
20× magnification (C,D).

4. Discussion

The basic understanding of NiV pathology in humans is solely derived from histo-
logical observations from relatively few autopsies, and most of what is known overall has
been gleaned from animal studies that model the NiV disease. Two prominent animal
models that recapitulate many aspects of human NiV disease are the Syrian hamster, and
the African green monkey [29,30]. A hallmark of NiV disease in humans and models, histo-
logically, is the severe vasculitis observed, which is associated with NiV antigen-positive
vasculature [6,14]. ECs, which line the lumen of blood vessels, as well as cells of the tunica
media are sites of viral replication [6,9,28,30,31]. Infection of ECs results in the formation of
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multinucleated syncytia and overt disruption of the involved and neighboring cells, which
is recapitulated in vitro [9]. However, little is known regarding how cells of the tunica
media, SMCs, might contribute to the disease.

In vivo, we observed the NiV antigen systematically throughout the vasculature of
infected animal models (hamsters and African green monkeys). Examination of lung
tissues from infected animals showed numerous antigen-positive ECs, and although more
rare, NiV-positive SMCs. Pathogenic changes, such as fusion and syncytia formation, were
readily observed and uniquely associated with the infected endothelium. Identification of
SMCs by their expression of smooth muscle actin showed that several of these cells were
also NiV antigen positive, often in areas proximal to the infected ECs, and sometimes in
areas where the infected ECs were not detected. Moreover, isolated infected SMCs were
not associated with syncytia formation or any other overt cytopathic changes [31].

These disparate observations in histologic changes between infected ECs and SMCs
were recapitulated in vitro. We used primary ECs and SMCs isolated from human lung
tissue to model the susceptibility and consequences of NiV infection in an attempt to
expand upon in vivo observations. Both cell types were permissive for NiV infection,
however cytopathology was only observed in EC cultures. In contrast, SMC cultures
remained unaffected for the duration of the study, up to 3 weeks, even with a continuous
production of infectious NiV. ECs showed widespread fusion, resulting in multinucleated
cells, as early as 1 DPI, with a complete destruction of the cell monolayer within 2–3 DPI.
Other viruses, such as encephalomyocarditis virus, cytomegalovirus, and Epstein-Barr
virus infect SMCs [32–36]. Infection of SMC by Epstein-Barr and encephalomyocarditis
viruses leads to a lytic infection. In contrast, infection of SMCs by cytomegaloviruses leads
to vial latency or persistence similar to what we observe herein [37].

We used several approaches to investigate the consequences and dynamics of NiV
infection of SMCs, compared to ECs. Whereas ECs exhibited nearly 100% infection in a
monolayer at a high MOI, only approximately 10–20% of SMCs became infected, even with
a MOI as high as 5, and even after several days of infection. This lack of susceptibility of all
cells might indicate that these cultures of primary cells contain cells in various states in their
cell cycle or slight differences in receptor expression. Regardless of the fraction of SMCs that
are susceptible to NiV, we were unable to detect ephrin-B2 or B3, the known entry receptor
ligand for NiV, on the cell surface of SMCs. It is possible that very low levels of ephrins are
expressed in these specific primary cells, accounting for the lack of complete monolayer
infection. This is unlikely, however, because even after multiple days of infection, with a
constant production of NiV progeny in the supernatant of these cultures, only a limited
number of cells became persistently infected and no fusion was observed at any time point,
unless ephrin-B2 was exogenously expressed. Following ephrin-B2 transfection, SMCs
readily fused upon infection with NiV. These observations suggest that an unidentified
entry receptor exists or entry in SMCs can occur by a non-specific mechanism.

Likewise, ECs, which readily fused to each other following the NiV infection, were
able to fuse with SMCs only after the SMCs were transfected with plasmids that encode the
F and G proteins of NiV or after infection with NiV. Taken together, these data demonstrate
that SMCs lack a membrane-bound receptor, such as ephrin-B2/B3, that can interact
with the neighboring infected cells, but when F and G is expressed (by transfection or
infection) it can interact with the adjacent cells that express a membrane-bound receptor,
resulting in fusion. Early studies aimed at identifying NiV entry mechanisms identified
micropinocytosis as a possible mechanism, however, ephrin-B2 was still utilized in that
instance [23]. It is possible that ephrin-B2/B3 is expressed in these SMCs, but not at the cell
surface, and binding and internalization via another attachment receptor or non-specific
attachment at the surface might trigger endocytosis and downstream interactions between
ephrin-B2/3 in endosomes and the NiV surface proteins. This would prevent fusion
between neighboring cells, yet allow for NiV entry. SMCs are known to express ephrins
and Eph receptors, but expression is highly spatiotemporal [20,24]. Expression is associated
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with angiogenesis and development, and it is likely that SMCs of the tunica media express
highly variable amounts of ephrins in vivo.

From these in vitro experiments, we can surmise that the CPE observed in ECs is
almost entirely a result of fusion, as infected SMCs remained intact for several weeks
following the infection. This is not surprising and much of the vasculitis observed in vivo
is likely due to the direct effects of the NiV infection, and not entirely dependent on
inflammation and immune cell infiltration. An examination of NiV-infected Syrian hamster
tissue at very early time points shows infection of the tunica media of larger arterial vessels
in the absence of infected endothelium [31]. In this case, it was hypothesized that SMCs play
a role in NiV spread from the initially infected epithelial cells to the tunica media, and later
to the endothelium, which then leads to syncytia formation within the endothelium and
severe disease [31]. This corresponds with the low viremia associated with NiV infections in
animal models, in contrast with high viremia observed for many hemorrhagic fever-causing
viruses. For NiV infection, it is likely that viral particles gain access to ECs from interstitial
tissues, traversing the tunica adventitia and tunica media, as opposed to the direct infection
from the vessel lumen, where ECs would be the first cells to become infected. In human
tissues assessed post-mortem, there is extensive infection of the endothelium with syncytia
formation, as well as adjacent infected SMCs [13]. Together, these observations suggest that
SMCs might act as an intermediate between the early-infected parenchyma and terminally
infected endothelium. Although infection of SMCs alone is not cytopathic, SMCs likely
facilitate pathogenesis by providing an amplifying medium for progeny NiV production
and transmission to ECs, without suffering the negative cytopathic consequences seen in
the endothelium. Currently, the specific cellular response to the NiV infection in SMCs, and
how that response might be involved in the vasculitis-associated pathogenesis independent
of cytopathic effects is completely uncharacterized. Future studies should be aimed at
determining the entry mechanisms of NiV in SMCs, and elucidating how the response to
infection of SMC might contribute to the pathogenesis of the NiV disease.
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Abstract: Influenza is a zoonotic respiratory disease of major public health interest due to its pan-
demic potential, and a threat to animals and the human population. The influenza A virus genome
consists of eight single-stranded RNA segments sequestered within a protein capsid and a lipid
bilayer envelope. During host cell entry, cellular cues contribute to viral conformational changes
that promote critical events such as fusion with late endosomes, capsid uncoating and viral genome
release into the cytosol. In this focused review, we concisely describe the virus infection cycle
and highlight the recent findings of host cell pathways and cytosolic proteins that assist influenza
uncoating during host cell entry.

Keywords: influenza; capsid uncoating; HDAC6; ubiquitin; EPS8; TNPO1; pandemic; M1; virus–
host interaction

1. Introduction

Viruses are microscopic parasites that, unable to self-replicate, subvert a host cell
for their replication and propagation. Despite their apparent simplicity, they can cause
severe diseases and even pose pandemic threats [1–3]. Emerging viral infections, caused
by viruses that have not been previously recorded, continue to pose a major threat to
global public health [4], as it is the case for the biggest pandemic of the millennium so far,
the coronavirus disease 2019 (COVID-19) caused by the severe acute respiratory syndrome
coronavirus 2 (SARS-CoV-2) [5].

Entry of an enveloped virus from the extracellular environment into cells proceeds
through a number of essential steps [6]. These include binding and attachment of a virus
outer protein to its receptor at the cell surface, penetration of the viral particle into the
cytoplasm, uncoating of the proteinaceous capsid allowing release of the viral nucleic
acids into the cell cytosol, viral genetic material replication, protein synthesis, and finally
new viral particle assembly and budding from the infected cell. The dissection of the
molecular events and viral–host interactions that take place once the virus binds to the cell
surface is essential for understanding how a particular virus infects cells. It also allows the
identification of potential new targets for antivirals and therapies for blocking or controlling
the infection and onset of diseases. In addition, understanding how viruses adopt or hijack
cellular pathways to their advantage often leads to novel insights in the normal functioning
of these pathways and is, therefore, of general interest beyond virology.

As viruses recognize target cells by first binding to cell receptors, the discovery of the
virus ligands is primordial for understanding the organ tropism, the potential host diversity,
and the mechanism of infection [7,8]. Enveloped animal viruses enter their host cells by
membrane fusion and two pathways have been described, depending on the characteristics
of the virus fusion protein. Fusion can occur at the cell plasma membrane at physiological
pH [9–15] or within the endocytic vacuolar system where it is triggered by a low pH [16–22].
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Virus capsid opening, the so-called uncoating, enables the virus genetic material to be
released in the cytosol and get ready for replication. Our understanding of virus uncoating
mechanisms has grown substantially in recent years and defines uncoating as a complex,
highly orchestrated, multi-step process that relies on both viral and cellular factors.

In this review, we describe the influenza A virus (IAV) infection cycle and focus on the
capsid uncoating process. We explore the latest studies that elucidate IAV capsid uncoating
and the host proteins involved.

2. The Infection Cycle of IAV
2.1. Influenza Virus Structure, Proteins and Classification

Influenza viruses are orthomyxoviruses, members of the family Orthomyxoviridae,
which comprises the genera Influenzavirus A, B and C, Thogotovirus, Quaranjavirus,
and Isavirus [23,24]. IAV is pleiomorphic [25] meaning that viruses with varying mor-
phologies can be produced by an infected cell. The most studied virus shape is spher-
ical, with around 100 nm diameter; the other is filamentous, from 100 nm to 30 µm in
length [26–28]. The filamentous morphology is typical of clinical isolates, whereas the
spherical shape is common in laboratory-passaged strains [28,29]. Whilst the biological
function and consequences of the viral morphology during IAV infection remain unknown,
studies have shown that it has implications in transmission, host adaptation and patho-
genesis [30–36]. IAV has eight distinct gene segments organized as a single-stranded,
negative-sense RNA genome assembled into ribonucleoprotein complexes (vRNPs) that
produce at least eleven proteins [37]. The segmented nature of the IAV genome has many
implications, the most popular is that it provides an evolutionary benefit by enabling
the virus to evolve by reassortment of gene segments between coinfecting viruses (see
reference [38] for a review on this topic). Filamentous and spherical particles have their
vRNPs arranged in bundle with all segments associated with the M1 from the capsid at the
same end of the virus [29,39]. Figure 1 presents a scheme of the virus structure and genome.
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Figure 1. IAV structure and genome. Influenza is an enveloped virus in which structural proteins can be found associated
with the virus envelope, a lipid bilayer derived from the plasma membrane of the host cell. The viral envelope contains
three of the viral transmembrane proteins: hemagglutinin (HA), neuraminidase (NA), and the matrix ion channel M2.
HA and NA proteins are the main proteins at the virus surface and HA is four times more abundant than NA. M2 also
penetrates the envelope but represents a minor component of the envelope, with about 20 molecules per virus particle.
The matrix protein M1 is found beneath the lipid membrane, and forms a rigid single-helical layer shell, the virus capsid.
The nuclear export protein (NEP) is found in the interior of the virus. The IAV genome consists of eight negative-sense
RNA segments that form distinct viral ribonucleoproteins (vRNPs). vRNPs are assembled as virus RNA segments where
the termini of viral RNAs associate with the viral RNA-dependent RNA polymerase complex, PB1, PB2 and PA, while the
rest of the viral RNAs are bound by oligomers of the nucleoprotein, NP. The virus has an asymmetric internal structure,
maintained by vRNPs-vRNPs and M1-vRNPs interactions. Not shown in the figure, the interior of IAV bears a substantial
number of host proteins (ubiquitin, tubulin, actin, annexin, among others). IAV is known to display a number of shapes.
The spherical form of IAVs is typically about 100 nm in diameter. Filamentous forms of IAVs can be over a few µm in length.
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The surface glycoproteins hemagglutinin (HA) and neuraminidase (NA) are the most
abundant proteins present in the lipid bilayer envelope. Based on the antigenic properties
and phylogenetic clustering of HA and NA, IAV can be classified into several subtypes.
There are eighteen different HA (H1-H18) and eleven NA (N1-N11) serotypes. The relative
abundance of each protein within the virus particle varies among virus subtypes and
depends on the genetic background, with the HA/NA ratio being on average 4 to 1 [40].
However, for the IAV/WSN/33 (H1N1) strain it is approximately 10 to 1 [41] and for
IAV/Aichi/68 (H3N2) it is 5 to 1 [39]. HA and NA play a role in the recognition and
binding to the receptor in target cells and release of the virus during budding from the
plasma membrane, respectively [42]. Due to the exposure at the virus surface and their
biological functions, these two proteins are the major antigenic targets of neutralizing
antibodies. In fact, during a natural infection the majority of antibodies will target HA,
with lower amounts targeting NA or even other virus proteins [43].

IAV has two matrix proteins: M1 and M2. They are the main determinants of the
spherical or filamentous virus morphology [44]. M1 is the major structural component of
the virus, forming a rigid shell, the virus capsid. It acts as an adaptor between the lipid en-
velope and the vRNPs, besides being the driving force for virus budding [45–47]. A recent
study solved the structure of assembled M1 within intact virus particles, gave structural
insights on how M1 oligomerizes to form the capsid and how the pH change triggers
the capsid disassembly [48]. Five histidine residues contributed by three sequential M1
monomers form a histidine cluster that can serve as the switch for the pH-mediated M1
disassembly [48]. M2 is an ion channel present in low amounts in the virus envelope,
with approximately 20 to 60 units on each virus particle [49]. M2 forms tetrameric ion chan-
nels that open in response to the endosome low pH, allowing a proton flux into the virus.
Lowering the pH of the virus interior is involved in the HA maturation by changing HA
conformation from a native (nonfusogenic) structure to a fusion-active (fusogenic) [50–52].
The M2 protein cytoplasmic tail interacts with the M1 protein and influences virus assembly
and genome packaging at the site of virus budding [53,54].

Inside the virus, each gene segment is associated with a trimeric RNA-dependent
RNA polymerase complex consisting of the PB1, PB2, and PA proteins [55]. Multiple
nucleoprotein (NP) molecules bind the viral RNA with high affinity and, together with the
polymerase proteins, forms the vRNPs [56]. The nuclear export protein (NEP), also known
as non-structural protein 2 (NS2) is found inside virus particles in low amounts where it
may interact with M1 [57]. Its main function is the nuclear export of vRNPs.

The non-structural protein 1 (NS1) is abundant in IAV-infected cells but usually not
detected in virus particles [58]. Nevertheless, recent studies reported that a low amount
of NS1 is present in purified virus particles and suggest that NS1 can be incorporated
during assembly [59,60]. Although the relevance of the presence of NS1 in the virus
particles is unknown, its incorporation might have to do with its ability to associate with
the IAV vRNAs and facilitate the genome packaging at the influenza budding sites [60].
NS1 is a non-essential virulence factor that has multiple functions during the viral life
cycle. Its major role is to antagonize type I interferon-mediated antiviral responses [61].
NS1 also controls vRNA splicing and temporal regulation of the RNA synthesis [62,63],
induces or suppresses host apoptotic responses [64,65], and has a role in strain-specific
pathogenesis [66,67], among others.

2.2. Early Events of Influenza Virus Infection
2.2.1. Receptor Binding and Envelope Fusion with Late Endosome

During the first step of IAV infection of the host cell, attachment, HA binds to the target
cell via sialic acid linkages on host glycoproteins [68,69]. The sialic acid binding specificity
of HA is one of the major determinants for viral tropism and host specificity; changes in
key HA amino acids that control its binding specificity have been identified to contribute
to the spillover of avian viruses to humans, leading to new influenza epidemics [70–73].
In general, human IAVs exhibit a strong preference for binding glycans terminating with
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α2,6-linked sialic acid and replicate in the respiratory tract, whereas avian IAVs have a
preference for α2,3-linked sialic acid [74]. In contrast, bat IAV carries the H17 or H18
HA serotypes which cannot bind to sialic acid; rather, they require the host MHC class II
proteins to infect cells [75,76]. Figure 2 illustrates the main steps of the virus life cycle.
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Figure 2. Overview of the IAV replication cycle. The influenza virus life cycle can be divided into several stages: (1) Virus
binding to the target cell. HA binds to sialic acid found on the surface of the host cell’s membrane. (2) Entry into the host
cell: a clathrin-mediated endocytosis or macropinocytosis takes place. Early endosome containing viruses is transported
by dynein along microtubules to the perinuclear region close to the microtubule-organizing center (MTOC). (3) Fusion of
the virus envelope with the endosomal membrane. Acidification increases progressively from endocytic vesicles to late
endosomes and induces a HA conformational change to a fusion-competent state. M2, an acid-activated viral ion channel,
is required for efficient viral envelope fusion with the endosomal membrane and nucleocapsid release. (4) Uncoating of the
virus capsid by disassembly of the M1 proteins and release of the viral ribonucleoproteins (vRNPs) to the cytosol. (5) Entry of
vRNPs into the nucleus by an active nuclear import pathway. (6) Transcription and replication of the viral genome. The IAV
genome is composed of negative-sense strand RNAs. The genome is first converted into positive-sense RNAs, forming
complementary ribonucleoprotein (cRNP) complexes, that serve as templates to produce viral RNAs. The transcription of
the vRNA generates mature viral messenger RNAs (mRNAs) that have a 5′ methylated cap and a poly(A) tail. (7) Viral
protein translation occurs by free ribosomes or ribosomes on the rough endoplasmic reticulum. Some of these proteins
enter the nucleus where they assemble with viral RNAs. (8) Export of the vRNPs from the nucleus. vRNPs are exported out
of the nucleus via the CRM1 dependent pathway through the nuclear pores. (9) Transport of viral components, assembly
and budding at the host cell plasma membrane. Viral glycoproteins, HA and NA, associate with lipid rafts, membrane
microdomains comprised of densely packed cholesterol and sphingolipids. vRNP complexes are transported as sub-bundles
on Rab11 to recycling endosomes close to ER exit sites toward the plasma membrane and are incorporated as a complex of
eight different vRNPs into budding viruses. Finally, the plasma membrane containing the viral structural proteins at the
assembly site bends releasing infectious virus into the extracellular environment.
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Even though the NA is mainly recognized for its role at the virus budding stage,
where it removes sialic acid bound to the newly synthesized HA and NA on nascent
viruses, it has also been implicated in helping IAV to penetrate the mucus layer and get
access to the receptors at the host cell membrane [77,78]. For this, NA locally cleaves
sialylated O-linked glycans covering mucins and cell glycocalyx, decreasing the number of
sialylated decoys and promoting the motility of IAV towards the receptors on the target cell
surface [79]. The spherical IAV bound to the sialic acid-containing receptor proteins at the
plasma membrane activates an internalization pathway that is by default clathrin-mediated
endocytosis. In addition to this traditional route, IAV may have other entry pathways that
could be dependent on the cell type. For instance, filamentous IAV enters host cells by a
dynamin-independent route, using macropinocytosis as the primary entry mechanism [80].
The intact filamentous IAVs are trafficked to the acidic late-endosomal compartment within
macropinosomes [81]. Similarly, spherical IAV has recently been reported to also use
macropinocytosis [80]. Caveolae have already been described as an alternative route to
clathrin for mediating the entry of IAV in MDCK cells [82]. By combining inhibitory
methods to block both clathrin-mediated endocytosis and uptake by caveolae in HeLa
cells, another study demonstrated that a non-clathrin-dependent, non-caveolae-dependent,
but dynamin-dependent endocytic pathway also exists [83].

The traffic of viruses within endosomes towards the cell nucleus occurs through the
cytoskeleton using actin, myosin and dynein motor protein, and microtubules (MTs) [84,85].
Polarized respiratory epithelium is the target of IAV in vivo, in which it preferentially en-
ters the cells from the apical surface [86–88]. However, most molecular studies on the virus
entry have been carried out using non-polarized cell lines. There are significant differences
between polarized and non-polarized cells regarding receptor distribution, cytoskeletal
structure and the mechanism of endocytosis [85,89]. For instance, IAV seems to depend
much more on the actin dynamics in polarized than non-polarized cells [90]. Following
infection, the cytoskeleton undergoes structural reorganization and the endosomes har-
boring viruses travel in a retrograde traffic towards the microtubule organizing center
(MTOC), in close proximity to the cellular nucleus [91]. The kinetics of virus-containing
endosomes vary according to the cell type and the virus subtypes. It has been reported that
IAV/X31 strain can be found in early endosomes, marked by early endosomal autoantigen
1 (EEA1) [92], Rab5 [93,94], and rabenosyn-5 (Rab5 effector) [95,96], around 5 min after ad-
sorption in dendritic cells [97]. While in Chinese hamster ovary CHO cells, the same virus
already fuses its envelope with late endosomes, usually marked by lysosomal-associated
membrane protein-1 (Lamp1) [98] and Rab7 [93], in the perinuclear region only 8 min after
binding [84]. For IAV/WSN/33 in human lung epithelial A549 cells, co-localization of
virus proteins and early endosomes peaked at 45 min whereas co-localization with late
endosomes only at 120 min [99].

Upon entry through the endocytic pathway, HA only reaches a fusion-competent form
when the virus has trafficked beyond early endosomes. This happens because a progressive
pH drop by endosomal acidification is needed for HA conformational changes prior to
fusion of the envelope and endosome membranes. The acidification of endosomes occurs
during their maturation and the M2 proton channel in the virus envelope mediates the flux
of protons into the IAV particle upon acid activation (pH ≈ 6) [100]. The drop of pH in
endosomes has at least two main functions during early IAV stages. First, as mentioned
above, the low pH in late endosomes triggers a conformational change in the HA glycopro-
tein that exposes a fusion peptide. Second, it strips away the M1 matrix protein from the
capsid during uncoating.

2.2.2. IAV Capsid Uncoating

The different steps of virus uncoating are regulated by cellular cues which come from
cellular receptors, enzymes, and small chemicals including ions [101]. Here, we summarize
the IAV uncoating process, and detail it further to discuss the role of host proteins in IAV
uncoating (see Section 3). Uncoating refers to the series of events that alter the viral core
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structure leading to disassembly which is essential for the release of the viral genomic
segments into the cytosol. It is a continuous and dynamic event that begins inside acidic
endosomes and is completed in the cytosol by multiple host proteins that interact with viral
core components. Due to the methodological limitations for identifying and visualizing
all the molecules playing a role during uncoating, this process has remained relatively
poorly studied. Yet, recently some important cellular proteins have been described to
be involved in this process. Histone deacetylase 6 (HDAC6), epidermal growth factor
receptor pathway substrate 8 (EPS8), transportin-1 (TRN-1 or TNPO1) have all been shown
to be involved in the IAV core uncoating [102–104] and their role for other viruses begins
to be examined. Catalyzing the capsid opening for a fast genome release may decrease
the probability of the virus genetic material being degraded by cellular RNases as has
been shown for iflaviruses, positive-strand RNA viruses from the family Iflaviridae (order
Picornavirales) [105]. After release of the viral RNPs into the cytosol in the proximity of
the cell nucleus, the vRNPs are imported into the nucleus through nuclear pore complexes
using the nucleoprotein (NP) nuclear localization sequence (NLS) motifs and the importin
α/β-dependent nuclear import pathway.

2.3. Nuclear Import, IAV Genome Replication, and vRNP Export

As mentioned above, the IAV genome has eight segments of single-stranded negative-
sense RNA, each of them is transcribed in the nucleus of the host cell [106]. Three viral
RNAs types are synthesized: viral mRNAs of positive sense (mRNA), viral genomic RNAs
(vRNA) of negative sense, and complementary RNAs (cRNA) of positive sense. The vRNAs
are bound by a RNA-dependent RNA polymerase, forming a viral ribonucleoprotein
(vRNP) complex [107]. Although replication is a primer-independent process, during
transcription of a viral mRNA the viral RNA polymerase relies on host capped RNAs as
cap-donors [108]. As IAV vRNAs are of negative sense, in order for the genome to be
transcribed it first must be converted into a positive sense RNA that serves as template
for the production of new viral RNAs [59]. The cRNA is the replication intermediate,
a full-length complement of the vRNA that works as a template for the synthesis of new
copies of vRNA [107]. The formation of new vRNP complexes results from the binding
of newly synthesized subunit proteins (PB1, PB2 and PA) and NP proteins to the vRNAs.
For further details, the reader is referred to excellent recent reviews [109,110].

The influenza virus infection leads to a slowdown in the synthesis of cellular proteins,
this phenomenon is known as cell shutoff [111–114]. The synthesis rates of vRNAs and
proteins reach a maximum within the first few hours after infection before dropping [115].
One study reported the production of most viral proteins to peak in the first 8–12 h after
infection [114]. The synthesis of the IAV proteins is regulated at the transcriptional level,
and the synthesis rate and accumulation level of the mRNAs differ considerably among
the eight RNA segments [116,117]. For instance, there is an early production of proteins
such as NS1 and NP and a delayed synthesis of M1 [114,118].

Nuclear export of vRNPs is mediated by the cellular protein Crm1, or exportin 1,
a member of the importin β family, and putatively by the viral protein NEP/NS2 [119–123].
The nuclear import relies on importin α, which acts as an adaptor between importin β and
NLS-cargos [124]. M1 shuttles between the cytoplasm and the nucleus and has important
functions in both compartments. In the nucleus, M1 proteins attach to vRNPs forming M1-
vRNP complexes and participate in transport of vRNPs to the cytosol [125]. The NEP/NS2
protein contains a highly conserved nuclear export signal (NES) motif in its amino-terminal
region and mediates the nuclear export of vRNP-M1-NS2 complexes [126]. The export of
vRNP is impaired when cells are infected with a recombinant virus that cannot express
NS2 or have mutations in the NS2 NES [127]. Cytoplasmic M1 proteins inhibit the nuclear
import of vRNP complexes [128,129], and newly synthesized vRNPs associated with M1
protein are unable to re-enter the cell nucleus [128].
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2.4. Late Events of IAV Infection
Trafficking of the vRNPs and IAV Proteins to the Cell Plasma Membrane, Genome
Packaging and Virus Budding

Newly synthesized NP and the viral polymerase proteins (PB1, PB2 and PA) form a
complex with vRNA, and the formed vRNP is transported to the plasma membrane or to
the apical site of polarized epithelial cells for genome packaging and virus budding [130].
Similar to what happens during viral entry, the viral egress pathways depend on the
cytoskeleton, transport vesicles, and motor proteins [131]. After nuclear export, vRNPs can
be found colocalized with microtubules and concentrated at the MTOC [132]. The small
GTPase Rab11 mediates the transport of the vRNPs across the cytoplasm to the viral
budding sites at the plasma membrane [133–137]. It mediates the docking of a single vRNP
or vRNP sub-bundles to recycling endosomes close to ER exit sites through direct or indirect
interaction of its active GTP bound form with the viral polymerase complex proteins,
taking the form of liquid viral inclusions [138–142]. Transmission electron tomography of
budded IAV virions shows a distinct organization of vRNPs in which a central segment is
surrounded by seven different segments of various lengths [143].

In addition to the vRNPs, IAV structral proteins (HA, NA, M1, M2) must be trans-
ported to the plasma membrane. Both HA and NA have been shown to possess apical
determinants in their transmembrane domain [144,145]. HA, NA, and M2 transmem-
brane domains contain specific sorting signals that promote their association with sph-
ingoglycolipid rafts at the plasma membrane [146,147]. While the transport of the IAV
membrane-associated proteins has been well characterized, the mechanism by which other
viral core proteins are transported to the budding sites is vague. M1 is synthesized on free
cytosolic polyribosomes and may possess apical determinants or diffuse to the assembly
site, or a combination of these pathways. It was shown that the M1 associates with HA and
NA at the budding site and only a small fraction of the cytoplasmic M1 associates with
cellular membranes in the absence of another viral protein [148]. In contrast, another study
found that M1 hast the ability to associate with the membrane independent of the viral
glycoproteins [45]. It is also possible that M1 may be able to associate with membranes
through electrostatic interactions [149].

Virus assembly is coordinated by M1, which binds to all viral components and the
plasma membrane. Interactions of M1 with other M1 proteins, vRNPs, HA and NA facilitate
concentration of viral components and exclusion of host proteins from the budding site. M1
also interacts with the cytoplasmic tail and transmembrane domain of the glycoproteins
HA and NA and with M2, functioning as a bridge between the viral envelope and the
vRNPs [150,151]. Virus bud formation requires membrane bending at the budding site.
A combination of factors including the increased concentration of viral proteins and the
interaction of M1 with the viral glycoproteins, M1-M1 and M1-vRNPs play an important
role for triggering virus budding [151]. Asymmetry of the lipid bilayer in lipid raft is
likely to cause a curvature of the plasma membrane at the assembly site leading to bud
formation. The matrix M2 transmembrane protein further facilitates virus release from
the infected host cell. M2 is able to both contribute to curvature induction and also sense
curvature to line up in manifolds where local membrane line tension is high [152]. During
viral budding, vRNPs with their polymerase-binding ends at the budding tip are oriented
in a parallel or antiparallel fashion [153]. Eventually, fusion of the opposing membranes
leading to the closure of the bud will take place and newly formed viruses will be released
into the extracellular environment.

3. In Focus: Influenza Virus Capsid Uncoating
3.1. Involvement of Ubiquitin Chains in Influenza Virus Uncoating

Ubiquitin (Ub) is a small 76 amino acids protein with a molecular mass of about
8.6 kDa. It participates in multiple cellular signaling pathways, that are usually involved
in the regulation of protein function and homeostasis. The ubiquitin proteasome system
(UPS) forms a cellular machinery for the degradation of unwanted proteins. The aggre-
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some processing pathway (APP) is an alternative system, whereby misfolded proteins are
accumulated before being degraded by autophagy. Ubiquitination and ubiquitin-like modi-
fication is usurped by many viruses to establish infection, and IAV uses ubiquitin-enhanced
viral uncoating mechanisms [104,154]. How the APP facilitates efficient IAV uncoating is
described below.

Protein ubiquitination is a post-translational modification in which there is an addition
of a Ub molecule to one or more sites, most frequently lysine residues of a target protein.
Proteins can be monoubiquitinated or poly-monoubiquitinated if they have one or more
Ub molecules, respectively. In addition, Ub monomers can be connected to each another
forming chains of varying lengths, linkages, and structures.

Protein ubiquitination involves a series of cellular enzymes in cascade. As depicted
in Figure 3, ubiquitination starts with the Ub-activating enzyme E1, followed by the
Ub-conjugating enzyme E2 and by the Ub ligase E3, which form an isopeptide bond
between the carboxyl terminus of Ub and the amino group of a lysine residue on the target
protein [155]. E3 ligases determine the substrate specificity of the cascade by the covalent
attachment of Ub to substrate proteins, but the E2-conjugating enzyme can also play a role
in the substrate selection [156]. Ub is often linked to substrates as polymeric chains that vary
in both linkage and length, with important consequences for their function [157]. Ub itself
contains seven lysines (K; K6, 11, 27, 29, 33, 48 and 63), all of which can be used by the Ub
ligases to generate the different types of chains on the target proteins [158]. The K48-based
linkages lead mainly to the proteasome-mediated degradation of the ubiquitinated protein,
while K63-based Ub chains control primarily protein endocytosis, as well as trafficking
and enzyme activity [159–162]. K63 is also a signal for targeting misfolded proteins to
the APP [163]. Free poly-Ub chains, referred to as unanchored Ub chains, arise when
deubiquitinases (DUBs) remove a chain from a protein, or they can be generated through
E1/E2/E3 cycles [164]. In contrast to Ub chains bound to target proteins, unanchored Ub
chains have a free C-terminus which can be bound efficiently by a conserved zinc finger
domain found in the DUB isopeptidase T or in HDAC6 [165,166].

Ubiquitination has a vital role in regulating a wide variety of processes in eukaryotes
through multiple mechanisms, including protein degradation, protein trafficking, gene ex-
pression, DNA repair, control of the cell cycle and signaling [167–171]. The versatility of the
Ub system in regulating protein function and cell behavior makes it a particularly attractive
target for pathogens such as viruses [172]. Ub was thought to be exclusively a cellular
protein until a report described a modified form in baculovirus particles [173]. Similarly,
host Ub was reported in purified vaccinia virus and herpes simplex virus particles [174].
Ub was also identified by proteomics in filovirus, such as purified Ebola and Marburg
viruses [175]. More recently, liquid chromatography mass spectrometry proteomic analyses
revealed a great variety of host proteins in purified extracellular viruses [176]. Among these
proteins, Ub (polyubiquitin B and C) was found in Ebola Zaire, Marburg Lake Victoria,
HIV-1, moloney murine leukemia virus (MLV), herpes simplex type-1 (HSV-1), vaccinia
virus (VACV), human cytomegalovirus (HCMV), vesicular stomatitis virus (VSV), respi-
ratory syncytial virus (RSV) and IAV. Ub has also been reported in HIV-1 cores [177,178].
The importance of these proteins in the different steps of the virus life cycle is unknown but
Ub is long speculated to participate in virus uncoating and replication of particles [174].

Unanchored Ub chains within the IAV structural core are exposed following virus
envelope and endosome fusion at late endosomes close to the nuclear periphery [104,179].
Unanchored Ub chains can also be produced by DUBs that cleave off ubiquitin chains from
substrates targeted to the proteasome. One example of such a DUB is Poh1, a proteasome-
associated DUB that generates K63-linked unanchored ubiquitin [180,181]. The interaction
of unanchored Ub chains with HDAC6 and the interaction of HDAC6 with motor proteins
in microtubules and actin filaments generates physical forces that catalyze the dissociation
of the capsid M1 layer.
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(Ub-activating enzyme) in an active ATP-dependent reaction and transferred to the E2 (Ub-conjugating enzyme). The E3
(Ub–protein ligase) transfers the Ub from E2 to the target protein and determines the specificity. A monoubiquitinated
protein can have the Ub chain elongated by E3 that creates Ub–Ub isopeptide bonds. Chain extension can happen through
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target protein degradation (upper part). Other lysine chains are involved in different biological functions. K63 chains do
not specify degradation but usually facilitate the recruitment of other proteins in the formation of functional complexes
involved in cellular signaling such as aggresome formation (lower part). HDAC6 can bind misfolded proteins entangled
with Ub K63 chains and bridges to dynein motors, mediating transport to and formation of the aggresome compartment.
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domain (CD) PDB: 3C5K and 5G0I, respectively.

3.2. The Role of HDAC6 in Influenza Virus Uncoating

Histone deacetylases (HDACs) are enzymes that catalyze the removal of acetyl groups
from modified lysine residues of histone and non-histone proteins and several classes of
mammalian HDACs exist [182]. Class I HDACs are 400–500 amino acids long and include
HDAC1, HDAC2, HDAC3 and HDAC8. Class II HDACs are approximately 1000 amino
acids long; class IIa comprises HDAC4, HDAC5, HDAC7 and HDAC9, and class IIb com-
prises HDAC6 and HDAC10 [183–185]. The class III HDACs, also known as the sirtuins
(SIRT1–7), are the silent information regulator 2 (Sir2) family of proteins and have a size
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ranging from 300 to 750 amino acids [186,187]. Despite the name, HDAC function is not
limited to histone deacetylation and the regulation of gene transcription. HDAC6 localizes
mainly in the cytosol and targets proteins through one of its deacetylase domains, CD1 or
CD2, or its Ub-binding zinc finger domain, ZnF. In humans, HDAC6 contains a Ser Glu-
repeat domain (SE14), which acts as a cytoplasmic retention signal and mediates its stable
anchorage in the cytoplasm [188] where it deacetylases tubulin [189–191], heat shock pro-
tein 90 (Hsp90) [192–194], β-catenin [195,196], cortactin [197], MYH9, Hsc70, DNAJA1 [198]
or the DEAD box RNA helicase 3, X-linked (DDX3X) [199]. HDAC6 has been associated
with carcinogenesis, neurodegenerative diseases and inflammatory disorders, and has been
exploited as a therapeutic target for pharmacological intervention [200–208].

HDAC6 has also been identified to have antiviral effects which have been linked to its
enzymatic activity. It was found to inhibit IAV release by downregulating the trafficking of
viral components to the plasma membrane via acetylated microtubules [209]. Overexpres-
sion of HDAC6 in cells leads to diminished viral budding due to tubulin deacetylation [210].
More recently, it was shown that HDAC6 regulates viral sensing by deacetylating retinoic
acid inducible gene I, RIG-I [211], a key cytosolic sensor that detects RNA viruses through
its C-terminal region and activates the production of antiviral interferons (IFNs) and pro-
inflammatory cytokines. RIG-I is thought to be the most important sensor of IAV by binding
to the virus genomic panhandle promoter region [212,213]. HDAC6 transiently binds to
RIG-I and removes lysine 909 acetylation in the presence of viral RNAs, thus promoting
RIG-I sensing of viral RNAs. Thus, HDAC6-mediated RIG-I deacetylation is critical for
efficient viral RNA detection and IFN production. HDAC6 also acts as a negative regulator
of IAV infection by deacetylating lysine 664 of the polymerase complex PA subunit, thereby
restricting vRNA transcription and replication.

HDAC6, through its ZnF domain, associates with unanchored Ub chains [165,214,215].
As shown in Figure 3, Ub chains can be generated through E1/E2/E3 cycles and unan-
chored Ub chains are present in monoubiquitin, or ubiquitin derived from proteasomal
degradation or the catalytic action of DUBs on pre-existing Ub chains. HDAC6 ZnF
binds Ub with high affinity by recognizing its unanchored C-terminal sequence (-RLRGG-
COOH) [216,217] and can recruit misfolded proteins with entangled Ub chains. In addition,
HDAC6 interacts with the motor protein dynein and dynactin, the protein complex that
links cargo to dynein. In this way, HDAC6 acts as a scaffold that mediates the transport of
misfolded protein aggregates along microtubules and promotes formation of the aggresome
compartment, which is a crucial pathway to attenuate misfolded protein-induced stress.

Inflammasome complexes are formed in response to pathogen-associated molecules
and, for NLR family pyrin domain-containing protein 3 (NLRP3)- and pyrin-mediated
inflammasomes, their assembly and downstream functions occur at the MTOC [218].
Similar to the formation of aggresomes, HDAC6 ZnF is required for the interaction with
NLRP3 and pyrin inflammasome components and transport of these proteins using the
microtubule retrograde transport by dynein for their activation in macrophages [218].
Given the importance of HDAC6 for viral uncoating, one might wonder how formation of
novel IAV particles can take place in cells that contain HDAC6. The observation that in
IAV-infected cells the C terminus of HDAC6 (encompassing the ZnF domain) gets cleaved
off by Caspase-3 at late stages of the infection may help to solve this conundrum [219].

Ablation of class I HDACs in mice is lethal or leads to severe physiological dysfunc-
tion [220–222]. In contrast, mice lacking HDAC6 are viable and develop normally, despite
having elevated tubulin acetylation in multiple organs [223]. The role of HDAC6 for effi-
cient IAV uncoating was discovered by the observation that in mouse embryonic fibroblast
cells lacking HDAC6, the IAV endocytic uptake, acid-induced HA maturation or fusion of
virus envelope and late endosome were not affected. In contrast, virus capsid uncoating
and the nuclear import of vRNPs were reduced in these cells in comparison to the wild
type [104]. During infection, virus proteins and RNAs are detected by pathogen recognition
receptors (PRR). This activates protein kinase R (PKR) that mediates the phosphorylation of
eukaryotic initiation factor-α (eIF2α) on serine 51 to initiate the assembly of virus-induced
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stress granules concomitant with repression of cellular proteins translation [224]. By mim-
icking a misfolded protein aggregate, IAV hijacks the APP to its benefit [104]. The role of
HDAC6 and Ub for IAV capsid uncoating can be visualized in Figure 4.
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cell periphery toward the microtubule-organizing center (MTOC). Late endosomal acidification (pH~6) triggers change of
the homotrimeric glycoprotein HA mediating fusion between the viral envelope and the endosome membrane. Influx of
protons and efflux of potassium from the virus core happen through the acid-activated viral ion channel M2. The pH drop
triggers the activation of a histidine cluster in the virus capsid, contributed by three sequential M1 monomers, and promotes
the capsid disassembly. Further the vRNPs dissociate from the M1 proteins. Free ubiquitin (Ub) chains derived from virus
particles activate the aggresome processing pathway (APP) and recruit HDAC6 through its Ub-binding zinc finger domain
(HDAC6 ZnF). Deubiquitinases (DUBs) could be involved in unanchored Ub formation. HDAC6 binds to M1 and to NP
from vRNPs. HDAC6 by a region between its catalytic domains also binds motor proteins in microtubules and myosin
II in actin microfilaments generating physical forces that help dissociate the M1 proteins, disassembling the virus capsid.
The epidermal growth factor receptor pathway substrate 8 (EPS8) and transportin-1 (TNPO1) interact with M1 from the
capsid and vRNPs, contributing to the disaggregation of the vRNP-associated M1 and vRNP debundling in the cytosol.
In this way, vRNPs are transported by importin α/β to the nucleus as individual rod-shaped structures. PDB: TNPO1
(2Z5J), EPS8 (2E8M), importin α (4B18), DUB (6K9P).

Moreover, HDAC6 knockout mice intratracheally infected with IAV showed reduced
lung viral titers compared to wild type mice, whereas the antiviral immune responses were
comparable ([104] and our unpublished results). This showed that the pro-viral role of
HDAC6 ZnF domain during IAV uncoating influenced the infection outcome. In contrast,
another recent study in which another strain of HDAC6 knockout mice was infected
with IAV showed them to be more susceptible to PR8 H1N1 infection than their wild
type counterpart [225]. In this work, it was argued that the absence of HDAC6 leads to a
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blunted innate response and concomitantly increased susceptibility of mice to IAV infection.
The reason for these differences is not known but might possibly reflect the presence of
different microbiomes in the two strains. In the future, targeted mutation of the HDAC6
ZnF or CD in mice is desired to fully understand the in vivo pro-viral and antiviral effects
of HDAC6, respectively.

3.3. Epidermal Growth Factor Receptor Pathway Substrate 8

The epidermal growth factor receptor pathway substrate 8 (EPS8) is an adaptor
protein involved in signaling via the epidermal growth factor receptor (EGFR) [226,227].
EPS8 also directly binds to actin filaments controlling the rate of polymerization and
depolymerization by capping the fast-growing ends of actin filaments [228–231]. EPS8
regulates intracellular trafficking of membrane receptors through its direct interaction with
the GTPase-activating protein RN-tre, which controls the activity of Rab5, or by interacting
with the clathrin-mediated endocytosis machinery.

A screen for host factors involved in IAV infection by correlating WSN H1N1 infec-
tivity with gene expression profiles of 59 distinct cell lines identified EPS8 as the highest
confidence pro-viral host gene [102]. Knocking out EPS8 in human A549 lung cells de-
creased viral titers in the infected-cell supernatant by 10-fold in multicycle replication
assays. The loss of EPS8 did not affect virus attachment, uptake or fusion. EPS8 physically
associates with incoming virus components possibly through interactions with NP, the viral
polymerase, M1, or bridged by other cellular uncoating factors (Figure 4). EPS8 might
interact with vRNPs by binding to NP as the viral nucleoprotein specifically co-precipitated
with EPS8. Additionally, the import of vRNPs was significantly delayed in cells lacking
EPS8 in comparison to WT cells, leading to a reduction in viral gene expression [102].
EGFR signaling, which promotes IAV entry [232], was unaffected by EPS8 depletion [102].
Although mechanistic details are missing, one can speculate that EPS8 regulates actin
filaments to enhance IAV uncoating [102].

3.4. SPOPL/Cullin 3 Ubiquitin Ligase Complex and EPS15

The maturation of late endosomes/multivesicular bodies entails the spatial and func-
tional separation of the organelles from early endosomes, preparing them as a feeder
pathway to lysosomes [233]. Cellular processes that promote endosome maturation play a
critical role in influenza uncoating. Cullin3 (CUL3)-based E3 ubiquitin ligases regulate en-
docytic trafficking of cargo to lysosomes and endosome maturation. Transfer of cargo from
early endosomes to lysosomes depends on an endosomal maturation process regulated by
a variety of protein- and lipid-based events. They include a small GTPase Rab5-to-Rab7
switch, a PtdIns(3)P to PtdIns(3,5)P2 conversion, and changes in the luminal ion concentra-
tions, such as decrease in pH and increase in K+ concentration [233,234]. Using a siRNA
screen against 130 human Bric-a-Brac/Tramtrack/Broad (BTB) domain proteins in A549
cells, it was found that the Speckle-type POZ protein-like (SPOPL) was crucial for EPS15
ubiquitination by the Cullin RING E3 ubiquitin ligase 3 (CRL3)SPOPL complex. EPS15,
an endocytic adaptor that associates with ESCRT0 proteins HRS and STAM, was necessary
for endosome maturation and IAV capsid disassembly [235]. The depletion of SPOP and
SPOPL gave a similar phenotype to Cul3 depletion [236], showing retention of viral com-
ponents in the endocytic system and inhibition of infection. Ubiquitin-modifying enzymes
that regulate endosome maturation play a yet incompletely understood but important
facilitator role in the successful uncoating of IAVs.

3.5. Transportin 1

In eukaryotic cells, transcription and translation are physically separated by the nu-
clear membrane; transcription occurs only within the nucleus, and translation occurs only
outside the nucleus in the cytoplasm. The nuclear membrane, also known as nuclear enve-
lope, is a phospholipid bilayer that encloses the cell nucleus and is penetrated by nuclear
pore complexes. Small molecules (usually less than 60 kDa) diffuse freely through the
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nuclear pores [237,238]. Alternatively, proteins may shuttle between the cytoplasm and the
nucleus in an active way that is mediated by nuclear localization signals (NLSs) or nuclear
export signals (NESs). In this way, larger molecules are selected by nuclear transport
receptors (also called karyopherins) that carry their cargoes from one compartment to the
other by crossing the nuclear envelope at the level of the nuclear pore complexes [239,240].
Importins mediate the nuclear import of cargos and transportin 1 (TNPO1, also known as
importin-β2, KPNB2) is one of the best-characterized nuclear import receptors [241].

Many viruses depend on nuclear proteins for replication and their viral genome must
enter the nucleus of the host cell. This is the case of most DNA viruses and some RNA
viruses, including orthomyxoviruses and retroviruses. Therefore, it is expected that the life
cycle of these viruses is dependent on transporters (e.g., importins, exportins, transportins)
and regulators (e.g., Ran GTPase). Great effort has been put on deciphering viral nuclear
transport mechanisms [242–245]. In the context of IAV infection, a study using RNAi for
targeting, among other proteins, nuclear pore proteins identified TNPO1 as an important
host factor involved in uncoating. Depletion of TNPO1 in different cells reduced the
number of infected cells and the production of new viruses [103]. It was shown that TNPO1
was important not only for the vRNPs nuclear import, but also for the M1 uncoating and
vRNP debundling in the cytosol [103]. Moreover, the role of TNPO1 in uncoating was
associated with its recognition of a nuclear localization signal as it binds to the exposed M1
N-terminal PY-NLS motif only after capsid acidification. As shown in Figure 4, by recog-
nizing and binding the M1 NLS, TNPO1 promotes the removal of vRNP-associated M1,
which leads to dissociation of vRNPs from each other and facilitates further nuclear import
by importin α and β via the classical NLS-mediated import pathway. It is noteworthy that
as endosomes mature, both decrease in pH and increase in K+ concentration in the lumen
of late endosomes take place, which is important for sufficient priming of the viral core for
uncoating [234]. A high K+ concentration, in particular, promotes dissociation of bundled
vRNPs from each other in an in vitro uncoating assay [234]. The segmented nature of IAV
vRNPs not only promotes reassortment during co-infection [246] but may also allow the
segments to be transported in and out of the nuclear pore individually.

4. Perspectives in the Field of Virus Host Interaction and Capsid Uncoating

Due to their nature, viruses need to constantly interact with their host cells. They are
always trying to either counteract or exploit different cellular mechanisms and pathways
to their advantage. Better understanding the molecular requirements viruses have on host
cells or the immune mechanisms used by the cells to escape infection is important for the
development of novel approaches to fight viral infections.

Despite the availability of licensed vaccines, IAV is estimated to be responsible for
290,000 to 650,000 worldwide flu-associated deaths annually [247] and is of major public
health interest due to its pandemic potential and constant threat to animals and humans.
This review focused on the IAV life cycle highlighting the interactions with the cell host
proteins. Capsid uncoating is a dynamic process that has remained relatively poorly stud-
ied. However, in recent years, progress in this field has been made with the identification
of cellular proteins and pathway involved in IAV uncoating.

Enveloped viruses carry several host proteins in their structural core after budding
has taken place. One of these proteins is Ub, which in the form of unanchored Ub chains,
can recruit cellular proteins in the infected cells, such as HDAC6. Similarly to what happens
to the aggresome and inflammasome pathways, Ub chains recruit HDAC6 that acts as a
scaffold protein, interacting with virus proteins from the capsid and virus genome as well as
with cytoskeletal motor proteins. These interactions generate physical forces that catalyze
the dissociation of the capsid M1 layer underneath the viral envelope. In parallel, EPS8,
TNPO1 and possibly other cellular proteins and kinases such as G protein-coupled receptor
kinase (GRK2) [248], as well as endosome maturation, together contribute to generate the
cellular environment that ultimately leads to uncoating and release of individual vRNPs at
the perinuclear area.
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Considering that other viruses could use a similar mechanism during their virus cycle,
it is important to investigate if the HDAC6-mediated APP is involved in uncoating of
other enveloped viruses that also have Ub in their viral mature particles. Similar to IAV,
other important viruses including HIV-1, Ebola, rabies, HSV-1, VACV, HCMV, VSV, RSV,
also carry Ub in their particles [175–178]. The identification of additional host proteins in
viral particles could give hints to the possible pathways used by viruses during their life
cycle. Considering that host proteins incorporated by viral particles might play crucial
roles, as Ub does, it is important to realize that different host cells may influence the
composition of the host protein profile inside virus particles. This was reported for HIV,
in which the host protein profile in mature particles was found to be different depending on
the cell host from which it originated [177]. This might be even more important for viruses
that transition from one host species to another during their life cycle. Arboviruses (Zika,
dengue, yellow fever, chikungunya, tick borne encephalitis etc.) are examples of viruses
that infect mammals and arthropods during their life cycle. IAV, Ebola and SARS-CoV
are other zoonotic viruses that jump from animals to humans and can be at the origin
of pandemics.

TNPO1 also plays a role in the uncoating of HIV. Similar to the mechanism of IAV
uncoating, TNPO1 binds to HIV capsids, triggers their uncoating and promotes viral nu-
clear import [249]. Given that some of the host proteins that play a fundamental role in
IAV uncoating have been since then shown to participate in the uncoating of other viruses,
it is interesting to think about the potential of interfering with this step of the virus life
cycle by targeting one or more of these host proteins. Indeed, targeting host processes
has a potential advantage of being less likely to give rise to viral resistant variants and to
be of broad use for different viruses. Studies in this direction led to the development of
the only host-targeting antiviral agent among the 20 approved antiretroviral used to treat
HIV patients: maraviroc, a virus entry inhibitor that targets the chemokine receptor CCR5
expressed on the surface of white blood cells [250,251]. However, apart from immunomod-
ulators, almost all antiviral drugs currently approved or under development target viral
proteins. For IAV, NA inhibitors, M2 channel blockers, and PA endonuclease inhibitors
are the three classes of inhibitors approved for treatment [252,253]. The administration
of inhibitors of the M2 ion channel has been discouraged by the CDC due to widespread
pre-existing viral resistance among H3N2 and H1N1 strains [253]. This highlights the need
for new antiviral strategies with novel mechanisms of action and reduced drug resistance
potential. Thus, if one identifies host proteins that are fundamental for the uncoating or
replication of multiple viruses, these would have the potential to become novel targets for
a broad-spectrum antiviral drug. While the main disadvantage of host-targeted antivirals
is the higher risk for host toxicity, an advantage is that the host-targets/proteins can be
studied before a new virus emerges. In addition, a host-targeted approach often offers
a higher barrier to the appearance of viral drug resistance [254]. The development and
approval of such new antivirals could be of great use for viral pandemic preparedness and
complement vaccines.
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Abstract: All intracellular pathogens critically depend on host cell organelles and metabolites for
successful infection and replication. One hallmark of positive-strand RNA viruses is to induce
alterations of the (endo)membrane system in order to shield their double-stranded RNA replication
intermediates from detection by the host cell’s surveillance systems. This spatial seclusion also
allows for accruing host and viral factors and building blocks required for efficient replication of
the genome and prevents access of antiviral effectors. Even though the principle is iterated by
almost all positive-strand RNA viruses infecting plants and animals, the specific structure and the
organellar source of membranes differs. Here, we discuss the characteristic ultrastructural features
of the virus-induced membranous replication organelles in plant and animal cells and the scientific
progress gained by advanced microscopy methods.

Keywords: positive-strand RNA viruses; replication organelle; viral replication complex; membrane
alterations; electron microscopy

1. Introduction

During infection, positive-strand RNA viruses utilize the host’s cellular membranes to
support every step of their replication cycle, i.e., virus entry, replication of the genome, and
assembly and release of virions. These viruses induce (endo)membrane rearrangements
in host cells to create a protective microenvironment for replication of their genomes and
for subsequent production of new virions [1]. These endomembrane rearrangements form
structures termed viral replication organelles (ROs), which are essential for virus replication.
They are thought to shield viral replication intermediates from recognition and to protect
them from the host cell defense systems, such as RNA silencing or interferon induction [2].
The ROs are confined membranous compartments generated by extensive alteration of
(endo)membrane structures. While these membranous structures are essential for viral
RNA replication, expression of single viral proteins is often enough to induce them, but
size and detailed structural features may be different in the absence of virus replication.

These endomembrane re-arrangements can differ morphologically, from simple di-
lated membranous structures to very complex structures such as multi-vesicular bodies
(Figure 1).

During the infection, viral proteins as well as hijacked host proteins target the
(endo)membrane system of the host to remodel it. Through these virus-host interactions
different RO structures are created, depending on the virus and the membrane source. The
majority of ROs are vesicular structures. The simplest form are single membrane vesicles
(SMVs), typically 50–200 nm in diameter with or without small pores that are 10–20 nm
diameter which either link vesicles to each other or link the vesicle lumen to the external
environment, i.e., the cytosol. These SMVs with pores, also called spherules, are believed to
be generated from invaginations or evagination of the host organelle membranes. Multiple
SMVs can be packed together in an organelle to form higher order vesicle packets (VPs).
Slightly more complicated RO structures are double membrane vesicles (DMVs) normally
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ranging from 200 to 400 nm in diameter. The biogenesis process of DMVs is not well
understood. DMVs can be completely sealed with two membranous layers, the outer
membrane can be connected to the organelle membrane the DMV originated from, and
sometimes the inner vesicles share the same outer membrane and create a larger complex
of DMVs. Some DMVs have open necks linking the internal lumen of DMVs to the external
environment. More complex RO organizations such as multi-vesicular bodies (MVBs)
also occur. These MVB structures are big vacuoles containing numerous small disordered
membranous vesicles. Other, rarer membrane alterations are multi-membrane vesicles
(MMVs), which are big multi-layered membranous particles of 300–400 nm in diameter,
tubule-like structures of different diameters (20–50 nm) or zippered ER. Finally, massive
unstructured membranous aggregates, which are called convoluted membranes (CMs), are
frequently observed in virus-infected cells.

Figure 1. Membranous structures that occur in cell infected with positive-strand RNA viruses. Depicted are the most
common membranous structures.

Membrane sources are different membranous organelles such as the endoplasmic
reticulum (ER), the Golgi apparatus, peroxisomes, mitochondria, and the plasma mem-
brane, and in plants, chloroplasts, and tonoplasts. In the following sections, we discuss
the ultrastructural features and membrane origins of ROs to integrate them into the cell
biological context of the infected cell (Table 1).

70



Cells 2021, 10, 2407

Table 1. Membrane sources and morphologies of the replication organelles (ROs).

Membrane
Source Replication Organelles (RO) Virus Virus

Family Ref.

pl
an

tv
ir

us
es

endoplasmic
reticulum (ER)

vesicle/spherule

single
membrane beet black scorch virus (BBSV) Tombusviridae [3]

double
membrane turnip mosaic virus (TuMV) Potyviridae [4]

multi-vesicular body peanut clump virus (PCV) Virgaviridae [5]

membranous inclusion body wheat yellow mosaic virus (WYMV) Potyviridae [6]

appressed double-membrane
layers brome mosaic virus (BMV) Bromoviridae [7]

Golgi dilated Golgi tomato spotted wilt virus (TSWV) Tospoviridae [8]

peroxisomes multi-vesicular body tomato bushy stunt virus (TBSV),
cucumber necrosis virus (CNV) Tombusviridae [9,10]

mitochondria multi-vesicular body melon necrotic spot virus (MNSV),
Carnation Italian ringspot virus (CIRV) Tombusviridae [11,12]

chloroplast single membrane vesicle/spherule barley stripe mosaic virus (BSMV) Virgaviridae [13]

tonoplast single membrane vesicle/spherule
cucumber mosaic virus (CMV) Bromoviridae [14]

tobacco Necrosis Virus-Serotype
A (TNV-A) Tombusviridae [14]

an
im

al
vi

ru
se

s

endoplasmic
reticulum (ER)

convoluted membrane dengue virus (DENV), West Nil virus
(WNV), Zika virus (ZIKV), tick-borne

encephalitis virus (TBEV)

Flaviviridae [15–18]

vesicle/spherule

single
membrane

tubule-like
structure tick-borne encephalitis virus (TBEV) Flaviviridae [19]

double membrane vesicle hepatitis C virus (HCV) Flaviviridae [20–22]

zippered ER

severe acute respiratory syndrome
coronavirus (SARS-CoV), middle east

respiratory syndrome coronavirus
(MERS-CoV), SARS-CoV2, infectious

bronchitis virus (IBV)

Coronaviridae [23–26]

Zika virus (ZIKV) Flaviviridae [17]

Golgi single and double
membrane vesicle polio virus (PV) Picornaviridae [27,28]

mitochondria single membrane vesicle/spherule flock house virus (FHV) Nodaviridae [29,30]

lysosome cytopathic vacuole, single
membrane vesicle/spherule rubella virus (RUBV) Matonaviridae [31]

plasma
membrane

evagination, single membrane
vesicle/spherule sindbis virus (SINV) Togaviridae [32,33]

2. Structure and Origin of Plant Positive-Strand RNA Virus Replication Organelles

The ROs of positive-strand RNA viruses in plants are derived from different mem-
branous organelles of the host including the ER, Golgi, peroxisomes, chloroplasts, and
tonoplasts [34,35] (Figure 2).
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Figure 2. Structure and origin of plant positive-strand RNA virus replication organelles. (A) 3D architecture of TuMV-
induced complex membrane structures. Overview of a single slice of a tomogram of a TuMV-infected vascular parenchymal
cell. (upper right) The 3D model shows a SMV with fibrillar material inside and with an adjacent intermediate tubular
structure. (lower right) 3D model of a DMV with a core of electron-dense materials. Yellow, SMVs; light red, electron-dense
materials; green, intermediate tubular structures; light blue, outer membranes of DMVs; dark blue, inner membranes
of DMVs; dark red, the electron-dense materials inside DMVs [4]. (B) Dilated ER of BBSV-infected cells with SMVs
(left) and 3D surface reconstruction of the tomogram corresponding to the intact spherules (right) depicting the outer ER
membrane (yellow), BBSV-induced spherules (gray), and fibrillar materials inside the spherules (green). Scale bars 100
nm [3]. (C) Electron microscopy of MVB structures in PCV-infected BY-2 protoplasts. White arrows indicate clusters of
vesicles. Single arrowheads correspond to MVB; MVB containing disordered membranous vesicles are indicated by black
arrowheads, whereas those containing one row of vesicles that are surrounded by a single membrane are indicated by white
arrowheads. White asterisks correspond to electron-dense material without detectable vesicles [5]. (D) TEM analysis and
3D reconstruction of MNSV-induced altered mitochondria. (left) TEM image of altered mitochondria. Numerous vesicles
were observed on the external surface as well as internal large invaginations and internal dilations (star), or both. Yellow
arrowheads indicate the pores connecting the lumen of the dilation to the surrounding cytoplasm. (right) 3D model of
MNSV-induced altered mitochondria (blue, yellow, red, and purple) with large dilations inside and close interactions with
lipid droplets (grey) and chloroplasts (green) [11]. (E) BSMV-induced chloroplast membrane rearrangement and 3D model
of altered chloroplast membranes. (left) Tomogram slices of altered chloroplast membranes from leaves of BSMV-infected N.
benthamiana. The arrowheads indicate the same spherules in different slices. (right) 3D model of remodeled chloroplast
membranes induced by BSMV indicating the outer chloroplast membrane (cyan), inner chloroplast membrane (gray), and
spherules derived from the outer membrane (yellow) [13]. (F) 3D visualization of remodeled tonoplasts in CMV-infected
cells. (upper left) Tomogram slice of a CMV-infected N. benthamiana leaf cell. CMV-induced spherules are observed on a
vacuolar membrane and in a MVB (arrowheads). The cell wall (CW), cytosol (Cy), and vacuole (Va) are indicated. Scale
bar 500 nm. (lower left) 3D model depicting the vacuolar membrane (dark blue), MVBs (light blue), spherules on the
vacuolar membrane and in the MVBs (yellow), and a membrane compartment (purple) with virus particles (red). (upper
left) 3D model of the MVB with spherules open to the cytosol. (lower left) 3D model of the membrane compartment
with virus particles. Scale bars 200 nm [14]. (G) 3D reconstruction of TBSV ROs in wild-type yeast cells characterized
by peroxisome-peripheral MVBs depicting the MVB membranes (yellow), vesicle-like spherules (blue) located close to a
mitochondrion (red) [9]. (H) Electron micrographs of the mesophyll cells of WYMV-infected wheat. The presence of
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membranous inclusion body structures in the cytoplasm. The ER, membranous inclusion (MI), mitochondria (Mt), pinwheel
inclusion (PW), and virus particles (VP) are labelled [6]. (I) A series of 2–7 appressed layers of double-membrane ER in yeast
cells expressing both 2a pol and 1a of BMV, double-membrane ER layers are separated by regular, 50–60-nm spaces, the
nucleus (Nuc) and cytoplasm (Cyto) are indicated. Scale bars 100 nm [7] Copyright (2004) National Academy of Sciences,
U.S.A. The different parts were reproduced with permission.

2.1. The Secretory Pathway Represents a Major Source for Membranes of Replication Organelles

The secretory pathway of plant cells is frequently targeted by viruses as a source
of membranes [34]. Like its mammalian counterpart, it is composed of a complex mem-
brane network including the ER, the Golgi apparatus, the trans-Golgi network (TGN),
and endosomes. This pathway is involved in the synthesis, modification, and transport
of proteins, lipids, and polysaccharides [35]. Among those organelles, the ER is most
frequently targeted by viruses for their productive replication. The ER is an extensive
membrane network with specialized subdomains that occupies large parts of the cell and
is the prime spot for lipid and protein synthesis. Increased protein (and lipid) synthesis
occurs during infection with diverse viral species and can trigger ER stress responses.

During infection with positive-strand RNA viruses, the ER structure is often dramati-
cally changed due to the interaction between viral and host membrane proteins to form
the ROs. Some viruses, such as brome mosaic virus (BMV), tobacco mosaic virus (TMV),
and red clover necrotic mosaic virus (RCNMV), induce massive ER proliferation forming
ER aggregates either in the perinuclear region or randomly dispersed in the cytoplasm
that are called convoluted membranes or membranous web [36–39]. Other viruses such as
beet black scorch virus (BBSV) or tobacco necrosis virus (TNV-W) induce ER membrane
dilations and invaginations that are rounded structures of up to 400 nm within the ER
cisternae [3,40]. Along with the rearrangement of ER membranes, viruses also form higher
order membrane structures called vesicle packets (VPs) containing small vesicle structures
which are 50–100 nm in diameter [3]. Most of them are spherules composed of single or
double membranes, called single or double membrane vesicles, SMVs or DMVs, respec-
tively. Those vesicular structures are the areas where viruses replicate their genome [3].
The spherule structures in BBSV-infected cells are arranged along the VP membranes and
are SMVs. Each spherule vesicle has a narrow neck (5–10 nm in diameter) linked to the
VP membrane and thus connecting the spherule interior to the cytoplasm, suggesting that
they are formed by invagination of ER membranes [3] (Figure 2B). Those VPs containing
spherules with opened necks to the cytoplasm are also reported in other positive-strand
RNA viruses that infect animal cells such as viruses in the Flaviviridae family [17,41].

In contrast to BBSV, the ROs of peanut clump virus (PCV) in tobacco protoplasts
form VPs containing multiple SMVs which are called multivesicular bodies (MVBs). These
MVBs contain multiple disordered membranous vesicles of 80–200 nm in diameter often in
one row of vesicles and surrounded by a single membrane [5] (Figure 2C). Interestingly,
Turnip mosaic viruses (TuMV), do not only induce formation of SMVs but also of DMV–like
structures that are found in the perinuclear cytoplasmic region [4] (Figure 2A). The DMVs
formed during TuMV infection occur during the late stage of infection concomitantly with
massive membrane arrangements leading to altered endomembrane structures such as
dilated ER and membranous inclusion bodies [4]. Cytoplasmic or membranous inclusion
bodies (MIBs) were observed not only in TuMV infection but also in cells infected with
different viruses such as wheat yellow mosaic virus (WYMV). WYMV forms MIBs in
infected wheat plants that are large, amorphous, crystalline lattice-like inclusion bodies in
the cytoplasm. The periphery of these MIBs appears to be connected to the rough ER [6]
(Figure 2H), but high-resolution structural information is not available yet.

However, other membranous structures beside spherular invaginations and vesicles
can support RNA virus genome replication. For example, BMV in yeast cells can replicate
the RNA at multilayer stacks of appressed double membranes [7] (Figure 2I). In infected
cells, the relative expression levels and interactions between viral 1a and 2a-pol proteins
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can change the structure of perinuclear membrane rearrangements associated with RNA
replication from small spherular invaginations to large stacks of 2–7 appressed layers
of double-membrane ER. Intriguingly, these membrane stacks are highly ordered with
50–60 nm spaces, which is exactly the same width as the diameter of the spherules. These
karmellae-like, multilayer structures are composed of stacks of ER that arise around the
nucleus by folding over continuous sheets of ramified, double-membrane ER with its
enclosed lumen. The double-membrane layers contain 1a and 2a-pol proteins and support
BMV RNA replication but were not observed in yeast cells when only 1a or only 2a-pol
proteins were expressed. Individual expression of BMV 1a induces only perinuclear
spherules while 2a-pol alone does not cause any membrane alterations [7].

2.2. Peroxisomes and Mitochondria as Membrane Origins

The plant peroxisome is a single membrane-bound organelle that is solely responsible
for beta-oxidation of fatty acids and the glyoxylate cycle, reactive oxygen species and
reactive nitrogen species metabolism, and is involved pathogen defense. It is also one of
the main target organelles for viruses as a membrane source to form ROs, especially for
viruses in the Tombusviridae family such as tomato bushy stunt virus (TBSV) or cucumber
necrosis virus (CNV) [9,10]. TBSV replicates in peroxisome-derived MVBs both in plant and
yeast cells that are often found in close proximity to mitochondria (Figure 2G) [9]. Those
MVBs are interconnected through membranes and might be nascent peroxisomes whose
maturation and detachment from the ER is blocked by viral factors. In N. tabacum cell
lines, TBSV p33 protein targets to peroxisomes and induces clustering and the formation
of peroxisomal ghosts, but not MVBs, when expressed on its own [42]. CNV infection
induces peroxisome biogenesis to form ROs [10]. Following infection, the peroxisomal
boundary membranes are highly vesiculated, leading to the formation of doughnut- or
C-shaped MVBs with the central region containing cytoplasmic material. The interiors
of these doughnut-shaped MVBs contain many single-membrane vesicle-like structures
with 80–150 nm in diameter. These vesicles appear to be connected to the MVB boundary
membrane through a neck, and they provide the sites for CNV genome replication [10].
If peroxules that form in response to oxidative stress, which often occurs during virus
infection, are hijacked by viruses as well, is currently unknown.

Interestingly, members of Tombusviridae not only target the ER or peroxisomes but
also the mitochondria to form ROs to support viral replication as exemplified by melon
necrotic spot virus (MNSV) and Carnation Italian ringspot virus (CIRV) [11,12]. In MNSV-
infected cells, the mitochondrial structure is dramatically altered, and these abnormal
organelles are frequently found close-by lipid droplets and ER membranes [11] (Figure 2D).
Ultrastructural changes include dilated cristae and a vesiculated outer membrane. This
vesiculated membrane forms multiple single-membrane vesicles with 45–50 nm in diameter
which surround the large dilations inside the mitochondria. These vesicles appear to be
connected to the cytoplasm or to the internal lumen of the large dilations through neck-
like structures. Immuno-EM suggests that MNSV RNA and capsid proteins reside in the
large dilations of abnormal mitochondria, suggesting that MNSV performs its genome
replication as well as packaging in mitochondria and possibly within the interior of the
vesicles [11].

2.3. The Chloroplast and Tonoplast Are Plant-Specific Membrane Sources

One organelle unique in plant cells that is also a target structure for many viruses
is the chloroplast. Chloroplasts are membrane-rich organelles that conduct photosynthe-
sis [43]. Barley stripe mosaic virus (BSMV) is a member of family Virgaviridae that alters
chloroplast morphology during infection. In BSMV-infected plant cells, the membranes of
the chloroplasts change dramatically with clusters of outer membrane-derived invaginated
spherules (diameter ~50 nm with a neck of 11 nm) within inner membrane-derived packets
(average diameter 112 nm) [13] (Figure 2E). The small spherules are linked via neck-like
structures to the cytosol and immune-EM analysis revealed the presence of the viral RNA
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and replication proteins, suggesting that these spherules are the site of BSMV genome
replication. In addition, big cytoplasmic invaginations surrounded by double membranes
that contained virions were observed inside the chloroplasts [13]. This suggests that in
addition to RNA replication, viral assembly takes place within the chloroplast.

The semipermeable membrane surrounding the vacuole is the tonoplast, an organelle
that plays an important role in osmotic regulation of turgor pressure and that is targeted
by viral infection. Already in the 1980s, cucumber mosaic virus (CMV)-infected leaf cells
were shown to harbor tonoplast-associated vesicular structures [44]. The latest findings
revealed that vacuole membranes are remodeled and invaginated in cells infected with
CMV or tobacco necrosis virus A Chinese isolate (TNV-AC) [14]. Membrane invaginations
form spherules at the periphery of the vacuole that are 50–70 nm in diameter (Figure 2F).
These spherules contain neck-like structures that connect their interior with the cytosol. In-
terestingly, in CMV-infected cells, besides the spherules located at the tonoplast membrane,
peripheral spherule-containing MVBs were also observed. The spherules inside the MVBs
are also open towards the cytoplasm with a neck-like structure and the interior of the MVB
seems to be connected to the vacuole. In addition to spherule-containing MVBs, membrane
compartments harboring viral particles are found in close proximity to the vacuole and the
ROs [14].

3. Structure and Origin of Animal Positive-Strand RNA Virus Replication Organelles

Similar to plant viruses, genome replication of all positive-strand RNA viruses that
infect animal cells is intimately associated with membranes. The viral ROs supporting the
replication of the viral genomes are generated from different host cellular membranous
organelles including the endoplasmic reticulum (ER), the Golgi apparatus, mitochondria,
lysosomes, and the plasma membrane [1] (Figure 3).

Figure 3. Structure and origin of animal positive-strand RNA virus replication organelles. (A) TEM images of HeLa
cells transfected with the TBEV DNA replicon. White arrowheads show dilated ER areas; black arrowheads denote
replication-vesicle-like structures inside the dilated ER areas. Insets show magnifications of the indicated areas. Scale bars
1µm [41]. (B,C) DENV-infected Huh7 cells. (left) Tomogram slice shows DENV-induced convoluted membranes (CM),

75



Cells 2021, 10, 2407

vesicles (Ve), and tubes (T) that form a network of interconnected membranes in continuity with ER membranes. (right)
3D surface model of the membranes in the boxed area. The outer (cytosolic) face of the continuous membrane network is
depicted in yellow; the ER lumen is dark [15]. (left) Stacked virus particles are in ER cisternae that are directly connected to
virus-induced vesicles (white arrow). (right) 3D surface model of the virus-induced structures in the boxed area showing
the continuity of virus-and vesicle-containing ER cisternae. ER membranes are depicted in yellow, inner vesicle membranes
in light brown, and virus particles in red [15]. (D) Proliferation of the ER in human neuronal cells infected with TBEV.
TBEV particles and TBEV-induced vesicles are located inside the proliferated and reorganized cisternae of the rough ER. 3D
reconstruction of lamellar whorls, which are surrounded by cisternae arising from the rough ER (blue) and accommodate
tubule-like structures (green). Detailed image shows the connection between the envelope (yellow) of a TBEV particle with
nucleocapsid (red) and a tubule-like structure (indicated with an arrow) inside the rough ER. Scale bars 50 nm [19]. (E) 3D
model of the HCV replication organelles surrounding lipid droplets. Electron tomography suggests that DMVs arise from
ER membranes that are tightly wrapped around lipid droplets. (Left) Single tomographic slice of an HCV-infected cell with
lipid droplets that are tightly wrapped by ER membranes and that stain positive for E2 and NS5A as revealed by fluorescence
microscopy (not shown). (right) 3D reconstruction of the membranes surrounding the lipid droplet. ER membranes and
DMVs are shown in yellow; the phospholipid monolayer of the lipid droplet monolayer membrane is shown in cyan. Insets
illustrate that the DMVs originate from the wrapping ER membrane. Scale bars 100 nm [45]. (F) High-resolution analysis of
ER-DMV interconnectivity in SARS-CoV-2-infected Calu-3 cells. Tomogram slices depict a membrane connector or zippered
ER (light green) in contact with a DMV (red). (right) Superposition of rendered DMV and ER. Scale bars 200 nm [25].
(G) Tomogram slices and 3D reconstructions of mitochondria in FHV-infected Drosophila cells. (Left) Tomogram slices
showing FHV-induced spherule rearrangements of a mitochondrion. Labels denote outer mitochondrial membrane (OM)
and inner mitochondrial membrane (IM). White arrowheads indicate the necks that connect spherules to the OM. Asterisks
mark two spherules that connect via necks to the OM. A red arrow marks the ∼10 nm channel connecting the spherule
interior to the cytoplasm. (upper right) 3D tomogram image with blue indicates OM, white indicates FHV spherules. (lower
right) A close-up view of the connections between the OM and the spherules and 90◦ rotation of spherules showing the
channels that connect the spherule interiors to the cytoplasm [29]. (H) (upper left) Tomogram slice of FHV spherules in a
mitochondrion. Mitochondrial outer membrane (red), spherule membrane (blue), interior spherule filaments (black), and
spherule openings (white) are indicated with arrowheads. Scale bar 100 nm. (lower left) 3D reconstruction of the spherule
outlined in upper panel. Scale bars 50 nm. (right) Filaments are associated with FHV spherule pores. Tomographic slices
with arrowheads pointing to the mitochondrial outer membrane (red), the spherule membrane (blue), the spherule opening
(white), and the extruding filaments that likely represent viral RNA) (black). Scale bars 100 nm [30]. (I) 3D ET volumes of
RUBV replication complex in BHK-21 cell. Tomogram slice (left) and the corresponding 3D model (right) of a CPV (yellow)
surrounded by the rough ER (light green) and containing a number of vacuoles, vesicles, and a rigid straight sheet (brown)
that is connected with the periphery of the CPV; mitochondria (red), vesicles and vacuoles (white) and cytoplasm (grey).
Scale bars 200 nm [31]. (J) Poliovirus ROs in HeLa cells. (left) Viral replication structures are strongly associated with
staining for a Golgi antigen, GM130. Scale bar 500 nm. (right) 3D reconstructions of poliovirus ROs at the early, intermediate,
and late stages, 3, 4, and 7 hours post infection, respectively, each depicting central slices in tomographic volumes, central
slices with segmented overlays, and segmented volumes, with blue indicating SMVs and yellow and green indicating inner
and outer membranes of DMVs, respectively. Scale bars 100 nm [27]. (K) Plasma membrane invaginations and vacuole
formation in SINV-infected BHK-21 cells. Scale bar 200 nm [32]. The different parts were reproduced with permission.

3.1. The ER Is the Main Hub for Animal Virus RO Fomation

Among the different membrane-bounded organelles, the ER represents the main mem-
brane source for many positive-strand RNA virus ROs in animal cells [46]. The Flaviviridae
family is one positive-strand RNA virus family that is well-known for ER-based RO forma-
tion [16,46,47]. In cells infected with dengue virus (DENV) tick-borne encephalitis virus
(TBEV), West Nile virus (WNV), or Zika virus (ZIKV), the ER structure is dramatically
altered owing to viral genome translation and replication. These viruses induce the forma-
tion of different membranous structures in the cytoplasm: vesicle packets (VPs) inside the
ER, convoluted membranes (CMs) (Figure 3B), which are peculiar membranous aggregates
with unknown function [18,47,48], and, in some cases, dilated ER, which are enlarged
rough ER cisternae filled with granular material e.g. in TBEV infected cells [41,49]. In
Hela cells transfected with a TBEV DNA replicon, the dilated ER cisterna grow to big
cytoplasmic vacuoles containing small spherule-like structures 80–100 nm in diameter,
which have open necks towards the cytoplasm (Figure 3A) [41]. The most prominent mem-
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branous structures derived from the ER in flavivirus-infected cells are the VPs that are the
sites of viral genome replication and thus represent the ROs [17,41,50]. Early immuno-EM
studies in DENV-infected insect cells indicated that VPs (or smooth membrane structures,
SMS) are the site of DENV RNA replication [50]. These VPs are ER-derived membranous
structures that are dilated ER cisterna containing single-membrane vesicles (SMVs) with
a diameter of 80–150 nm [15] (Figure 3C). These SMVs originate from the invagination
of the ER membrane into the ER lumen, have a spherule structure with small, 10–15 nm
diameter necks opening to the cytoplasm. Necks were also observed linking SMVs inside
the VPs in WNV-infected cells [16]. Densely packed viral particles are frequently within the
ER in close proximity to VPs [15] (Figure 3C). Interestingly, an electron tomography (ET)
study of TBEV-infected human neuronal cells investigated the proliferating ER in infected
cells and found additional tubule-like structures of different diameters (20–50 nm) inside
ER cisternae [19] (Figure 3D). In some instances, these tubule-like structures have direct
contacts with viral particles inside these proliferated ER cisterna [19]. The function of these
tubule-like structures is thus far unknown; they may represent membranous structures
involved in viral replication, abnormal cellular structures arising due to altered membrane
metabolism, or a feature of cellular process to limit the viral infection [51].

Among the members of Flaviviridae, hepatitis C virus (HCV) is somewhat unique
regarding the prototypical RO structures. In HCV-infected hepatocyte cells, ER membranes
are intensively rearranged to form the membranous web (MW). The MW contains vesicles
of different morphologies, mainly SMVs or DMVs, embedded in a matrix of membranes
which are sometimes close to or wrap tightly around lipid droplets [21,22]. HCV infection
as well as expression of single HCV proteins induce different types of membranous vesicles
in cells [20–22]. While NS3/4A and NS4B induces only SMVs, NS5A induces MMVs and in-
frequently DMVs [22]. However, expression of the complete replicase complex (NS3-NS5B)
is needed for formation of DMVs that are indistinguishable from the ones observed in
infection [22]. In HCV-infected cells there are vesicles in clusters containing SMVs of vari-
able sizes (100–200 nm in diameter), sometimes sticking together and harboring internal
invaginations, and SMVs of a homogeneous size (~100 nm in diameter) that are clustered
together and sometimes arrayed around lipid droplets. However, the most prominent
vesicular structure induced by HCV are DMVs, likely representing the ROs. The DMVs are
heterogeneous in size, with an average diameter of 200-400 nm, and are morphologically
similar to membrane alterations identified in cells infected with coronaviruses [23] or
picornaviruses [27]. These vesicles are characterized by two closely apposed membranes.
EM/ET analysis revealed that most of the DMVs are generated from the ER and some of
them are still connected to ER sheets via their outer membrane [22]. Although most of
DMVs are completely closed structures and it is still unknown why HCV would induce
these closed structures, a small percentage of them (8–10%) [22] has an opening neck
towards the cytosol. The opened and closed DMVs thus may reflect the different stages of
DMV “maturation”, early and late, respectively [22]. An immunolabeling study of purified
DMVs revealed an enrichment for viral proteins as well as dsRNA suggesting that DMVs
indeed play an important role for viral RNA replication [52]. Viral RNA amplification may
occur inside DMVs, which would allow the exit of newly synthetized viral genomes as long
as the DMV is open, but replication might also occur on the outer surface of DMVs [22,52].
A more recent study using correlative light and electron microscopy (CLEM) indicated that
DMVs emerge from ER membranes which are tightly wrapped around lipid droplets [45]
(Figure 3E). EM/ET analysis of HCV-infected cell revealed two types of lipid droplets:
lipid droplets that are tightly wrapped by the ER and that stain positive for the HCV
glycoprotein E2 and nonstructural protein NS5A by immunofluorescence microscopy as
well as lipid droplets that are not wrapped by ER and that do not stain positive for E2
and NS5A. These data suggest that HCV proteins trigger wrapping of ER membranes
around lipid droplets. This tightly closed contact between DMVs and ER-wrapped lipid
droplets may enable short-distance trafficking of viral RNA from replication vesicles to
assembly sites at lipid droplet–associated ER membranes [45]. Later during HCV infection,
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multi-membrane vesicles (MMVs) with an average diameter 350–400 nm are generated,
likely originating from DMVs through secondary enwrapping events [22].

DMVs are observed not only in HCV infection but also during infection with other
positive-strand RNA viruses, such as members of Nidovirales, including coronaviruses and
arteriviruses [1]. DMVs are well-known typical ROs of coronaviruses [23,24]. A new study
employing 3D reconstructions using FIB-SEM (focused ion beam milling combined with
scanning EM) to determine morphological alterations induced in severe acute respiratory
syndrome coronavirus 2 (SARS-CoV-2)-infected human lung epithelial cells revealed exten-
sive fragmentation of the Golgi apparatus, alteration of the mitochondrial network, and
recruitment of peroxisomes to viral ROs, which are clusters of DMVs [25]. In the SARS-
CoV-2-infected cells, the ER network was altered intensively to generate the ROs, which
consist predominantly of DMVs with an average diameter of 250–350 nm. Theses DMVs
were tightly connected with the ER network linking the outer membrane to ER-derived
structures such as ER connectors. Similar to DMVs in HCV-infected cells, the DMVs in
SARS-CoV-2-infected cells are mostly closed DMV structures. However, DMV-DMV con-
tacts were observed in SARS-CoV-2-infected cells, either through funnel-like junctions
between two DMVs or fused DMVs consisting of multiple vesicles sharing the same outer
membrane [25]. As described above, SARS-CoV-2 induces the formation ER connectors
between the DMVs and ER tubules [25] (Figure 3F). These membranous structures were
also described as zippered ER in gamma- or betacoronaviruses, such as infectious bronchi-
tis virus (IBV) or Middle East respiratory syndrome coronavirus (MERS-CoV) [24,26]. The
zippered ER or ER connectors lack luminal space, suggesting that they are formed through
zippering or collapsing of ER cisternae. However, in contrast to SARS-CoV-2, electron
tomograms showed that IBV-induced spherules are tethered to zippered ER and that there
is a small pore connecting the interior of the spherule with the cytoplasm [26]. Of note, in a
recent study of ZIKV, zippered ER structures were also observed in infected cells [17]. 3D
reconstruction of regions containing zippered ER in ZIKV-infected cells revealed that the
collapsed ER was connected to regions containing invaginated replication vesicles [17,47].

3.2. Further Down the Secretory Route, the Golgi Apparatus Supports RO Formation

Many viruses rely on the secretory route through the Golgi apparatus for maturation
and release of viral progeny. However, some viruses also employ Golgi membranes to
establish their ROs for viral RNA replication, e.g. poliovirus or coxsackieviruses, which are
members of Picornaviridae family. Membrane alterations in poliovirus-infected cells include
the formation of SMVs and DMVs [28]. A recent publication employing immuno-EM with
subsequent diaminobenzidine (DAB) labeling suggested that membrane rearrangements
in poliovirus-infected cells may occur in a sequential manner [27] (Figure 3J). In the early
stage of infection, small clusters of SMVs appear. Later in infection, they are replaced by
either round or irregularly shaped DMVs. Interestingly, the small clusters of SMVs of
100–200 nm in diameter strongly stained positive for a Golgi antigen, GM130, a cis-Golgi
marker, but not for calnexin, an ER marker. These data suggest that the ROs of polioviruses
may originate from the Golgi apparatus. However, it is too early to exclude a role of the
ER for biogenesis of these ROs as ER-proteins might be dislocated during RO formation.
dsRNA, i.e. viral RNA replication intermediates, as well as metabolically labeled viral RNA
were detected in both SMVs and DMVs of poliovirus ROs, suggesting that both structures
are relevant sites for poliovirus RNA synthesis [27].

3.3. Mitochondria, Lysosomes, and the Plasma Membrane Are Involved in RO Formation

Interestingly, the flock house virus (FHV), a member of the family Nodaviridae tar-
gets the mitochondria to form ROs supporting their RNA replication. In FHV-infected
Drosophila cells, the mitochondrial outer membrane is dramatically altered [29] (Figure 3G).
The virus induces the formation of invaginations at the outer mitochondrial membrane
into the spherule structures with an average diameter of 50 nm. All spherules are outer
mitochondrial membrane invaginations with their lumen connected to the cytoplasm
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through a small pore of 10 nm in diameter, which is sufficient for ribonucleotide import
and product RNA export [29]. A recent cryo-electron tomography study showed the
presence of electron-dense structures within the spherules, which likely corresponds to
the viral RNA as the volume correlated well with viral RNA length [30] (Figure 3H). This
study additionally revealed the structure and symmetry of the proteins that form the
pore complex. These pore complexes were frequently associated with long cytoplasmic
electron-dense trails, likely representing exported viral RNA [30].

The lysosome is another cellular organelle which is a favorite target for some positive-
strand RNA viruses such as rubella virus (RUBV) and members of Togaviridae, includ-
ing Semliki Forest virus (SFV) and sindbis virus (SINV) [53–55]. These viruses alter
lysosome and endosome structures to form cytopathic vacuoles (CPVs) that represent
the viral ROs [54]. In RUBV-infected cells, the rough ER, mitochondria, and the Golgi
are clustered around CPVs, which are linked to the cytosol and enclose vesicular struc-
tures [31] (Figure 3I). These organelles contain active ROs from which replicated RNA
is transported to virion assembly sites at Golgi membranes. These CPVs have a quite
variable diameter of 600–2000 nm. Electron tomography and 3D reconstruction revealed
that CPVs enclose a variety of different membrane structures such as stacked membranes,
rigid membrane sheets, small vesicles, and larger vacuoles that are connected through
membrane contacts with each other and functionally connected to the endocytic pathway.
CPVs have additional membrane contact sites to other cellular organelles such as the rough
ER and Golgi vesicles, but not to nearby mitochondria. Immunogold labeling confirmed
the presence of replicase complex proteins and dsRNA inside CPVs, suggesting that RNA
synthesis occurs on or in vesicles within the CPVs [31].

As mentioned above, alphaviruses, such as SFV, SINV and WEEV, are known to
induce formation of CPVs in infected cells, which are modified lysosomes and endosomes
and the sites of viral RNA replication. Interestingly, in SINV-infected cells spherules
containing dsRNA and nonstructural protein (nsP) are initially formed at the plasma
membrane [32,33]. Immunofluorescence microscopy and EM revealed that at early times
of infection, viral nsPs as well as dsRNA replication intermediates locate to spherules the
plasma membrane [33] (Figure 3K). These spherules form as evaginations at the plasma
membrane and the presence of plasma membrane-associated dsRNA and ns proteins
suggest that they represent ROs. Later in infection, these spherules are internalized by
endocytosis; trafficking and maturation to CPVs is dependent on phosphatidylinositol
3-kinase activity and the cytoskeleton [33], highlighting the often complex nature of viral
RO formation.

4. Recent Technical Developments and Challenges

For multiplication, viruses need to infect a suitable host cell to be able to replicate their
genome, to produce and release new infectious virions, and thus continue the next round of
the infectious cycle. The interactions of viruses with their hosts are highly dynamic, diverse
and complex, and occur on multiple levels. It is important to elucidate the molecular
mechanisms of these virus-host interactions in order to understand virus replication cycles
and how viruses affect and alter the cell biology of their host to support viral replication.
This knowledge is not only important for better understanding of the biology of viruses
but also to support control of viral infections, to predict their effect on ecology and human
health, and to design effective antiviral strategies against chronic and emerging viral
infectious diseases.

“Seeing is believing”, we clearly trust observations that we can visualize. Microscopy,
especially high-resolution light/fluorescence and electron microscopy (EM) are important
tools for visualizing structures of viral and host cell components and thus for the generation
of general concepts governing virus-host interactions. Indeed, EM and virus research
developments are deeply intertwined since the invention of EM [56,57]. EM is one of the
critical methods to elucidate how viruses replicate in the microstructure environments of
the infected cell in order to produce new virions [58]. In general, EM techniques encompass
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two main applications: transmission EM (TEM) and scanning EM (SEM), which each are
different microscopic techniques [59]. The resolution of SEM is lower than that of TEM. In
contrast, SEM provides a larger sample scanning ability or a bigger field of view for both
surface and volume. Therefore, TEM is the favorite method to study small structures in
detail, whereas SEM applications help to expand the sample scales.

The combination of EM with advanced light microscopy techniques termed correlative
light and electron microscopy (CLEM) provides even more detailed information as it
allows to analyze the dynamics and localization of viral and/or host protein-protein
interactions in the context of detailed structural aspects of the intracellular environment.
In this method proteins are visualized through fluorescent tags or antibodies using light
microscopy in order to find rare biological events or to identify specific structures prior
to characterizing the structures and their surroundings at high-resolution using EM. The
current full spectrum of state-of-the-art microscopic techniques covers an extensive range
of scales, resolutions, and information. Many of the methods mentioned together with the
viral RO structures in this review, such as electron (cryo)tomography, CLEM, volume SEM,
or 3D TEM have thrived and were further advanced within only two decades, especially
since cryo-EM was discovered and developed in the 1980s [60].

The newly advanced electron tomography (ET), including volume SEM and cryoto-
mography, has been a useful method in elucidating the 3D volume architecture of viral
ROs. Volume SEMs such as serial block face SEM and focused ion beam milling (FIB)-SEM
have been used to explore virus-host interaction with the nanometer resolution in wider
and thicker volume samples including tissues. Furthermore, advanced cryo-FIB-SEM
techniques are applied on cryo-stage specimens, which can help to avoid the artifacts
of conventional EM sample preparation due to chemical fixation and staining processes
and can also help to improve the stabilization of native structures in the specimen [61].
Although currently cryotomography of FIB-milled cryo-lamellae is the outstanding method
in ET, the area that can be investigated is restricted to a very small and thin cellular region
(the cryo-lamella) [62]. Difficulties in sample preparation combined with the need for
highly demanding technical skills and high equipment costs are further limitations that
are needed to be solved with technology developments in the future [62]. On the contrary
to volume SEM, cryotomography methods can yield magnificent structural details with
molecular-level resolution of the viral ROs in the cryo-native condition [63]. Cryotomogra-
phy is currently one of the most powerful methods for investigation and characterization
of the biological structures of viral ROs from the macro-structural morphology to the
nano-organization of detailed protein structures which were presented in many current
studies on viral ROs discussed in this review. Furthermore, current cryo-CLEM application,
which combines cryo-light microscopy and cryo-EM opens a new way in investigating
the molecular mechanisms of virus-host interactions more specifically and more accurate
under cryogenic conditions [63]. However, similar to cryo-FIB-SEM, only a small area
of the targeted cellular structure can be processed for investigation and the processing
of cryotomography requires highly developed technical skills, limiting the popularity of
3D-cryoEM. For cryo-CLEM, the limited resolution of cryo-light microscopy, mostly based
on wide-field light microscope also decreases the accuracy of this technique when it comes
to localization of specific structural protein or events [64].

Of course, one main obstacle when investigating virus-infected specimens is the
need for inactivation, especially for human pathogenic viruses. Thus, these samples
require strong fixation that may cause artifacts. Alternatively, all steps including the image
acquisition under cryo conditions have to be performed under biosafety containment,
which is difficult to implement. Thus, we may need to rely on non-pathogenic model
viruses for some of the advanced microscopy techniques.

5. Conclusions

Positive-stranded RNA viruses dramatically remodel intracellular membranes into
distinct RO structures that support the synthesis of viral RNA. ROs provide optimal
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micro-environments for viral genome replication and shield replication intermediates
such as double-stranded RNA (dsRNA) from detection by innate immune sensors. Many
questions about the biogenesis process viral ROs remain unanswered, i.e., for many viruses
we do not have detailed information on host factors such as proteins and specific lipids
that contribute to RO formation. Likewise, the dynamic nature of how and where and
when during infection viral proteins required for RO formation interact with host proteins
to remodel intracellular membranes into viral ROs and to stabilize the RO morphology
remains to be determined. For many viruses pores connecting the RO interieur with
the cytosol are observed but how viral proteins interact with host membrane proteins to
stabilize these pore structures are still poorly understood [65]. The crown-shaped molecular
complexes of some of the pores unveiled in recent studies of positive-stranded RNA viruses
have provided us an overview of the protein complex organization of these pores [30,66,67].
However, how flexible the pores are and how the pore proteins regulate the transit of
proteins and nucleotides/viral RNA from and to ROs and, possibly, coordinate it with
other processes in the viral replication cycle is still poorly investigated. For other viruses,
closed ROs have been observed frequently. If they are inactive/old ROs or just open up
intermittently is still unclear. Elucidating how the viral replication complexes work on a
molecular level and integrating biochemical knowledge with structural information gained
by EM analysis are challenging goals for the future.
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Abstract: Infections by negative strand RNA viruses (NSVs) induce the formation of viral inclusion
bodies (IBs) in the host cell that segregate viral as well as cellular proteins to enable efficient viral
replication. The induction of those membrane-less viral compartments leads inevitably to structural
remodeling of the cellular architecture. Recent studies suggested that viral IBs have properties of
biomolecular condensates (or liquid organelles), as have previously been shown for other membrane-
less cellular compartments like stress granules or P-bodies. Biomolecular condensates are highly
dynamic structures formed by liquid-liquid phase separation (LLPS). Key drivers for LLPS in cells
are multivalent protein:protein and protein:RNA interactions leading to specialized areas in the
cell that recruit molecules with similar properties, while other non-similar molecules are excluded.
These typical features of cellular biomolecular condensates are also a common characteristic in the
biogenesis of viral inclusion bodies. Viral IBs are predominantly induced by the expression of the
viral nucleoprotein (N, NP) and phosphoprotein (P); both are characterized by a special protein
architecture containing multiple disordered regions and RNA-binding domains that contribute to
different protein functions. P keeps N soluble after expression to allow a concerted binding of N to
the viral RNA. This results in the encapsidation of the viral genome by N, while P acts additionally
as a cofactor for the viral polymerase, enabling viral transcription and replication. Here, we will
review the formation and function of those viral inclusion bodies upon infection with NSVs with
respect to their nature as biomolecular condensates.

Keywords: negative strand RNA viruses (NSV); viral inclusion bodies; biomolecular condensates;
liquid-liquid phase separation (LLPS); viral replication; nucleoprotein; phosphoprotein

1. Introduction

As viruses are obligatory intracellular parasites, their replication cycle relies on es-
sential processes in the infected host cell. Viruses thereby exploit and remodel the cellular
architecture by inducing structural, functional, or biochemical changes to enable efficient
viral replication.

During infection, many viruses induce the formation of distinct and specialized in-
tracellular compartments that facilitate viral replication. Those specialized intracellular
compartments are very heterogenous and designated as viral inclusions, inclusion bodies
(IBs), viroplasms, virosomes, or viral factories and present a hallmark of viral infection [1,2].
Some of those compartments are connected directly to membranes, such as the endoplas-
matic reticulum (ER) in Hepatitis C virus [3,4], dengue virus [5] or severe acute respiratory
syndrome coronavirus (SARS CoV) 2 [6,7] infections, lysosomes in Semliki forest virus
infection [8] or mitochondria (Flock House virus) [9]. These single- and double-membrane
vesicles, convoluted membranes or tubular structures are a typical feature of infection
by positive strand RNA viruses [10–15]. In contrast, viral inclusions during infections
with many negative-sense RNA viruses are membrane-less but still localize in special
cytoplasmic areas (summarized in Figure 1).
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Figure 1. Overview on viral replication organelles in cells upon infection with different RNA viruses. Viral replication
compartments associated with membranes are depicted in green, membrane-less compartments are indicated in blue. Those
with liquid phase properties are depicted as droplets. DMV, double membrane vesicles. ER, endoplasmatic reticulum. IAV,
Influenza A virus. MTOC, microtubule organizing center, ERGIC, endoplasmtic-reticulum–Golgi intermediate compartment.

Recent investigations could demonstrate that many of those IBs share common prop-
erties with liquid organelles or biomolecular condensates. Those active, biochemically
functional and membrane-less cellular compartments have become an emerging interest
during the last decade. Biomolecular condensates display the properties of liquids and are
highly dynamic and regulated structures in the cell involved in many different biological
processes [16,17]. The underlying biophysical mechanism is, in most cases, regulated by
liquid-liquid phase separation (LLPS), a mechanism similar to a water-in-oil-mixture [18,19].
The emerging investigations of these highly dynamic structures lead also to a paradigm
change with respect to viral IB formation and function. Typical features of biomolecular
condensates like dynamics, fusion activity, and reversibility are also characteristic for viral
IB formation [19–22].

Here, we will review the current state of viral IB formation and function in infections
with negative-sense RNA viruses, especially with respect to the emerging field of viral
inclusions with properties of biomolecular condensates.

1.1. Biomolecular Condensates

In the last years, the physical properties of cellular molecules as a key factor for cellular
organization gained more and more interest [16,17,22–24]. The mechanism and localiza-
tion of biochemical processes have been for long years attributed solely to membrane-
surrounded organelles. However, studies over the last decade have proven evidence of
a cellular compartmentalization lacking a lipid boundary. Those membrane-less cellular
structures are very heterogeneous in size and composition. Although they share similar-
ities with the surrounding cytoplasm, they present separated, sometimes impenetrable
cytoplasmic organelles that show a high dynamic plasticity and assemble/disassemble
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rapidly [16,25–27]. Owing to their biophysical properties that they share with liquids (like
droplet fusion, surface tension, etc.), these biochemical functional compartments have
been referred to as liquid (droplet) organelles or, more common in cellular biology, as
biomolecular condensates [16–19,27–30]. Biomolecular condensates have been observed
in different cells among eukaryots, bacteria, yeast, and archae [23,31–34]. They are ubiq-
uitous observed across cellular compartments. In the cytoplasm, they are represented
by stress granules, P-bodies, G-bodies [23,35–38] or in the nucleus, by nucleolus or Cajal
bodies [39–41], for example. The main biophysical mechanism underlying the formation
of biomolecular condensates is the LLPS, a mechanism similar to a water-in-oil mixture
that leads to the separation of two (or even more) phases when left unperturbed [42,43].
The transition from soluble molecules to condensates (saturation concentration), liquid
crystals, or aggregates is strongly regulated by thermodynamical factors like tempera-
ture, concentration, valency, and interaction strength between molecules [28,44–47]. The
interphase of the different phases results intracellularly in the membrane-less boundary
of biomolecular condensates that allow penetration by molecules with similar proper-
ties, while it excludes molecules with dissimilar features [20,22,43]. In cell biology, LLPS
originates from protein:protein, protein:RNA, or RNA:RNA interactions that lead to the
remodeling of a soluble phase into a condensated, dense phase. A key factor here is
the multivalency of the molecules itself: multiple inter- and intramolecular connections
that can lead to the formation of condensates with multiple interaction partners [28,29].
Certain properties of protein:protein interfaces have already been shown to drive protein
phase separation: arginine-glycine-glycine/arginine-glycine (RGG/RG) motifs [48], charge-
charge interactions and intrinsically disordered regions (IDRs) [49–51]. Interestingly, many
IDR-containing proteins also have RNA-interaction interfaces. Under high concentration
and molecular crowding, structured protein domains have also been described to drive
LLPS [29,52]. Accordingly, posttranslational modifications such as phosphorylation or
methylation also have a big impact on the formation of biomolecular condensates [53–56].
Expression of RNA and proteins, changes in their ratio, as well as RNA-scaffolded assembly
of proteins all contribute to condensation and dynamics of LLPS in cells [35,57–59].

1.2. Viral Replication Cycle of Negative Strand RNA Viruses (NSV)

The members of negative strand RNA viruses (NSV) comprise viruses that have a
single-stranded, negative-sense RNA genome. They can be divided into virus families that
have segmented genomes such as Orthomyxoviruses, Arenaviruses, and Bunyaviruses,
or into non-segmented negative-sense RNA viruses (nsNSV, also termed Mononegavirales).
The latter comprises several virus families (for example, Paramyxoviridae, Bornaviridae,
Rhabdoviridae, Pneumoviridae, Filoviridae) with high relevance of individual representatives
as human pathogens such as Measles virus (MeV), Nipah virus (NiV), Rabies virus (RABV),
Respiratory Syncytial Virus (RSV), or Marburg and Ebola virus (MARV, EBOV) [60]. These
viruses share a common architecture of their genomes. The RNA genome length varies
between 12 (RSV, VSV) and 19 (filoviruses) kb in length and contains essential untrans-
lated regions (UTRs) at their 3′- (leader) and 5′- (trailer) terminal ends important for viral
transcription, replication, and encapsidation [61–65]. While the number of genes encoded
by nsNSV varies among its families (from 5 to 10), the organization and relative position
of the structural genes is highly conserved: 3‘- leader- Nucleoprotein N- Phosphoprotein
P- Matrix protein (M)- Glycoprotein (G)- RNA-dependent RNA polymerase (L for large
protein)- trailer-5′ (Figure 2A,B).
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Figure 2. (A) Schematic diagram of a NSV particle. (B) General genome organization of a NSV.
(C) Replication cycle of an NSV (based on a filoviral replication cycle). After entry into the cell (1)
and release of the nucleocapsid into the cytoplasm (2), primary viral transcription (3) is initiated
by the integrated viral polymerase complex. Viral mRNAs are translated by the host translation
machinery (4). Synthesized viral proteins support new rounds of viral transcription (5), replication
(6) and nucleocapsid assembly (7). Nucleocapsids are transported (8) to the cell periphery where
they assemble to virions (9) and bud from the plasma membrane (10).

The RNA is tightly encapsidated in a non-covalently manner by the nucleoprotein (N,
NP) that forms together with the other viral nucleocapsid or accessory proteins a helical
Ribonucleoprotein complex (RNP) [61,66–71]. NSV are enveloped viruses that integrate
their surface protein(s) (G, GP, Hemagglutinin H, or fusion protein F) into the host-derived
membrane (Figure 2A). A layer of viral matrix protein(s) (M, VP40) represents the matrix
that connects the membrane with the nucleocapsid. The replication cycle of nsNSV takes
place in the cytoplasm of the host cell, with the exception of Bornaviruses that have a nu-
clear phase during their replication [72]. Entry of the virus is mediated by the attachment
and binding of the surface protein to its receptor and fusion of the viral with the cellular
membrane [73–75] (Figure 2C). Subsequently, the viral RNP is released into the cytoplasm
of the cell. The RNP serves as template for viral RNA synthesis that starts (owing to
the negative-sense genomic RNA) with primary viral transcription accomplished by the
incorporated viral polymerase complex [76,77]. The RNA-dependent RNA polymerase
(RdRp) L forms together with the phosphoprotein (P, VP35) the viral polymerase complex
that enables mRNA synthesis of the viral genes [78,79]. Some representatives of the nsNSV
encode additional viral nucleocapsid or accessory proteins that are essential viral tran-
scription factors often regulated by phosphorylation (for example, VP30 for filoviruses or
M2-1 for RSV) [77,80,81]. mRNA synthesis starts at the 3′-end of the genomic RNA and
results in short, uncapped leader RNAs and 5′-capped, 3′-polyadenylated mRNAs [82,83].
Transcription of the monocistronic mRNAs is assumed to follow a start-stop mechanism
regulated by highly conserved gene start and gene end sequences located in UTRs [78,84].
Polyadenylation of the viral mRNAs by the viral polymerase slows down transcription at
the gene ends that may result in dissociation of the RdRp from the template. The result is
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a descending gradient of viral mRNAs from the first (N) to the last (L) gene, suggesting
that the RdRp initiates transcription predominantly at the 3′-end of the viral genome and
not from internal genes [76,82,85–89]. Following transcription, the cellular translation
machinery translates the mRNAs into new viral proteins. Replication is carried out via the
synthesis of a full-length antigenome in positive orientation that serves as a template for
replication of the negative-sense genomic RNA. The switch from viral transcription to viral
replication, when the RdRp ignores the transcription start and stop signals to synthesize
the full-length antigenome, is not completely understood. It is suggested that the amount
of newly synthesized N plays an important role to enable encapsidation of the nascent
full-length antigenomic RNA during viral replication. N is synthesized as a monomer but
starts to oligomerize quite rapidly and forms nucleocapsid-like structures, also with cellular
RNA [90–92]. To prevent encapsidation of cellular RNA by N, N is kept soluble by the
interaction with P [93]. The N0P complex, allows a concerted and regulated encapsidation
of the viral RNA template [94]. However, different pools of polymerase complexes comple-
mented by cellular and/or viral co-factors are also discussed to define either transcriptase
or replicase activity of the RdRp [95]. Simultaneously with viral replication, genomic RNA
serves again as template for further rounds of viral transcription accomplished by the
newly synthesized polymerase complex components (secondary transcription).

Encapsidated genomic full-length RNA assembles together with the other nucleo-
capsid proteins to mature nucleocapsids that are condensed and transported along the
cytoskeleton to the sites of viral budding at the cell periphery. The surface protein G
co-localizes at the budding sites with the matrix protein M that drives the incorpora-
tion of the nucleocapsids into virions that are subsequently released from the plasma
membrane [96–98].

1.3. Characteristics of Viral Inclusion Bodies (IBs)

New insights into the attributes of biomolecular condensate formation have also led
to a reconsideration of viral IB formation in the virology field. High similarities of viral IB
formation with biomolecular condensates driven by LLPS are obvious. Many viral IBs upon
infection with nsNSVs have a high dynamic plasticity, they assemble/dissemble rapidly during
infection, grow in size and appearance, and allow transport of exclusive molecules from in- or
outwards. A major driving force in NSV IB formation is the expression of N and P proteins
that are suggested as the basic scaffold in IB formation during infection. Two types of N-P
interactions involving different interaction domains have been described: A monomeric N0P
complex preventing association of N with cellular RNA, and nucleocapsid-associated P upon N
oligomerization following its binding to genomic and antigenomic RNA [99]. All these steps
involve multiple protein:protein and protein:RNA interactions that are mediated by highly
conserved IDRs in both oligomeric proteins, P and N. All these attributes would contribute to
the multivalent interactions underlying LLPS. Furthermore, several studies have demonstrated
that de novo RNA synthesis occurs in viral IBs [100–105]. While the cellular protein synthesis
itself is often shut down due to the viral infection, viral protein synthesis starts on a large
scale. Simultaneously with an excess of viral protein expression, the viral RNA is subsequently
replicated, encapsidated by the nucleoprotein and packaged with the nucleocapsid proteins.

All these different steps lead inevitably to strong changes in viral protein:protein
interactions or protein:RNA interfaces, that might also contribute to LLPS in the viral IB
and its surrounding. Understanding the biophysical mechanisms of viral IB biogenesis
and regulation will also contribute to understanding the role and function of IBs for viral
multiplication.

2. Viral Inclusions Formed upon Infection with Non-Segmented Negative Strand RNA
Viruses (nsNSV)

IB formation and changes in the phase separation due to viral infections might lead to
the induction of essential subsequent steps of the viral life cycle like, viral RNA synthesis,
encapsidation, assembly of nucleocapsid, and their transport to the cellular periphery.
In the last years, there is significant new information about the replication of individual
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nsNSV in correlation with LLPS, which we will review in greater detail (summarized in
Figure 3).

Figure 3. Summary of inclusion body (IB) formation upon infection with NSV. Small IBs indicate minimal required viral
proteins for IB formation, while larger IBs represent mature IBs as biomolecular condensates formed by LLPS. * IB formation
by LLPS suspected. Different steps of the viral life cycle taking place in IBs as indicated. In red cellular proteins that localize
to IBs. RABV, Rabies virus [106]. VSV, vesicular stomatitis virus [103,107]. RSV, Respiratory syncytial virus [101,108]. MeV,
Measles virus [109,110]. NiV, Nipah virus [111]. EBOV, Ebola virus [104,105]. MARV, Marburg virus [112,113]. IAV, Influenza
A virus [114,115]. IBAG, IB associated granules. IBperi, perinuclear IB. IBpm, IB plasma membrane. NC, nucleocapsid.
HSP70/90, heat shock protein 70/90. FAK, focal adhesion kinase. G3BP, Ras GTPase-activating protein-binding protein 1.
TIA1, T-cell restricted intracellular antigen 1. TIAR, TIA1-related protein. PCBP2, Poly(RC) Binding Protein 2. p65, NF-κB
subunit p65. p65 MAPK, p38 mitogen-activated protein kinase. OGT, O-linked N-acetylglucosamine transferase. MAVS,
mitochondrial antiviral-signaling protein. MDA5, melanoma differentiation-associated protein 5. WDR5, WD repeat protein
5. Tsg101, tumor susceptibility gene 101. IQGAP1, Ras GTPase-activating-like protein 1. NXF1, Nuclear RNA export factor 1.
CAD, carbamoyl-phosphate synthetase 2, aspar-tate transcarbamylase, and dihydroorotase. SRPK1, Serine-arginine protein
kinase. PP2A-B56, protein phosphatase 2 B56 subunit. eIF4G, Eukaryotic translation initiation factor 4 G. eIF3, Eukaryotic
initiation factor 3. PABP, Poly(A)-binding protein. Rab11, Ras-related protein Rab-11.

2.1. Rhabdoviridae: IBs of RABV and VSV

A prototype of IB formation upon infection with nsNSV are the Negri bodies that are
formed in neurons upon infection with RABV [116]. These cytoplasmic IBs were named
after their discoverer Aldechi Negri in 1903 and present a hallmark of rabies diagnosis
in the central nervous system (CNS). Negri bodies have been described as places of viral
transcription and replication [102]. Components of the viral replication machinery are
hence localized in Negri bodies as well as the matrix protein M. Apart from that, cellular
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proteins like HSP70 and focal adhesion kinase (FAK) are recruited to those IBs [117–119].
Negri bodies were the first viral IBs that have been demonstrated to present organelles with
liquid properties [106]. Using fluorescently labelled RABV together with live-cell imaging
and FRAP (fluorescence recovery after photobleaching) technologies, the nature of Negri
bodies as biomolecular condensates formed by LLPS was demonstrated. Negri bodies
are spherical structures with fusion capacity; they show transit with vesicles and can be
in reversible form once they encounter a physical barrier [106,116]. The highly dynamic
formation of Negri bodies was shown by applying a hypertonic shock to the RABV-infected
cells that resulted in the dis- and reappearance of Negri bodies in only 15 min. Interestingly,
at later time points of infection, the shape of Negri bodies was changed and they were
associated with membranes, most likely derived from the ER [106,116]. The minimal
requirement for Negri body formation as a biomolecular condensate was the recombinant
expression of N and P alone. However, the typical pinching off events seen from Negri
bodies (most likely RNPs) were missing upon N-P expression, suggesting further viral
or cellular factors that contribute to the final nature of Negri bodies. The key domains
of P that mediate Negri body appearance in complex with N were narrowed down by
mutational approaches to the dimerization domain, the amino-terminal part of its second
intrinsically disordered domain (IDD2) as well as the C-terminus. IDDs in general have no
stable three-dimensional structure, but instead show a high degree in flexibility that can
result in binding to other proteins or RNA, as well as in post-translational modifications
like phosphorylation [120]. In this regard, IDD1 and IDD2 of P are flanking a dimerization
domain (DD) and, like the C-terminus, are phosphorylated. However, phosphorylation of
P did not impact Negri body formation [106]. While it was previously shown that stress
granules, also liquid organelles, are formed in close proximity to Negri bodies, fusion
events or exchange of proteins between both could not be demonstrated, suggesting that
both cellular compartments present separate phases within the cytoplasm [106,121].

VSV IBs appear first around 4 h post infection and are also the major site of VSV
RNA synthesis. Primary viral transcription, however, is suggested to take place in the
cytoplasm prior to IB formation [103]. VSV IBs were recently shown by live-cell imaging
to present liquid organelles, whose formation is dependent on LLPS [107]. Disrupting the
microtubule cytoskeleton with nocodazol resulted in round inclusions containing eGFP-P
labeled VSV. Those IBs were able to fuse by random motion supporting the hypothesis
of intrinsic surface tension of VSV IBs, a characteristic feature of LLPS. In contrast to
other members of the nsNSV, besides the expression of P and N, IB formation additionally
requires the expression of the VSV polymerase L [103,107]. This was tested by recombinant
expression of the proteins and complementary by depleting viral protein expression in VSV-
infected cells using puromycin, as global protein synthesis inhibitor, or protein-specific
PPMOs (peptide-conjugated morpholino oligomers). In addition, the inhibition of M
protein expression using a specific PPMO had no effect on the formation or properties
of the IBs [103,107]. Using an inactive mutant of L, L G174A, revealed that IB formation
is independent of viral RNA synthesis, suggesting that the nature of the protein:protein
interaction is the driving force of VSV IB formation via LLPS.

2.2. Pneumoviridae: IBs of RSV

RSV IBs have been described as spherical cytoplasmic structures where viral transcrip-
tion and replication occurs and to which all viral proteins of polymerase complex, N, P, L,
M2-1 are recruited to enable viral RNA synthesis [101,122–124]. Besides the components
of the viral polymerase complex, the nonstructural protein NS2 and the matrix protein
M are recruited to RSV IBs [125,126]. RSV IBs also recruit cellular proteins involved in
translation initiation, like the poly A binding protein PABP, translation initiation factor
eIF4G [101], protein phosphatase 1 (for regulating RSV transcription mediated by M2-1
phosphorylation) [81] or heat shock proteins HSP90 and HSP70 [127,128]. Additionally, cel-
lular proteins involved in nucleocapsid assembly and -transport like actin, actin-associated
proteins and rhoGTPases like rac1, rhoA and cdc42 colocalize in IBs [129–131].
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While genomic RNA could be detected in RSV IBs [124,132], a recent study confirmed
additionally viral mRNA synthesis to be present in RSV IBs, independent of their size [101].
Live-cell imaging and pulse chase analyses with a fluorescently labelled recombinant
RSV (M2-1 GFP fusion protein) underlined the dynamics of IB formation during the
RSV replication cycle. A very intriguing finding of this study was the identification of
a subcompartment inside the IBs by super-resolution microscopy, called IBAGs (for IB-
associated granules), where newly synthesized viral mRNA accumulated together with the
viral transcription activator M2-1, while N, P, L, and genomic RNA were excluded [101].
Formation of IBAGs was strongly dependent on viral RNA synthesis as their number
increased during the viral replication cycle from 12 h p.i. on. Interestingly, while nascent
viral mRNA and the cellular proteins PABP or eIF4G involved in translation initiation
co-localized in IBAGs, other components of the cellular translation machinery, like the
ribosomal subunit proteins S6 or L4, did not concentrate on IBs at all. As pulse-chase
experiments could demonstrate that newly synthesized viral mRNA only transits through
IBAGs, it is suggested that they might present rather transient mRNA storage sites but
not sites of viral mRNA translation that most likely occurs in the cytoplasm. IBAGs share
similarities with cellular stress granules that are formed by LLPS [133], although IBAGs do
not contain typical stress granule proteins like G3BP or TIA-1. The minimal requirement of
RSV IB formation is, like for RABV, expression of N and P alone [108,134]. The assembly of
IBs was shown to be dependent on the RNA binding- and oligomerization capability of
N and P, as N mutation towards a N0P complex was not sufficient to induce IB assembly
in transfected cells [108]. With respect to P, it was demonstrated that the oligomerization
domain as well as its C-terminus were essential for IB formation. FRAP experiments on
expressed mCherry-tagged N and P proteins could demonstrate in cellula as well as in vitro
that the formation of RSV IBs occurs by LLPS mediated by N- and P interactions [108].

2.3. Paramyxoviridae: IBs of MeV and NiV

In MeV-infected cells, all the components of the MeV polymerase complex N, P,
and L, as well as C colocalize in cytoplasmic IBs where also viral RNA synthesis takes
place [135–139]. However, IB formation is initiated by the recombinant expression of N
and P alone, even in the absence of viral replication [109]. Extensive studies during the
last years have been made to identify N and P domains that contribute to their interac-
tion. Both proteins show a high plasticity with structured and disordered domains. N
has been described to consist of a folded domain (NCORE) responsible for RNA binding,
with two terminal arms followed by a highly flexible region called NTAIL [140–143]. The
tetrameric P contains a long intrinsically disordered (PTAIL) and a shorter disordered do-
main (PLOOP) [140,144,145]. PLOOP is terminated by a small C-terminal three-helix bundle
(XD) that has been shown to interact with RNA-associated NTAIL and, for parainfluenza-
virus 5 also with L [144,146]. In contrast, interaction in the N0P complex is mediated via
the C-terminal domain of P [147].

Recent studies could demonstrate that MeV IBs represent biomolecular condensates
formed by LLPS [109]. Characteristics of biomolecular condensates and LLPS, like a highly
dynamic exchange between materials inside the IB with its surrounding, were observed
by live-cell imaging upon MeV infection. IB formation was highly dynamic from small
spherical structures to large inclusions. Interestingly, while smaller IBs were ubiquitously
distributed in the cytoplasm, larger IBs appeared at the perinuclear region. By inhibition of
dynein, a motor protein, the formation of perinuclear larger IBs was reduced suggesting that
small cytoplasmic IBs transported dynein-dependent along microtubules to the cell nucleus
to fuse towards larger IBs. Two further important assets of biomolecular condensates could
be detected for MeV IB: the recruitment of cellular proteins (for example, eGFP- or mCherry-
tagged WD-repeat protein (WDR) 5) [138], and recovery from photobleaching [109]. LLPS
was initiated by the interaction of the C-terminal disordered region of N and P. N mutants
that were unable to bind RNA could still form N- and P-mediated IBs. This suggests that
RNP complexes, an often described driving force for LLPS [35,57–59], do not contribute to
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MeV IB formation [109], in contrast to RSV [108]. In vitro experiments using co-expressed
N0P complexes and different mutants thereof confirmed that phase separation in vitro is
also mediated by P and N interactions [110]. Interestingly interaction of PXD and NTAIL
has been previously described to mediate the transport of the polymerase complex to
the nucleocapsid prior to RNA synthesis [144,145,148–150]. Preventing the interaction
between P and N by an N S491L mutation, a mutation that reduced viral transcription in
cells [148,151], resulted in a complete abrogation of LLPS in vitro. The same was true upon
mutation of P S86A and S151A indicating that P phosphorylation also contributes to phase
separation. Interestingly, adding RNA to N-P droplets in vitro leads to the recruitment
of RNA to droplets and triggered the encapsidation of RNA by N to nucleocapsid-like
structures. The rate of encapsidation in those droplets measured by real-time NMR was
enhanced when compared to the dilute phase [110]. These data confirmed the formation
of nucleocapsid-like structures in these droplets and suggested a role of LLPS for the
maturation of MeV nucleocapsids.

IB formation is also found upon infection by Mumps virus [152], Parainfluenzavirus
3 [153,154] and 5 [155] and NiV [111] and also initiated mainly by N and P expression.
However, whether those IBs have properties of biomolecular condensates that contribute
to efficient viral replication is so far not clear.

NiV, a highly pathogenic member of the Paramyxoviridae, differs from the other nsNSV
by the induction of the formation of two distinct types of IB during infection. While one
type is localized as spherical structures in the perinuclear region (IBperi), the second type
characterized by a square shape is found at the plasma membrane (IBpm) [111]. Both
types show not only different localization in the cell but also differ in their kinetics of
formation and their content of proteins. While IBperi are rapidly formed by N and P
proteins upon transfection or early in infection, the matrix protein M is only found inside
IBpm, suggesting that they present places of virion assembly and budding. However, fusion
events could not be observed between IBpm, neither in transfected nor in infected cells
suggesting a transport of nucleocapsids through the cell from one IB to another. Another
very interesting finding was that IBperi did not contain positive-sense RNA (mRNA or
antigenomic RNA), suggesting that they represent no places of viral RNA synthesis, which
is in contrast to many other nsNSV inclusions bodies. From this study, it is suggested that
viral RNA synthesis takes place in a network of membrane-like reticular structures close
to the ER [156], which is supported by the detection of nucleocapsids outside the IBperi.
Whether LLPS and phase separation plays a role in the formation of IBperi and IBpm during
NiV replication is so far not clear.

2.4. Filoviridae: IBs of MARV and EBOV

For Filoviruses, it is not clear whether IBs represent virus induced liquid-like compart-
ments characterized by LLPS, as published so far for other NSV [106,107,110]. However, the
current literature provides some evidence that this mechanism of compartmentalization,
resulting in high functional dynamic and flexibility during the replication cycle, might be
applied by filoviruses as well.

Live-cell imaging and time course studies showed that first small IBs appear in the
perinuclear region of filovirus-infected cells [104,105] (and own unpublished data for
MARV). The small IBs grow with time, they can fuse with each other, and in addition un-
dergo fission events generating smaller IBs from bigger ones [104] (and own unpublished
data for MARV). These observations were made using recombinant viruses expressing
fluorophore-tagged nucleocapsid proteins like L-mCherry or VP30-GFP and might suggest
LLPS processes during IB formation [104,112]. Earlier studies using single protein expres-
sion showed that the nucleoprotein NP alone induces the formation of IBs in transfected
cells. All other nucleocapsid-associated proteins VP35 (a P analogue), viral nucleocapsid
proteins VP30 and VP24, as well as L are diffusely distributed in the cytosol upon single
expression and become IBs localized when co-expressed with NP [157–159]. The nucleo-
capsid proteins are important for the formation and structure of infectious nucleocapsids
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and possess in addition a wide range of functions in the filoviral replication cycle. VP35
is the co-factor of the viral polymerase L and inhibits IFN-signaling [160,161]. VP30 is a
phosphorylation-dependent viral transcription factor necessary to initiate the formation of
viral mRNAs [77]. VP24 is important for the formation and condensation of nucleocapsids
and inhibits viral transcription and replication as well as innate immune response by
interfering with interferon-mediated signaling [162–165].

It was recently shown that the C-terminal domain of EBOV NP is necessary for IB formation
and that co-expression of VP35 can rescue IB formation upon expression of a C-terminal deleted
NP [166]. This experiment suggests that IB formation and other functions of NP and VP35
involved in transcription and replication of viral RNA are separated processes, since RNA
synthesis could not be rescued in this setting. Functional separation of different protein forms,
for example, due to modifications like phosphorylation or different protein:protein complexes
can occur by LLPS. Here, MARV and EBOV VP30 phosphorylation represent an example of
how this modification changes protein:protein and protein:RNA interactions and influences its
functions and localization in IB [77,167–170].

Viral RNA is the second important component detected in filovirus induced IBs [104,105,113].
Since early in infection, when primary transcription of viral mRNA takes place, IBs are not
detectable, at later time points when protein translation starts and secondary mRNA transcription
is initiated, IB formation colocalizes with de novo RNA synthesis and large IBs coincident with
RNA replication [104,105]. Interestingly, IBs with different compositions of viral nucleocapsids
proteins like L and VP35 were detected, suggesting the existence of different subsets of IBs with
different functional properties [104]. The regulation of transcription and replication in filovirus
IBs is still not understood and it has to be worked out if and how LLPS might favor one or the
other process by formation of subcompartments, as shown for RSV IBAGs [101].

Ultrastructural analysis using electron microscopy identified IBs in filovirus-infected
cells that contained nucleocapsids with different electron-densities [91,162,163,171,172].
Ectopic expression of nucleocapsid proteins revealed that thin-walled helices are formed
in the presence of NP [171]. Thick-walled helices with high electron density can only be
observed in the presence of NP, VP35, and VP24 [171]. The thick-walled helices are mainly
located in the periphery of IBs, at the plasma membrane during viral budding and in
extracellular virus particles [171]. It is presumed that the thin-walled helices represent
RNPs, which serve as templates for the viral polymerase, and the thick-walled electron
dense helices represent mature and transport-competent nucleocapsids in infected cells or
nucleocapsid-like structures in transfected cells [162,171,173]. Therefore, a proper ratio of
NP and VP35 in IBs seems to control the morphogenesis of nucleocapsids in EBOV-infected
cells [174].

The formation of transport-competent nucleocapsids that have to be transported
from the IBs to the budding sites seems to be highly dependent on VP24 functions in
RNP condensation, which in turn blocks EBOV genome replication [162,165,175–177].
Ejection of transport-competent nucleocapsids from MARV and EBOV IBs correlates with
high dynamics and the nature of described biomolecular condensates or liquid-like viral
factories, which exchange material with the surrounding cytosol, as reviewed by Su and
colleagues [112,178,179]. In addition, the transport of EBOV and MARV nucleocapsids from
IBs to budding sites depends on actin polymerization, and the dynamic of IB assembly and
disassembly is dependent on microtubules, representing a further characteristic described
for liquid-like viral factories of other NSVs [104,112,178,180].

Filovirus IBs are not membrane-enclosed, as shown in many ultrastructural images;
however, often located in close proximity to different cellular membrane compartments
like ER, endosomal vesicles, and mitochondria [181–183]. Which and how host cell factors
contribute to filovirus IB formation is not known. Several cellular proteins, like Tsg101, IQ-
GAP1, NXF1, CAD and SRPK1, and others have been identified inside IBs, being important
for different steps of the filovirus replication cycle [172,177,184–187]. Interestingly, it was
published recently that ER contact sites regulate the dynamics of membrane-less organelles
like P-bodies [188]. It is therefore also likely that filoviral IBs contact the different cellular
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compartments to enable material exchange, for example, viral and cellular proteins, and
RNA, to favor different viral replication steps (transcription and translation, replication,
assembly, condensation and transport of nucleocapsids). It remains to be analyzed if the
required ATP provided by mitochondria and the necessary translation of viral and cellular
proteins in close proximity to IBs might be covered and orchestrated by the mechanisms of
liquid-to-solid transitions [22,189,190].

3. Viral Inclusions Formed upon Infection with Segmented Negative Strand RNA
Viruses (sNSV)

IAV, a member of the Orthomyxoviridae, belongs to the segmented NSVs containing
eight segments of RNPs inside the virion. The fact that most virions contain precisely
eight segments of each type indicates that genome packaging in IAV infection is a highly
regulated process [171,191,192]. It is suggested that the whole genome assembly of the eight
segments takes place before transport to the plasma membrane, where the final assembly
of the virion takes place [171,193,194]. In contrast to most other members of the NSVs, IAV
replicate their genome in the nucleus. The eight viral RNP segments exit the nucleus and
accumulate in IBs in a perinuclear region that enlarge in the course of infection [114,115,195].
Since IAV replication takes place in the nucleus, IBs are no sites of viral RNA synthesis.
However, a recent study could demonstrate that IAV IB formation displays characteristics
of liquid organelles or biomolecular condensates. Their formation in close proximity of
the ER exit sites is spatially regulated, dependent on Rab11-GTPase and shows continuous
cycling events of vesicles between the ER and the Golgi apparatus [115,196]. As expression
of a single viral RNP could already initiate the formation of viral inclusions, viral IBs
obviously occur before the assembly of whole genome RNP complexes. Sharing properties
of biomolecular condensates, it is supposed that IAV IBs segregate viral RNPs from the
cytosol to increase their concentration at hotspots that, in turn, facilitate the recruitment
of other viral RNPs to allow assembly of whole IAV genome complexes [115]. Given the
special feature of IAV genome reassortment, it is likely that IAV IB formation plays an
important role in the assembly of newly reassorted IAV genomes.

The genus Bunyavirales contains viruses with either bi- or tripartite genomes containing
the L, (M,) and S segments. In contrast to other bunyaviruses, the nonstructural proteins (NSs)
of Severe fever with thrombocytopenia syndrome (SFTS) virus were able to form viral IBs upon
transfection and infection, whichwas dependent on NSs self-interaction. It could be further
demonstrated that those NSs-induced IBs contain the nucleoprotein and are places of viral RNA
synthesis [197]. Interestingly, a colocalization of the SFTS IBs with lipid droplets was observed,
and inhibition of lipid metabolism negatively affected SFTS replication.

For Bunyamwera virus, viroplasms have been described as tubular structures associ-
ated with the Golgi apparatus and the rough ER that are places of viral RNA synthesis and
assembly [198]. For Junín virus (an Arenavirus), the nucleoprotein N was shown to induce
the formation of discrete cytosolic IBs that may present viral transcription and replication
centers. In contrast to most other nsNSV, those structures were associated with membranes
and contained lipid metabolites [199].

However, whether these structures share biochemical properties with biomolecular
condensates is so far not clear.

4. Role of NSV IBs in Antiviral Response

Given the spatial segregation of viral IB from the surrounding cytoplasm, it is also
conceivable that IB formation may function as an additional viral escape strategy to avoid
recognition by intracellular components of the antiviral defense machinery. Activation of
pattern recognition receptors (PPRs) like RIG-1 and MDA5 recognizing cytosolic dsRNA
leads to the activation of type 1 interferon and inflammatory responses combating viral
infection [200–202]. A key determinant of antiviral activity are the viral phosphoproteins
that are also key regulators for viral IB formation. The P proteins and their analogues
have been described to block, for example, phosphorylation of the interferon regulatory
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factor 3 (IRF3) or IRF 7 [203–208], bind to dsRNA, and prevent RIG-I signaling or PKR
activation [207,209,210].

Preventing activation of cell-intrinsic defense by IB formation could either be en-
abled by sterical exclusion or by concentrated sequestration of antiviral sensors avoiding
activation of downstream pathways [211].

RSV antagonizes the innate immune response by sequestering cellular proteins in-
volved in antiviral response activities into the IBs, such as NF-κB subunit p65, p38 mitogen-
activated protein kinase (MAPK), O-linked N-acetylglucosamine transferase (OGT), mito-
chondrial antiviral-signaling protein (MAVS), and MDA5 [132,212,213]. Sequestration of
MAPK p38 and OGT was suggested to suppress MK2 activity and formation of stress gran-
ules [213]. The cellular proteins were recruited to the IBs most likely via their interaction
with N or P, suggesting an immune evasion strategy independent of the immunomodula-
tory RSV proteins NS1, NS2, or SH [212]. However, although the NF-κB subunit p65 was
recruited to IBs, there was no co-localization with N and P suggesting that p65 localization
might be regulated by other multivalent interactions within IBs [212].

Stress granules (SG), also liquid organelles with a role in antiviral activity [133,214]
have been found in close proximity to RABV as well as VSV IBs [106,121,215]. While active
fusion events between both biomolecular condensates could not be observed for RABV, the
SG marker protein G3BP was found in some of the RABV IBs [106]. The function of G3BP
localization in RABV IBs is unknown but may point towards the direction that LLPS may
exclude antiviral proteins inside viral IBs to block antiviral downstream effectors [106].
For VSV IBs, in contrast, some SG proteins such as T-cell restricted intracellular antigen 1
(TIA1), TIA1-related protein (TIAR) or Poly(RC) Binding Protein 2 (PCBP2) co-localized to
IBs [215]. The same is true for the EBOV IFN antagonist VP35 that can disrupt SG formation
by sequestration of SG proteins into EBOV IBs (eIF4G, eIF3, PABP, and G3BP-1, but no
TIA-1) to block innate immune responses [186,187].

For SFTS virus, a bunyavirus, it was demonstrated that sequestering of antiviral
factors like IRF7, RIG-I, or STAT2 into viral IBs via the interaction with NSs leads to the
suppression of IFN-alpha and -beta signaling pathways [216–219].

5. Conclusions

Over the last decade, the understanding of the intracellular architecture has changed
tremendously by the discovery that intracellular membrane-less compartments represent
liquid organelles or biomolecular condensates formed by LLPS. This also led to a paradigm
change in the field of virology, especially with respect to the underlying mechanism of viral
IB formation and maturation. For many NSVs, the liquid properties of IBs could be already
demonstrated, with strong evidence that expression of N and P proteins are mostly the
minimal requirement for IB formation (Figure 3). This could be attributed to their special
protein architecture that includes multiple disordered regions and RNA-binding domains,
hence multivalent interaction interfaces that contribute to LLPS. While RNA synthesis does
take place in some of the NSV IBs, the structural role of RNA synthesis for LLPS formation
and contribution to IB maturation is not fully understood, as well as the assembly of viral
nucleocapsids in or from matured IBs. One may speculate that the molecular crowding of
viral (and also cellular) proteins upon viral infection initiates the formation of IBs above
a certain threshold, laying the foundation for the induction of further steps of the viral
life cycle, possibly also driven by LLPS. In that regard, nucleocapsid assembly may be
triggered as a result of the environmental changes induced by N and P expression and
RNA synthesis.

Different cellular proteins interacting and co-localizing with viral proteins inside IBs
have been identified so far. How they contribute to IB formation and LLPS is until now
elusive. It is also feasible that many more cellular proteins might be recruited towards IBs
due to their similar physicochemical properties, and maybe not all of them by their direct
interaction with a viral protein. These interactions might be transient and require more live
cell imaging and time laps studies and the use of super-resolution techniques. Research on
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the composition of IBs in cells will be an exciting field in the future, although challenging,
since the liquid properties will make IBs purification difficult. The role of IBs in innate
immunity, and how sequestration of cellular antiviral proteins into viral IBs may contribute
actively to counteract antiviral activity will be also of great interest in the next years.

Future research on the biogenesis of viral IB formation and the underlying biophysical
mechanism will help to understand how IBs promote viral replication, and may lay the
foundation of the development of future antivirals, leading to the disassembly of viral IBs
or that that may block viral RNA synthesis in place.
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NSV Negative strand virus
RNA Ribonucleic acid
nsNSV Non-segemented NSV
LLPS Liquid-liquid phase separation
IBs Inclusion bodies
ER Endoplasmatic reticulum
IDR Intrinsically disordered region
MeV Measles virus
NiV Nipah virus
RABV Rabies virus
RSV Respiratory Syncytial Virus
MARV Marburg virus
EBOV Ebola virus
IAV Influenza A Virus
SFTS Severe fever with thrombocytopenia syndrome Virus
N/NP Nucleoprotein
P Phosphoprotein
NS Nonstructural protein
RNP Ribonucleoprotein complex
PPMO Peptide-conjugated morpholino oligomers
GFP Green fluorescent protein
SG Stress granules
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Abstract: The field of mRNA modifications has been steadily growing in recent years as technologies
have improved and the importance of these residues became clear. However, a subfield has also
arisen, specifically focused on how these modifications affect viral RNA, with the possibility that
viruses can also be used as a model to best determine the role that these modifications play on
cellular mRNAs. First, virologists focused on the most abundant internal mRNA modification, m6A,
mapping this modification and elucidating its effects on the RNA of a wide range of RNA and DNA
viruses. Next, less common RNA modifications including m5C, Nm and ac4C were investigated and
also found to be present on viral RNA. It now appears that viral RNA is littered with a multitude
of RNA modifications. In biological systems that are under constant evolutionary pressure to out
compete both the host as well as newly arising viral mutants, it poses an interesting question about
what evolutionary benefit these modifications provide as it seems evident, at least to this author,
that these modifications have been selected for. In this review, I discuss how RNA modifications
are identified on viral RNA and the roles that have now been uncovered for these modifications in
regard to viral replication. Finally, I propose some interesting avenues of research that may shed
further light on the exact role that these modifications play in viral replication.

Keywords: virus; RNA; modification; epitranscriptomic; N6-methyladenosine; mapping; 5-meth-
ylcytosine; pseudouridine; HIV-1

1. Introduction

The post-transcriptional regulation of mRNA function by the covalent modification
of individual nucleotides, referred to as epitranscriptomic gene regulation, has attracted
increasing interest in recent years. Through the development of better mapping tech-
niques to identify the sites of RNA modification, the ability to quantify these modified
residues through mass spectrometry, and the identification of modification writer and
reader proteins (Table 1), researchers have been better able to understand the role that these
modifications play across the cellular landscape.

RNA modifications include the addition of generally small biochemical groups to
adenosine, cytosine, uracil and guanosine, with a methyl group being the most common
addition. The most common mRNA modification, m6A, comprises an additional methyl
group at the N6 position of adenosine and constitutes ~0.4% of all adenosine residues
on human cellular mRNA [1]. The second most common modification appears to be a
modified uracil residue called pseudouridine, at ~0.3% of all uracil residues on human
mRNAs. Recent data have demonstrated that 5-methylcytosine (m5C) at ~0.05% is also
quite prevalent on cellular mRNAs [1]. 2′O-methylated base modifications (Nm) are
also widespread, where the methyl group is added to the ribose base as opposed to the
nucleoside as is the case for the previous three modifications. 2′O-methylation occurs on
all four nucleosides on cellular mRNAs. Common 5′cap modification 7-methylguanosine
(m7G) has also been recently reported to be found internally on cellular mRNAs, though
not a great deal is known about the abundance at this early stage [2]. The dimethyl
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modification N6, N6-dimethyladenosine (N6,6A), and N1-methyladenosine (m1A) have
also been proposed to be present on cellular mRNAs, though if they are indeed present,
they are at extremely low levels [3]. Finally, N4-acetylcytidine (ac4C) rounds out the list
of common mRNA modifications and this arises from the addition of an acetyl group
to cytosine. Interestingly, this is the first and, so far, only acetylation event reported on
eukaryotic mRNAs [4].

Table 1. A summary of writer and reader proteins for common mRNA modifications and the
proposed roles for these modifications on human cellular mRNAs.

Modification Writers Readers Roles on mRNAs

N6-methyladenosine (m6A)
METTL3
METTL4
METTL16

YTHDF1-3
YTHDC1-2

Splicing
Stability

Translation
Localisation

5-methylcytidine (m5C) NSUN2
DNMT2 YBX1 Splicing

Translation

2′O-methylated nucleosides (Nm) FTSJ3 Unknown Structure
Stability

N4-acetylcytidine (ac4C) NAT10 Unknown Stability
Translation

Pseudouridine (ψ)
PUS7

TRUB1
DKC1

Unknown Codon misreading

7-methylguanosine (m7G) METTL1 Unknown Translation

N1-methyladenosine (m1A) TRMT6/61A YTHDF1-3 Translation

1-methylguanosine (m1G) TRMT10A/B Unknown Unknown

N6,N6-dimethyladenosine (m6,6A) Unknown Unknown Unknown

The abundance of these modifications on viral RNA is less well understood. However,
in recent years, there have been a growing number of publications investigating the
presence of RNA modifications, mostly m6A, on RNA from a variety of RNA and DNA
viruses, as detailed in Table 2. It appears that m6A modifications are highly prevalent
on viral RNA, seemingly present on RNA from every virus that has been investigated.
Many of the studies compiled in Table 2 identify the presence of RNA modifications by
mapping their locations. Three publications, however, performed ultra high-performance
liquid chromatography and tandem mass spectrometry (UPLC–MS/MS) to identify pools
of RNA modifications in highly purified RNA isolated from HIV-1/MLV virions [5,6], or
RNA isolated from positive-strand RNA virus-infected cells [7]. All these studies listed
in Table 2 provide us with a clear picture that RNA modifications litter the viral RNA of
infected cells.

The presence of these modifications has been found to increase the replication of HIV-1,
SV40, HBV and IAV [8–13]. However, the exact nature of how RNA modifications confer
this advantage remains a mystery. Viral genomes are constantly under an intense selective
pressure. Therefore, RNA modifications that confer a selective advantage to viral replication
will be selected for and theoretically a virus will quickly evolve to acquire a level of
modification that maximizes this advantage. I and others have recently proven this to be the
case in two retroviruses, HIV-1 and MLV, where a number of RNA modifications were found
on viral RNAs at greater levels than have been observed on cellular mRNAs [5,6,9,10,14].
This conclusion is further supported by a previous study that found an enrichment of
a range of RNA modifications on RNA viruses including Zika, Dengue and hepatitis
C viruses [4]. The modifications m6A, m5C, 2′O-methylation and ac4C have now been
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mapped on HIV-1 RNAs [6,9–11,14,15], with m6A having additionally been mapped on
RNA from IAV, MLV, SV40 and a number of flaviviruses [5,6,12,13,16,17].

While the function of these modifications on mRNA is slowly being elucidated, with
roles in splicing [18–20], translation [21–27], trafficking [28] and stability [11,29–31] all
being proposed, whether they have any unique and distinct roles on viral RNA is still
as yet unclear. This review will attempt to summarise the current understanding in the
field surrounding RNA modifications and their roles in viral replication. I will review
the current methods in the field for identifying sites of modification on viral RNA, the
stages of the replication cycle seemingly most susceptible to epitranscriptomic mediated
alterations, and finally future possible areas of research that could proceed to answer
important questions surrounding viral epitranscriptomics.

Table 2. A summary of viruses that have previously been reported to carry some of these nine common RNA modifications
on virally encoded mRNAs.

Virus Genome m6A m5C ψ m1A ac4C Nm m7G m1G m6,6A

Adenovirus serotype 5 DNA [18]

Dengue virus RNA [7,16] [7] [7] [7] [7] [7] [7] [7] [7]

Enterovirus 71 RNA [32]

Epstein–Barr virus DNA [33]

Hepatitis B virus DNA [8,34]

Hepatitis C virus RNA [7,16,34] [7] [7] [7] [7] [7] [7] [7] [7]

HIV-1 RNA [6,7,9,10,14,35] [6,7,36] [7] [6,7] [7,11] [6,7,15] [6,7] [6,7] [6,7]

Human
metapneumovirus RNA [37]

Influenza A virus RNA [12,38,39]

Kaposi’s sarcoma-
associated herpesvirus DNA [40,41]

Measles virus RNA [42]

Murine leukaemia virus RNA [5] [5,43] [5] [5] [5] [5] [5] [5]

Poliovirus RNA [7] [7] [7] [7] [7] [7] [7] [7] [7]

Respiratory syncytial virus RNA [44]

SARS-CoV-2 RNA [45] [46]

Sendai virus RNA [42]

Simian virus 40 DNA [13]

Vesicular stomatitis virus RNA [42]

West Nile virus RNA [16]

Yellow fever virus RNA [16]

Zika virus RNA [7,16,17] [7] [7] [7] [7] [7] [7] [7] [7]

2. Viral Modification Mapping
2.1. Antibody Mapping

With the commercial availability of modified nucleoside-specific antibodies, novel
mapping techniques started to be developed [47]. This was initially focused on m6A
identification, before methods were adapted to identify m5C, m1A and ac4C [3,23,48]. In
short, these methods generally involve extraction of RNA from the target cells, poly(A)
purification of mRNA when it is the target of interest, fragmentation of the RNA, capture
of RNA fragments containing a given modification by the modification-specific antibody,
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capture of the antibody on beads and then isolation of the captured RNAs followed by
deep sequencing (Figure 1).
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Figure 1. Schematic of the four main methods of mapping RNA modifications. Antibody mapping and protein clip
mapping are straightforward techniques involving capture of modified RNA fragments by antibodies before elution and
next-generation sequencing, which yields footprints of 20–100 nt. Biochemical mapping generally involves either chemical
labelling of a modified residue to block reverse transcription, or a mutant reverse transcriptase that spontaneously stops
upon encountering a modified residue. Again, these products undergo next-generation sequencing, but the resultant
footprint of these methods is 1 nt. Finally, Nanopore mapping uses a new technique of nucleotide detection by calculating
electrical current as the RNA passes through a pore. Each nucleotide alters the electrical current differently, with minor
fluctuations also detectable when modified nucleotides are present. This method also results in a 1 nt footprint and is
capable of sequencing native RNA.

These antibody-based methods, or slightly altered versions of them, have since been
used to great effect to map a large number of modifications on RNAs from a whole host
of viruses. HIV-1 has been the most extensively studied by this method, with antibody
mapping having been used for m6A, m5C and ac4C modification identification [6,9–11,14].
Mapping of modifications on MLV, another retrovirus, has been performed for both m6A
and m5C using these methods [5], while influenza A virus (IAV) [12], SV40 [13], Zika
virus [17], hepatitis B virus [8] and hepatitis C virus [16] m6A modifications have also been
mapped in this way.

However, antibody-based mapping of modifications is inherently noisy, with input
or IgG controls being required for a number of these methods to remove background
signal (Table 3). In addition, this form of mapping results in large footprints of around 20–
100 nucleotides, making it practically impossible to determine the exact modified residue
on viral or cellular RNA (Table 3). Although antibody-based mapping is relatively quick to
perform, unlike some of the other methods, and can at least train a researcher’s eye to a
region of interest, it should now be complemented with additional mapping methods to
validate any proposed sites of modification.
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Table 3. A summary of the advantages and disadvantages of the forms of mapping techniques described in this review.

Mapping Method Advantages Disadvantages

Antibody mapping
1. Fast, straightforward technique
2. Can be used to map modifications on

lowly expressed RNA

1. Large footprint of ~20–100 nucleotides
2. Can generate mapping artifacts

Protein CLIP mapping 1. Quite straightforward
2. Modification specific

1. Large footprint of ~20–100 nucleotides
2. Must know the writer or reader protein of

interest prior to mapping
3. Can generate mapping artifacts

Biochemical mapping
1. Single-nucleotide resolution
2. Can be used to quantify modification

occupancy at specific residues

1. Can require very large read-depth
2. May not pick up lowly expressed RNAs
3. lower, more technically difficult technique
4. Can generate mapping artifacts

Nanopore mapping 1. Can map modifications on native RNA
1. Difficult to differentiate between modifications

at present
2. Can generate mapping artifacts

2.2. Protein CLIP Mapping

The use of crosslinked immunoprecipitation can be a useful method for RNA modifi-
cation mapping if the researcher is aware of modification-specific writer or reader proteins.
For example, the YTH domain-containing family of protein including YTHDF1, YTHDF2,
YTHDF3, YTHDC1 and YTHDC2 (Table 1) are known to be m6A-specific RNA-binding pro-
teins, known as m6A ‘readers’ first described by Dominissini et al. [47]. Performing CLIP
of these specific proteins can help identify RNA footprints containing an m6A residue, to a
similar resolution to some antibody-based approaches such as PA-m6A-seq (Figure 1) [49].
This CLIP-based approach has been used to good effect for mapping m6A modifications
on viral RNAs including those of HIV-1 [10,14], IAV [12] and SV40 [13].

In addition to CLIP-seq that uses modification-specific reader proteins, for m5C, a
highly novel CLIP-based method using the NSUN family of writer proteins has also been
described and used for mapping m5C on viral RNAs. The m5C RNA modification is medi-
ated by the seven members of the NSUN family of methyltransferases, NSUN1 through
NSUN7, in addition to the DNA methyltransferase homolog DNMT2 (Table 1) [50,51].
NSUN protein mediated methylation of cytosine uses two highly conserved cysteine
residues. One cysteine residue (C321 in NSUN2) forms a transient covalent bond to the
pyrimidine base, while the second conserved cysteine residue (C271 in NSUN2) is es-
sential for release of the RNA [52]. Hussain et al. 2013 [53] very cleverly exploited this
phenomenon to generate a spontaneously crosslinking NSUN2 mutant (C271A) and then
proceeded to overexpress this protein to map NSUN2 targeted cytosine residues by im-
munoprecipitation and deep sequencing without any need for an actual crosslinking step
in the procedure. This also avoids any off-target crosslinking issues as only RNA bound by
the NSUN protein, in this case NSUN2, will be covalently bound and appear in the deep
sequencing analysis. Colleagues and I followed up on this previous study and exploited
the same phenomenon with NSUN proteins to identify NSUN2 as the primary m5C writer
for HIV-1 RNA and to map sites of m5C modification on HIV-1 [3]. This may prove to be a
powerful method in the future for both writer identification and m5C site validation on
both viral and cellular mRNAs.

2.3. Biochemical Mapping

Biochemical mapping methods are at present the best option for mapping RNA
modifications at single-nucleotide resolution (Figure 1). Although these methods have
generally only been utilised for mapping modifications on cellular RNA transcripts, they
could theoretically be exploited to map modifications on viral RNAs. This would in turn
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allow for the quantification of the level of modification occupancy at each residue (Table 3).
This is a key attribute of biochemical methods that the above mapping techniques fail to
deliver. Below I will describe one commonly utilised biochemical technique for different
modifications of increasing interest in the area of viral epitranscriptomics.

One method, termed miCLIP, has been described for the identification of m6A sites at
single-nucleotide resolution on cellular RNAs [54]. This technique uses an m6A-specific
antibody UV crosslinked to m6A-containing RNA, similar to those described above. This
results in the introduction of a single polymorphism by reverse transcriptase, which can be
detected and quantified by deep sequencing. This method could easily be translated to the
study of viral epitranscriptomics.

RNA bisulfite sequencing is another well-used biochemical method, which has been
used to map m5C modifications to single-nucleotide resolution on cellular RNAs. By this
method, RNA is denatured and incubated at a high temperature with sodium bisulfite to
chemically deaminate all unmethylated cytosine residues to uracil [55]. This is due to the
low reactivity of m5C with HSO3. Cytosine residues that are ‘protected’ from deamination
can then be detected by standard sequencing techniques. However, one drawback of this
technique is that protection from deamination can be due to the presence of not only m5C
residues but further oxidised forms of cytidine including 5-hydroxymethylcytidine (hm5C)
and 5-formycytidine (f5C). Unfortunately, the efficiency of bisulfite conversion is affected
by RNA secondary structure. This may be a problem for the use of this technique to map
modifications on viral RNAs, which are notoriously rich in secondary structures and may
produce too many artifacts [56]. This will have to be tested experimental before one can
know for certain.

The ψ-seq technique has been well described for the mapping of ψ residues on eu-
karyotic cellular RNA [57,58]. This protocol uses N-cyclohexyl-N′-(2-morpholinoethyl)
carbodiimide metho-p-toluenesulfonate (CMC) to selectively modify ψ residues. This large
CMC modification on each ψ results in a total block to reverse transcription and these
prematurely stopped cDNA fragments can be deep sequenced and identified bioinformati-
cally (Figure 1). An identical non-CMC control sample is processed in parallel to determine
background levels of premature stopping. This technique again provides the researcher
with single-nucleotide resolution mapping of ψ residues; however, this method is still to
be tested for mapping ψmodifications on viral RNAs.

Two methods to accurately map the location of Nm base modifications are RiboMeth-
Seq [59] and Nm-seq [60]. RiboMethSeq is a straightforward method of using alkaline frag-
mentation on an RNA pool, where Nm residues are generally resistant to fragmentation. In
short, this fragmented pool is then ligated to adapters and processed for Illumina sequenc-
ing following standard protocols. If the sequencing is performed to a great enough depth,
underrepresented sites of fragmentation can be identified bioinformatically and it can be
surmised that they have arisen due to the presence of Nm residues [59]. By this method,
single-nucleotide resolution can be achieved as well as modification occupancy frequency
(Table 3). Nm-seq is a more time-consuming approach, though requiring much less read
depth. Nm-seq relies on performing multiple oxidation–elimination–dephosphorylation
cycles, where, every cycle, an unmodified nucleotide is eliminated from an RNA string
unless it is Nm modified and thus protected from elimination. This approach is then
coupled with Illumina sequencing where an adapter is ligated to the immediate 3′ residue
of the RNA string, which has been enriched for Nm modified nucleotides [60]. In this way
Nm residues can be identified by deep sequencing followed by bioinformatic detection of
overrepresented residues at the 3′ end of reads, indicating protection from oxidation and
thus likely the presence of an Nm residue. At present, only RiboMethSeq has been shown
to be effective in detecting Nm residues in viruses, with this approach having been used to
great effect on HIV-1, as will be described later [15]. However, I do not foresee any issues
with exploiting either sequencing method for the detection of Nm modifications on viral
RNAs in future studies.
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In addition to those described above, a number of additional biochemical methods
have recently been published for mapping modifications including ac4C [23,61,62], m7G [2]
and m1A [63], all of which it is possible to imagine can be translated to the study of viral
epitranscriptomics.

2.4. Nanopore Mapping

The advent of direct RNA sequencing through Nanopore technology is a particularly
exciting advance in the field of epitranscriptomics, and particularly in regard to viral RNA
as one can now sequence native viral RNA harvested from isolated cellular compartments
as well as purified virions (Figure 1; Table 3). This allows researchers the opportunity to
determine whether the modification landscape of viral RNA is consistent throughout the
cell, or whether these sites of modification are dynamic. For instance, are modified residues
modified throughout the entire viral replication cycle, such as with an influenza vRNA
transcribed in the nucleus, trafficked through the cytoplasm, packaged at the cellular
membrane, encapsulated in a virion, and upon infection trafficked again through the
cytoplasm to the nucleus? Or perhaps only a subpopulation of viral RNA is modified, and
this aids in distinguishing viral RNA to be trafficked and packaged versus translated, as
could be the case for some positive-strand RNA viruses.

In fact, nanopore-based direct RNA sequencing was recently used for modification
identification early in the COVID-19 pandemic by Kim et al. 2020, where the authors
identified potentially at least 41 sites of modification on SARS-CoV-2 viral RNAs [46]. One
particularly interesting observation in this study regarding viral transcripts was the discov-
ery that modified viral RNA had shorter poly(A) tails than their unmodified counterparts,
with the authors proceeding to speculate that the presence of internal modifications could
affect viral RNA stability, but further work will be required to elucidate such a proposed
mechanism [46].

3. Viral RNA Trafficking

The correct trafficking of viral RNA to sites of replication, translation and packaging
is critical to the successful completion of the viral replication cycle. RNA modifications
have been identified in a number of cases as having an important role in this process of
RNA trafficking. Gokhale et al. [16] investigated the role of m6A modification on hepatitis
C virus (HCV), while also mapping sites of modification on a range of other flaviviruses.
These authors found that m6A modification had a direct effect on viral RNA retention in
virus replication factories, effectively slowing down the infection and potentially leading
to a prolonged chronic infection as is characteristic of HCV infection in the liver. However,
when m6A was depleted, these viral transcripts are more readily bound by viral Core
protein and are successfully trafficked to sites of virion packaging within the cell [16].
Two further studies investigated similar dynamics of viral RNA trafficking, but with
retroviruses, and found that, in this instance, RNA modifications contributed a positive
effect to viral RNA trafficking. Lichinchi et al. [9] explored the effect of m6A on HIV-1 and
found that the presence of two m6A sites in the Rev-response element (RRE) increased the
affinity of Rev for the RRE that in turn increased the nuclear export of RRE containing HIV-1
RNA. While Eckwahl et al. [43] focused on m5C modification of MLV RNA, which the
authors found, through an association with ALYREF, also increased nuclear export of viral
RNA and thus increased viral replication. The differing roles for RNA modifications in the
trafficking of HCV and retrovirus RNA further adds a fascinating layer to the complexity
of modification mediated post-transcriptional regulation of viral RNA.

4. Degradation of Viral RNA

RNA modifications, most notably m6A, have been shown to dysregulate the stability
of cellular mRNAs generally through interaction with the YTH domain-containing family
of proteins [30]. This has been shown to be the case with HBV and KSHV RNA, where
both sets of authors demonstrated through global depletion of m6A by methyltransferase
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knockdown or simply depletion of YTHDF proteins by siRNAs, that m6A contributed to the
destabilisation of viral RNA mostly likely through interactions with YTHDF proteins [8,41].
However, in the case of HIV-1 and IAV, this m6A induced RNA destabilization does not
appear to be the case. The presence of m6A residues on the RNA of HIV-1 [10] and IAV [12]
have been shown to increase RNA stability and in both these studies authors suspect this
is due to an interaction with YTHDF proteins, primarily YTHDF2. This stabilization was
most apparent in YTHDF2 tethering experiments in a mammalian expression system by
Kennedy et al. where YTHDF1, 2 and 3 proteins where tethered to a luciferase reporter
mRNA by MS2 hairpins in the 3′UTR [10]. This interaction was found to increase the
luciferase activity by approximately 3–4 fold for each YTHDF protein.

Aside from m6A, a recent study by Tsai et al. investigating the role of ac4C modi-
fications in HIV-1 RNA found that these modifications to increase the stability of HIV-1
RNA [11]. This finding is supported by previous work surrounding ac4C that found a
similar phenotype on cellular mRNAs [23]. The authors demonstrate this finding through
acetyltransferase knockout and mutagenesis of modified sites on viral RNA. At present,
no RNA-binding proteins specific to ac4C are known so the authors were unable to spec-
ulate as to whether this increase in RNA stability is due to RNA structural changes or
RNA-protein interactions.

5. Splicing of Viral RNA

RNA modifications have been implicated in the alternation of splicing events for both
HIV-1 and adenovirus RNA [6,18]. Regarding HIV-1, colleagues and I reported that m5C
is generally present at specific locations across the HIV-1 mRNA genome [6]. However,
when m5C modification was perturbed due to writer knockout or mutagenesis to prevent
modification, alternative splicing at one specific site, namely the D1/A2 splice junction,
was altered. Interestingly, this reduction in splice acceptor usage was found for both early
(~1.8 kb) and late (~4 kb) HIV-1 classes of transcripts. For adenoviral RNA, Price et al.
investigated the role of m6A modifications on viral splicing [18]. These authors found
that depletion of m6A modifications globally, by siRNA mediated knockdown of METTL3
expression, significantly reduced the expression of specifically late adenoviral transcripts.
They went on to determine that this phenotype was caused by a reduction in splicing
efficiency. These studies imply that the presence of RNA modifications, which are already
known to affect splicing on cellular mRNA [64], are being utilised to also alter viral RNA
splicing patterns.

6. Immune Evasion by Viral RNA

This idea of RNA modifications preventing innate immune sensors from recognising
foreign RNAs is not a new concept [65,66]. Karikó et al., and more recently Durbin
et al., published studies detailing mechanisms by which innate immune sensors may
be blocked from recognising foreign RNA if nucleosides within the RNA are modified.
Karikó et al. focused on Toll-like receptors (TLRs), while Durbin et al. investigated the
immuno-activating conformational change of RIG-I. Both studies found that the presence
of m6A or ψ diminished the innate immune signalling by TLRs and RIG-I, respectively.
However, it should be noted that both these studies used RNAs with high levels of modified
nucleosides much greater than would be physiologically relevant for viral RNAs.

However, in what feels like a seamless follow on to this thought-provoking work, one
exciting study into the role of RNA modifications in the viral replication cycle was recently
published by Ringeard et al. [15] looking into 2′-O-methyl modifications on HIV-1 RNA.
This research provided clear evidence that 2′-O-methylation of HIV-1 gRNA by the methyl-
transferase FTSJ3 prevents recognition of gRNA by the innate immune sensor MDA5 [15].
Through preventing the addition of 2′-O-methyl marks to HIV-1 gRNA by siRNA medi-
ated FTSJ3 knockdown, the authors show that incoming gRNA induces IFN-α and IFN-β
expression. Since this work was published four further studies exploring innate immune
sensing of viral RNA were published by Lu et al. [37], Chen et al. [35], Kim et al. [34] and

114



Cells 2021, 10, 1129

Lu et al. [42] demonstrating, in a similar manner to Ringeard et al., that HMPV, HIV-1,
HBV/HCV, VSV, MeV and SeV RNAs are also modified to avoid detection by the host
cell. In each of these cases, the viral RNA of each virus is m6A modified and this is found
to prevent recognition by RIG-I, in validation of the phenomenon described previously
by Durbin et al. These studies perform experiments to reduce the modification of virally
encoded adenosines using methods such as mutation of the viral genome or treatment with
3-deazaadenosine (DAA), an inhibitor of S-Adenosylhomocysteine (SAH) hydrolase and
find that this in turn increases the cellular type 1 interferon response to infection.

7. Future Avenues of Research

As more research is performed and published surrounding viral epitranscriptomics
there are several ways in which scientists in the field can improve on our current knowledge
base. First, we need to expand our interests beyond m6A and into other common modifica-
tions already found on cellular mRNAs. Lead candidates would include m5C, ψ and Nm
residues, of which very little is currently known about in regard to viral RNA [5,6,15,36].
When investigating how prevalent these modifications are and where they are on viral
RNA, we should seriously consider applying multiple mapping methods to increase our
confidence in every site of modification being identified. Antibody-based mapping is
being used readily as it is a fast and relatively straightforward approach, but it is also
error prone due to off target binding leading to faulty mapping data. As stated above,
antibody-based mapping also can only provide a footprint of where a modification may
be located of approximately 20–100 nucleotides. However, if coupled with biochemical
methods, such as those described above, we can map modifications on viral RNA to single
base resolution and at the same time be inherently more confident that these are indeed
sites of modification. With this data in hand, we can more reliably design hypo-modified
viruses through silent mutagenesis to better grasp the phenotypes that arise due to the
presence of individual modifications on a viral RNA.

Another methodology for the study of viral epitranscriptomics that may be better
utilised in the future is the generation of viral stocks where the genomic RNA is entirely
unmodified. This would help answer important questions about the role of modifications
during the initial stages of infection, prior to transcription. This concept has rarely been
utilised so far [15], but this author believes it could be an extremely useful technique for
all RNA viruses, especially as the role of RNA modifications in immune evasion is better
investigated.

As the research progresses, we also need to do better at identifying the exact writer
protein for the viral RNA being investigated (Table 1). Regarding m6A, the writer complex
for viral RNA is almost always METTL3/METTL14/WTAP, but for the likes of m5C, it is
not as straightforward as the writer may be one out of a family of NSUN proteins or even
DNMT2. Through the identification of the correct writer protein, the sites of modification
can be better validated, by knocking out or knocking down expression of the writer and
then remapping the modification on viral RNA. If the correct writer is no longer present, it
would be expected that modification would be ablated. The identification of the primary
writer protein will also allow researchers to better investigate the relationship between
these proteins and the viral polymerases. A number of RNA modifications have been found
to be added co-transcriptionally to cellular mRNAs. Therefore, it is a valid hypothesis that
the polymerases of viruses that exploit RNA modifications would associate with writer
machinery. This is an area of study that is significantly lacking but may reveal surprising
discoveries in the coming years that could impact on our knowledge of both viral and
cellular RNA modification utilisation. If these potential interactions are proven to be
essential to viral replication, this would also be an interesting avenue of research into the
development of antivirals.

The field of viral epitranscriptomics is just at the cusp of a research explosion over
the next few years as the line that separates molecular virologists and RNA biologists
begins to blur. Exciting questions, as discussed above, will be answered in the coming
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years and we will hopefully establish the key roles for individual RNA modifications in
the replication cycles of a wide variety of viruses. Technological advances will only aid in
our understanding of these modifications, with enhanced mapping techniques and better
quantification of virus modified sites hopefully not far off.
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Abstract: Survival following Ebola virus (EBOV) infection correlates with the ability to mount
an early and robust interferon (IFN) response. The host IFN-induced proteins that contribute to
controlling EBOV replication are not fully known. Among the top genes with the strongest early
increases in expression after infection in vivo is IFN-induced HERC5. Using a transcription- and
replication-competent VLP system, we showed that HERC5 inhibits EBOV virus-like particle (VLP)
replication by depleting EBOV mRNAs. The HERC5 RCC1-like domain was necessary and sufficient
for this inhibition and did not require zinc finger antiviral protein (ZAP). Moreover, we showed that
EBOV (Zaire) glycoprotein (GP) but not Marburg virus GP antagonized HERC5 early during infection.
Our data identify a novel ‘protagonist–antagonistic’ relationship between HERC5 and GP in the early
stages of EBOV infection that could be exploited for the development of novel antiviral therapeutics.

Keywords: Ebola virus; Marburg virus; HERC5; antiviral; interferon

1. Introduction

Ebola virus (EBOV) is a member of the Filoviridae family of single-stranded negative-
sense RNA viruses with a filamentous morphology. EBOV infection results in severe
hemorrhagic fever and can lead to death 6-16 days after the onset of symptoms in up
to 90% of cases, making EBOV one of the most virulent pathogens to infect humans [1].
Studies involving primate models, and human studies carried out during the 2013–2016
outbreak, showed that EBOV exposure results in an early and robust immune response,
largely characterized by the up-regulation of IFN-stimulated genes [2–12]. A contributing
factor to the pathophysiology of EBOV infection is the ability of the virus to evade the host
IFN response [7,13–16]. Using in vitro models of infection, it was shown that EBOV is able
to evade the innate immune response through various IFN antagonisms, notably involving
VP24 and VP35 proteins [17–19]. The key mediators of this early cellular IFN response to
EBOV and how EBOV withstands this early response are not fully characterized.

Restriction factors are key intrinsic mediators of the early IFN response and potently
inhibit different steps in the life cycle of evolutionarily diverse viruses in the absence
of viral antagonists [20]. Bone marrow stromal cell antigen 2 (BST-2)/tetherin is one
such factor that potently inhibits the release of EBOV from cells by tethering virions to
the surface of cells [21,22]. This inhibition is counteracted by EBOV GP [23–26]. IFN-
inducible trans-membrane proteins 1–3 (IFITM1–3) comprise another family of factors

119



Cells 2021, 10, 2399

that restrict the cellular entry of EBOV, although an EBOV antagonist to these proteins
has yet to be identified [27,28]. HECT and RCC1-like containing domain 5 (HERC5) are
some of the genes with the strongest early increases in expression in multiple tissues
after EBOV infection [3,5,6,29]. HERC5 is an evolutionarily ancient restriction factor that
inhibits the replication of diverse viruses [30–36]. By virtue of its C-terminal HECT domain,
HERC5 is the main cellular E3 ligase for conjugating ISG15 to substrates and localizes to
polyribosomes to modify newly translated viral proteins, thereby disrupting key aspects of
viral particle production [31,35,37,38]. E3 ligase-independent antiviral activity has also been
demonstrated towards HIV-1, where it inhibits the nuclear export of incompletely-spliced
viral RNAs by a mechanism requiring its N-terminal RCC1-like domain (RLD) [30].

Here, we examined the antiviral activity of HERC5 towards EBOV VLP production
and replication. We identified a novel E3 ligase-independent mechanism by which HERC5
inhibits viral particle production involving the depletion of EBOV mRNAs. In addition,
we demonstrated that EBOV GP antagonizes HERC5 activity and rescues EBOV VLP
production and replication.

2. Materials and Methods
2.1. Cell Lines

293T and HeLa cells were obtained from American Type Culture Collection. 293T
ZC3HAV1 (ZAP) knockout cells were obtained from Dr. Takaoka (Hokkaido University,
Japan) via Dr. Li (University of California, Los Angeles, CA, USA) and Dr. MacDonald (The
Rockefeller University, New York, NY, USA). Cells were maintained in standard growth
medium (Dulbecco’s Modified Eagle’s Medium (DMEM)), supplemented with 10% heat-
inactivated Fetal Bovine Serum (FBS), 100 U/mL Penicillin and 100 µg/mL Streptomycin)
at 37 ◦C with 5% CO2.

2.2. Plasmids, Transfections, Antibodies and Quantitative Western Blotting

Expression plasmids carrying FLAG-tagged HERC5, HERC5-∆RLD, HERC5-∆HECT
and HERC5-C994A, and HERC4 have been described previously [36]. The plasmid car-
rying FLAG-tagged RLD only (pFLAG-RLDonly) was generated by standard restriction
enzyme cloning of the HERC5 RLD (containing a 3′ stop codon) into p3xFLAG-CMV-10
(Sigma). The promoterless empty vector plasmid pGL3, pEGFP-C1 (pEGFP) and pZAP
(short isoform) were obtained from Promega, Clontech and Dharmacon, respectively.
pLKO.1/scrambled shRNA and pLKO.1/HERC5 shRNA were previously described [30,31].
VP40 and GP were cloned into p3xFLAG-CMV-10 (Sigma) to generate pFLAG-VP40,
pFLAG GP and pEGFP-C1 (containing a CMV promoter) (Clontech) to generate pVP40-
EGFP using standard restriction enzyme cloning. EBOV expression plasmids: pCAGGS
plasmids (containing a CMV enhancer, chicken beta-actin promoter and beta-actin intron
sequence) carrying only EBOV (Zaire) VP40, VP30, VP35, L, NP, or GP were obtained from
Dr. Kawaoka (University of Wisconsin) [39]. Plasmids for the trVLP assay were provided
by Dr. Hoenen (Friedrich-Loeffler-Institut, Germany): Plasmids carrying NP, VP35, VP30,
L, Tim-1, T7 and the tetracistronic minigenomes (p4cisvRNA-hrLuc, p4cis-vRNA-EGFP)
have been previously described [40,41]. All EBOV gene sequences in the minigenomes and
plasmids carrying NP, VP35, VP30, and L originated from the Zaire EBOV isolate H. sapiens-
tc/COD/1976/Yambuku-Mayinga. The EBOV GP and MARV GP expression plasmids
were kind gifts of Dr. Cunningham (Brigham and Women’s Hospital) [42,43]. Transfections
were performed using Lipofectamine 2000 (Invitrogen) per manufacturer’s instructions
unless otherwise stated. Co-transfections of HERC5 plasmids with pVP40 were performed
at a ratio of 10:1, respectively, unless otherwise noted. VP40 VLPs were purified from cell
supernatants by centrifugation over a 20% sucrose cushion at 21,000× g for 2 h. Cell lysates
and VP40 VLP pellets were subjected to quantitative Western blot analyses using LI-COR,
as previously described [30]. Densitometric analysis was performed using ImageJ 1.53e
64-bit version software. Antibodies: Anti-FLAG was purchased from Sigma, anti-ZAP from
AbCam (Cat. #ab154680), anti-VP40 from GeneTex (Cat. #GTX134034), anti-MARV GP
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from Alpha Diagnostic International (Cat. #MVGP12-A), anti-EBOV GP from Bio-Techne
(Cat. #MAB9016), anti-β-actin from Rockland, anti-EGFP from Clontech and anti-GAPDH
(clone 6C5) from EMD/Millipore.

2.3. Confocal Immunofluorescence Microscopy

HeLa cells were cultured in 12-well plates on 18 mm coverslips and co-transfected with
either pFLAG-HERC5 and pVP40-EGFP (10:1 ratio) or pGL3 and pVP40-EGFP (10:1 ratio).
Twenty-four hours after transfection, the coverslips containing the cells were washed twice
with PF buffer (1× PBS + 1% FBS), fixed for 10 min in 1× PBS containing 4% formaldehyde
and 2% sucrose, permeabilized in 1× PBS containing 0.1% Triton X 100 (Sigma) and then
washed twice more with PF buffer. Coverslips were incubated with primary antibody
rabbit anti-FLAG (1:500 dilution) for 1 h, washed 3× with PF buffer and incubated with
either secondary antibody anti-rabbit 594 (1:1000) for 1 h. Coverslips were washed 3×,
incubated in Hoechst 33342 (1:10,000 dilution) (Life Technologies) for 5 min and washed
6× with PF buffer. Coverslips were then mounted on glass slides with 10 µL Vectashield
mounting media (Vector Laboratories Inc., Burlingame, CA, USA) and sealed with nail
polish. Confocal micrographs were obtained using a Leica TCS SP8 (Leica Microsystems)
microscope, and Leica Application Software X was used for image acquisition.

2.4. Transmission Electron Microscopy

Cells were co-transfected with empty vector or pFLAG-HERC5 and pVP40-EGFP at
a 10:1 ratio. After 48 h, cells were resuspended in media, fixed in 2.5% glutaraldehyde
in 0.1 M sodium cacodylate (pH 7.4) for 2 h, and washed 3× in 0.1 M sodium cacodylate.
Cells were pelleted and fixed with 2% osmium tetroxide in sodium cacodylate. After
~1 h in the dark, cells were washed 3× in ddH2O. Water was discarded, and samples
were left at 4 ◦C overnight. Samples were dehydrated by adding 1 mL 20% acetone in
ddH2O, mixed and incubated for 10 min at room temperature. Cells were pelleted, acetone
removed, and the procedure was repeated with 50%, 70%, 90%, 100%, 100% and 100%
acetone. Cells were embedded in resin by adding 1 mL of a 2:1 mix of acetone:resin (Epon)
and incubated for ~4 h at room temperature in a rotating tube shaker. Cells were pelleted,
acetone:resin mix was discarded and repeated with a 1:1 mix overnight, 1:2 mix overnight,
and finally, resin only overnight. Samples were cut in 70 nm slices using a Sorval Ultracut
ultramicrotome and placed onto 400 mesh nickel grids (Embra). Grids were placed on
drops of 2% uranyl acetate in ddH2O to stain for 20 min in the dark and washed 5–6× in
ddH2O for 1 min. Samples were then stained in drops of Sato’s lead citrate (5 mM calcined
lead citrate, 11 mM lead nitrate, 11 mM lead acetate, 95 mM sodium citrate) for 1 min and
washed using ddH2O. Samples were imaged using a Phillips CM10 Transmission Electron
Microscope. The AMT Advantage digital imaging system was used for image acquisition.

2.5. Quantitative PCR

The total RNA was extracted using the PureLink RNA mini kit (Ambion, Life Tech-
nologies). Using the M-MLV reverse transcriptase and Oligo(dT) primers (Eurofins), 500 ng
of RNA was reverse transcribed to cDNA. Prior to qPCR, cDNA samples were diluted 1:5
with water. Each PCR reaction consisted of 10 µL of SYBR Green Master Mix, 1.6 µL of
gene-specific primers (0.8 µL of 10 µM forward primer and 0.8 µL of 10 µM reverse primer),
4 µL of diluted cDNA, and water to a total volume of 20 µL. Quantification of endogenous
mRNA was run on the QuantStudio5 qPCR machine (Applied Biosystems) under the
following cycling conditions: 2 min at 95 ◦C and 40 cycles of 5 sec at 95 ◦C, 10 s at 60 ◦C,
and 20 s at 72 ◦C. The QuantStudio Design and Analysis Desktop Software (version 1.4)
was used to determine the CT for each PCR reaction. Primer pairs were as follows: HERC5-
(fwd: 5′ ATG AGC TAA GAC CCT GTT TGG 3′; rev: 5′ CCC AAA TCA GAA ACA TAG
GCA AG 3′); ZAP- (fwd: 5′ CGCTTAATGGTAGCTGCAGC 3′; rev: 5′ CCTACAGAACA-
GAGGTGGATTCC 3′); GAPDH- (fwd: 5′ CAT GTT CGT CAT GGG TGT GAA CCA
3′; rev: 5′ AGT GAT GGC ATG GAC TGT GGT CAT 3′); EGFP- (fwd: 5′ GACAAC-
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CACTACCTGAGCAC 3′; rev: 5′ CAGGACCATGTGATCGCG3′); EBOV VP40- (fwd:
5′GCTTCCTCTAGGTGTCGCTG3′ ; rev 5′GGTTGCCTTGCCGAAATGG3′); EBOV GP-
(fwd: 5′GTGAATGGGCTGAAAACTGC3′ ; rev 5′CCGTTCCTGATACTTTGTGC3′); EBOV
VP30- (fwd: 5′CCAGACAGCATTCAAGGG3′; rev 5′GCTGGAGGAACTGTTAATGG3′);
EBOV VP35- (fwd: 5′CGACTCAAAACGACAGAATGC3′ ; rev 5′GGTTTGGCTTCGTTTGT
TGC3′); EBOV NP- (fwd: 5′GCCAACTTATCATACAGGCC3′ ; rev 5′CCAAATACTTGACT
GCGCC3′); EBOV L- (fwd: 5′CCTAGTCACTAGAGCTTGCG3′ ; rev 5′GGCTCAACAGGA
CAGAATCC3′). To ensure no carry-over of DNA into each total purified RNA sample,
100 ng of RNA was used directly as a template without reverse transcription for qPCR
using the primer sets described above.

2.6. trVLP Assay

Expression plasmids carrying tim-1, T7, NP, VP35, VP30, L, and the tetracistronic
minigenome (p4cis-vRNA-hrLuc) carrying luciferase, VP40, GP and VP24 have been
previously described [40,44]. trVLP assays were performed as previously described, with
the following changes [40,41]. Passage zero (p0) cells were seeded in 12-well plates and
transfected at 50% confluency using Transit LT-1 (Mirus Bio LLC, Madison, WI, USA)
with expression plasmids carrying T7-polymerase (125 ng; all amounts per well), the viral
proteins NP (62.5 ng), VP35 (62.5 ng), VP30 (37.5 ng), L (500 ng), a tetracistronic minigenome
(125 ng), and Firefly luciferase (100 ng) following the manufacturer’s instructions. Twenty-
four hours prior to infection of p1, p2, p3 and p4 cells, target cells were pre-transfected
with expression plasmids carrying NP (62.5 ng), VP35 (62.5 ng), VP30 (37.5 ng), L (500 ng),
Tim-1 (125 ng) and either HERC5 (125 ng) or empty vector (125 ng).

2.7. Cell Viability Assay

293T cells were co-transfected with pFLAG-VP40, GFP-VP40 or GFP alone, as well as
increasing concentrations of pFLAG-HERC5 or empty vector control plasmid. Forty-eight
hours post-transfection Cell Counting Kit-8 (CCK-8) (GLPBIO) was used to measure cell
viability as per the manufacturer’s instructions.

2.8. Statistical Analyses

GraphPad Prism v9 was used for all statistical analyses stated in the text. p values and
statistical tests used are stated in the text where appropriate. p values less than 0.05 were
deemed significant. Quantification of immunogold labelling for statistical analysis was
performed as described [31].

3. Results
3.1. HERC5 Inhibits EBOV trVLP Replication

Previous studies have identified HERC5 as a potent inhibitor of diverse viruses [30–36].
To determine if HERC5 restricts EBOV particle production and replication, we used
an EBOV (Zaire) transcription- and replication-competent VLP (trVLP) system. This
system utilizes a tetracistronic minigenome (‘4cis’) carrying a luciferase reporter gene to-
gether with VP40, VP24, and GP (Figure 1A) [40,45]. The advantage of this system over
conventional VLP assays is that the viral proteins VP40, GP and VP24 are encoded by
the minigenome and expressed from the EBOV promoter in a more natively regulated
fashion [40]. The co-expression of this minigenome with NP, VP35, VP30, and L drive
genome replication and transcription, synthesis of the minigenome-encoded proteins, and
formation of infectious trVLPs. These trVLPs incorporate minigenomes and are capable
of undergoing multiple rounds of replication and infection in target cells that express NP,
VP35, VP30, L and Tim-1 (Figure 1B). The replication of these trVLPs was quantified over
multiple passages (every three days) by measuring the luciferase reporter activity within
cells. As a negative control, the plasmid carrying the Ebola L gene was omitted from
the transfections, which abrogated the trVLP formation. Compared to the control cells
transfected with an empty vector plasmid, cells expressing HERC5 exhibited a significant
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reduction in trVLP replication over four passages (Figure 1C). The reduction in luciferase
reporter activity also correlated with a reduction in GP and VP40 mRNA levels (Figure 1D).
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Figure 1. HERC5 inhibits EBOV trVLP replication. (A) Schematic depicting EBOV full-length genome and the derived
tetracistronic minigenome. (B) The trVLP propagation assay. A tetracistronic EBOV minigenome (4cis) is expressed in cells
together with the viral ribonucleoprotein complex (RNP) proteins (NP, VP35, VP30 and L). After the initial transcription by
a co-expressed T7 polymerase, the minigenome is replicated and transcribed by the RNP proteins. Expression of VP40,
GP and VP24 from the minigenome leads to the formation of infectious trVLPs containing minigenomes, which can infect
target cells. Multiple infectious cycles can be modeled in cells expressing NP, VP35, L, VP30 and Tim-1 without the need for
additional transfections of plasmids carrying VP40, GP and VP24. The figure was adapted from (Watt et al., 2014), copyright
© American Society for Microbiology, J. Virol. 88, 2014, 10,511–10,524, doi:10.1128/JVI.01272-14. (C) Quantification of trVLP
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propagation in the presence and absence of HERC5. The trVLP propagation assay was performed using tetracistronic
minigenomes carrying a luciferase reporter, EBOV VP40, VP24 and EBOV GP over four passages (spanning 12 days). All
EBOV minigenomes and plasmids carrying the EBOV proteins are based on EBOV H. sapiens-tc/COD/1976/Yambuku-
Mayinga. Luciferase reporter activity relative to the control (trVLPs propagated in the absence of HERC5) is shown. The
data shown represent the average (+/− S.E.M.) of four independent experiments. Linear regression analysis, F = 39.14.
DFn = 1, DFd = 36; p < 0.0001. (D) The mRNA of GP and VP40 was measured using qRT-PCR at each passage. The data
shown represent the average (+/− S.E.M.) of the four independent experiments represented in part C. * p < 0.05; One-way
ANOVA with Dunnet’s multiple comparisons test compared to the control.

3.2. HERC5 Inhibits EBOV VP40 Particle Production

Previous studies showed that HERC5 interferes with the function of key viral struc-
tural proteins [30,31,35,36]. The EBOV structural protein VP40 is necessary and sufficient
for the assembly and budding of virus particles. When expressed in the absence of any
other viral protein, VP40 can form VLPs that bud and are released from cells similar to
wild-type EBOV [46–48]. To determine if HERC5 targets VP40, we co-transfected 293T cells
with a plasmid carrying VP40 and increasing concentrations of plasmids carrying either
empty vector control or FLAG-tagged HERC5. VP40 protein levels within cells and in
VLPs were measured using quantitative Western blotting. HERC5 transfection did not alter
cell viability (Figure S1A). As shown in Figure 2A and Figure S1B,C, HERC5 inhibited the
production of VP40 VLPs in a dose-dependent manner when VP40 is tagged with either
GFP or with FLAG but had no effect on intracellular GFP levels. As a control, transfection
with HERC4, a closely related member of the small HERC family, did not significantly alter
cell viability, VP40 or GFP levels (Figure S1D–F). In contrast, when HERC5 mRNA levels
were reduced using RNA interference, an increase in intracellular VP40 protein levels and
an increase in the production of VP40 VLPs were observed compared to the control cells
(Figure 2B,C).

We also assessed the impact of HERC5 expression on VLPs using confocal microscopy
and transmission electron microscopy (TEM). As expected, cells expressing VP40 with
enhanced green fluorescent protein fused at its amino-terminus (VP40-EGFP) exhibited
punctate fluorescence at the cell surface (Figure 2D). In contrast, cells co-expressing VP40-
EGFP and HERC5 exhibited substantially less punctate fluorescence at the cell surface
compared to the control cells. The presence of VP40 protein at the cell surface was also
confirmed using TEM and immunogold TEM (Figure 2E,F). In cells expressing VP40-EGFP
alone, an accumulation of immunogold particles was observed in budding structures at the
cell surface, which was significantly different from a random distribution (Tables S1 and S2).
Cells expressing HERC5 exhibited markedly fewer VP40-EGFP-containing structures at the
cell surface compared to the control cells. In addition, cells expressing HERC5 exhibited
on average eight-fold fewer immunogold particles per cell compared to the control cells
(Figure 2G). Notably, the few VP40-EGFP-containing structures that were observed in cells
expressing HERC5 were located predominantly in a region under the plasma membrane.

We then asked whether the reduced VP40 protein levels correlated with reduced intra-
cellular VP40 mRNA levels. The quantitative PCR showed that 293T cells co-expressing
HERC5 and FLAG-tagged VP40 exhibited reduced intracellular levels of VP40 mRNA
(nine-fold) compared to the control cells not expressing HERC5 (Figure 2H). Similar re-
sults were obtained when HERC5 was co-expressed with a VP40-EGFP fusion protein
(Figure S2). As a control, HERC5 expression had no significant effect on EGFP mRNA
levels when EGFP was expressed alone (Figure 2H and Figure S2). To determine if the
effect of HERC5 is specific for VP40 mRNA, we assessed the impact of HERC5 expression
on the level of other EBOV mRNAs. Cells co-expressing HERC5 and either VP30, VP35, L
or NP exhibited a two- to five-fold reduction in mRNA levels compared to the control cells
(Figure 2H). Together, these data show that HERC5 inhibits EBOV VP40 particle production
by a mechanism involving the depletion of EBOV mRNAs.
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plasmid was transfected in the condition with no HERC5 and used to ensure equal amounts of DNA were transfected
in each condition. Forty-eight hours post-transfection, purified VLPs released into the cell supernatant and intracellular
protein were subjected to quantitative Western blot analysis using anti-FLAG, anti-VP40 and anti-GAPDH. The average
densitometric quantification of VP40 protein bands is shown to the right after normalization to GAPDH levels (+/−
S.E.M.). A representative Western blot of four independent experiments is shown. (B) 293T cells were co-transfected with
pFLAG-VP40 and either scrambled short-hairpin RNA (shRNA) (scram) or HERC5shRNA (shHERC5). Forty-eight hours
after transfection, intracellular levels of HERC5 mRNA were quantified via qPCR. Data shown is the average (+/− S.E.M.)
of three independent experiments. (C) 293T cells were transfected with either scrambled short-hairpin RNA (shRNA)
(scram) or HERC5shRNA (shHERC5) for 24 h and then with pFLAG-HERC5 and pFLAG-VP40 for forty-eight hours. Purified
VLPs released into the cell supernatant and intracellular protein were subjected to quantitative Western blot analysis using
anti-FLAG and anti-GAPDH. The average densitometric quantification of VP40 protein bands is shown to the right after
normalization to GAPDH levels (+/− S.E.M.). A representative Western blot of four independent experiments is shown.
(D) HeLa cells were co-transfected with pVP40-EGFP and either empty vector (control) or pFLAG-HERC5 and visualized
using confocal microscopy 48 h post-transfection. (E) 293T cells were “mock” transfected (control), transfected with empty
vector and pVP40-EGFP, or transfected with pFLAG-HERC5 and pVP40-EGFP and analyzed via transmission electron
microscopy (TEM) after 48 h. Virus particles beneath the plasma membrane are indicated with arrows. (F) Representative
immunogold TEM images of 293T cells transfected as in (E) and labelled with 5 (+/− 2) nm anti-GFP immunogold particles.
Immunogold-labelled VLPs are indicated with arrows. Scale bars = 500 nm. (G) The number of gold particles per positive
cell was counted and presented as the average number of particles per cell (+/− S.E.M). (H) 293T cells were co-transfected
with plasmids carrying FLAG-HERC5 (or empty vector) and either EBOV VP40, VP30, VP35, L, NP, GP or GFP at a ratio
of 10:1 (HERC5: EBOV plasmids). Forty-eight hours post-transfection viral mRNA was measured using qPCR after
normalization to GAPDH mRNA levels. Data shown are representative of three independent experiments (+/− S.E.M.).
**** p < 0.0001, *** p < 0.001, ** p < 0.01, * p < 0.05; One-way ANOVA with Dunnet’s multiple comparisons test compared to
the control (A,G); Student’s paired t-test (B,C,H).

3.3. HERC5 RLD Is Necessary and Sufficient for Inhibition of VP40 Particle Production

To determine if the RLD or HECT domains of HERC5 are required for inhibition, we
tested the ability of several HERC5 mutants to inhibit VP40 particle production. 293T
cells were co-transfected with plasmids carrying VP40 and either empty vector (control),
wild type HERC5 or HERC5 mutants lacking the RCC1-like domain (HERC5-∆RLD),
spacer region (HERC5-∆spacer) or HECT domain (HERC5-∆HECT). We also tested the
HERC5 RLD alone (HERC5-RLDonly) or HERC5 containing a cysteine to an alanine point
mutation of residue 994 (HERC5-C994A), which specifically inactivates its E3 ligase activity
(Figure 3A). Each of the FLAG-tagged mutant proteins was expressed at similar levels in
293T cells (Figure 3B).

As shown in Figure 3C, cells expressing wild type HERC5, HERC5-∆HECT or HERC5-
C994A reduced VP40 protein levels, which also correlated with reduced VP40 VLP produc-
tion. In contrast, cells expressing HERC5-∆RLD, and to a lesser extent HERC5-∆spacer,
exhibited a diminished capacity to reduce VP40 protein levels and VP40 VLP production.
Notably, expression of the HERC5 RLD alone (HERC5-RLDonly) reduced VP40 protein
levels and VP40 VLP production similar to wild-type HERC5 (Figure 3D). We also exam-
ined the ability of the different HERC5 mutants to reduce VP40 mRNA levels. All HERC5
mutants except for HERC5-∆RLD significantly reduced VP40 mRNA levels (Figure 3E).
Taken together, these data show that the HERC5 RLD is necessary and sufficient to reduce
VP40 mRNA levels and VP40 particle production.
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Figure 3. The RLD is necessary and sufficient for HERC5-mediated restriction. (A) Schematic of the different HERC5
mutant constructs. (B) Representative Western blot showing consistent expression of wild-type HERC5 and mutant forms of HERC5.
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293T cells were transfected with either empty vector or plasmids carrying FLAG-tagged HERC5, HERC5-∆RLD, HERC5-
RLDonly, HERC5-∆Spacer, HERC5-∆HECT or HERC5-C994A. Forty-eight hours after transfection, cell lysate was subjected
to Western blot analysis using anti-FLAG and anti-GAPDH. (C) 293T cells were co-transfected with plasmids carrying
FLAG-tagged VP40 and either empty vector, wild-type HERC5 or one of the HERC5 mutants listed in (A). Forty-eight
hours post-transfection, purified VLPs released into the supernatant and intracellular protein were examined by Western
blotting using anti-FLAG and anti-GAPDH. VP40 protein levels were quantified densitometrically after normalization to
GAPDH levels (graphs on the right). (D) 293T cells were co-transfected with plasmids carrying VP40-EGFP and either
empty vector, HERC5 or HERC5-RLDonly. Cell lysates and VLPs were analyzed via Western blotting using anti-GFP and
anti-GAPDH. VP40-EGFP protein levels were quantified densitometrically (graphs on the right). (E) 293T cells were co-
transfected with plasmids carrying FLAG-tagged VP40 and either empty vector, HERC5, HERC5-∆RLD, HERC5-RLDonly,
HERC5-∆Spacer, HERC5-∆HECT or HERC5-C994A. Forty-eight hours post-transfection, mRNA was isolated and used to
measure intracellular VP40 mRNA levels using qPCR. All data shown are representative of three independent experiments
(+/− S.E.M.). **** p < 0.0001, *** p < 0.001, ** p < 0.01, * p ≤ 0.05, ns (not significant) p > 0.05; One-way ANOVA with
Dunnet’s multiple comparisons test compared to the control.

3.4. HERC5 Depletes VP40 mRNA Independently of ZAP

ZAP (also called Zinc finger CCCH-type, antiviral 1, ZC3HAV1, and Poly (ADP-
ribose) polymerase 13, PARP13) is an antiviral protein that causes significant loss of
viral mRNAs from evolutionarily diverse RNA viruses, including Filoviridae, Retroviridae,
Togaviridae and Hepadnaviridae [49–55]. We, therefore, asked if ZAP was required for
HERC5-mediated depletion of EBOV mRNA. We co-expressed VP40 and HERC5 in 293T
cells that were knocked out for all ZAP isoforms and measured VP40 mRNA and protein
levels using qPCR and Western blotting [56,57]. Cells expressing HERC5 in the absence
of ZAP significantly reduced VP40 mRNA levels (Figure 4A). Exogenous expression of
ZAP (short isoform) in the ZAP knockout cells reduced VP40 mRNA levels as previously
shown [52,56]. Co-expression of HERC5 and ZAP together resulted in an enhanced loss
of VP40 mRNA (Figure 4A). In support of this observation, cells expressing HERC5 in
the absence of ZAP significantly reduced intracellular VP40 protein and VP40 VLPs the
cell supernatant (Figure 4B,C). Together, these data show that ZAP is not required for
HERC5-mediated reduction of VP40 mRNA.
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Figure 4. HERC5 restricts VP40 independently of ZAP. 293T ZAP knockout cells were co-transfected
with plasmids carrying FLAG-tagged VP40 and either empty vector control, HERC5, ZAP (short isoform),

128



Cells 2021, 10, 2399

or HERC5 and ZAP (short isoform). Twenty-four hours post-transfection, cell lysates and VLP-
containing supernatants were harvested. (A) Intracellular VP40 mRNA levels were measured
using qPCR and normalized to GAPDH. The data shown are representative of four independent
experiments. (B) Purified VLPs released into the cell supernatant and intracellular proteins were
subjected to Western blot analysis using anti-FLAG and anti-GAPDH. Representative Western blot
of three independent experiments is shown. (C) The average densitometric quantification of VP40
protein bands from B is shown after normalization to GAPDH levels. Results are presented as mean
(± SEM) fold changes in VP40 protein or mRNA. **** p < 0.001, *** p < 0.001, One-way ANOVA with
Tukey’s multiple comparisons test.

3.5. EBOV GP and L Proteins Antagonize HERC5

Despite an early and robust IFN-signaling response to EBOV infection, EBOV proteins
ultimately suppress this response leading to pathogenesis [2–12]. Given the potent antiviral
activity of HERC5 towards EBOV mRNAs, we asked if any of the EBOV proteins could
antagonize this activity. VP40 mRNA levels in cells co-expressing HERC5 and various
EBOV proteins were measured by qPCR. As shown in Figure 5A, VP40 mRNA levels were
rescued in cells co-expressing GP or L protein, but not VP30, VP35, NP or the non-EBOV
protein vesicular stomatitis virus-G (VSV-G) protein. Western blot analysis of cell lysates
correlated with the qPCR data where only L and GP proteins rescued intracellular VP40
protein levels (Figure 5B). Western blot analysis of VP40 VLPs in the supernatant revealed
that GP but not L protein rescued VLP production, indicating that only GP was able to
fully rescue VLP production.

To determine if the ability of EBOV GP to antagonize HERC5 is specific to the Ebolavirus
genus, we tested the ability of Marburg virus (MARV) GP, which belongs to the Mar-
burgvirus genus, to antagonize HERC5. In contrast with EBOV GP, co-expression of MARV
GP failed to rescue VP40 VLP production (Figure 5C). Together these data show that EBOV
GP antagonizes HERC5 activity and that this antagonism does not appear to be conserved
between filovirus genera.
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Figure 5. EBOV GP and L antagonize HERC5. 293T cells were co-transfected with plasmids carrying FLAG-tagged VP40
and either empty vector or HERC5 and one plasmid carrying either EBOV VP30, VP35, L NP, GP or VSV-G. Forty-eight hours
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post-transfection, VP40 mRNA was measured using qPCR (A) and VP40 protein levels in cell lysates and VLPs released
into supernatant were analyzed by quantitative Western blotting and quantified densitometrically after normalization to
GAPDH levels (B). (C) 293T cells were co-transfected with plasmids carrying FLAG-tagged VP40 and either empty vector
or HERC5, and one of EBOV GP (eGP) or MARV GP (mGP). Forty-eight hours post-transfection, VP40 protein levels in
cell lysates and VLPs released into the supernatant were analyzed via Western blotting using anti-FLAG and anti-GAPDH.
The data shown represent the average (+/− S.E.M.) of three independent experiments. * p < 0.05, ** p < 0.01, *** p < 0.001,
**** p < 0.0001, ns (not significant) p > 0.05; One-way ANOVA with Dunnett’s multiple comparisons test compared to the
control (A); Student’s paired t-test (B,C).

3.6. EBOV and MARV GP Differentially Antagonize HERC5 Inhibition of EBOV
trVLP Replication

We utilized the EBOV trVLP system described in Figure 1 to determine if genus-
specific GP (EBOV or MARV) could antagonize the ability of HERC5 to inhibit trVLP
replication. To test the effect of different GPs on trVLP replication, two different sets of
trVLP particles were generated at P0. One set contained EBOV GP (trVLPEBOV GP) and
was generated as described in Figure 1A. The second set was generated in an identical
way except that the EBOV GP gene in the ‘4cis’ plasmid minigenome was substituted with
the MARV GP gene (trVLPMARV GP). This allowed us to test the impact of different GPs
in the VLPs while maintaining the same background of EBOV proteins. As a negative
control, the plasmid carrying the Ebola L gene was omitted from the transfections, which
abrogates trVLP formation. Compared to the control cells not expressing HERC5, cells ex-
pressing HERC5 exhibited significantly reduced levels of trVLPMARV GP and trVLPEBOV GP
replication over four passages (spanning 12 days) (Figure 6). Notably, HERC5 inhibited
trVLPMARV GP replication significantly more than trVLPEBOV GP replication over two pas-
sages (p < 0.01, Two-way ANOVA). Together, these data show that EBOV GP and MARV
GP differentially antagonize HERC5 inhibition of EBOV trVLP replication.
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cific GP (EBOV or MARV) could antagonize the ability of HERC5 to inhibit trVLP repli-
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mid carrying the Ebola L gene was omitted from the transfections, which abrogates trVLP 

formation. Compared to the control cells not expressing HERC5, cells expressing HERC5 

exhibited significantly reduced levels of trVLPMARV GP and trVLPEBOV GP replication over 

four passages (spanning 12 days) (Figure 6). Notably, HERC5 inhibited trVLPMARV GP rep-

lication significantly more than trVLPEBOV GP replication over two passages (p < 0.01, Two-

way ANOVA). Together, these data show that EBOV GP and MARV GP differentially 

antagonize HERC5 inhibition of EBOV trVLP replication.  
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minigenomes and plasmids carrying the EBOV proteins are based on EBOV H. sapiens-tc/COD/1976/Yambuku-Mayinga. 

As a negative control (‘No L’), the plasmid carrying the Ebola L gene was omitted from the transfections. Luciferase re-

porter activity relative to the control (trVLPs propagated in the absence of HERC5) is shown. The data shown represent 

the average (+/− S.E.M.) of at least six independent experiments. **** p < 0.0001, * p ≤ 0.05, ns (not significant) p > 0.05; Two-

way ANOVA with Dunnett’s multiple comparisons test compared to the no HERC5 control. 

Figure 6. EBOV GP and MARV GP differentially antagonize HERC5. Quantification of trVLP propagation in the presence
and absence of HERC5. The trVLP propagation assay was performed using tetracistronic minigenomes carrying a lu-
ciferase reporter, EBOV VP40, VP24 and either EBOV GP or MARV GP over four passages (spanning 12 days). All EBOV
minigenomes and plasmids carrying the EBOV proteins are based on EBOV H. sapiens-tc/COD/1976/Yambuku-Mayinga.
As a negative control (‘No L’), the plasmid carrying the Ebola L gene was omitted from the transfections. Luciferase reporter
activity relative to the control (trVLPs propagated in the absence of HERC5) is shown. The data shown represent the average
(+/− S.E.M.) of at least six independent experiments. **** p < 0.0001, * p ≤ 0.05, ns (not significant) p > 0.05; Two-way
ANOVA with Dunnett’s multiple comparisons test compared to the no HERC5 control.
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4. Discussion

Hundreds of IFN-induced proteins are part of the early and robust immune response
to EBOV infection in primates [2–12]. Characterization of the key effector proteins of
this defense and how EBOV overcomes them will provide a better understanding of the
virus–host interactions that occur early in infection. HERC5 is one of the most up-regulated
antiviral proteins in the early response to EBOV infection in vivo; however, its role in EBOV
replication was previously unknown [3,5,6,29].

In this study, we showed that HERC5 inhibits EBOV VLP replication via a novel E3
ligase-independent mechanism. This mechanism involves the depletion of viral mRNAs
and requires the RLD domain of HERC5. We previously showed that HERC5 inhibits
the nuclear export of HIV-1 RNA genomes by a different E3 ligase-independent mecha-
nism, one that also requires the RLD domain of HERC5 [30]. These E3 ligase-independent
antiviral activities, together with its well-documented E3 ligase-dependent antiviral ac-
tivities [58], identifies HERC5 as a multifunctional antiviral protein. It is perhaps not
surprising that HERC5 has evolved multiple mechanisms of restriction of viruses. The
ancestral HERC gene is believed to have arisen from a gene fusion event between an RCC1-
like gene and a HECT gene [59,60]. This fusion event gave rise to a family of small HERC
proteins containing an amino-terminal RLD and a carboxyl-terminal HECT domain that is
highly conserved among vertebrates spanning >595 million years of evolution [36,59,60].
Moreover, HERC5 has been evolving under strong positive selection, which is characteristic
of many host restriction factors involved in an evolutionary struggle with viruses [30,60,61].
The ability of HERC5 to inhibit viruses via both E3 ligase-dependent and -independent
mechanisms would confer a strong evolutionary advantage to its host, making it more
difficult for viruses to evolve countermeasures to HERC5.

Like HERC5, ZAP is present in evolutionarily diverse vertebrates and has evolved
under strong positive selection [30,36,62]. ZAP targets diverse viruses such as HIV-1, MoLV
and XMRV (Retroviridae), Ebola and Marburg viruses (Filoviridae), alphavirus, Sindbis,
Semliki Forest and Ross River viruses (Togaviridae), hepatitis B virus (Hepadnaviridae) and
double-stranded DNA murine gamma herpesvirus (Herpesviridae) [49–55,63]. ZAP is
known to inhibit a wide range of antiviral activities, including recruiting the exosome
complex to target viral RNAs for degradation [49,51,53,55,57,64–68]. ZAP also exhibits
virus specificity since it has no antiviral effect on vesicular stomatitis, poliovirus, yellow
fever and herpes simplex I viruses [49]. We showed here that HERC5 depletes EBOV
mRNAs in a ZAP-independent manner. Our finding that the HERC5 RLD is necessary
and sufficient for EBOV mRNA depletion further supports an E3 ligase-independent
mechanism of restriction. It was previously shown that the RLD is required for the
association of HERC5 with polyribosomes [35]. It is possible that HERC5 exploits this
interaction to recruit other RNA degradation machinery to EBOV mRNAs.

Although we showed that the RLD alone was necessary and sufficient to inhibit par-
ticle production, HERC5 lacking the RLD failed to completely inhibit VP40 VLP particle
production. Since the RLD is important but not essential for its E3 ligase activity, it is
possible that the E3 ligase activity of HERC5 also confers some antiviral activity towards
VLP production via ISGylation of viral and/or host proteins involved in particle produc-
tion [31,35,38]. It was previously shown that over-expression of ISG15 alone inhibited
budding of EBOV VP40 VLPs by disrupting Nedd4 function and subsequent ubiquiti-
nation of VP40, which is necessary for viral egress [69]. It is unknown whether HERC5
was involved in this activity since it was not investigated. Although our data show that
the predominant mechanism by which HERC5 inhibits EBOV VLP production involves
the depletion of EBOV mRNAs, visual inspection of cells co-expressing EBOV VP40 and
HERC5 by TEM and confocal microscopy revealed an accumulation of the VP40 protein
at the localized regions in the plasma membrane in some cells, consistent with the idea
of a second mechanism of inhibition acting later in particle production. HERC5-induced
trapping of virus particles at the plasma membrane has also been observed with HIV-1 [31].
However, it is also possible that these accumulations represent particles in the process of
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budding that have escaped HERC5 restriction. HERC5 reduced intracellular mRNA levels
of viral protein expressed both from a plasmid system (Figure 2H) and of viral mRNA
expressed from a tetracistronic minigenome. It is unknown how HERC5 can target viral
RNAs but not non-viral RNA such as GFP. Perhaps virus-specific RNA sequences recruit
HERC5 and/or RNA depletion machinery similar to how ZAP selectively recognizes high
CpG-containing viral RNA. Further studies are needed to decipher this novel antiviral
function of HERC5.

Animal model studies have suggested that the Type I IFN response plays an important
role in restricting EBOV replication and that the ability of EBOV to overcome this response
may be a requirement for lethal infection [70,71]. Although EBOV VP24 and VP35 can act
broadly to dampen the IFN response, several IFN-induced antiviral proteins, including
HERC5, are also highly upregulated early in response to other stimuli associated with
infection, such as pro-inflammatory cytokines [72–74]. As such, it is likely that EBOV
evolved additional antagonists of such antiviral proteins. Indeed, EBOV GP can directly
antagonize the restriction factor BST-2/tetherin without altering BST-2/tetherin expression
levels or cellular localization [24,75–82]. As shown herein, EBOV GP also antagonizes
HERC5 without altering HERC5 expression levels. Although controversial, GP sequence
diversity has been shown to affect EBOV transmission and virulence, as demonstrated in
the 2013-2016 EBOV epidemic [83,84]. We showed here that variations in GP sequence, such
as those found between different filovirus genera (e.g., EBOV and MARV), also influence
the potency of antagonism of HERC5 during the early stages of EBOV trVLP replication. It
is unclear how GP, which is predominantly localized to the plasma membrane, can rescue
EBOV mRNA levels. GP expression is known to alter the expression and trafficking of
select cellular proteins; therefore, it is possible that proteins involved in viral RNA stability
are affected by GP expression [85–87]. Important next steps will be to characterize the
mechanism of GP antagonism and to test the importance of this HERC5-GP axis early in
infection using animal models.

It is interesting that EBOV L protein was also able to rescue HERC5-induced VP40
mRNA depletion but unable to antagonize the release of VP40 VLPs into the cell super-
natant. The mechanism underlying this antagonism is not fully understood; however, it
was previously shown that L protein antagonizes ZAP [52]. It is possible that L protein
also specifically antagonizes HERC5-induced depletion of mRNAs. However, we speculate
that the E3 ligase activity of HERC5 remains functional, leading to the ISGylation of viral
and/or host proteins and subsequent arrest of later steps in viral particle production.

In conclusion, we showed that HERC5 inhibits EBOV virus particle production by
a mechanism involving the depletion of EBOV mRNAs. Our data also identifies a novel
‘protagonist–antagonistic’ relationship between HERC5 and GP early in EBOV infection.
With the ability to inhibit HERC5 and other restriction factors, GP is an attractive target for
the development of small molecule compounds that interfere with this antagonism.
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and VP40-EGFP.
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Abstract: Arboviruses are known to cause large-scale epidemics in many parts of the world. These
arthropod-borne viruses are a large group consisting of viruses from a wide range of families. The
ability of their vector to enhance viral pathogenesis and transmission makes the development of
treatments against these viruses challenging. Neutrophils are generally the first leukocytes to be
recruited to a site of infection, playing a major role in regulating inflammation and, as a result, viral
replication and dissemination. However, the underlying mechanisms through which neutrophils
control the progression of inflammation and disease remain to be fully understood. In this review,
we highlight the major findings from recent years regarding the role of neutrophils during arboviral
infections. We discuss the complex nature of neutrophils in mediating not only protection, but also
augmenting disease pathology. Better understanding of neutrophil pathways involved in effective
protection against arboviral infections can help identify potential targets for therapeutics.

Keywords: neutrophils; arboviruses; mosquito; inflammation; pathology

1. Introduction

Neutrophils are the most abundant leukocytes in the blood. They serve as the first
line of defense against incoming pathogens, quickly mobilizing to the site of infection [1].
While neutrophils can have protective immunostimulatory activities, they can also have
debilitating immunosuppressive activities by inhibiting T cell functions [1–3]. In addition,
some viruses such as influenza, specifically H5N1, and West Nile virus are known to infect
and replicate within neutrophils, using these cells as reservoirs for dissemination, although
mechanisms involved in this phenomenon remain unclear [4,5].

Arthropod-borne viruses or arboviruses have a unique effect on neutrophil function
since viral factors as well as vector factors can affect the activity of these cells. Arboviruses
are a diverse group of viruses [6–8]. They are transmitted through blood-feeding insects
such as mosquitoes and ticks, and include viruses such as chikungunya virus (CHIKV),
dengue virus (DENV), West Nile virus (WNV), Zika virus (ZIKV), yellow fever virus (YFV),
and eastern equine encephalitis virus (EEEV). This group of viruses have been known to
cause significant morbidity and mortality around the world, with the potential to spread
quickly and expand their geographical range due to their distinct mode of transmission
using arthropods. Furthermore, the changes in climate and increase in urbanization help
augment transmission and infectivity of these viruses [9–15].

The heterogeneity among this exceptionally large group of viruses makes developing
therapeutics challenging. Neutrophils are generally the first to infiltrate infected sites.
However, the role of these cells during viral infection is not yet fully understood [16].
Targeting neutrophil pathways or proteins that activate or suppress neutrophils can serve
as a useful strategy for drug and vaccine development. In this review, we highlight the
recent advancements in understanding the beneficial and detrimental nature of neutrophils
during arboviral infections.
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2. Mosquitoes

Ticks and mosquitoes enhance disease severity as well as transmission of many
viruses [17–21]. Mosquitoes are the most common type of arthropods that spread diseases
including malaria, dengue, West Nile, Zika, and chikungunya fevers. Mosquito-transmitted
diseases affect hundreds of millions of people each year, resulting in about 750,000 deaths
every year [22–25]. During a blood meal, an adult female mosquito punctures the skin of
a vertebrate and ingests the fluid. If the vertebrate is infected, the virus is also ingested
along with the blood. The virus can then replicate, cross the midgut barrier, and reside
in the salivary gland of the mosquito at high titers [26–29]. During the subsequent blood
meal, the contents of the salivary gland are released below the skin to counteract the host’s
hemostasis and inflammatory responses, allowing the virus to enter the epidermis and
dermis [30–32].

Mosquitoes’ innate immune responses allow them to survive infections, making them
effective carriers. They use the RNA interference pathway for protection against viral
infections, including arboviruses [33,34]. In addition, Aedes aegypti mosquitoes have been
shown to use the JAK/STAT pathway in response to WNV, DENV, and YFV [35]. Some
species of mosquitoes also utilize the immediate response of apoptosis in the salivary
glands and midgut to control viral load [36,37].

The mosquito plays a major role in creating an ideal environment for virus entry
and replication. Indeed, the vector secretes anti-hemostatic, angiogenic, and vasodilatory
molecules through its saliva to maintain optimum blood flow during feeding [31,32,38,39].
This microenvironment allows for enhanced infection and pathogenicity of the virus by
controlling the initial replication of the virus and the potential for the infection to become
systemic [38,40–45]. While some groups have hypothesized suppression of anti-viral
immune responses by mosquito saliva during infection, Pingen et al. (2016) showed
that mosquito bites facilitate infection by triggering a cellular influx that is inadvertently
beneficial for the virus [31,32,38,39,46].

The saliva of a mosquito has been shown to contain highly active molecules involved
in modulating early viral infection. Indeed, while infecting mice with arboviruses through
a mosquito bite or a needle accompanied by an uninfected mosquito bite, the former
resulted in more severe disease [17–20,47]. Furthermore, in chickens infected with West
Nile virus (WNV) via mosquito bite, significantly high viral titers were observed in the
serum compared to the group infected using a needle [48]. Similar augmentation of viremia
was seen in mice infected with WNV via bite accompanied by faster neuro-invasion
compared to needle-inoculated animals [42].

There are many effects a mosquito bite has on immune cells [49]. Some species of
mosquitoes, namely Anopheles stephensi and Anopheles gambiae, secrete saliva that can result
in chemotactic activity. The vascular permeabilization and mast cell degranulation in the
skin caused by the saliva were shown to recruit dendritic cells to the feeding site and
neutrophils to the draining lymph node [50–52]. Another study using humanized mice
showed that seven days post-mosquito bite, there was a decrease in IL-8, a neutrophil
chemoattractant, in the serum correlating to a decrease in circulating neutrophils. This
corresponded to increased neutrophils in the skin [49].

Pingen et al. used mice infected with aedine mosquito-borne Semliki Forest virus
(SFV), an alphavirus shown to replicate efficiently in immune-competent mice, and Bun-
yamwera virus (BUNV), a genetically unrelated RNA virus [6,46,53,54]. In their study,
mosquito bites induced an influx of inflammatory neutrophils, which, in turn, promoted
myeloid cell entry into the bite site in a CCR2-dependent manner. This augmented viral
infection since myeloid cells are permissive to the virus. Interestingly, viral infection via
bite synergistically enhanced CXCL2 and IL-1β expression, and neutrophil influx compared
to bite alone [46]. The researchers further confirmed the role of neutrophils by depleting
them and blocking inflammasome activity. This resulted in decreased inflammation and a
suppressive environment for the viral infection. Depleting neutrophils also significantly
reduced edema by further enhancing the vascular leakage caused by the bite. In addition,

140



Cells 2021, 10, 1324

neutrophil influx into the bite site at earlier stages of infection was required for the induc-
tion of vital bite-associated genes such as IL-1β, CCL2, CCL7, and CCL12. Importantly,
neutrophil depletion did not affect virus-induced genes, while neutrophils expressing
IL-1β were necessary for establishing cutaneous inflammatory responses to mosquito
bites [46]. Therefore, factors secreted by the mosquito augment infection by increasing
neutrophil-mediated inflammation at the bite site during early stages of infection, which
later determines the systemic course of the infection in mice. At later stages, however,
neutrophils were required to effectively resolve the infection and decrease mortality in mice.
Indeed, higher number of the neutrophil-depleted mice infected with the more virulent
SFV6 succumbed to infection compared to neutrophil-sufficient mice [46].

3. Zika Virus

Zika virus (ZIKV) is a flavivirus transmitted mainly by Aedes species mosquitoes.
ZIKV generally causes fever, cutaneous rash, headache, and malaise [55,56]. However, in
the most recent 2015–2016 epidemic in Latin America and the Caribbean that affected
more than 1.5 million people [57], ZIKV caused severe congenital malformations in
the fetus, commonly known as Congenital Zika Syndrome, [58,59] and Guillain-Barre
syndrome [60,61].

Recently, Hastings et al. conducted a study to identify specific antigenic salivary
gland proteins in the Aedes aegypti mosquito that promotes ZIKV pathogenesis [62]. They
used yeast display to identify a molecule in the saliva of the mosquito that can acti-
vate neutrophils in the host. The authors named this previously undescribed protein as
neutrophil-stimulating factor 1 (NeSt1). When mice were treated with NeSt1-blocking
antibodies before being bitten by ZIKV-infected mosquitoes, they had a 50% higher survival
rate compared to untreated mice. Furthermore, NeSt1 was shown to activate neutrophils
inducing their expression of IL-1β, and monocyte/macrophage-attracting chemokines
CXCL2 and CCL2. The recruited macrophages may then be infected by the virus increasing
the viral load [62]. Overall, NeSt1 stimulated neutrophils at the bite site augmenting early
viral infection and ZIKV pathogenesis (Figure 1).

In contrast, another study using adult AG129 interferon α/β receptor knockout mice
infected with a recent strain of ZIKV showed the protective effects of neutrophils [63]. In
this mouse model, ZIKV has been shown to infect astrocytes and neurons in the brain
and spinal cord. Zukor et al. observed that this infection resulted in astrogliosis along
with T cell and neutrophil infiltration. The neutrophil recruitment inversely correlated
with the virus-induced paresis protecting infected mice from motor deficits, indicating
that neutrophils may be required for controlling ZIKV-induced disease [63]. Mechanisms
underlying this protection need to be further explored. It is important to note that the
differences in neutrophil activity observed in this study compared to Hastings et al. may
be attributed to the absence of a mosquito vector or mosquito salivary components during
infection of mice.
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Figure 1. Neutrophil-mediated viral replication and dissemination induced by mosquito saliva. During a blood meal,
mosquito carrying an arbovirus injects the virus along with its salivary gland proteins below the skin of the host. There
is a decrease in IL-8 levels in the serum correlating to lower number of circulating neutrophils and higher number in the
skin. One of the proteins in the saliva, neutrophil-stimulating factor 1 (NeSt1), activates the neutrophils in the dermis, the
deepest layer of the skin, which houses the immune cells. IL-1β is secreted by these inflammatory neutrophils to establish
cutaneous response to the bite. Additionally, bite-associated monocyte/macrophage-attracting chemokines, CCL2, CCL7,
CCL12, and CXCL2, are upregulated. The infiltrating monocytes and macrophages are permissive to infection enhancing
viral replication and increasing the potential for systemic spread. The mosquito saliva also causes vascular permeabilization
and mast cell degranulation in the skin recruiting dendritic cells to the bite site, contributing to the inflammation, and
neutrophils to the draining lymph nodes.

4. Dengue Virus

Dengue virus (DENV) can cause clinical outcomes that range from mild febrile ill-
ness to dengue fever to dengue hemorrhagic fever to life-threatening dengue shock syn-
drome [64]. With approximately 2.5 billion people at risk globally, DENV is the most
common arbovirus [65,66]. Clinical studies of adult dengue patients showed severe neu-
tropenia with lowest levels occurring five days post-infection [67,68]. The neutropenia,
however, was not predictive of severe virus-induced disease or associated with prolonged
hospital stay or death [67]. Interestingly, the low level of neutrophils was not for a lack
of activation signals. In fact, neutrophil-activating cytokines, IL-8 and TNF-α, were high
during DENV infections [69], while neutrophil-associated genes such as DEF4A, CEA-
CAM8, BPI, and ELA2 were upregulated in the blood during severe DENV infection [70].
Neutrophil elastase levels were also increased in DENV-infected patients compared to
uninfected controls, with higher elastase activity in patients with dengue hemorrhagic
fever compared to dengue fever patients [71]. This suggests that enhanced neutrophil
activation can be associated with severe disease.
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In another study, researchers observed the formation of neutrophil extracellular traps
(NETs) in vitro induced by DENV [72]. NET formation or NETosis consists of nuclear
decondensation and delobulation, plasma membrane rupture, and release of DNA fibers
that have anti-microbial peptides [73]. Although NETs play a crucial role when fighting
infections, excessive NETosis and/or ineffective NET clearance can contribute to devel-
opment of autoimmune diseases and inflammatory disorders [74,75]. Indeed, several
NET-associated molecules, such as double-stranded DNA, histones, etc., are known to be
autoantigens in systemic autoimmune diseases [74]. For instance, autoantibodies against
NET components have been seen in systemic lupus erythematosus patients as well as an im-
balance between NET formation and clearance, making them more prone to NET-mediated
tissue damage [76–79]. Furthermore, NETs have also been implicated in the pathogenesis
of inflammatory conditions including, but not limited to, small vessel vasculitis, psoriasis,
and gout [74].

Examining the phenotypic and functional responses of neutrophils in adult dengue
patients, Opasawatchai et al. observed an upregulation of CD66b on neutrophils and early
stages of NET formation, indicating an activated state, during acute DENV infection [80].
CD66b is a granulocyte activation marker involved in degranulation and production of
reactive oxygen species (ROS), which is essential for antiviral activity [81,82]. Interestingly,
higher levels of NET components, IL-8, and TNF-α were found in patients diagnosed
with the more severe dengue hemorrhagic fever compared to patients with dengue fever
or healthy controls [80]. A study by Lien et al. identified the viral factor crucial for
inducing NETosis in vitro and in mice to be DENV envelope protein domain III (EIII).
This NET formation was alleviated in neutrophils from NLRP3 inflammasome-deficient
mice, decreasing inflammation. Blocking EIII-neutrophil interactions also suppressed the
NETosis [83].

The most severe disease caused by DENV comprises of systemic inflammation and in-
creased vascular permeability. Many studies have also shown the activation of macrophages
and platelets leading to an increase in proinflammatory cytokines and extracellular vesicles
(EVs) [84–87] that transport proteins, peptides, and nucleic acids from one cell to another
to modulate cell functions [88]. Indeed, DENV-induced release of IL-1β-containing EVs by
platelets increased vascular permeability [87].

In addition, DENV enhanced release of EVs by activated platelets, which further
activated CLEC5A, a spleen tyrosine kinase (Syk)-coupled C-type lectin receptor, and
toll-like receptor 2 (TLR2) on neutrophils and macrophages. This induced NET formation
and proinflammatory cytokine release [89]. Activation of CLEC5A is known to trigger
NALP3 inflammasome activation and proinflammatory cytokine response [85,86,90], which
augments systemic vascular permeability and hemorrhagic shock [86,91]. While blocking
CLEC5A did not fully protect mice infected with a lethal dose of DENV [91], simultaneous
blockade of CLEC5A and TLR2 significantly alleviated virus-induced inflammation and
improved survival [89]. Together, these studies highlight the complex ways in which
neutrophils mediate disease during the different stages of DENV infection.

5. West Nile Virus

Belonging to the same Flaviviridae family as DENV, West Nile virus (WNV) is a
neuroinvasive pathogen [92]. WNV infection is typically only symptomatic in the elderly
and immunocompromised individuals causing life-threatening neurological disease such
as meningitis and encephalitis [92–95]. Strikingly, high levels of neutrophils were found in
the cerebrospinal fluid collected from patients with WNV-induced disease, suggesting a
major role of neutrophils in viral pathogenesis [96,97].

In mice infected with WNV, a rapid influx of neutrophils was seen at the site of infec-
tion promoting viral replication. Indeed, the expression of CXCL1 and CXCL2, neutrophil-
attracting chemokines, was significantly upregulated in macrophages upon infection [5].
Interestingly, neutrophil-depletion studies revealed a dual role of these leukocytes during
infection. Neutrophils were required for effective clearance of WNV and survival shown
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by higher viremia and death rate in mice depleted of neutrophils after infection. However,
these cells were detrimental to the mice during early stages of infection since neutrophil
depletion before WNV infection reduced viral burden and enhanced survival [5]. Overall,
neutrophils can serve as reservoirs for WNV replication and dissemination as well as help
defend against the virus at different stages of infection.

6. Alphaviruses

The alphavirus genus consists of many arthropod-borne viruses that are typically
divided into two main groups, New World and Old World alphaviruses. New World
alphaviruses such as eastern equine encephalitis virus (EEEV), western equine encephalitis
virus (WEEV), and Venezuelan equine encephalitis virus (VEEV) cause encephalomyelitis
in humans and are found in North and South America [98]. Old World alphaviruses that
include chikungunya virus (CHIKV), Ross River virus (RRV), Mayaro virus, and o’nyong-
nyong virus, are now found in Europe, Africa, Asia, and Oceania and generally induce
fever, rash, and arthritis [8,99].

Although New World alphaviruses, such as EEEV, can have mortality rates as high
as 70%, while Old World alphaviruses rarely cause death, the latter has caused many
epidemics in the past, resulting in high infection rates [100]. A RRV epidemic in 1979–1980
in the South Pacific involved more than 60,000 patients [101] while the o’nyong nyong
virus infected approximately 2 million people in Africa in the 1959–1962 epidemic [102].
CHIKV has caused reoccurring epidemics in numerous countries around the Indian Ocean
since 2004 with millions of confirmed cases [103] and a surprising emergence in Europe
and the Pacific Region for the first time in 2007 and 2011, respectively [104–107].

Humans and horses infected with New World alphaviruses show changes in the
central nervous system characterized by high levels of neutrophil infiltration during early
stages of disease, which is replaced by lymphocytes as the disease progresses [108,109].
Due to the lack of literature on the roles of neutrophils during New World alphavirus
infection, we will focus on Old World alphaviruses in this section.

Old World alphaviruses can cause musculoskeletal inflammatory disease in hu-
mans that can be significantly debilitating. Infection with arthritis/myositis-associated
alphaviruses can present with fever, joint pain, myalgia, and impaired movement [101,110].
Importantly, the musculoskeletal pain induced by arthritogenic alphaviruses can last for
months to years in RRV- or CHIKV-infected individuals [111–117]. Many studies have
been conducted to determine the cause of such chronic pain. In one study by Stoermer
et al., RRV infection in mice with specific deletion of arginase 1 (Arg1) in neutrophils and
macrophages was well controlled at later stages of infection enhancing viral clearance from
musculoskeletal tissues and improving skeletal muscle tissue pathology [118]. Arg1 is
expressed by monocytes/macrophages, neutrophils, and myeloid-derived suppressor cells
(MDSCs) and plays an important role in regulating immune responses [119–121]. Although
LysMCre Arg1f/f mice, with conditional deletion of Arg1 in macrophages and neutrophils,
had no change in the disease outcomes during the acute phase of infection, significantly
enhanced protection was observed in the late stages of RRV infection [118]. Furthermore,
conditional knockout of Arg1 substantially reduced Arg1 expression in musculoskeletal
tissues following CHIKV and RRV infection, suggesting that macrophages and neutrophils
are the predominant cells at the inflammatory sites following arthritogenic alphavirus
infection [118]. Overall, the study highlighted the crucial role of Arg1 in contributing to
disease severity. Specific neutrophil depleting methods such as Ly6G antibody treatments
could help further narrow down the responsible cell type.

CHIKV infection is primarily characterized by macrophage and monocyte infiltration
into the primary sites of virus replication, which are typically the skin, muscle, and joints.
However, an influx of neutrophils, dendritic cells, natural killer cells, and lymphocytes has
also been observed [122]. Indeed, resident cells at the site of infection produce neutrophil-
attracting chemokines, CXCL1 and CXCL2, following other viral infections [123,124].
This chemokine production by resident cells remains to be seen during CHIKV infection.
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The recruited neutrophils produce ROS and other cytotoxic mediators to decrease viral
replication [125]. In non-mammalian models of CHIKV infection such as zebrafish, the
neutrophils also serve as an important source of type I interferon for eliminating the virus
and alleviating disease [126]. Even in the absence of active viral replication during chronic
phases of infection, CHIKV-induced arthritis may progress due to increased cytokine
expression and immune cell infiltration [122,127].

A recent study found the role of CXCL10, a chemoattractant for monocytes/
macrophages and T cells, during alphaviral infections using CHIKV and o’nyong ny-
ong mouse models. At the peak of arthritic disease, which occurs 6 to 8 days post infection
in mice, CXCL10−/− mice had decreased levels of immune infiltration as well as viral loads
at the site of viral inoculation, the footpad, compared to wild-type mice [128]. The predom-
inant populations in the infiltrates were macrophages and neutrophils in the wild-type
mice following infection but this influx was significantly reduced in the CXCL10−/− mice.
Interestingly, viral RNA was detected in these immune cells in wild-type mice, which was
also significantly decreased in the knockout mice [128].

In another study, the role of NETs during CHIKV infection was explored. Ex vivo
stimulation and infection of mouse-isolated neutrophils induced the release of NETs in
a TLR7- and ROS-dependent manner neutralizing CHIKV [129]. The researchers used
TLR3/7/9 triple knockout mice with TLR3−/− and TLR9−/− mice as controls due to the
unavailability of TLR7−/− mice. Although knockout of TLR3 and TLR9 did not affect
NET production after CHIKV infection, there may be some synergistic effects of the triple
knockout affecting virus-mediated NET release [129]. In vivo infection of IFNAR−/−

mice following NET inhibition enhanced susceptibility of the mice to an acute CHIKV
infection confirming a crucial antiviral role of NETs. Moreover, clinical data also showed
a correlation between the level of NETs in the blood and systemic viral loads in CHIKV
infected patients [129–131]. Even though the role of NETs has been established during
an acute CHIKV infection, they may also play a part during chronic infection. Indeed,
neutrophils infiltrate the synovium and release NETs leading to damage of the joint tissues
in rheumatoid arthritis [132].

CCR2 has been implicated in playing a protective role during CHIKV infection by
preventing neutrophil-mediated pathology. CCR2−/− mice infected with CHIKV in the
hind feet showed decreased levels of monocyte/macrophage infiltration with substan-
tial increase in neutrophil infiltration, followed by eosinophils, compared to wild-type
mice [133]. This change in cellular influx was associated with increased levels of CXCL1,
CXCL2, G-CSF, and IL-1β with a decrease in IL-10, promoting neutrophil recruitment and
exacerbating inflammation [134–140]. The eosinophil infiltration may be promoted by
neutrophil-induced tissue damage to help control the inflammation in infected CCR2−/−

mice [141]. CCR2 deficiency also led to cartilage damage in mice following CHIKV in-
fection, which is normally not a symptom of alphaviral arthritis [133]. In fact, elevated
macrophage and neutrophil infiltrates in CCR2−/− mice with collagen-induced arthri-
tis is accompanied by more severe disease [134,142]. Interestingly, Poo et al. attempted
neutrophil depletion in CCR2−/− mice after CHIKV infection, which resulted in new
pathology characterized by increased foot swelling along with widespread hemorrhage
and edema [133,143]. This, once again, may be suggestive of a dual role of neutrophils,
where they are detrimental during certain stages of infection while protective during others.

Another group delineated the role of neutrophils during a pathogenic CHIKV infection
on B cell maturation and lymphocyte influx. McCarthy et al. found that mice infected
with a wild-type, not acutely cleared, strain of CHIKV had recruitment of monocytes
and neutrophils to the draining lymph node (dLN). This aberrantly affected lymphocyte
accumulation, lymph node organization, and virus-specific B cell responses, which was
reversed by blocking the influx [144]. Interestingly, only pathogenic CHIKV decreased
germinal center formation in the dLN, resulting in lower neutralizing antibodies in the
serum compared to infection with an attenuated strain [145,146]. These diminished B

145



Cells 2021, 10, 1324

cell responses were improved upon depletion of monocytes and neutrophils during early
stages of infection [144].

Depleting either monocytes or neutrophils did not restore lymphocyte counts in the
dLN, indicating that one of the two cell types is sufficient to block lymphocyte infiltra-
tion [144]. Furthermore, mice lacking type I interferon signaling (IFNAR−/−) had higher
percentage of neutrophils in the dLN compared to wild-type mice following pathogenic
CHIKV infection. In contrast, MyD88-deficient mice and wild-type mice treated with IL-1
receptor (IL-1R) blocking antibody at the time of infection had reduced the percentage
of neutrophils [144]. Together, MyD88-IL-1R signaling plays a crucial role in promoting
the accumulation of neutrophils in the dLN while type I interferon signaling inhibits the
recruitment during pathogenic CHIKV infection [144].

While IFN-α was observed to inhibit neutrophil influx into the dLN, IFN-β was
found to inhibit neutrophil infiltration into the musculoskeletal tissues during CHIKV
infection [147]. Following CHIKV inoculation in the foot of IFN-β−/− mice, although no
change was observed in viral load in the foot or the blood compared to wild-type mice, there
were increased levels of neutrophils in the foot [147]. Neutrophil depletion in IFN- β−/−

mice alleviated musculoskeletal disease induced by CHIKV observed through significantly
reduced foot swelling. On the other hand, IFN-α−/− mice had higher viral burdens at
the site of infection and in circulation [147]. This indicates that IFN-α helps limit viral
replication whereas IFN-β modulates neutrophil recruitment to the site of infection that is
necessary for exacerbation of disease pathology (Figure 2). Curiously, neither neutrophil-
attracting chemokines nor proinflammatory cytokines were upregulated in the IFN-β−/−

mice to accompany the neutrophil-mediated inflammation making the mechanism through
which IFN-β regulates neutrophil infiltration during acute CHIKV infection unclear [147].

It is important to note that most studies deplete neutrophils in vivo to understand their
function. All the studies involving neutrophil depletion referenced in this review use Ly6G
antibody treatments in mice. While Ly6G may be transiently expressed on many myeloid
cells in the bone marrow including monocytes and other granulocytes, neutrophils that are
circulating and recruited to the site of inflammation typically have higher Ly6G expres-
sion [148]. Basophils and eosinophils are thought to be Ly6G- or Ly6Glow/intermediate [148].
Additionally, some studies showed that Ly6G-mediated neutrophil depletion reduced only
the Ly6Cintermediate neutrophil population and not the Ly6Chigh monocyte population [144].
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Figure 2. Alphavirus infection-induced neutrophil recruitment and inflammation. Following footpad injection of mice with
alphavirus, levels of neutrophil-attracting chemokines, CXCL1 and CXCL2, increase. These chemokines and CXCL10 recruit
neutrophils, which release reactive oxygen species (ROS), neutrophil extracellular traps (NETs), and other cytotoxic mediators
through degranulation, promoting viral clearance. The infiltrating neutrophils can also be directly infected, triggering NET
release in a ROS-dependent manner. Furthermore, monocytes/macrophages infiltrating the site of infection can be directly
infected. On the other hand, alphaviral infections induce monocyte and neutrophil recruitment into the draining lymph
node (dLN) that inhibit germinal center formation decreasing B cell maturation and neutralizing antibody (Ab) production.
MyD88-IL-1R signaling promotes the accumulation of neutrophils in the dLN, while IFN-α inhibits this influx.

7. Conclusions

Neutrophils are key players in the immune system, being the most abundant leuko-
cytes. They are one of the first responders to the site of infection. However, the hetero-
geneity of their roles and the variability from one infection to another makes it difficult to
determine if the effects will be beneficial or detrimental to the host (Table 1). Arboviruses
not only induce neutrophil-mediated inflammation using viral factors but also through
factors in their vector, adding another level of complexity. Their mode of transmission
through arthropods immensely increases the rate at which they spread, highlighting the
need for better understanding of the underlying mechanisms involved in pathogenesis.
During arboviral infections, the time and amount of neutrophil infiltration to the site of
infection may have a significant effect on the outcome. Following infection, an early influx
with a high number of hyperactivated neutrophils releasing high levels of IL-1β, ROS, and
NETs may augment infection and disease. However, an influx at later stages of infection
may be protective. Regularly causing epidemics in the vulnerable areas of the world,
arboviral infections need to be controlled with unique therapeutics that can control the
vector-mediated and virus-mediated symptoms. Neutrophils are implicated in disease
pathology induced by arboviruses and their vectors, making them a potential therapeutic
target. In-depth understanding of the neutrophil pathways involved may be crucial for
successful treatment of arboviral infections.
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Abstract: Influenza viruses are a continual public health concern resulting in 3–5 million severe
infections annually despite intense vaccination campaigns and messaging. Secondary bacterial
infections, including Staphylococcus aureus, result in increased morbidity and mortality during seasonal
epidemics and pandemics. While coinfections can result in deleterious pathologic consequences,
including alveolar-capillary barrier disruption, the underlying mechanisms are poorly understood.
We have characterized host- and pathogen-centric mechanisms contributing to influenza-bacterial
coinfections in a primary cell coculture model of the alveolar-capillary barrier. Using 2009 pandemic
influenza (pH1N1) and methicillin-resistant S. aureus (MRSA), we demonstrate that coinfection
resulted in dysregulated barrier function. Preinfection with pH1N1 resulted in modulation of
adhesion- and invasion-associated MRSA virulence factors during lag phase bacterial replication.
Host response modulation in coinfected alveolar epithelial cells were primarily related to TLR- and
inflammatory response-mediated cell signaling events. While less extensive in cocultured endothelial
cells, coinfection resulted in changes to cellular stress response- and TLR-related signaling events.
Analysis of cytokine expression suggested that cytokine secretion might play an important role in
coinfection pathogenesis. Taken together, we demonstrate that coinfection pathogenesis is related to
complex host- and pathogen-mediated events impacting both epithelial and endothelial cell regulation
at the alveolar-capillary barrier.

Keywords: influenza; Staphylococcus aureus; alveolar-capillary barrier; coinfection; kinome; virulence factor

1. Introduction

Influenza A viruses (IAVs) infect approximately 10% of the global population each year, resulting
in an estimated 3–5 million severe infections and 300,000–650,000 mortalities [1]. This occurs through
both seasonal epidemics and sporadic pandemic outbreaks, despite an intensive vaccine program
and the existence of antivirals [2–5]. Infections range from asymptomatic to severe or fatal [6,7]
and generally manifest as acute, self-limiting infections in the upper or lower respiratory tract [8,9].
Clinical symptoms include high fever, headache, coryza, cough, myalgias, and general malaise [3,8–10].
In healthy adults, symptoms generally peak around 3–5 days post-infection and with convalescence at
7–10 days [8–10]. While influenza is generally mild in most of the population, infants <2 years of age,
the elderly and individuals with underlying comorbidities (including respiratory, cardiac, neurological
or immunosuppressive conditions) are at a high risk of severe disease [8,9,11,12].
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There is an increasing appreciation that severe or fatal influenza infections are frequently
complicated by bacterial coinfections [13]. The contribution of secondary bacterial infections has
been well documented throughout prior influenza pandemics and most notably the 1918 H1N1
influenza pandemic [14]. Modern analyses of lung tissue and review of historical autopsy data
from fatal 1918 influenza infections demonstrated that 95% of lethal cases were complicated by a
bacterial coinfection, with Staphylococcus aureus and Streptococcus pneumoniae spp. most commonly
identified [15–17]. Secondary bacterial pneumonia also resulted in significant morbidity and mortality
during both the 1957 and 1968 influenza pandemics, with an estimated 44% of cases being complicated
by S. aureus and S. pneumoniae. More recently, up to 55% of fatal cases during the 2009 H1N1 pandemic
were complicated by bacterial coinfections, and methicillin-resistant S. aureus (MRSA) was commonly
observed in coinfected patients [18–20]. Bacterial coinfections also complicate seasonal influenza
infections where total influenza-related fatalities are estimated to be 65,000 (including both influenza-
and pneumonia-related deaths) in the U.S. annually [18].

Previously, we characterized the host and pathogen molecular mechanisms that contribute to
severe influenza-bacterial infections in the lower respiratory tract using a monolayer of an alveolar
epithelial cell line [21]. We found that when respiratory epithelial cells were infected with MRSA
during peak viral infection, host cell signaling responses shifted from viral- to bacterial-centric as
infection moved from the early to late phase [21]. Further, a transition phase in host responses was
identified at the mid-point of infection (8–12 h post-MRSA addition), which correlated with a loss of
respiratory epithelial barrier function and integrity. While this prior investigation provided important
insights into the molecular mechanisms underlying the pathogenesis of influenza-bacterial coinfections,
it was limited to epithelial cells alone and did not account for the multicellular complexity of the
alveolar-capillary barrier.

To address this, we established a coculture model of the alveolar-capillary barrier by using an
in vitro coculture model using primary human alveolar epithelial cells and microvascular endothelial
cells. This physiologically relevant model of the lower respiratory tract allowed us to elucidate the
molecular mechanisms surrounding barrier dysfunction during IAV-MRSA coinfections. Based on
our prior investigations, we hypothesized that secondary bacterial coinfections resulted in severe
dysfunction of the alveolar-capillary barrier due to the modulation of bacterial virulence factor
expression in the presence of IAV, thus leading to dysregulated host cell signaling responses in
both epithelial and endothelial cells at the alveolar-capillary barrier. Our results suggest that the
pathogenesis underlying severe influenza-bacterial coinfections in the lower respiratory tract results
from both microbial- and host-centric activities.

2. Materials and Methods

2.1. Virus, Bacteria, and Cell Conditions

The 2009 pandemic H1N1 Influenza A/Mexico/4108/09 (pH1N1; GenBank GQ223112) was kindly
provided by Dr. Kevin Coombs (University of Manitoba, Canada). Virus stocks were grown in
Madin–Darby canine kidney cells (ATCC, Manassas, VA, USA) maintained in Dulbecco’s modified
Eagle medium (Gibco, Grand Island, NY, USA) with 1 µg/mL tosyl phenylalanyl chloromethyl ketone
(TPCK)-treated trypsin, concentrated following ultracentrifugation on a 35% sucrose cushion, and kept
at −80 ◦C. Viral titres were determined via plaque assay. CA-MRSA genotype CMRSA10 (USA300;
herein referred to as MRSA) was kindly provided by Dr. George Zhanel (University of Manitoba,
Winnipeg, MB, Canada). MRSA inocula were generated following growth to the mid-log phase in
tryptic soy broth (Hardy Diagnostics, Santa Maria, CA, USA) at 37 ◦C with shaking. Bacterial titres were
determined via the standard plate count. Human (HPAEpiC) were obtained from ScienCell Research
Laboratories (Carlsbad, CA, USA). Cells were grown in the airway epithelial basal cell medium fully
supplemented with the bronchial epithelial cells growth kit (ATCC, Manassas, VA, USA) at 37 ◦C and
5% CO2. Human pulmonary microvascular endothelial cells (HPMECs) were obtained from ScienCell
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Research Laboratories (Carlsbad, CA, USA). Cells were grown in the basal endothelial cell medium
complete kit (ScienCell Research Laboratories, Carlsbad, CA, USA).

2.2. Coculture Model of the Alveolar-Capillary Barrier

The basal side of 0.4 µm transwell inserts (Corning Life Sciences, Montreal, QC, Canada) were
coated with the GelTrex LDEV-free reduced growth factor basement membrane matrix (ThermoFisher
Scientific, Mississauga, ON, Canada) and rested basal side up for 1 h at 37 ◦C and 5% CO2. Transwell
inserts were turned apical side up, the apical side coated with GelTrex, and rested for 1 h at 37 ◦C and
5% CO2. Transwell inserts were turned basal side up, the basal side of the transwell inserts seeded
with HPMEC at a concentration of 1.5 × 105 cells/mL (4.5 × 104 cells/cm2) in a 1:1 mix of HPAEpiC and
HPMEC media, and rested for 3 h at 37 ◦C and 5% CO2. Transwell inserts were turned apical side up
and HPAEpiC were seeded on the apical side at a concentration of 3 × 105 cells/mL (9 × 104 cells/cm2) in
a 1:1 mix of HPAEpiC and HPMEC media. After 24 h, media was removed from the upper compartment
of the transwell insert, to allow primary epithelial cells to grow at the air-liquid interface. Media in the
lower compartment was refreshed with a 1:1 mix of HPAEpiC and HPMEC media. Cells were permitted
to grow to confluency for 14 days, with media in the lower compartment being refreshed every second
day. An alveolar-capillary barrier coculture model schematic is presented in Figure S1.

2.3. Viral and Bacterial Infection of the Tissue Culture Model

Epithelial and endothelial cells were washed 2× with warm DPBS. Transwell infection media
(a 1:1 mix of non-supplemented airway epithelial basal cell medium and basal endothelial cell medium
without TPCK-trypsin) was added to the lower compartment and epithelial cells were infected by
adding viral inocula to the upper compartment of the transwell insert. Cells were infected with pH1N1
at a multiplicity of infection (MOI) of 0.1 or mock with transwell infection media for 1 h at 37 ◦C
and 5% CO2. Following infection, viral inocula were aspirated from cells. Cells were rested for 24 h
post-viral infection. Cells were infected with mid-log phase MRSA or mock 24 post-influenza addition
with transwell infection media for 1 h. Bacterial MOIs of 0.1 were used and were achieved by serial
dilution of mid-log phase culture in transwell infection media as described above. Bacterial inocula
were aspirated from cells and both HPAEpiC and HPMEC were harvested at each time point by
gentle scraping for further investigation of bacterial replication kinetics, virulence factor modulation,
and kinome analysis.

2.4. Quantification of Bacterial and Viral Replication Kinetics

Quantification of the total number of adherent and internalized bacteria was determined at 1, 4,
8, 12, 16, 20, and 24 h post-bacterial infection. Respiratory epithelial HPAEpiCs were harvested for
bacterial enumeration by washing 2× with DPBS followed by gentle scraping. Cells were pelleted
by centrifugation at 5000 rpm for 10 min, supernatant removed, and cells resuspended in 0.025%
TritonX-100. Colony forming units (CFU) were quantified by standard bacterial plating on tryptic
soy agar (MP Biomedicals, LLC, Solon, OH, USA). Four biological replicates were performed at each
time point for enumeration. RT-qPCR was used to quantify viral replication by collecting supernatant
samples for IAV–MRSA infected alveolar epithelial cells. Total RNA was extracted from the supernatant
using the PureLink Viral RNA/DNA Mini Kit (LifeTechnologies, Burlington, ON, Canada) according
to the manufacturer’s instructions. Reverse transcription of total RNA was performed using the
Superscript IV first-strand cDNA synthesis kit (Life Technologies, Burlington, ON, Canada) using
primers specific for the viral H1N1 HA sequence. Viral genome copy numbers were quantified by
comparing RT-qPCR results to an established external viral genome copy number standard.

2.5. RNA Extraction, cDNA Synthesis, and Quantitative PCR

Three biological replicates with two technical replicates were collected at 1, 4, 8, 12, 16, 20,
and 24 h post-bacterial infection to determine the modification of bacterial virulence factors in
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the presence of influenza. Following aspiration of media, HPAEpiCs were collected by gentle
scraping, pelleting by centrifugation at 1200 rpm for 10 min, and stored at −80 ◦C until RNA
extraction. Standard TRIzol-chloroform extraction (Ambion, Carlsbad, CA, USA) was performed
to extract bacterial RNA, before concentration and purity of the RNA were assessed by A260:A280

spectrophotometry. Total bacterial RNA was normalized to 35 ng and cDNA synthesized using
random primers and the QuantiNova reverse transcription kit (Qiagen, Hilden, Germany). Of cDNA
10 ng was amplified in triplicate by RT-qPCR performed on the Applied Biosystems QuantStudio
6 Flex Real-Time PCR system (Life Technologies, Burlington, ON, Canada) using PowerUp SYBR
Green Master Mix (Applied Biosystems, Austin, TX, USA) as a detection method and 8 µM of
the appropriate primers (Table S1). Primers were designed and selected using PrimerQuest (https:
//www.idtdna.com/primerquest). Cycling conditions involved an initial 2 min incubation at 50 ◦C
and a 2 min incubation at 95 ◦C for SYBR Green activation and polymerase activation, respectively.
This was followed by 40 cycles of 15 s at 9 ◦C for denaturation and 1 min at 60 ◦C for annealing and
extension. Bacterial gene expression was quantified through comparison to the MRSA housekeeping
gene 16S, and relative fold change in expression was calculated using the 2−∆∆CT method [22]. Relative
fold change values represent IAV–MRSA (normalized to 16S)/MRSA-alone (normalized to 16S).

2.6. Determination of Barrier Integrity in a Coculture Model

The electric cell-substrate impedance sensing trans-epithelial/endothelial electrical resistance
(ECIS TEER) 24, 24-well TEER 24 microplates, and common electrode array (Applied Biophysics, Troy,
NY, USA) were employed to quantify barrier integrity in a coculture model during pH1N1-MRSA
coinfection. Epithelial cells were infected with influenza (MOI 0.1) or mock with infection media
(denoted as Time 0) for 1 h followed by resting for 24 h. Viral and mock cells were subsequently infected
with mid-log phase MRSA (MOI 0.1) or mock with infection media for 1 h. Resistance measurements
were acquired at 4000 Hz every 4 h for 48 h. At each time point, the upper compartment of each
transwell insert was filled with 600 µL of infection media and resistance measured for 1 min. Infection
media was removed from each transwell insert and the cells allowed to rest until the next time point.
Control conditions included: (i) cells infected with influenza-alone (MOI 0.1); and (ii) cells infected with
MRSA-alone (MOI 0.1). Three biological replicates were performed per time point and per condition.

2.7. Kinome Peptide Array Analysis

Kinome peptide array analysis was performed as previously described [23,24]. IAV-, MRSA-,
IAV-MRSA-, and mock HPAEpiCs and HPMECs were collected at 4, 8, 12, and 24 h post-bacterial
infection by gentle scraping. Cells were pelleted by centrifugation at 14,000 rpm for 10 min, treated with
kinome lysis buffer (20 mM TrisHlC pH 7.5, 150 mM NaCl, 1 mM EDTA, 1 mM EGTA, 1% Triton X-100,
2.5 mM sodium pyrophosphate, and 1× Pierce Halt Protease and Phosphatase Inhibitor) incubated
on ice for 10 min, and transferred to fresh microcentrifuge tubes. The Pierce BCA Protein Assay Kit
(ThermoFisher Scientific, Mississauga, ON, Canada) was used to quantify total protein concentration.
Activation mix (50% glycerol, 50 µM ATP, 60 mM MgCl2, 0.05% Brij 35, and 0.25 mg/mL bovine
serum albumin) was added to the equivalent amounts of the total protein (100 µg) for each sample,
and total sample volumes were matched by the addition of kinome lysis buffer. Kinome peptide arrays
(JPT Peptide Technologies GmnbH, Berling, Germany) were spotted with samples and incubated
for 2 h at 37 ◦C and 5% CO2. After incubation, arrays were rinsed once with 1% Triton X-100
and once with deionized H2O. Arrays were stained using PRO-Q Diamond phosphoprotein stain
(Invitrogen, Carlsbad, CA, USA) for 1 h with gentle agitation. Following staining, arrays were washed
3× with kinome destain (20% acetonitrile and 50 mM sodium acetate pH 4.0) for 10 min. Arrays were
washed a final time with deionized water for 10 min and dried by centrifugation. A PowerScanner
microarray scanner (Tecan, Morrisville, NC, USA) with a 580-nm filter was used to image arrays
and Array-Pro Analyzer version 6.3 software (Media Cybernetics, Rockville, MD, USA) was used
to collect signal intensity values. Intensity values for spots and background were collected for each
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array. The Platform for Integrated, Intelligent Kinome Analysis (PIIKA 2) software (available online:
https://saphire.usask.ca/saphire/piika) was used to analyze kinome data as previously described [25].
Additional heatmaps were derived using the Heatmapper software suite [26].

2.8. Pathway Overrepresentation and Gene Ontology Analysis

Pathway overrepresentation and gene ontology analyses of differentially phosphorylated proteins
were performed using InnateDB software as described previously [24,27]. Input data was limited to
peptides that demonstrated statistically-significant changes in expression as compared to the respective
time-matched mock controls, as described previously [28]. Protein identifiers, phosphorylation fold
change values (>1), and p-values (<0.05) were uploaded to Innate DB.

2.9. Chemokine and Cytokine Measurement

Chemokine and cytokine levels were determined using the microbead array assay Milliplex MAP
multiplex kit (Human Cytokine/Chemokine Magnetic Bead Panel 96 Well Plate Assay; Millipore,
Billerica, MA, USA) and analyzed on the BioPlex-200 (Biorad, Mississauga, ON, Canada). Supernatants
were collected at 4, 8, 12, and 24 h for mock-, pH1N1-, MRSA-, and pH1N1-MRSA-infected samples
and stored at −80 ◦C until use. Supernatants were analyzed according to the manufacturer’s overnight
protocol. Lower detection limit was 2.09 pg/mL for EGF, 24.84 pg/mL for FGF-2, 1.73 pg/mL for IFN-α2,
2.02 pg/mL for IFN-γ, 1.84 pg/mL for GRO, 1.66 pg/mL for IL-1β, 1.61 pg/mL for IL-3, 2.47 pg/mL
for IL-6, 2.26 pg/mL for IL-8, 1.72 pg/mL for IP-10, 1.95 pg/mL for MCP-1, 1.59 pg/mL for RANTES,
1.55 pg/mL for TNF-α, and 1.53 pg/mL for VEGF.

2.10. Statistical Analyses

All numerical data are presented as mean ± SEM. Statistical analyses were performed using
ANOVA for comparisons of group means using Prism 8 for MacOS (version 8.2.1). This includes
pathogen replication kinetics, RT-qPCR, ECIS, and Milliplex MAP multiplex kit. A p value of ≤ 0.05
was considered statistically significant for all analyses. p values less than 0.05 are summarized by a
single asterisk (*), less than 0.01 are summarized by two asterisks (**), less than 0.001 are summarized
by three asterisks (***), and less than 0.0001 are summarized by four asterisks (****).

3. Results

3.1. MRSA Replication Kinetics Are Similar during MRSA-Alone and pH1N1-MRSA Infection

We first sought to determine how pre-existing pH1N1 infection affects bacterial replication in
an in vitro tissue culture model of the alveolar-capillary barrier. Primary HPMECs were seeded
on the basal side of transwell inserts and HPAEpiCs were seeded on the apical side. Temporal
enumeration of bacteria was investigated by adding MRSA to our mock or pH1N1-infected tissue
culture model 24 h post-infection. The number of adherent and internalized bacteria in epithelial cells
was quantified through standard bacterial plating (Figure 1). No bacteria were identified by plating
from the endothelial cells.

While there appeared to be a trend towards faster bacterial replication in pH1N1-MRSA coinfection,
no statistically significant differences were observed between either infection condition (p = 0.3258)
or between either infection condition over time (p > 0.6000). This suggested that MRSA fitness within
pulmonary respiratory epithelial cells at the alveolar-capillary barrier is not affected by the presence of
pH1N1. In contrast, viral loads decreased over time post-MRSA infection (Supplementary Figure S1).
These matched our previous observations [21]. No virus was identified by RT-qPCR in the
endothelial cells.
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Figure 1. MRSA replication kinetics during MRSA infection and pH1N1-MRSA coinfection in primary
alveolar epithelial cells. Human primary epithelial cells of the alveolar-capillary barrier were infected
with pH1N1 (MOI 0.1) or mock followed by MRSA infection 24 h later (MOI 0.1). CFU were quantified
by standard bacterial plating. Error bars represent SEM calculated from three biological replicates (n = 3).
Statistical analyses were performed using ANOVA for comparisons of group means using Prism 8.

3.2. Modulation of Bacterial Virulence Factors in the Presence of pH1N1

As our results suggested that coinfection did not result in altered bacterial replication kinetics,
we next sought to characterize how the modulation of bacterial virulence factors related to adhesion
and invasion might be altered during coinfection. Our prior work with coinfection in A549 cells
demonstrated that altered virulence factor expression was only found during early infection (1–4 h
post-MRSA addition). Thus, here we focused on the same time points. The alveolar pulmonary cells of
our coculture model were infected with pH1N1 at a MOI of 0.1 or mock and allowed to rest for 24 h
prior to MRSA-infection (MOI 0.1). Cell lysates were collected at multiple time points post-infection
and RT-qPCR employed to examine differential modulation of MRSA virulence factor gene expression
in the presence or absence of pre-existing influenza virus infection. We studied 13 virulence factor
genes directly related to adhesion and invasion: coa, ebpS, eno, fnbA, fnbB, hla, hlgA, icaA, icaB, sbi,
sek, seq, and spA. Modulation of virulence factors was observed at 1 and 4 h post-MRSA infection,
which mimicked our prior results in immortalized A549 cells [21].

At 1 h post-infection, eno (p = 0.0120), icaB (p < 0.001), sek (p = 0.0146), and seq (p = 0.0135)
were significantly upregulated at 1 h in coinfected samples as compared to MRSA-alone (Figure 2).
At 4 h post-MRSA infection, coa (p < 0.0001), fnbB (p < 0.0001), hla (p = 0.0014), hlgA (p < 0.0001), icaA
(p < 0.0001), icaB (p < 0.0001), sbi (p < 0.0001), and sek (p < 0.0001) were significantly upregulated during
coinfection. This data coincides with the lag phase of MRSA in the presence of pH1N1 at 1 and 4 h,
suggesting that adhesion- and invasion-associated virulence factors may play a role in the initial stages
of MRSA infection in primary alveolar cells previously infected with pH1N1.

3.3. Barrier Integrity of a Coculture Model of the Alveolar-Capillary Barrier during pH1N1-MRSA Coinfection

We next sought to characterize the effect of pH1N1-MRSA coinfection on barrier integrity in our
coculture model by measuring temporal changes in resistance. Cells were either mock or infected with
pH1N1 at a MOI of 0.1 (first arrow; designated as Time 0), allowed to rest for 24 h, and either mock or
infected with MRSA at a MOI of 0.1 (second arrow). No change in resistance was observed following
pH1N1-alone infection as compared with mock cells; the resistance of each of the observed conditions
remained steadily at 110 ohms (Figure 3). Following bacterial addition, infection with MRSA-alone
resulted in no changes in resistance. No significant differences in barrier integrity were observed at
any time point between models infected with MRSA-alone and pH1N1-alone. Samples coinfected
with pH1N1-MRSA resulted in a steady decrease in resistance beginning at 8 h post-MRSA addition
(30 h). By 45 h, pH1N1-MRSA was significantly downregulated (p = 0.0005) as compared with the
mock model. This decrease in barrier resistance beginning at 8 h post-MRSA infection coincided with
the beginning of the exponential phase of MRSA in the presence of pH1N1.
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Figure 2. MRSA virulence factors are modulated during coinfection at the alveolar-capillary barrier.
RT-qPCR was employed to examine differential modulation of relative MRSA virulence factor mRNA
abundance at 1 and 4 h in infected primary epithelial cells of the alveolar-capillary barrier. Relative
mRNA abundance fold changes represent pH1N1-MRSA vs. MRSA infection alone and were calculated
by the 2−∆∆CT method. The dashed line signifies a fold-change of 1. Error bars represent SEM
calculated from three biological replicates (n = 3). Statistical analyses were performed using ANOVA
for comparisons of group means using Prism 8. *: p < 0.1 **: p < 0.01 ****: p < 0.0001.
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Figure 3. pH1N1-MRSA coinfection decreases barrier function in an alveolar-capillary coculture model.
Human primary epithelial cells of the alveolar-capillary barrier were infected or mock with pH1N1
(MOI 0.1; first arrow) and MRSA (MOI 0.1; second arrow) was added to cells 24 h later. Error bars
represent SEM calculated from three biological replicates (n = 3). Statistical analyses were performed
using ANOVA for comparisons of group means using Prism 8. ***: p < 0.001.
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3.4. Temporal Analysis of the Host Kinome Response in a Coculture Model of the Alveolar-Capillary Barrier
during pH1N1-MRSA Coinfection

As our temporal analysis of barrier integrity suggested that pH1N1-MRSA coinfection results
in more severe barrier dysregulation compared with either pathogen alone, we addressed whether
aberrant cell-mediated immune responses contribute to coinfection pathogenesis. We performed
temporal kinome analysis of pH1N1-, MRSA-, and pH1N1-MRSA-infected alveolar epithelial and
microvascular endothelial cells of the alveolar-capillary cocultures. Time-matched mock controls cells
served as controls. Alveolar-capillary barrier cocultures were initially infected with pH1N1 (MOI 0.1)
or mock and rested for 24 h prior to bacterial infection. MRSA addition to cells (+ or – pH1N1) was
designated as time 0. Epithelial and endothelial cells were harvested separately at 4, 8, 12, and 24 h
post-MRSA infection. Both pH1N1-alone infected cells and mock control cells were treated with
MRSA-free infection inoculum at time 0 to normalize cellular responses resulting from physical stress
during inoculum addition. Time-matched pH1N1-, MRSA-, and mock control cells were collected
throughout the duration of the experiment.

To gain insight into the host kinome response of pulmonary epithelial cells during pH1N1-MRSA
coinfection as compared to infection with either pathogen alone, biological subtraction of the
time-matched mock kinome datasets from their respective infected counterparts was performed.
Respective hierarchical clustering analysis of the kinome data following mock background subtraction
is presented in Figure 4. Notably, each of the time-matched samples from IAV-alone, MRSA-alone,
and IAV–MRSA infected samples clustered together, resulting in four major clusters. From left to
right, the first cluster (denoted as A) consisted of each of the 4 h time-matched samples, the second
cluster (denoted as B) consisted of each of the 12 h time-matched samples, the third cluster (denoted
as C) consisted of each of the 8 h time-matched samples, and the fourth cluster (denoted as D)
consisted of each of the 24 h time-matched samples. Clusters B and C, consisting of the 8 and 12 h
time points, respectively, clustered together more strongly than with the samples from 4 and 24 h
post-MRSA infection. Moreover, the 24 h samples differentiated most strongly from each of the other
time points. This data suggested that the modulation of the host kinome response were strongly related
to post-infection time points, with intra-time point dependent differences in host responses to infection.
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Figure 4. Temporal kinome responses of pH1N1, MRSA, and pH1N1-MRSA infection in epithelial cells
within an alveolar-capillary barrier coculture model. Mock kinome responses were subtracted
from time-matched infected samples. Fold change phosphorylation values are plotted for all
kinase recognition sequences. Red depicts upregulation, while green depicts downregulation as
compared with the background. A–D designate the four major dataset clusters as identified following
hierarchical clustering.
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We next sought to identify host cell signaling responses or biological networks in the
pH1N1-MRSA-infected pulmonary alveolar cells that were selectively modulated at 24 h post-MRSA
infection. Kinome analysis at 24 h post-MRSA addition demonstrated that pH1N1-MRSA coinfection
resulted in the activation of numerous signaling pathways as compared with either pH1N1- or
MRSA-infection alone (Table S2). There was an overrepresentation of numerous pathways related
directly to the cell cycle, TLR-related signaling, interleukins, and interferon signaling. TLR pathways
were not identified in pH1N1- or MRSA-alone datasets, while there was a unique over-representation
of TLR signaling pathways and TLR-associated pathways during coinfection. Infection with
pH1N1-alone resulted in a lower total number of pathways identified as compared to the coinfection
data with the overrepresentation of IFN signaling pathways (lowest p-value), cytokine signaling,
and apoptosis-associated pathways (Table S3). This suggests that IFN-mediated responses are muted
during coinfection as compared to pH1N1 alone in alveolar epithelial cells. In contrast, MRSA infection
alone resulted in relatively few upregulated pathways as compared with the mock control, namely IGF-
and inflammasome-associated signaling pathways (Table S3). This data demonstrates that pH1N1-MRSA
coinfection results in a unique cell response signature in primary differentiated alveolar epithelial cells
grown in close proximity to pulmonary endothelial cells. This contrasts to our prior analysis of coinfection
in A549 cells where kinome responses from pH1N1- and MRSA-alone infections largely overlapped.

Pulmonary endothelial cells from the cocultures were also isolated throughout the time course of
infection. Biological subtraction of time-matched mock kinome datasets was performed as previous
(Figure 5). Similar to the epithelial cells, biological subtraction revealed four major clusters matched by
time point. From left to right, the 8 h time points of pH1N1-alone, MRSA-alone, and pH1N1-MRSA
infected samples clustered together (denoted as A). The second cluster consisted of pH1N1-alone,
MRSA-alone, and pH1N1-MRSA infected samples at 12 h post-bacterial infection (denoted as B).
The third cluster was comprised of the 24 h time points of IAV-alone, MRSA-alone, and IAV–MRSA
infected samples (denoted as C). Lastly, samples infected with IAV-alone, MRSA-alone, and IAV–MRSA
at 4 h post-bacterial infection clustered together (denoted as D). A and B clustered together; C and D
formed a separate cluster. This suggested that the modulation of the host kinome response related
strongly to time post-infection as also seen in the epithelial cells.
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Coinfection resulted in the overrepresentation of signaling pathways related to hedgehog-,
proteasome-, cell stress-, and Wnt- -related pathways at 24 h (Table S5). In contrast, only a single
signaling pathway was differentially modulated in the endothelial cells during pH1N1-alone infection,
which was unsurprising given the lack of susceptibility of these cells to pH1N1 transmission from
the virus-infected epithelial cells. MRSA-alone infection showed notable upregulation of hedgehog-
and Wnt/β-catenin-associated signaling pathways as compared with time-matched mock controls
(Table S6). Similar to the coinfected cells, MRSA infection alone resulted in over-representation of
signaling pathways related to hedgehog signaling and Wnt/β-catenin-related signaling suggesting that
endothelial cell host responses are largely driven by responses to the MRSA-infected epithelial cells
during coinfection (Table S7).

3.5. Cytokine Expression Is Modulated during pH1N1-MRSA Coinfection

As our kinome data revealed that pathways related to interleukins and cytokine signaling
were both overrepresented when alveolar epithelial respiratory cells were infected with pH1N1 and
pH1N1-MRSA, we next sought to characterize the expression of proinflammatory cytokines by pH1N1-,
MRSA-, and pH1N1-MRSA infected cells. Supernatants were collected at 4, 8, 12, and 24 h post-MRSA
addition and cytokine secretion was assessed for each condition. Cytokines that were measured
included the epidermal growth factor (EGF), fibroblast growth factor 2 (FGF-2), IL-6, IL-8, interferon-γ
induced protein 10 (IP-10/CXCL10), monocyte chemoattractant protein-1 (MCP-1/CCL2), and VEGF.
Significant downregulation of EGF expression was observed at 12 h in both pH1N1-alone (p = 0.0003)
and pH1N1-MRSA (p = 0.0002) infection and was resolved by 24 h (Figure 6).

At 4 h, FGF-2 expression was significantly upregulated in pH1N1-alone infection (p = 0.0052) and
also at 12 h and 24 h. FGF-2 was significantly upregulated in the case of pH1N1-alone (p = 0.0035)
and pH1N1-MRSA coinfection (p = 0.0140) at 12 h, and in the case of pH1N1-alone (p = 0.0008) and
pH1N1-MRSA (p = 0.0002) at 24 h. MRSA-alone infection resulted in significant repression at 12 h
compared with mock-infection (p = 0.0001). Significant upregulation of IL-6 was observed at 24 h
(p < 0.0001) in pH1N1-alone infections, and at 8 and 24 h (p = 0.0303 and p < 0.0001, respectively) in
pH1N1-MRSA coinfections. IL-8 was significantly upregulated at 4, 8, 12, and 24 h in pH1N1-alone
infection (p = 0.0059, p = 0.0056, p = 0.0280, and p < 0.0001, respectively). IL-8 was also significantly
upregulated at 4, 8, and 24 h in pH1N1-MRSA coinfection (p = 0.0002, p < 0.0001, and p < 0.0001).
In MRSA-alone infections, IL-8 was significantly upregulated at 24 h only (p = 0.0016).

IP-10 was significantly upregulated at 4, 8, 12, and 24 h in pH1N1-alone infection and pH1N1-MRSA
coinfection (p < 0.0001 for each), suggesting that the presence of pH1N1 has an important effect on IP-10
secretion. MCP-1 was only significantly upregulated at 24 h in pH1N1-alone infection (p < 0.0001),
but not at any other time point. VEGF was significantly repressed at 4 h in each infection condition as
compared with the mock samples (p < 0.0001 for all) and remained repressed at the 8 h timepoint in the
coinfection samples alone (p = 0.0019). Taken together, this data suggest that cytokine expression during
coinfection was largely driven by pH1N1 infection and may play an important role in barrier disruption.
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Figure 6. Induction of cytokine expression during pH1N1-, MRSA-, and pH1N1-MRSA infection in
the alveolar-capillary barrier model. Primary epithelial cells of the alveolar-capillary barrier were
mock-infected or infected with pH1N1 (MOI 0.1). MRSA (MOI 0.1) was added 24 h later. Cytokine levels
were determined using the Milliplex MAP multiplex kit. Error bars represent SEM calculated from
three biological replicates (n = 3). Statistical analyses were performed using ANOVA for comparisons
of group means using Prism 8. *: p < 0.1 **: p < 0.01 ***: p < 0.001 ****: p < 0.0001.

4. Discussion

As severe influenza and influenza-bacterial coinfections within the lower respiratory tract can lead
to disruption of the alveolar-capillary barrier with potentially deleterious effects on both gas exchange
and normal lung function, we sought to examine influenza-bacterial coinfections in a physiologically
relevant model of the alveolar-capillary barrier. No significant differences were found for MRSA
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replication kinetics at any time point across each of our infection conditions similar to our prior analysis
in A549 cells [21]. This suggests that MRSA fitness is not altered by pre-existing pH1N1 infection
at the alveolar-capillary barrier. Further, this suggests that the increased disease severity associated
with influenza-bacterial coinfection is not simply due to increased bacterial burden within the lungs
during coinfection. The expression of MRSA virulence factors related to adhesion and invasion were
selectively upregulated at 1 and 4 h in our coculture model, which was similar to our prior findings [21].
The pattern of upregulated gene expression corresponded with the lag phase of MRSA at 1 and 4 h in
the presence of pH1N1. At 1 h post-MRSA infection, significant upregulation was only observed in
eno, icaB, sek, and seq. The eno protein codes for enolase, which binds to laminin in the basal lamina of
the epithelia; previous studies have shown that the high prevalence of eno could play an important
role in future MRSA vaccine design, which is further underlined by our results [29,30]. The ica locus,
which codes for icaB, is involved in intracellular adhesion and biofilm formation [31–35]. Upregulation
of icaB early in infection may be indicative of the increased lag phase of MRSA in the presence of
pH1N1 during alveolar epithelial infection. This upregulation of icaB was not observed in our alveolar
monolayer and may have been due to the production of surfactant by our primary differentiated
alveolar cells [21]. Lastly, seq and sek encode secreted exotoxins that alter the host cell membranes,
resulting in lysis [36–38]. The superantigen properties of sek and seq also contribute directly to MRSA
virulence [39–41]. Lysis of neutrophils by exotoxins such as sek and seq result in reactive oxygen
species release, which leads to damage and inflammation to surrounding lung tissue [39,41]. Further,
mouse models have suggested that the sek and seq superantigens of MRSA play a role in T-cell signaling
responsible for much of the early lung damage seen in S. aureus infection [40]. At 4 h post-MRSA
addition, significant upregulation seen in coa, fnbB, hla, hlgA, icaA, sbi, and sek. The product of coa,
coagulase, plays a role in initial adhesion to epithelial cells by cleaving fibrinogen and activating
prothrombin [42–44]. The fnb locus, which codes for fnbB, is also involved in initial bacterial adhesion to
epithelial cells for internalization [38,43,45–48]. As both hla and hlgA result in the lysis of infected cells,
this may support the idea that bacterial toxins play a role in secondary bacterial pathogenesis early in
infection of alveolar epithelial cells, as both virulence factors were also upregulated during coinfection
of our alveolar monolayer [21]. Upregulation of icaA, which plays a similar role to icaB, may underlie
the increased lag phase observed in pH1N1-MRSA coinfection [31,33–35]. Lastly, the upregulation of
sbi may suggest that pre-existing pH1N1 infection in alveolar epithelial cells may indirectly facilitate a
strong immune evasion response in MRSA through interaction of bacteria with secreted messengers
or agonists from damaged epithelium resulting in the inhibition of antibody responses through the
binding of IgG and C3, a novel immune evasion approach [49].

Coinfection had significant effects on alveolar-capillary barrier permeability as assessed by ECIS.
As the presence of MRSA alone did not result in permeabilization, our data suggest that underlying
pH1N1 infections at the alveolar-capillary barrier contribute to dysfunction following secondary
bacterial coinfections. This is unsurprising as pH1N1-alone infection in healthy adults rarely results in
severe disease [11,12]. Likewise, severe illness and death in otherwise healthy adults infected with
S. aureus is often associated with prior influenza infection [50–52]. We also utilized kinome analysis
to provide insights into host response modulation during pH1N1-MRSA coinfections. Our human
kinome peptide arrays had an increased breadth of kinase recognition sequences as compared to our
prior analysis in A549 cells (1294 targets compared to 309 targets) [21]. The use of a transwell coculture
system provides for intercellular interactions between the epithelial and endothelial cells. Interestingly,
in our primary epithelial cells, the 8 and 12 h time points still clustered together more strongly than
with the 4 and 24 h time points.

Our pathway over-representation analysis of differentiated alveolar epithelial cells further supports
our postulate that IAV-bacterial coinfections are able to specifically modulate host cellular responses
independently of infection with pH1N1- or MRSA-alone. Most notably, pathways related to TLRs,
including TLR-2, -4, -5, -7/8, -9, and -10 were overrepresented only in IAV–MRSA coinfected cells. TLRs
are an important aspect of severe IAV- MRSA coinfections [53,54]. MyD88, an important mediator of
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TLR signaling and NK-κB activation, was also strongly overrepresented in our coinfected epithelial
cells [55–57]. Interestingly, S. aureus can dampen TLR-2 activation and thus NK-κB activation [57].
Taken together, our data supports the hypothesis that further characterization of TLR signaling in
pH1N1-MRSA coinfection may provide new opportunities for targeted drug therapies. Cell cycle
pathways were also overrepresented in coinfected epithelial cells. Many of these overrepresented
pathways were involved in the G1 and G2 phases, and the transition between these two phases.
Previous gene-expression analysis in patients infected with pH1N1 has shown that progression
towards severe IAV infection is often characterized by abnormal deviations in cell cycle and apoptosis
signaling pathways [58]. Specifically, progression to severe infection was characterized by increased
aberrant DNA replication in the G1/S phase but delayed exit from the G2/M phase. Cytokine signaling
was overrepresented at 24 h in the presence of pH1N1, whether MRSA was present or not. “Cytokine
Signaling in Immune System” was highly upregulated (56 associated proteins from our kinome arrays)
in both pH1N1-MRSA and MRSA-alone infection conditions in alveolar epithelial cells. Infection with
pH1N1-alone also resulted in upregulation in “Signaling by Interleukins”, with 44 associated proteins
from our kinome arrays, in addition to upregulation of IL-1, IL-2, and IL-6. Various studies have
suggested that severe lung inflammation seen in highly pathogenic influenza strains may be due to
increased levels of proinflammatory cytokines [58–61].

In comparison to pH1N1-MRSA and pH1N1-alone infection, relatively few pathways were
upregulated in alveolar epithelial cells infected with MRSA-alone. Notably, upregulation of pathways
related to hedgehog, Wnt, and β-catenin signaling was observed. Our analysis demonstrated that
coinfection resulted in a paucity of upregulated signaling pathways compared to the epithelial cells.
Overrepresentation of pathways was most commonly found in pH1N1-MRSA infection, followed by
MRSA-alone infection, and pH1N1-alone infection. Only one pathway was overrepresented in cells
infected with pH1N1-alone. This was perhaps unsurprising as no evidence of pH1N1 infection was
identified in the endothelial cells although the alveolar epithelial cells were susceptible to productive
viral infection. Pathways related to hedgehog and Wnt/β-catenin signaling were most commonly
overrepresented in endothelial cells in both our MRSA-alone and pH1N1-MRSA infection conditions.
The Wnt signaling pathway regulates a number of genes involved in cell growth, differentiation,
survival, and immune functions [62]. However, recent studies have revealed both a pro- and
anti-inflammatory response from Wnt/β-catenin signaling, suggesting that the role of Wnt may be
dependent on the stimulus, cell type, and crosstalk with other signaling pathways [62–66]. The majority
of evidence notes that activation of the Wnt pathway is able to reduce inflammatory processes triggered
by bacterial pathogens [62]. As MRSA is not present in the endothelial cells of the coculture model,
overrepresentation of pathways related to Wnt signaling may be indicative of the ability of the alveolar
epithelial cells to communicate with the underlying endothelial cells of the capillary.

Based on our kinome analysis we also assessed the concentration of cytokines that were previously
implicated in severe pH1N1-MRSA infections. The proinflammatory response may be an important
factor in disease outcome from secondary bacterial pneumonia, as various studies have suggested that
severe lung inflammation in influenza infections may be related to increased levels of proinflammatory
cytokines in the lung [58–61]. Specifically, pH1N1 is known to induce the expression of a number of
interleukins in both the respiratory tract and central nervous system [67]. Significant downregulation
of EGF was observed at 12 h in both pH1N1-alone and pH1N1-MRSA infection. EGF is a growth
factor capable of stimulating proliferation of epithelial cells by activating cellular signaling through
engagement of the EGF receptor [68]. A previous study reported that EGF was significantly higher
in healthy patients compared to pH1N1 infection and the authors suggested that EGF was actively
suppressed, in an effort to protect the lung from host or virus mediated damage [69]. This may
explain the significant downregulation of EGF observed in our pH1N1-alone and pH1N1-MRSA
infected cells. Significant upregulation of FGF-2, a member of the fibroblast growth factor family,
was also observed in infection with pH1N1-alone and in pH1N1-MRSA coinfections. Conversely,
FGF-2 was significantly downregulated at 8 h in cells infected with MRSA-alone. FGF-2 plays an
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important role in epithelial repair in the lung and in wound healing [70–72]. FGF-2 dysregulation is
implicated in many inflammatory diseases, and a study in mice suggested that FGF-2 plays a vital
role in IAV-induced lung injury [73]. While our data seems to suggest that pH1N1 infection results in
a significant increase in FGF-2 expression regardless of the presence of MRSA, further investigation
will need to be done to fully understand the role of FGF-2 in severe pH1N1-MRSA infections. IL-6
was significantly upregulated at multiple time points in pH1N1-MRSA infections, and at 24 h in
pH1N1-alone infections. IL-6 levels have been shown to be significantly elevated in the presence of a
clinically relevant secondary bacterial infection, which may make its upregulation in pH1N1-MRSA
coinfection unsurprising [54,74]. It is enticing to speculate that IL-6 upregulation may be related to
increased barrier permeability found in our pH1N1-MRSA ECIS results, as high levels of IL-6 are known
to directly damage endothelial cells [75]. Further, elevated serum IL-6 levels have been implicated as a
potential biomarker for disease severity in pH1N1-alone infections [76]. IL-8 was also significantly
upregulated in pH1N1-alone and pH1N1-MRSA infections. IL-8 shows distinct target specificity for
attracting and activating neutrophils to inflammatory regions [77]. IP-10 was significantly upregulated
at all time points in pH1N1-MRSA and pH1N1-alone infections. This is perhaps unsurprising as
previous studies have reported that interferon-related signaling, such as IP-10, were more abundant in
cases of severe disease [74]. IP-10 is able to directly influence apoptosis in disease, which may explain
the upregulation of apoptosis pathways in our epithelial cell kinome data from pH1N1-MRSA and
pH1N1-alone infections [78]. Interestingly, IP-10 was decreased in expression in the coinfected samples
as compared to pH1N1 alone. Prior analysis has demonstrated that S. aureus downregulates IP-10
production [79] and this difference likely represents the inhibitory activity imparted by MRSA during
coinfection. Similarly, MCP-1 was significantly upregulated in pH1N1-infected cells at 24 h but not
in MRSA-alone or coinfected cells. This is perhaps unsurprising as MCP-1 was not upregulated in
response to S. aureus infection in airway epithelial cells [80] and may reduce the overall induction of
this chemokine during coinfection. Lastly, VEGF was significantly downregulated across all conditions
early during infection as compared to mock cells. VEGF is a regulator of cell growth, and is most
abundant in the lung; transcripts are primarily localized in alveolar type II cells in the alveoli [81–83].
The downregulation observed in our model is perhaps surprising, as previous studies have reported
that hypoxia, commonly seen in severe pH1N1-MRSA infection, results in increased induction of VEGF
from ATII cells [81]. Further investigations in more advanced in vitro or in vivo models of severe
pH1N1-MRSA and/or a longer course of infection may better describe the role VEGF plays at the
alveolar-capillary barrier.

Overall, significant upregulation of cytokine expression is often observed in pH1N1-MRSA
coinfection. Further understanding of how elevation of specific cytokines impact pH1N1-MRSA
disease severity may reveal potential additional therapeutic targets to reduce the generation of a
cytokine storm in infected patients. This strategy has previously shown promise as inhibition of
certain cytokines, such as IL-10, have shown improved survival from bacterial pneumonia late after
influenza infection [84,85].

5. Conclusions

Our investigations into influenza–bacterial coinfections in a primary coculture model of the
alveolar-capillary barrier suggest that infection with both pH1N1 and MRSA appears to have a
synergistic pathologic effect, as infection with either pathogen on its own did not result in the
loss of barrier integrity nor strong dysregulation of host response during coinfection. Strikingly,
dysregulation of the host response seems to be driven primarily by the response of alveolar
epithelial cells to both pathogens. This is contrary to what was observed in an alveolar cell line,
which suggested that MRSA-alone infection resulted in a similar dysregulation as pH1N1-MRSA
coinfection [21]. This disparity could be due to a number of reasons. Notably, our results indicate that
alveolar-capillary barrier cocultures are likely a more reliable surrogate for assessing lower respiratory
tract pathogenesis than alveolar epithelial cells alone, though further investigations are needed to
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confirm this. Additionally, the coculture model is able to reflect the crosstalk that is able to occur
between the alveolar epithelial and microvascular endothelial cells at the alveolar-epithelial barrier.
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