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This article introduces a Special Issue (SI) that contains fourteen chosen articles from
robust design optimization of electrical machines and devices. Optimization is essential
for the research and design of electromechanical devices, especially electrical machines.
Finding the optimal solutions may lead to cheaper, more economical products, faster and
more efficient production, or more sustainable solutions. However, optimizing such a
complex system as an electrical machine is a computationally expensive optimization
problem, where many physical domains should be considered together. However, a good,
practical design needs to consider the electrical device’s design parameters; it should be
insensitive to parameter changes or manufacturing tolerances. This Special Issue focused
on papers showing how modern artificial intelligence (AI) tools can be used for robust
design optimization of electric machines and electrical devices, how these tools can be
benchmarked, or the correctness of the result validated.

The articles which are published in this special issue present the latest results of
current research fields. Hopefully, the presented models and various application fields will
provide useful information for researchers and professionals interested in these techniques
themselves or who have other problems from different fields.

Testing and benchmarking the numerical tools for electromagnetic analysis is an
important task. The Compumag Society provides openly accessible, challenging benchmark
problems (TEAM problems) for testing novel numerical solvers. In [1], the authors deal
with a solution of a robust design of a solenoid, and the test problem aims to search for the
optimal shape of a coil, which ensures a uniform field distribution in the control region,
while the sensitivity and the mass/DC loss of the coil are also considered in the context
of robust design. The paper points out that if we are looking for designs with acceptable
tolerances, not only symmetrical designs can be favoured. The paper points out the fact
that the cheapest solutions are symmetrical setups. They perform worse than the cheapest
asymmetric ones in these uniformity and sensitivity criteria. Therefore, some asymmetric
solutions that were previously neglected from the solution space can be competitive and
interesting for practical design.

A variety of electromechanical systems requires special techniques for optimization;
each optimization is unique and focused on specific parameters aimed at performance im-
provement. In [2], a fast and accurate optimization tool is presented for optimal exploitation
of permanent magnet synchronous machine with hairpin winding intended for transport
applications. The focus of the optimization is maximizing power density and efficiency.
As a benchmark case study, a surface-mounted permanent magnet synchronous motor
designed for a student racing competition vehicle was considered. Several optimization
steps are presented in the paper, and as a result, the main indexes, such as efficiency, volume
power density, and power losses, were improved by 0.15%, 10.55%, and 3.4%, respectively.
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Another study on permanent magnet synchronous machines [3] is focused on 8-pole
9-slot and 8-pole 12-slot machines and considers rotor eccentricity. Authors have performed
a magnetic field analysis using an analytical method and the torque characteristics for
benchmark machines. The optimization is based on perturbation and electromagnetic
theories. In both cases, two models (slotted and simplified without slots) were analyzed
using the FEM. The research work confirms that the slotted model can obtain similar results,
even if the magnetic flux density is predicted without slots and the back-EMF is derived
using it. The results obtained using the analytical method are compared with the FEM and
experimental results.

The next paper in SI [4] aims to investigate the reconfigurations of rotor flux barriers
for a five-phase permanent magnet assisted synchronous reluctance machines. That type
of electrical machine is relatively new on the market. However, they are gaining popu-
larity in industrial applications due to their electromagnetic characteristics (robustness,
torque/power density, performance, etc.). In this research work, a Lumped Parameter
Model conducted to a 2D FEM was applied to the proposed permanent magnet assisted
synchronous reluctance motor models under the steady-state condition. Based on the
FEM results, the maximum torque, minimum cogging torque, and minimum torque rip-
ples were achieved. As a result, the optimal model of the electrical machine operates
at high-performance values with desirable values of line-to-line back-EMF and air-gap
flux density.

Wind generators are integrated with electrical machines that require a reliable opera-
tion. However, the increasing use of non-linear loads introduces undesired disturbances
that may compromise the integrity of the electrical machines inside the wind generator.
Ref. [5] proposed a five-step methodology for power quality disturbance detection in grids
with the injection of wind farm energy. The proposed method is validated using a set of
synthetic signals and is then tested using two different sets of real signals from an IEEE
workgroup and from a wind park located in Spain.

In [6], the dielectric properties of a Bi3−xNdxTi1.5W0.5O9 material is investigated.
Many recent studies showed that replacements of atoms in A and also in B-positions of an
AP’s crystal lattice led to a change in the structure, the dielectric properties and significantly
influenced the polarization processes in this compounds.The dependences of the relative
permittivity ε/ε0 and the tangent of loss tanδ at different frequencies on temperature were
examined in this paper, together with the piezoelectric properties of the material.

Nanotechnology provides an effective way to upgrade the thermophysical characteris-
tics of dielectric oils and creates optimal transformer design. The properties of insulation
materials have a significant effect on the optimal transformer design. Ester-based nanofluids
(NF) are introduced as an energy-efficient alternative to conventional mineral oils, pre-
pared by dispersing nanoparticles in the base oil. Ref. [7] presents the effect of graphene
oxide and TiO2 nanoparticles on the thermophysical properties of pure natural ester and
synthetic ester oils with temperature varied from ambient temperature up to 80 °C. A range
of concentrations of graphene oxide (GO) and TiO2 nanoparticles were used in the study to
upgrade the thermophysical properties of ester-based oils. The experimental results show
that nanoparticles have a positive effect on the thermal conductivity and viscosity of oils
which reduces with an increase in temperature

Low voltage cables are widely used in nuclear power plants and photovoltaic genera-
tors. In the case of nuclear power plants the low voltage cables link the system components
with the controlling and monitoring instrumentation and control equipment and supply-
ing power to the devices. During the service period these cables are exposed to a wide
range of stresses: high-temperature, radiation, mechanical stresses, etc. Since the proper
function of the low voltage cables is essential for these power plants’ continuous and
reliable operation. In [8], the authors examine the effect of mechanical stresses during
the aging procedure of these cables, it shows that the Shore D hardness was also higher
on the thermo-mechanically aged samples. These findings show the combined aging has
a higher impact on the insulation properties. Hence, involving the mechanical stress in
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the aging procedure of cable qualification enables the design of more robust cables in a
harsh environment.

New materials and manufacturing technologies have influence also on design opti-
mization process of electromechanical devices. In [9], the authors present an optimization
of a additively manufactured permanent magnet coupling. Two approches are introduced -
time-consuming Genetic Algorithm method and faster Taguchi method. The research work
analyze the abilities of compared methods within the optimization of studied coupling with
minimization of volume and maximization of transmitted torque as objectives. Taking into
account that resulting optimal geometry (the clutch volume is reduced by 17%) and charac-
teristics (magnetic torque density is enhanced by more than 20%) achieved by compared
methods are nearly identical, the Taguchi method is found to be more time-efficient and
effective within the considered optimization problem. The permanent magnet coupling
was manufactured and simulation results were validated using an experimental setup.

Model predictive current control has recently become a powerful advanced control
technology in industrial drives. In [10], the authors proposed a computationally efficient
calcualtion of the current prediction control for synchronous reluctance motors. The
porposed methodology can reduce the computational cost by a merging the predictive
current control model with a simple hysteresis current control. Therefore, only four voltage
vectors should used to predict the current and evaluate the cost function. The proposed
methodology can reduce the computation cost of a classical predictve current model by
about 20%.

Linear motors are a special type of electrical machine that requires special attention
due to nonlinearities caused by side effects. The authors of the paper [11] propose a
modified dynamic equivalent circuit model for a linear induction motor. A proposed
model considering both longitudinal (speed-dependent) end effect based on conventional
Duncan’s approach and transverse edge effect investigated by using additional correction
factors. In addition, the field-analysis method is used to include the typical linear motors
iron saturation effect, the skin effect, and the air-gap leakage effect. Model simulation
results show a good agreement between field analysis and FEM estimation of the electrical
parameters. Moreover, to validate the proposed paper method, 3-D FEM was employed.
Thrust-velocity characteristic of studied linear induction machines shows that the proposed
method provides more precision as compared to Duncan’s model.

An investigation of linear induction motors in SI continues with work by Zhang et al.
in [12]. An improved equivalent circuit model of double-sided linear induction motors that
takes into account the linear motor skin effect and the nonzero leakage reluctance of the
secondary, longitudinal, and transverse end effects into consideration is proposed. The
proposed equivalent circuit is presented described in detail and highlights the modification
in comparison with the traditional equivalent circuit with longitudinal and transverse end
effects. 3D FEM is used to verify the proposed equivalent circuit model under varying air
gap width and frequency. The results show that the equivalent circuit model that takes into
account only the longitudinal end effect considered, and the model considered with both
longitudinal and transverse end effect have more than 11% errors with the FEM simulation
results in the slip range, while the errors between the value of proposed equivalent circuit
and simulation are less than 5%.

There is a great potential in small satellite technology for testing new sensors, processes,
and technologies for space applications. The design of their receiving antennas for their
ground stations needs a careful design to establish stable communication. Paper [13]
shows an interesting solution to the antenna design problem with the antenna array
technology. This novel approach can have many advantages over parabolic antennas. From
a mechanical point of view, it does not require the design and maintenance of the drive
system, which sets the azimuth and the elevation angles. Such systems have a simpler
feeding network that cannot be disconnected during the connection time. These tools are
insensitive to the moisture and weather conditions during the mission. Moreover, with a
pattern reconfigurability algorithm, they can support multi-task missions. This work is
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motivated by the design of an antenna array for a future rotatorless base station for the
VZLUSAT group of Czech nano-satellites.

The advancement of a device like an insulated core transformer involves the opti-
mization of several parameters. Special attention must be paid to parameters that affect
the uniformity of disk output voltage. In the paper, Ref. [14], the accuracy of the FEM
model was verified by comparing test data of the insulated core transformer prototype
with the simulation results. Particle Swarm Optimization algorithm was implemented for
the design parameters (including the number of secondary winding turns and the compen-
sation capacitance) optimization of dummy primary winding. The optimization results
presented in the research work show that the maximum non-uniformity of the disk output
voltage is reduced from 11.1% to 4.4% from no-load to a full load for a 200 kV/20 mA for an
insulated core transformer prototype. The proposed method improves the performance of
the insulated core transformer high voltage power supply and cuts down the design time.
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Abstract: The optimization of the design of a practical electromagnetic device involves many chal-
lenging tasks for new algorithms, especially those involving numerical modeling codes in which
objective function calls must be minimized for practical design processes. The Compumag Society
provides openly accessible, challenging benchmark problems (TEAM problems) for testing novel
numerical solvers. This paper deals with a novel solution for the multi-objective TEAM benchmark
problem. This solenoid design test problem aims to search for the optimal shape of a coil, which en-
sures a uniform field distribution in the control region, while the sensitivity and the mass/DC loss of
the coil are also considered in the context of robust design. The main differences from the previously
published solutions are that the proposed methodology optimizes all three objectives together, not
only as two independent two-dimensional sub-problems. We considered the asymmetrical cases
in the solution and found that the symmetrical solutions always produced better uniformity and
sensitivity measures. However, the difference between the symmetrical and asymmetrical solutions is
insignificant for these objectives. Despite the fact that the cheapest solutions are symmetrical setups,
they perform worse than the cheapest asymmetric ones in these uniformity and sensitivity criteria.
Therefore, some asymmetric solutions that were previously neglected from the solution space can be
competitive and interesting for practical design.

Keywords: optimization; electrical machines; design optimization; finite element method

1. Introduction

The practical design of an electrical device usually leads to a multi-objective opti-
mization task. These problems must involve the resolution of many computationally
expensive finite-element-methodology-based numerical field calculations. The goal of the
approaches that are applied is to reduce the number of function evaluations or to reduce a
numerical model’s computational cost without a significant loss of accuracy [1,2]. During
industrial design processes, not only the physical parameters of a machine, but also the
manufacturing tolerances and the different uncertainties should be considered right from
the beginning of the design process [3–6].

The goal of a design optimization task differs when it is assessed from a mathematical
or industrial perspective. Mathematically, the goal of a design optimization task is to
find not only a better solution, but also the global optimum of the task, if it exists [7].
However, models that can be used for optimization are usually simplified ones that do not
consider many factors, which is important for the easy and robust manufacturability of the
product. Moreover, the design of an electrical device usually leads to a general nonlinear
optimization problem. The result of these optimization problems is a Pareto-front, i.e., a set
of non-dominated solutions [2,8,9]. From the industrial point of view, solutions that are
better than the previous ones are usually considered as optimal ones because many factors
are neglected during industrial optimization processes.

The TEAM (Testing Electromagnetic Analysis Methods) (https://www.compumag.
org/wp/team/, (accessed on 1 June 2021)) benchmark problems offer a wide variety of
test problems for benchmarking the accuracy of numerical solvers, and they are openly
available from the website of the International Compumag Society [10]. The subject of

Electronics 2021, 10, 2139. https://doi.org/10.3390/electronics10172139 https://www.mdpi.com/journal/electronics5
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our analysis is a multi-objective Pareto optimization of a solenoid, which is cataloged as
the 35th benchmark problem in the list [11,12]. The goal of this benchmark is to design
a coil that generates a uniform magnetic field in a given control region (Figure 1). The
sensitivity to positioning errors of the turns and the power loss or mass of the given
design are also considered. This seemingly simple test problem is inspired by a bio-
electromagnetic application for Magnetic Fluid Hyperthermia (MFH), where a uniform
magnetic field is used to compare the magnetic properties of different nanofluids [5,13–15].
A similar design task should be solved during the design and optimization of induction
heating or induction brazing processes [16–22]. The solution of this test problem requires
the resolution of a three-objective optimization problem in which the objective functions
depend on finite-element-method-based calculations, and one of the objective functions
considers the robustness of the solution during the optimization process.

Many solutions were proposed to resolve this problem in the literature [23]. The first
paper proposed the DC problem and computed this optimization task through a gradient-
based evolutionary algorithm (EA) search [12]. The following paper resolved the same
problem with different EAs [24]. This comparison has great importance because several
EAs were used to determine inverse electromagnetic tasks. Due to Wolpert’s “No-free-
lunch” theorem [2,25,26], these metaheuristics must be benchmarked with each other for
every kind of optimization task in order to select the most appropriate one. Seo et al. [27]
solved this problem with a design sensitivity analysis, which provided almost the same
optimization result as the gradient-search-based evolutionary algorithms in a much shorter
time. These authors used FEM solvers to calculate the magnetic field. Karban et al. [5]
proposed a semi-analytical formula and validated its precision with an hp-adaptive FEM
solver [28]. The goal of this semi-analytical formula was to accelerate the solution speed
of the magnetostatic problem. This problem was solved by other authors with different
evolutionary and genetic algorithms, such as Non-Dominated Sorted Genetic Algorithm
(NSGA-II) [29], Wind-Driven Optimization [30], the Micro-Biogeography Inspired Multi-
Objective Optimization (μ-BiMo) [31], and the Migration Non-Dominated Sorted Genetic
Algorithm (MNSGA-III) [32]. Another paper modified the excitation and solved this
problem with the time-harmonic regime as a 2D or a 3D problem, considering the proximity
effect of the windings [23]. However, these previously published solutions did not consider
the measurement limits and other confounding factors, such as the Earth’s magnetic field,
which can be greater than the contributions of these effects or the difference between
two designs.

This paper proposes an approach for the original DC problem that is different from
those of the papers that were mentioned earlier [12,24,27,28], in which the original three-
objective problem was resolved as two separate bi-objective problems. The proposed task
is handled as a three-objective optimization task because this form of the problem fits
better for real-life design tasks. The previous papers excluded asymmetrical solutions
from the optimization. However, due to the non-linearity of the optimization problem,
some asymmetrical solutions can be competitive with some symmetrical solutions. This 3D
solution space is analyzed in this paper, and the analysis makes two other modifications
to the parameter space of the problem. Firstly, the boundaries of the radii are changed.
Secondly, the number of turns is varied, and the results of these three separate analyses are
compared in the paper. The project files of the proposed analysis can be downloaded from
the Artap project’s homepage (https://github.com/artap-framework/artap/tree/master/
examples, (accessed on 1 June 2021)).

2. Formulation of the Problem

The goal of this optimization is to create a uniform field distribution in the control zone
with a solenoid [12,23,24]. The solenoid is composed of 20 series of connected, singular
turns, with a radial position varying from 5 to 50 mm. These turns have exactly the same
size. The width of each turn is w = 1.5 mm, the height is h = 1.0 mm, and the prescribed DC
current density is jφ = 2 A

mm2 . The flux density should be B(r, z) = (0, B0) with B0 = 2 mT in
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the controlled region. The model of the optimized coil is shown in Figure 1, where the green
rectangles show the controlled region, and the yellow ones represent the different turns.
The main difference from the original description of the TEAM 35 benchmark problem is
that the full coil is modeled for asymmetrical calculations, not just the upper half of the
solenoid (the description of the examined TEAM benchmark problem can be found at https:
//www.compumag.org/wp/wp-content/uploads/2021/07/problem-35.pdf, (accessed
on 1 September 2021)). The quality of the uniform magnetic field is assessed by using
the point values of the magnetic field, which are evenly spaced among 100 points of the
controlled region.

Figure 1. The examined geometry in an axisymmetric arrangement. The green area shows the
controlled region in which the magnetic field is considered. Every single turn of the coil is denoted
by yellow rectangles; their radii are optimized turn by turn.

Three different objective functions were used to measure the quality of the different
solutions. The first one describes the uniformity of the magnetic field in the examined
region; the z-component of the flux density is sampled in a 10 × 10 grid. The function takes
the maximal difference from the intended flux density (B0z = 2 mT) into consideration:

F1 = max |B0z − Biz|, i = 0, . . . , 99. (1)

The second function considers the robustness of a given solution. Let B(R) be the
flux density values (2 rows, 100 columns) at a given input R. After that, the B+(X + Δξ)
and B−(X − Δξ) vectors need to be computed, where Δξ = ±0.5 mm and B−(X − Δξ)
represents the magnetic flux density change in the case of a 0.5 mm positioning error in a
turn. F2 can be defined in the following way:

F2 = max
{∥∥B+

i − Bi
∥∥+ ∥∥Bi − B−

i

∥∥, 0 ≤ i ≤ 99
}

, (2)

where ‖.‖ means the Euclidean norm and i represents the measurement point in the con-
trol region.

The third function represents the mass or the DC loss of the coils. These quantities are
proportional to the input. The summation of R is given by F3:

F3 = ∑ Rj. (3)
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where Rj represents the radii of the separate turns. There are 20 different turns in the
assembled coils, and their distance from the z-axis can be defined separately (Figure 1).

2.1. Modeling and Optimization Frameworks

The coil model described above was modeled with two different FEM tools: Agros2D,
an hp-adaptive FEM solver, and a widely used tool, FEMM, which was used to solve this
magnetostatic problem [33,34]. The model was defined by the Adze-modeler (Figure 2),
which allowed us to switch between the applied solvers with one command and connect
the realized model with Ārtap (Ārtap is available for download from: http://www.agros2
d.org/artap/ (accessed on 1 June 2021) [35]). The workflow for the Adze-modeler can
be seen in Figure 2. Different pieces of the geometry can be imported from different
file types and can be exported to various FEM solvers by using the same description
of the physical model. These parametric FEM models are generated by a function call
from Ārtap, which is an optimization framework for robust design optimization. It was
developed within the Department of Theoretical Electrical Engineering at the University
of West Bohemia in conjunction with a fully hp-adaptive FEM-solver: Agros Suite or
Agros2D [28,36,37]. It provides a simple, general interface for facilitating the solution
of real-life engineering design problems. The code contains evolutionary and genetic
algorithms, wrappers for derivative-free methods, machine learning methods, and an
integrated FEM solver. The goal of the realized multi-layered architecture is to separate the
problem’s definition from those of optimization algorithms and other artificial-intelligence-
based methods and to provide automatic parallelization and database connection for the
applied algorithms [5,35].

Figure 2. The image (a) shows the functionalities used and the workflow that was realized via the
Adze-modeler. (b) The usage of the collision detection function, which automatically replaces the
overlapping edges due to the optimization process.

2.2. Model Validation

The solenoid was simulated in two different ways in this paper. Firstly, the assump-
tions of symmetry were used, and only the upper half of the model was calculated with the
FEM solvers. This model contains the first ten turns, and a Neuman boundary condition is
applied at the z = 0 axis. This model is exactly the same as that used in the reference calcula-
tions [12]. However, the second model contains all 20 turns without using any assumptions
of symmetry. The goal of this analysis is to let the optimizer select anti-symmetric solutions.
These models were prescribed in Adze-modeler, which could export them for the FEMM
or Agros2D models. The following test case was selected from Table 1 [12] to validate the
correctness of our FEM models and the calculation of the objectives. Only the results of the
symmetrical 10-turn model are presented in this paper, as we found the same results with
the asymmetrical 20-turn solenoid model.

The following vector contains all of the design variables for the selected test case
(Table 1, [12]):

X1 = [6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. (4)

8
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The simulations were performed with Agros2d and FEMM. In the case of Agros2d, an
hp-adaptive mesh was set with 0.001% tolerance, while the mesh size was set to 0.5 mm
in FEMM. The results and the settings used are summarized in Table 1. It can be seen
that the resulting values are in a relatively good agreement with the reference calculations.
The absolute value of the differences is a scale of magnitude smaller than the Earth’s
magnetic field, which can be a possible measurement limit in practice. The results of
the F3 objective calculations are not shown in Table 1 because the value of this function
does not depend on the finite element models; it is simply calculated from the sum of the
input vectors.

Table 1. The results of the validation run for the X1 input compared to the reference values of F1 and F2.

F1 F2 ΔF1 ΔF1 ΔF2 ΔF2

[T] [T] [T] [%] [T] [%]

Reference 8.18 × 10−4 3.01 × 10−4 - - - -
FEMM 8.40 × 10−4 2.91 × 10−4 −2.20 × 10−5 2.69% 1.00 × 10−5 2.20%

Agros2D 8.36 × 10−4 2.93 × 10−4 −1.80 × 10−5 2.20% 8.00 × 10−6 −2.66%

2.3. Sensitivity Analysis of the FEM Models

Another comparative analysis was made for calibration purposes. The analysis aimed
to minimize the solution time and the computational demand of the optimization task
by selecting the smallest mesh that was large enough to solve the task with the required
accuracy. The required accuracy was 1% in the F1 and F2 metrics because it meant 20 μT in
our problem, which is comparable with the Earth’s magnetic field. Therefore, it is smaller
than the precision of the measurement or the other neglected modeling details.

During the analysis, the Adze-modeler was used to convert and solve a randomly
selected geometry for the different FEM tools. This model was solved with different mesh
and solver settings (Table 2.) in FEMM [33] and Agros2D [28,36]. The sensitivities of the F1
and F2 objective functions with the different mesh settings were compared in a selected
geometry (Figure 3).

Table 2. The settings applied for the FEMM- and Agros2d-based calculations.

Parameter FEMM Agros2D

Problem type Magnetostatic
Analysis type Steady-state
Coordinate system axisymmetric
Polynomial order 1 2
Mesh settings Smartmesh = Off hp-adaptivity
Mesh size 0.1–3 tolerance = 5–0.005%

In Agros2D, the polynomial order (p-adaptivity) was set to 2 for all cases. The mesh
refinement (h-adaptivity) was considered with different error indicator settings from 5%
to 0.005% (Table 2). FEMM can only use first-order polynomials and does not have any
adaptivity. It has a “Smart Mesh” feature that is turned on by default. It generates a
dense-enough mesh with Triangle [38] to ensure accurate calculations, but it cannot be
parameterized. We set up the same mesh size in all regions by turning off this feature,
and this mesh size changed during the comparison process. The settings applied are
summarized in Table 2.

The F1 and F2 functions were calculated from the point values of the magnetic flux
density of the control zone; hence, these functions can be sensitive to the numerical
errors of the point values of the magnetic flux density calculations. It can be seen from
Figure 3c,d that the Br and Bz components are sensitive to the mesh applied at the top right
corner of the control region (r = 5.0 mm, z = 5.0 mm). There is a huge difference in the
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convergence speed of the two different FEM solvers applied. The smallest FEMM mesh
contains about 5 × 105 nodes, whereas the Agros2D converges to the result in both Br and
Bz. The difference in the case of the radial component is not significant. However, in the
case of the axial component, the difference is significant (about 40%).

Figure 3. The pictures (a,b) show the geometry examined and the resulting flux distribution with the
Agros2D (a) and FEMM software (b). The pictures (c,d) show the convergence of the radial and the
axial component of the flux density in the selected (r = 5 mm, z = 5 mm) point.

The same solution is plotted in Figure 4 to visualize the differences in the solutions
with the following settings: the error indicator was set to 1% in Agros2d and the smartmesh
function was used in FEMM (Figure 4). There is a significant difference in the point values
of the magnetic flux density on the right side of the examined region (r = 5 mm).

Figure 5 shows that these calculation errors have an effect on the objectives. F1 con-
siders the maximal difference from the expected value at a single point. These points can
cause significant errors during the optimization. The sensitivity of the F1 and F2 functions
to the mesh selection was examined. It is plotted in Figure 5, where the picture (a) justifies
the above-mentioned assumption that the mesh selection has a significant (50%) effect on
the values of F1.

The F3 function is independent of the mesh selection, and it has a local minimum
when all of the radii have the minimum value because it simply depends on the geometry
of the coil. Agros2D was used for further calculations with the following settings (Table 3)
because it clearly outperformed FEMM during the analyses. The error indicator was set
to 1%. Using a more precise calculation seemed pointless because 1% of our target value
(Bo = 2 mT) was only 20 μT, which is smaller than the Earth’s own magnetic flux density,
which would affect the calculation results. If the final application needs more precise results,
this effect should also be considered with magnetic and other geometrical simplifications.
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Figure 4. The pictures (a,b) show the calculated flux density values in the upper half of the examined region with the two
types of software compared: Agros2d (a) and FEMM (b). The third picture (c) shows the dependence of the Bz values on the
meshing properties.

(a) (b)

Figure 5. The convergence of the objective functions (F1 and F2) in terms of the number of nodes with and without
hp-adaptivity. (a) The image plots the dependence of F1, while (b) plots the dependence of the F2 function on the number
of nodes.

Table 3. The settings used for Agros2D during the optimization.

Parameter Agros2D

Problem type Magnetostatic
Analysis type Steady-state
Coordinate system axisymmetric
Polynomial order 2
Mesh settings hp-adaptivity
Mesh size (tolerance) 1%
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3. Results and Discussion

3.1. Optimization of the Three-Objective Problem

The 35th TEAM benchmark problem was optimized as a three-objective optimization
task. This approach is the first difference from the previously proposed solutions, where
the whole problem was divided into two multi-objective optimization tasks [12,23]. The 2D
segments of the three dimensional Pareto surface are plotted and examined in the following
subsections and figures. All three objectives were considered during the optimization pro-
cess because during the design of a product, all of these aspects should considered together.
The symmetrical and asymmetrical solutions were optimized separately. The “symmetrical”
model refers to the 10-turn geometry, where only the upper half of the solenoid is calcu-
lated during the optimization, while the asymmetrical 20-turn model makes it possible to
optimize all of the turns separately. Both the “symmetrical” and “asymmetrical” models
were calculated with Agros2D with the setup discussed above (Table 3).

The optimization was performed with Artap while using the NSGAII algorithm [29].
In all of the cases, the maximum number of generations was 250 with 100 individuals. In
the symmetrical cases, the optimization contained 10 independent variables, while in the
asymmetrical cases, the problem contained 20 independent variables.

The following analyses were made for the three cases with the three different settings:

(a) The radii of the first four and the last four turns varied from 1 to 50 mm, while the
radii could be changed from 5.5 to 50 mm in the case of the other turns.

(b) The radii of all of the turns could be changed from 5.5 to 50 mm.
(c) The number of turns was reduced to 12, and all of the radii could be changed from

5.5 to 50 mm.

The results of these different optimization tasks are discussed in the following subsections.

3.2. Optimization of Case (a)

First of all, the three-dimensional Pareto surface after the optimization is plotted in
Figure 6. It can be seen that the shape of this function is very spiky, and it is hard to localize
one distinct optimum. There are many local optima that are close to each other, but most of
them are very sensitive to the parameter changes. Optimizing the given solenoid for only
one of the selected goal functions can easily lead to a non-robust solution.

Figure 6. The plots (a–c) depict the shape of the optimized F1, F2, and F3 objectives, (a–c) images plots the 3D surface of the
objective function from different views.

After the optimization was performed, the results were sorted based on the values
of the different objective functions, as can be seen in Figures 7–9. The different sortings
indicate different priorities, but the optimization was performed with all three functions
considered. For example, the F1 sorting means that the last generation of solutions was
sorted based on the F1 value, and then the first 100 were selected. This sorting aims to
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show that the asymmetric solutions can be used just as well as the symmetric ones, and for
some criteria, they even outperform the symmetric solutions.

Initially, the solutions from the three-dimensional Pareto plot that had the best values
for F1 were examined (Table 4). This means that these solutions have the best performance
for the uniformity objective. As shown in Figure 7a, the F1 values are in the range of 10–40
μT, which is within the measurement’s error. This means that they can be considered equal.
This holds on the F2 axis as well. In terms of price, both variant groupings are in the same
price range, but the symmetric setups have a slight advantage. Therefore, the best solutions
are symmetrical ones, but there is no significant difference between the best symmetrical
and asymmetrical solutions if we consider the uniformity of the solutions.

Table 4. Solutions based on the F1 sorting in case (a).

F1 F2 F3 R1 R2 R3 R4 R5 R6 R7 R8

Symmetric 1.02 × 10−5 5.60 × 10−5 1.18 × 102 3.55 6.09 1.29 5.16 5.76 7.22 7.00 7.50

Asymmetric 2.07 × 10−5 6.16 × 10−5 1.00 × 102 1.29 1.47 2.43 5.02 6.42 5.43 6.54 6.80

R9 R10 R11 R12 R13 R14 R15 R16 R17 R18 R19 R20

Symmetric 7.50 7.90 7.90 7.50 7.50 7.00 7.22 5.76 5.16 1.29 6.09 3.55

Asymmetric 6.99 7.14 7.18 6.92 6.69 6.67 5.82 5.55 4.47 1.47 4.61 1.06

(a) (b) (c)

Figure 7. The image shows the first 100 individuals when they are sorted based on uniformity (F1) in case (a). The blue dots
show the symmetric setups, while the asymmetric solutions are depicted in red. (a) The distribution of individuals on the
F1–F2 axis. (b) The distribution on the F1–F3 axis. (c) The distribution on the F2–F3 axis.

(a) (b) (c)

Figure 8. The first 100 individuals from the three-dimensional Pareto front were sorted based on their robustness (F2) in
case (a). The blue dots show the symmetric setups, while the asymmetric solutions are depicted in red. (a) The distribution
of individuals on the F1–F2 axis. (b) The distribution on the F1–F3 axis. (c) The distribution on the F2–F3 axis.
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Secondly, the most robust solution was sought, and it was a result of an F2 sorting
(Table 5). As shown in Figure 8a, the symmetric setups have an advantage, but they
are in the region of the measurement error again, so they can be considered equally
robust. In terms of uniformity, the difference is negligible. Regarding the price criteria,
the symmetric setups can be slightly cheaper.

Table 5. Solutions based on the F2 sorting in case (a).

F1 F2 F3 R1 R2 R3 R4 R5 R6 R7 R8

Symmetric 2.49 × 10−4 1.53 × 10−5 1.37 × 102 6.82 6.42 3.55 1.97 5.33 7.07 8.99 8.69

Asymmetric 2.34 × 10−4 2.55 × 10−5 1.10 × 102 2.51 3.33 2.86 4.44 4.98 6.44 6.92 8.97

R9 R10 R11 R12 R13 R14 R15 R16 R17 R18 R19 R20

Symmetric 9.76 9.99 9.99 9.76 8.69 8.99 7.07 5.33 1.97 3.55 6.42 6.82

Asymmetric 7.42 10.82 8.03 8.18 8.39 7.11 6.00 5.01 3.75 1.50 2.57 1.09

(a) (b) (c)

Figure 9. The image shows the distribution of the 100 cheapest individuals (F3) in case (a). The blue dots show the symmetric
setups, while the asymmetric solutions are depicted in red. (a) The distribution of individuals on the F1–F2 axis. (b) The
distribution on the F1–F3 axis. (c) The distribution on the F2–F3 axis.

The goal of the third examination was to sort the results by their price (F3) (Table 6). It
can be seen in Figure 9 that the symmetric setups are cheaper by 12–20%, but choosing one
of them would be a sub-optimal solution, since the asymmetric setups perform significantly
better in terms of accuracy and robustness. The radii of the Pareto-optimal results are
plotted in Figure 10a. This violin plot shows the approximate shape of the symmetrical
and asymmetrical solutions. The optimizer can set tiny values of the radii for the coils
that are placed above or below the homogenized region in these solutions. Most of the
Pareto-optimal solutions have at least one turn that has a radius ≤5.5. There is no big
difference between the distributions of the radii for the symmetrical and asymmetrical
cases. We can conclude that some asymmetrical results that can be competitive with the
symmetrical ones exist.

Table 6. Solutions based on the F3 sorting in case (a).

F1 F2 F3 R1 R2 R3 R4 R5 R6 R7 R8

Symmetric 5.75 × 10−4 3.26 × 10−4 5.62 × 101 1.01 1.01 1.00 1.01 1.00 1.02 5.51 5.50

Asymmetric 5.31 × 10−4 3.59 × 10−4 6.50 × 101 1.14 1.12 1.01 1.29 1.03 5.48 5.65 5.75

R9 R10 R11 R12 R13 R14 R15 R16 R17 R18 R19 R20

Symmetric 5.55 5.51 5.51 5.55 5.50 5.51 1.02 1.00 1.01 1.00 1.01 1.01

Asymmetric 6.03 6.62 5.69 5.67 5.73 5.54 1.31 1.37 1.17 1.07 1.08 1.26
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If all of the objective functions are considered, then the symmetrical and asymmetrical
variants perform similarly (Table 7) because the difference between them lies in the region
of tolerance. The fact that these solutions vary in the values of their radii implies that
more than one solution exists for this problem. In Figure 10a, one can see the distribution
of the values of the radii for the last 100 individuals with different setups. In Figure 11a,
the symmetric and asymmetric setups are compared. In this optimization, all coils are
free to move within their logical boundaries. Both setups converge roughly to the same
range. The first and last four coils have tiny values of their radii, which makes them hard
to manufacture.

(a) (b) (c)

Figure 10. The distribution of the radii of the last 100 unsorted individuals. (a) Symmetric and
asymmetric setups. All coils are allowed to move freely within the logical boundaries. (b) Only the
symmetric setups where the coils are first allowed to move freely are shown (red); then, they are
constrained in the 5.5–20 mm region (blue). (c) The distributions of the radii for the symmetric and
asymmetric setups using only 12 coils. All coils were constrained to move within the 5.5–20 mm region.

(a) (b) (c)

Figure 11. The last 100 individuals if the last generation is not sorted based on any of the conditions. These solutions are
lying on the Pareto front. The blue dots show the symmetric setups, while the asymmetric solutions are depicted in red.
(a) The distribution of individuals on the F1–F2 axis. (b) The distribution on the F1–F3 axis. (c) The distribution on the
F2–F3 axis.
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3.3. Optimization with the Parameter Settings of Cases (b) and (c)

The two other optimization runs were carried out on the symmetric variant to examine
the impact on the Pareto surface if we neglected the last 3–3 turn from the optimization
(case (c)) or did not allow radii smaller than 5.5 mm to be selected (case (b)).

First, in case (b), the optimization was performed with the constraint 5.5 ≤ radii ≤ 50
for all coils, as given in the original benchmark problem. This solution excludes the best
candidates in the solution space, which have small radii. In the second experiment, we
examined if the turns mentioned above were cut out, as described in case (c). The main
question during this experiment is that of if we can resolve the task with only a twelve-turn
coil instead of the original twenty-turn one.

The results of the optimization in case (b), where the minimum radii of the turns had to
be greater than 5.5 mm, are plotted in Figures 10b and 12. Figure 10b shows the distribution
of the optimal radii in the two examined cases. The red plot shows the distribution of
the radii in the previous symmetric case, while the blue plot shows the new constrained
solution. As can be seen from the picture, all of the radii are greater in this case. Therefore,
the small turns at the two ends of the coil can significantly improve the uniformity of the
magnetic field in the homogenized region. In Figure 12, we can see that the goal function
values are significantly worse than in the previous case.

In case (c), we solved both the symmetric and the asymmetric problems with 12 coils
instead of 20, as shown in Figure 12. The results can be seen in Figures 12 and 13. If the
100 cheapest solutions are considered, then the reduced number of coils produces better
results, especially with an asymmetric setup. In terms of cost, contrary to what one
would intuitively expect, the reduced setups cost more than their counterparts by 12–20%.
The reason for this small difference is that the twelve-turn variant contains turns with
generally bigger radii. This difference is not significant if we compare the price of the coil
with the solution of the original problem (constrained, Figure 10b). Regarding the best F1
and F2 solutions, the reduced setups perform worse in every way than the 20-coil setups.

Table 7. Last individual in case (a).

F1 F2 F3 R1 R2 R3 R4 R5 R6 R7 R8

Symmetric 5.83 × 10−4 3.22 × 10−4 5.67 × 101 1.01 1.00 1.01 1.01 1.04 1.15 5.61 5.50

Asymmetric 5.41 × 10−4 2.79 × 10−4 6.86 × 101 1.16 1.12 1.01 1.67 1.15 4.35 5.84 6.07

R9 R10 R11 R12 R13 R14 R15 R16 R17 R18 R19 R20

Symmetric 5.50 5.54 5.54 5.50 5.50 5.61 1.15 1.04 1.01 1.01 1.00 1.01

Asymmetric 5.96 6.71 6.08 6.49 6.38 5.94 1.30 3.15 1.17 1.08 1.03 1.00

(a) (b) (c)

Figure 12. The comparison of the 100 cheapest symmetric solutions. With the blue color, all 20 coils are free to move,
and with the red, only 12 coils are used, and they are constrained to move within the 5.5–20 mm region.
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After analyzing the solution plot, the search range of the optimized turn radii can be
reduced from 5.5–50 to 5.5–20 because the greater radii are not represented in the solution
of the three objective problems.

(a) (b) (c)

Figure 13. The image shows the last 100 symmetric solutions with various setups. The case where all 20 coils were free to
move is in red. The blue color shows when all 20 coils are constrained in the 5.5–20 mm region, and finally, the green color
depicts the case where only 12 coils are used, and they are constrained to the 5.5–20 mm region. (a) The distribution of the
various setups on the F1–F2 axis, (b) on the F1–F3 axis, and (c) on the F2–F3 axis.

The proposed results and the working version of the realized optimization problem can
be downloaded from the Ārtap project’s homepage (the proposed solutions are available for
download from: http://www.agros2d.org/artap/, accessed on 1 June 2021) together with
a semi-analytical solution, and this can be used to validate the performance of FEM-based
multi-objective optimization tools.

4. Conclusions

A novel three-variable analysis of the multi-objective TEAM benchmark problem
is proposed in this paper. The original benchmark problem contains two similar two-
variable Pareto optimizations. Firstly, the proposed coil is optimized to produce a uniform
magnetic field in the examined region, and the sensitivity of the coil should also be
minimized [12]. Secondly, the uniformity of the magnetic field and the mass of the coil
are optimized. In practice, these two problems should be handled together. In this paper,
the three objectives mentioned above—the uniformity (F1), sensitivity (F2), and price (F3)—
are considered simultaneously. Before optimizing the coil, an FEM simulation was made
using two different tools with different mesh settings to find the right FEM setup. It was
found that F1 and F2 are sensitive to the mesh settings, especially on the right side of
the examined region. The FEMM-based calculation of the default (smart mesh function)
mesh can produce 100% error in calculating F1. It was found that the hp-adaptive solver
was significantly faster and gave more accurate results. This solver was used to optimize
with 1% in the error indicator, which produced an uncertainty of less than 20 μT in the
results. This tolerance is acceptable because it is smaller than the measurement error or the
Earth’s magnetic field, which perturbs the results. This paper shows that this optimization
problem is highly nonlinear, and nothing guarantees that only one optimal solution exists.
We considered the asymmetrical cases in the solution and found that the symmetrical
solutions always produced better solutions for F1 and F2. However, the difference between
those solutions is insignificant for F1 and F2, as it is smaller than 20 μT.

Another interesting discovery is that the cheapest solutions are symmetrical setups,
but they perform worse than the cheapest asymmetric ones for F1 and F2. We reduced the
number of turns from 20 to 12, and we found that the price of the coil was reduced by only
about 12–20%, which was below the expectations. Further studies should be carried out
to validate the proposed results by performing measurements on at least a single layout,
and these measurement results can be used to benchmark the proposed results.
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Abstract: Nowadays, interest in electric propulsion is increasing due to the need to decarbonize
society. Electric drives and their components play a key role in this electrification trend. The electrical
machine, in particular, is seeing an ever-increasing development and extensive research is currently
being dedicated to the improvement of its efficiency and torque/power density. Among the winding
methods, hairpin technologies are gaining extensive attention due to their inherently high slot fill
factor, good heat dissipation, strong rigidity, and short end-winding length. These features make
hairpin windings a potential candidate for some traction applications which require high power
and/or torque densities. However, they also have some drawbacks, such as high losses at high
frequency operations due to skin and proximity effects. In this paper, a multi-objective design
optimization is proposed aiming to provide a fast and useful tool to enhance the exploitation of
the hairpin technology in electrical machines. Efficiency and volume power density are considered
as main design objectives. Analytical and finite element evaluations are performed to support the
proposed methodology.

Keywords: hairpin windings; electrical machines; multi-objective optimizations; optimization

1. Introduction

Due to the ever-more stringent emission and efficiency requirements, there is cur-
rently a wide interest in the research and development of more electric vehicles. Traction
applications are pushing the boundaries for high speed and power density with innova-
tions in cores, magnets, and winding designs [1]. However, while higher speeds mean
higher power for a given torque, they also result in additional losses in cores and windings,
thus lowering the overall efficiency, and in structural challenges relative to the rotating
components. Additionally, the relative distribution of these losses highly depends on the
type of converter used to supply the machine.

In high power density traction applications, hairpin windings are widely spreading
and currently seeing an ever-increasing interest in several documents [2–5]. In comparison
to windings with round conductors, the end-winding length is shortened and, consequently,
the DC copper loss is reduced [6]. Besides this end winding feature, the flat and “massive”
shape of each hairpin leg reduces the DC copper loss compared to their round-wound
counterpart. Hairpin windings achieve a higher fill factor compared to the round winding,
thus obtaining higher current density and peak torque. In addition, in a series production
context, a fully automated manufacturing process is possible, potentially reducing the
associated costs [7].

On the other hand, being a recent technology, not much research is available on
the design optimization of machines equipping this type of winding, whereas several
studies focusing on optimization techniques have been proposed for electrical machines
featuring random windings. For example, in [8], the analysis, design, and optimization of
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a permanent magnet synchronous motor (PMSM) intended for a campus patrol electric
vehicle were presented. Its optimization objectives included minimization of voltage
harmonic content and torque ripple. The optimum stator inductances and resistance
of a PMSM were calculated in [9] using a particle swarm optimization (PSO) method.
Furthermore, the maximization of the flux-weakening region was pursued in [10], where a
surface-mounted PMSM was optimized. In [11], the torque ripple of a PMSM under both
transient state and steady-state conditions was minimized through an analytical solution.
A multi-physics optimization program based on a multi-objective genetic algorithm was
developed in [12], to achieve a trade-off solution among the electromagnetic, mechanical,
and thermal aspects.

Regarding hairpin windings, a design optimization was carried out in [13], where the
aim of the optimization study was that of reducing the torque ripple, while little attention
was given to the most critical challenge of hairpin windings, i.e., the high copper losses
at high-frequency operation. This is due to skin and proximity effects, where the feeding
alternating current flows in a fraction of the conductor’s cross section. These phenomena
exacerbate at high frequency operations and result in an increase of the effective conductor
resistance (and, thus, of losses) [3].

A simple motor design for traction applications was introduced in [14], but with no
optimization strategy being implemented. In [15], an induction motor equipping hairpin
winding was optimized aiming at a low cost, rare-earth free design. However, the number
of hairpin layers in the slot was kept fixed, thus limiting the degrees of freedom of the
design optimization. Additional work has been recently published on hairpin windings,
but they focus either on modelling aspects (e.g., AC loss estimation [2]) or preliminary
calculations [6] or sensitivity analyses [16].

Considering all the above, in this paper, the aim is to use dedicated optimization
strategies for the design of an electrical machine with hairpin windings intended for a race
car application. As a case study to investigate the above concepts, the surface mounted
PMSM “roughly” designed in [17] is considered. The design achieved in [17] is based on a
random winding stator, thus the initial aim of this work is to transform the random winding
into a hairpin one, while the second step is to move from a “rough” machine design to
an optimal one. To this purpose, two objective functions were selected: maximization of
the volume power density and minimization of the power losses. These are indeed the
most critical and conflicting figures to achieve when hairpin windings are involved. Before
implementing the optimization process, first a sensitivity analytical study is carried out
on the number of poles and slots per pole per phase. This led to define a starting machine
design which is used to validate the analytical sizing approach through the finite element
(FE) methodology. Once validated, the analytical tool is firstly used to perform a study on
the parameters mostly affecting the selected objectives, and then to run the optimization to
achieve an optimal solution. The use of the analytical sizing equations ensures a limited
computation burden compared to numerical-based (e.g., FE) approaches.

2. Preliminary Design Process

2.1. Assumptions and Constraints

In [17], the whole propulsion system of a Formula SAE [18] car was designed, with a
detailed focus on the propulsion motor being the case study of this paper. The selection of
the system architecture, i.e., a two-motor layout implemented onto the rear non-steering
axle, was based upon budget considerations. Additional constraints, such as the overall
dimensions of the chassis and those imposed by the race regulations were accounted for.
When it came to the motor torque-speed usage during an endurance event, the resulting
reduced flux-weakening region led to select the popular surface-mounted PMSM layout
as the most suitable for this application, also considering lower production costs in a
customized case, compared to interior PM or synchronous reluctance machine layouts.

The Formula SAE car project must meet a series of technical constraints imposed by
the regulation. These are summarized as follows:
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• The diameter of the wheels must be ≥203.2 mm.
• The maximum power P required from the battery must not exceed 80 kW.
• The maximum allowed DC-link voltage VDC must not exceed 600 V.
• There are no limitations concerning the number and the type of electric motors.

A summary of the choices done in [17] is listed in Table 1. These are used as starting
points for re-designing the motor with hairpin conductors and applying an optimization
strategy on it.

Table 1. Design choices and requirements.

Parameter Condition

Motor topology Surface-mounted PM
Motor’s location Rear-axle

Maximum torque to wheels 600 Nm
Reduction ratio 10

Motor rated torque 30 Nm
Base speed 12,740 rpm

The main design parameters of the machine obtained in [17], used as a benchmark
here, are listed in Table 2. These are used as starting conditions for the analytical sizing
tool implemented as the basis for the multi-objective optimization, and whose equations
are reported in the next subsection.

Table 2. Motor design parameters.

Parameter Value

Mechanical power P 40 kW
Line-to-line Voltage V 540 V

Surface current density J 13 A/mm2

Airgap flux density Bag 0.85 T
Maximum tooth flux density Bt 1.6 T
Maximum yoke flux density By 1.4 T

Linear current density A 70 A/mm
Targeted efficiency 95%

2.2. Machine Sizing Equations

The design process is initialized by defining some basic machine performance require-
ments, such as output power, speed, voltage, and desired efficiency [19]. The values of such
input parameters are listed in Table 2. The second step is that of making some assumptions
on the core materials and the cooling system, which are listed in Table 3, where also the
main parameters used during the design process are described.

Table 3. Design choices and symbols.

Parameter Value

Core material M330-50A
PM material N28AH

Cooling system Natural convention
Stator winding Distributed, full-pitch, single layer
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Table 3. Cont.

Parameter Symbol

Fill factor kff

Outer rotor diameter [mm] D
Axial length [mm] L

PM span [deg] αPM

Number of phases m
Number of slots-per-pole-per-phase q

Pole pair number p

Core materials and cooling system allow defining magnetic and electric loadings and
the maximum flux density values allowed in the various parts of the motor. Assuming a
number of phases m equal to 3, the slot number is calculated as Q = q·m·2p, and the number
of turns per phase as N = zq·q·p. Given the type of winding structure initially assumed,
short pitch factor kcp is equal to 1, while the distribution factor kd is calculated using (1),
where β is the slot pitch angle. The winding factor kw is given by the product of kcp and
kd [19].

kd =
sin
(

q.β
2

)
q. sin

(
β
2

) (1)

Having preliminarily selected the D/L ratio, the starting point for the motor sizing is
the torque expression given in (2). In (2) B is the RMS value of the fundamental harmonic
Bmax of the airgap flux density, which is obtained from (3) using the Fourier series decompo-
sition of a square wave waveform that has amplitude Bag. A is the RMS value of the linear
current density. Equation (2) permits to find the values of D and L. Then, hypothesizing in
the PMs the same flux density as in the airgap leveraging on Gauss’ law, (4) can be used
to determine the thickness lm of the PMs. This means that the PMs are initially sized to
meet the no-load requirements. In (4), Br and μr are the residual flux density and relative
permeability of the PMs [19].

T =
π

2
D2 L B A (2)

Bmax =
4Bag

π
. sin

( p αPM
180

.
π

2

)
, (3)

lm =
μrlg

Br
Bag

− 1
, (4)

The total area Sall slots to be dedicated to the three machine phases can be calculated
using (5). Yoke thickness Wy and tooth width Wt can be calculated using (6) and (7),
respectively. In (6), Φp is the physical flux per pole and By the maximum yoke flux density,
whereas in (7) Bavg is the average airgap flux density, λs is the stator slot pitch and Bt is the
maximum yoke flux density [19].

A =
J.Sall slots.kff

πD
(5)

Wy =
φp

2ByL
(6)

Wt =
Bavg.λs

Bt
(7)

2.3. Power Losses

Besides these design aspects, the most crucial factor to consider when designing an
electrical machine with hairpin windings is the AC Joule losses. In random windings
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with stranded conductors, the AC losses can be neglected in the first approximation. In
contrast, in hairpin windings, AC losses need to be carefully considered and determined.
The DC resistance RDC of a machine phase depends on the total length of one coil Lc, the
number of turns in series N and parallel paths per phase, the cross-sectional area of the
conductor Sc and the conductivity of the conductive material σc. Considering a uniform
current distribution at any frequency in stranded conductors, the losses associated with
the DC resistance are the only contribution to Joule losses. On the other hand, in hairpin
conductors, skin and proximity effects and the ensuing AC losses are usually determined
through the ratio between RAC and RDC [6]. For each layer k in the slot, this ratio (kRk) is
determined using (8), where ϕ, ψ and ξ are expressed as in (9)–(11). In (11), hc0 and bc are
the height and width of the conductors, respectively, while b is the slot width, ω is the
supply frequency, and μ0 is the permeability of vacuum.

kRk = ϕ(ξ) + k(k − 1)ψ(ξ) (8)

ϕ(ξ) = ξ
sinh2ξ + sin 2ξ

cosh 2ξ − cos 2ξ
(9)

ψ(ξ) = 2ξ
sinhξ − sin ξ

cosh ξ + cos ξ
(10)

ξ = hc0

√
1
2

ωμ0σc
bc

b
(11)

Regarding iron losses, materials’ suppliers usually give the loss density in W/kg, at
specific frequency and flux density values. This includes both eddy current and hysteresis
losses. Analytically, iron losses can be found by dividing the magnetic circuit of the machine
into n sections, in which the flux density is constant. Once the masses mFe,n of the different
n sections are calculated from the volume density, the losses PFe,n in these parts can be
approximated as in (12). Here, kFe,n are “loss” coefficients that, for a synchronous machine,
can be imposed equal to 2 in the teeth and 1.6 in the yoke; P10 is the loss density at 1 T; B̂n
is the maximum flux density in the n-th section [19]. The total power losses are determined
using (13), where PCuDC and PCuAC are the DC and AC copper losses, respectively.

PFe = ∑
n

kFe,nP10

(
B̂n

1T

)2

mFe,n, (12)

PTot_losses = PFe + PCuDC + PCuAC (13)

2.4. Power Density

For the sake of completeness, the formula for the calculation of the volume power
density is reported in (14). This is found through the ratio between the output power P
and the machine volume Vol, which is defined once the main dimensions are all calculated.

PDensity =
Pout

Vol
(14)

3. Optimization Process

As mentioned in Section 1, there are two objectives, i.e., the maximization of the
volume power density (see (14)) and minimization of power losses (see (13)), which is
equivalent to maximizing the efficiency. There are four input variable parameters, i.e., pole
pair number, slot per pole per phase number, conductors’ number in the slots (N), and
motor’s axial length. Additionally, several constraints must be met for the optimization pro-
cess. Therefore, a Multi-Objective Evolutionary Algorithm (MOEA) could be used, which
needs to set the weight of the input parameters based on their effect on the two objectives,
and a starting point for initializing the first population. Using the equations introduced in
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Section 2, a sensitivity analysis is first carried out to understand the dependence of the two
objectives on the four variable parameters.

The MOEA expects a single fitness value with which to perform the selection. Addi-
tional processing is sometimes required to transform MOEA solutions’ fitness vectors into a
scalar. Its sequential task decomposition includes initialized population, fitness evaluation,
which has a sub-level as vector transformation, recombination, mutation, and selection [20].
Figure 1 shows these decomposition tasks in five sections which has the main loop for
selecting the data between the third and fifth levels.

 

Figure 1. Sequential task decomposition for MOEA.

Regarding the constraints, first, the tooth width is imposed greater than 1.6 mm for
structural reasons. Secondly, the loss density B10 at 1 T used in (12) for iron loss calculation
is updated during optimization as it depends on frequency. Thirdly, to make the evaluation
of the optimization objectives consistent, the inverse of the power density is considered,
so that both the objectives must be minimized. Assuming to keep the frequency lower
than 1 kHz as per [17], the maximum pole number should not exceed 8. Due to the
dimensional limitations in terms of length and axial diameter, as well as the constraint on
the tooth width, the maximum q is kept lower than 8. The axial length is varied between
10 mm and 100 mm. With an axial length higher than 100 mm the motor’s diameter
becomes less than 325 mm, resulting in a tooth width < 1.6 mm even with q = 1. The last
constraint is on the maximum RMS value of the line-to-line voltage (see Table 2), which is
limited by the maximum battery voltage (see Section 2.1). Another constrained value is the
number of conductors per slot, which must be necessarily even due to the hairpin winding
characteristics. A summary of the constraints is listed in (15)–(18).

2 ≤ 2p ≤ 8 (15)

1 ≤ q ≤ 8 (16)

10 mm ≤ L ≤ 100 mm (17)

VL−L ≤ 540 V (18)
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4. Results

4.1. Preliminary Sensitivity Analysis and Validation of the Analytical Model

Before using the analytical model for optimization purposes, it needs to be validated
against the more accurate FE method. Once validated, it can be safely used for optimiza-
tions, thus saving computation time as opposed to FE. An initial sensitivity analysis could
be carried out varying the number of poles and slots per pole per phase while keeping the
other parameters constant. The sensitivity analysis results are illustrated in Figure 2, where
power losses and volume power density are taken as indicators to suitably select q and p.
The best solution is achieved with p = 4 and q = 2. The selected p-q combination represents
the best trade-off in terms of maximum power density and minimum power losses. In fact,
only two machines (referred to as “A” and “B” in the figure) achieve higher power density
values, but these feature much larger losses (by 8.9% and 23.9%, respectively).

 
Figure 2. Preliminary sensitivity analysis.

The dimensions analytically obtained are used to build the machine geometry and
a corresponding model within the FE-based software MagNet. Figure 3 shows the FE
model of the motor, enriched with a flux density map and field lines distribution. Figure 4
plots the output torque obtained with the currents in phase with the corresponding back
electromotive forces, with an average value equal to 30.1 Nm being obtained. This matches
well the torque value of 30 Nm assumed in the analytical sizing. Besides the torque, the
analytical and FE no-load voltage and flux density values in the various parts of the motor
are compared. Figure 5 shows a comparison between the fundamental harmonic of the line-
to-line voltage (red line) obtained from FE simulations and the corresponding sinusoidal
waveform assumed for the analytical sizing (in green), with an error lower than 1% being
achieved. For completeness, the FE voltage waveform evaluated via FE is also observed in
Figure 5. In addition, Figure 6 illustrates the flux densities in the airgap and the main iron
parts of the motor, with the blue lines referring to FE results and the red text relative to the
analytical assumptions (see Table 2). Good matching is observed, with an error ranging
from 3% to 8%, thus allowing to conclude that the analytical sizing equations, although
suitable for preliminary sizing only, can be safely used for optimization purposes.

In the next subsection, the effect of some machine parameters on power density and
power losses are investigated before proceeding with the optimization. This study allows
weighting any of the input parameters in the multi-objective optimization process which
will be the focus of Section 4.3.
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Figure 3. FE one pole pair model of the motor with the hairpin winding, highlighting flux density
map (T) and field lines distribution at full-load operation.

 

Figure 4. Output torque (in blue) and its average value (in red) obtained via FE analysis.

Figure 5. FE no-load line-to-line voltage (in blue) and its fundamental harmonic (in red) vs. analytical
no-load line-to-line voltage (in green).
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Figure 6. Comparison in terms of flux density in the airgap, teeth, and yoke.

4.2. Effective Parameters

Considering the analytical equations reported in Section 2.2, it is clear that several
parameters can be utilized to achieve the main design objectives of this work, i.e., power
density maximization and power losses minimization. Thus, a sensitivity analysis is
performed. While the results of this study can vary depending on the power range, the
geometrical and magnetic features, the airgap thickness, etc., of the PMSM motor under
analysis, for the case study considered in this paper the sensitivity study can provide useful
information for a first exploration of weight allocation during optimization. Assuming
the hairpin motor of the previous section as the benchmark, the parameters used for the
sensitivity study are normalized over the corresponding values of the benchmark machine.
Figures 7 and 8 show the total power losses and volume power density for the four input
parameters, i.e., pole pair number, slot per pole per phase number, conductor per slot
number, and axial length. These parameters are changed “1-by-1” in this first exploration.
All the curves meet at 1 p.u., corresponding to the benchmark machine. All the parameters
have a non-negligible effect on both power losses (Figure 7) and power density (Figure 8).
According to the methodology described in [20], the weight of each input parameter to be
imposed in the optimization can be found through these figures. Using a coefficient equal
to 1 for N, the pole pair number, the slot per pole per phase number and the axial length
feature coefficients equal to 1.38, 1.1 and 1.15, respectively.

4.3. MOEA Results and Comparison

Regarding the mentioned sequential task decomposition of the optimization method
(see Figure 1), before any mutation, the constraints (15)–(18) should be carefully considered.
After running the optimization algorithm using 500 generations and 50 individuals per
generation, the Pareto front shown in Figure 9 is finally obtained, where the last 50 designs
are observed. Every sequential task of the optimization process shown in Figure 1 has been
implemented in Matlab environment.
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Figure 7. Effect of the input parameters on the total power losses.

 

Figure 8. Effect of the input parameters on the volume power density.

Figure 9. The final Pareto front with the final optimum point.
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The optimal machine design is also highlighted in Figure 9, and its geometry is
illustrated in Figure 10b, whereas in Figure 10a the machine design resulting from the first
sensitivity analysis is shown for the sake of comparison. Table 4 compares the analytical
results obtained for the motor with round winding designed in [17], the motor with hairpin
winding resulting from the first sensitivity analysis, and the optimum one. With a focus
on the motors with hairpin windings, the main indexes such as efficiency, volume power
density, volume torque density, and power losses have been improved by 0.15%, 10.55%,
12.3%, and 3.4%, respectively. For completeness, the full-load output torque of the optimum
motor obtained using FE is reported in Figure 11, with the mean value being highlighted
in red and equal to 30.2 Nm.

58.79
39.922 65

 
59

80.6
26

(a) (b) 

Figure 10. Comparison between the geometries of (a) the first analyzed motor and (b) the optimal motor.

Table 4. Summarizing comparison among the benchmark motor [17], the hairpin motor obtained through the first sensitivity
analysis and the optimum hairpin motor.

Parameters Round Winding Hairpin 1st Design Hairpin Optimal Design Improvement

pole number 6 8 8 -
slot/pole/phase 1 2 4 -

axial length 65 65 26 -
conductors/slot 11 6 6 -

rotor radius 45 39.922 59 -
Tooth width 10 2 1.635 -

Yoke thickness 14 7.7 13.35 -
outer radius 85 58.79 80.6 -

Fill factor 60% 85% 85% -
Peak current (A) 140 80.56 63.7 -
Torque ripple (%) 16% 17% 8.97% 9.03%
Power loss (kW) 2 1.47 1.42 10.55%,

Efficiency 95.2% 96.45% 96.6% 0.15%
volume power density (MW/m3) 16.75 67.3 74.4 12.3%
volume torque density (kNm/m3) 13.21 49.65 55.76 3.4%
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Figure 11. Output torque of the optimum motor.

5. Conclusions

In this paper, a fast and accurate optimization tool was introduced for optimal ex-
ploitation of hairpin technologies in electrical machines intended for traction applications.
The optimization tool is aimed at maximizing power density and efficiency, which are key
figures for the application at hand. In addition, given the challenges featured by hairpin
conductors at high-frequency operations, these two objectives are rather conflicting, thus
making the machine design complex. The optimization strategy, based first on a “one-
by-one” sensitivity study and then on the application of a multi-objective evolutionary
algorithm, proved that these two objectives can be pursued and achieved simultaneously,
with excellent performance enhancement being obtained.

As a benchmark case study, a surface-mounted PMSM equipping random windings
and previously designed for a Formula SAE car was considered. Therefore, the first exercise
consisted of replacing the random winding with hairpin conductors. A preliminary sizing
was first carried out based on the requirements of the application at hand. Then, the
analytical sizing tool was validated against FE evaluations, with a maximum error of ≈8%,
thus making the analytical equations a safe means for the optimization procedure. A
sensitivity analysis was performed to suitably weight the optimization input parameters
and, finally, the optimization algorithm was run. The optimal motor, which was selected
for comparative purposes against the benchmark motor with random windings and a
non-optimal hairpin motor, showed very promising results and significant performance
improvements. In particular, the main indexes such as efficiency, volume power density,
and power losses, were improved by 0.15%, 10.55%, and 3.4%, respectively.
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Abstract: In this study, a magnetic field is analyzed using an analytical method and compared with
the electromagnetic characteristics of 8-pole 9-slot and 8-pole 12-slot permanent magnet synchronous
machines considering rotor eccentricity. The magnetic flux density and back electromotive force
(EMF) are derived using perturbation theory and electromagnetic theory. First, the Fourier modeling
of a permanent magnet is performed through magnetization modeling, and two analysis regions are
set based on several assumptions for applying the analytical method. Accordingly, the governing
equations of the analysis regions are derived in the form of Poisson and Laplace equations. In
addition, the undefined coefficients of the general solutions are calculated through general solutions
and appropriate boundary conditions, and the magnetic flux density and back EMF of the air gap
region are derived based on the definition of the magnetic vector potential. The results obtained
using the analytical method are compared with the finite element method and experimental results.
In addition, we perform a torque analysis considering rotor eccentricity and analyze the torque ripple
based on rotor eccentricity for two cases involving the pole/slot combination.

Keywords: PMSM; analytical method; perturbation theory; torque; torque ripple; rotor eccentricity

1. Introduction

Permanent magnet synchronous machines (PMSMs) are becoming popular as a key
technology for applications such as home appliances, industrial tools, and electric vehicles
because of their high efficiency, high power density, and low maintenance cost; in addition,
interest in resolving motor malfunction has increased. Data provided in [1–3] indicate that
41% of motor faults are bearing faults, 37% are stator faults, 10% are rotor faults, and 12%
are other faults. One of the main causes of malfunction is rotor eccentricity, wherein the
center of the rotor axis deviates from the center of the stator, resulting in a non-uniform
air gap. Static eccentricity, which is a type of rotor eccentricity, is a condition where the
position of the minimum radial air gap is fixed [2–5]. This can be caused by stator core
ovality, incorrect positioning of the stator core, or bearing at commissioning or following a
repair, and its level does not change over time. Furthermore, the magnetic flux density in
the air gap is an important characteristic of the machine performance. Therefore, the impact
of rotor eccentricity on the magnetic field distribution must be analyzed for predicting the
characteristics of PMSMs [6,7]. The finite element method (FEM) and analytical methods
are employed to design PMSMs or perform characteristic analysis. The FEM is a numerical
process that can be performed using a commercial tool [8]. However, it is necessary to
learn to use each commercial tool, which is disadvantageous as the experience of the
designer is necessitated for an accurate analysis. In the analytical method, electromagnetic
field characteristics are analyzed using Maxwell’s equation. Magnetization modeling
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is applied to the design of the machine using the Fourier series and partial differential
equations derived using the magnetic vector potential. It must be preceded by deriving a
solution that considers various boundary conditions. Several studies are being conducted
because the analytical method can rapidly predict the characteristic variation based on the
design parameters [9].

The magnetic field is analyzed using an analytical method and compared with the
electromagnetic characteristics of 8-pole 9-slot and 8-pole 12-slot PMSMs considering rotor
eccentricity. The magnetic flux density and back-electromotive force (EMF) are derived
using perturbation theory and electromagnetic theory. The results obtained using the
analytical method are compared with the FEM and experimental results. In addition, we
performed a torque analysis based on rotor eccentricity and analyzed the torque ripple
based on rotor eccentricity for two cases involving the pole/slot combination.

2. Electromagnetic Analysis of a PMSM Using Analytical Method

2.1. Analytical Model

Figure 1 shows the analysis models of 8-pole 9-slot and 8-pole 12-slot PMSMs. First,
the analysis regions are defined for applying the analytical method, and the governing
equations are derived using electromagnetic theory regarding each region. The magnetic
flux density can be derived through the general solutions of the defined governing equa-
tions and the boundary conditions of each region. To apply the analytical method, the
analysis model is simplified to the slotless model, the relative permeability of the iron core
is infinite, the relative permeability of the permanent magnets (PMs) is equal to that of air,
and the eddy effect is disregarded to apply the analytical method. Figure 2 shows the sim-
plified model for applying the analytical method. The analysis regions are classified as an
air gap region (Region I) and PM region (Region II), where rotor eccentricity is determined
based on the stator coordinate (r,θ), and rotor coordinate (ξ,ψ). Os and Or are the centers of
the stator and rotor, respectively; Rs, Rm, and Rr are the radii of the stator inner, PM surface,
and rotor inner, respectively. The relationship between the parameters of the r-θ coordinate
and ξ-ψ coordinate is organized based on Taylor’ expansion, as follows [9].

ξ = r − ε cos(θ − φ) + O(ε2)
ψ = (θ − wt) + ε

r sin(θ − φ) + O(ε2), ε = ec × g
(1)

where r is the length from the stator center to the observation point, ε is the length of rotor
eccentricity, ec is the eccentricity ratio, and g is the nominal air gap length. O(ε2) is the
second order of the perturbation term. Only the first-order term of the perturbation term is
considered, and the second-order term is disregarded in this study, since rotor eccentricity
is usually small in comparison to the air gap length.

Figure 1. Analysis model: (a) 8 pole, 12 slot; (b) 8 pole, 9 slot.
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Figure 2. Simplified model for using analytical method.

2.2. Magnetic Field Analysis Using Analytical Method

To derive the magnetic flux density for PMs, Fourier modeling must be performed.
Fourier modeling for PMs is expressed as follows:

M =
∞

∑
n=1,3,5···

Mrn cos(npθ)ir + Mθn sin(npθ)iθ (2)

where M is the magnetization vector, Mrn and Mθn are Fourier coefficients of the radial
component and tangential component of the r- and θ-direction, respectively. n and p are
the space harmonic order and number of pole pairs, respectively. Rotor eccentricity can be
treated as one of kind of perturbation phenomenon. Perturbation theory is necessitated
to consider rotor eccentricity. Perturbation theory is a theory that expresses the solution
of a problem that cannot be solved analytically as a Taylor series of parameters that can
be considered extremely small. When this is applied to the magnetic vector potential, it is
expressed as follows [9]:

Az1(r, θ, ε) = A(0)
z1 (r, θ) + εA(1)

z1 (r, θ) + ε2 A(2)
z1 (r, θ) + · · ·

Az2(r, θ, ε) = A(0)
z2 (r, θ) + εA(1)

z2 (r, θ) + ε2 A(2)
z2 (r, θ) · ·· (3)

where Az1 and Az2 are the magnetic vector potential of Region I and II, respectively. Azn
(0)

and Azn
(1) are the zeroth and first orders of perturbation, respectively. Azn

(0) occurs when
the rotor is not eccentric. Azn

(1) is generated by the rotor eccentricity effect without PMs or
current excitation. The reason why even the first term is considered is that more accurate
results can be derived when the second term is considered, but the calculation process
becomes complicated, and reliable results can be obtained even when only the first term is
considered. Therefore, the governing equation for each region is expressed as Poisson and
the Laplace equations.

∇2A
(0)
z1 =

∂2 A(0)
z1

∂r2 +
1
r

∂A(0)
z1

∂r
− q2

r2 A(0)
z1 = 0 (4)

∂2 A(0)
z2

∂r2 +
1
r

∂A(0)
z2

∂r
− q2

r2 A(0)
z2 = −μ0∇× M (5)

∂2 A(1)
z1

∂r2 +
1
r

∂A(1)
z1

∂r
− q2

r2 A(1)
z1 = 0 (6)
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∂2 A(1)
z2

∂r2 +
1
r

∂A(1)
z2

∂r
− q2

r2 A(1)
z2 = 0 (7)

The general solution of each region is derived from the Cauchy–Euler equation. The general
solutions of each analysis region can be obtained as follows:

A
(0)
z1 =

∞

∑
n=1,3,5···

(
A1rnp + B1r−np) sin(npθ) iz (8)

A
(0)
z2 =

∞

∑
n=1,3,5···

(
A2rnp + B2r−np +

μ0rnpMn

(np)2 − 1

)
sin(npθ) iz (9)

A
(1)
z1 = ε

∞

∑
n=1,3,5···

(
W1rnp−1 + X1r−np+1) sin[(np − 1)θ + φ]

+
(
Y1rnp+1 + Z1r−np−1) sin[(np + 1)θ − φ]

iz (10)

A
(1)
z2 = ε

∞

∑
n=1,3,5···

(
W2rnp−1 + X2r−np+1) sin[(np − 1)θ + φ]

+
(
Y2rnp+1 + Z2r−np−1) sin[(np + 1)θ − φ]

iz (11)

The effect of the rotor eccentricity can be observed at the rotor yoke surface and the
interface between the PMs and air gap in the r-θ coordinate. In the ξ-ψ coordinate, the
radius corresponding to the surface and interface are Rr and Rm, respectively. By applying
ρ = Rr and Rm in Equation (1), the following equations can be obtained:

fRr (r, θ, ε) = r − ε cos(θ − φ)− Rr (12)

fRm(r, θ, ε) = r − ε cos(θ − φ)− Rm (13)

The normal direction vector of the rotor core surface and PM surface can be derived by
applying the gradient (∇) to Equations (12) and (13).

nRm = ∇ fRm = ir +
ε

r
sin(θ − φ)iθ (14)

nRs = ∇ fRs = ir +
ε

r
sin(θ − φ)iθ (15)

The boundary conditions can be derived using Equations (14) and (15) and electromagnetic
theory. The boundary conditions at the rotor core surface and PM–air gap interface can be
expressed as follows:

nRr × H2 = 0 (16)

nRm × (H1 − H2) = 0 (17)

nRm · (B1 − B2) = 0 (18)

The boundary conditions of the zeroth and first order can be derived by applying ∇× A = B

to Equation (3) and substituting it into Equations (16)–(18). A1, B1, A2, B2, W1, X1, Y1, Z1, W2,
X2, Y2, and Z2 of Equations (8)–(11) can be calculated using the derived boundary conditions.
The magnetic flux density of the r- and θ-directions can be express as follows [6]:

Br =
1
r

∂A

∂θ
, Bθ = −∂A

∂r
(19)

The zeroth order of the perturbation term implies no rotor eccentricity, and the first-order
term refers to the amount of change in magnetic flux density based on rotor eccentricity;
therefore, the final magnetic flux density is the sum of the zeroth- and first-order magnetic
flux density. The magnetic flux density considering rotor eccentricity can be expressed as:

B = B(0) + εB(1) (20)
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2.3. Back-EMF

To obtain the back-EMF, the magnetic flux linking the coil must be determined as
follows [10]:

Φcoil,(1,··· ,Q) =
∫ θc/2

−θc/2
B · dS , E(t) = −Nc

d
(
Φ1 + · · ·+ ΦQ

)
dt

(21)

where B is the magnetic flux density vector in the stator surface region, and dS is an element
of the coil surface area vector. Q is the slot number/phase. θc denotes the mechanical angle
per slot. The back-EMF can be obtained using Faraday’s law. Nc is the number of turns in
each coil. Figure 3 is an example explaining the calculation of the back-EMF of the 8-pole
9-slot. The back-EMFs in other coils of the same phase are not necessarily similar because of
the eccentricity. They must be calculated individually by performing an appropriate shift.

Figure 3. Winding distribution of 8-pole 9-slot.

3. Results and Discussion

Figure 4 shows the experimental set. Table 2 shows the design specifications. The
stator and rotor were made of 50PN470, whereas the permanent magnet was made of
N42SH; the experiment was performed at room temperature. The servo motor was installed
on the opposite side of the test motor to measure the back-EMF. Figure 5a shows the
magnetic flux density in the air gap when no eccentricity occurred, and Figure 5b is the
variation in the magnetic flux density according to rotor eccentricity. Figure 6 shows
the magnetic flux density in the air gap when 25% rotor eccentricity occurred. A 25%
eccentricity is based on nominal air gap length. Since the air gap of the analysis model
is 4 mm, it means that 1 mm eccentricity occurs. The analytical results were verified
by comparing them with the FEM results. FEM analysis was performed using ANSYS
Electronics 2020R2. It was confirmed that the results agreed well. Figure 7 is the mesh plot
of non-simplified analysis models. Non-simplified model in Figures 8 and 9 are the slotted
models. FEM analysis and experiments are performed using slotted models. Figure 8a,b
show the back-EMFs of the 8-pole 9-slot PMSM when no rotor eccentricity and 25% rotor
eccentricity occurred, respectively. The analytical results of the back-EMFs of the 8-pole
9-slot PMSM were compared with the FEM and experimental results. It was observed
that the results exhibited good agreement with each other. In the 8-pole 9-slot model,
the winding arrangement distributed asymmetrically to one side, as shown in Figure 8b;
therefore, if eccentricity occurs, the result of the unbalanced back-EMF can be confirmed.
Figure 9a,b show the back-EMF of the 8-pole 12-slot PMSM based on rotor eccentricity.
As shown in Figure 9b, the winding arrangement of the 12-slot stator was distributed
symmetrically. Consequently, the effect of rotor eccentricity was nullified, and the results of
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the cases with and without rotor eccentricity were compared. Tables 1 and 3 summarize the
analysis results. The error of the analytical results is confirmed to be within 5%. Figure 10a,
b show the results of the output torque and torque ripple analysis based on the eccentricity
of the 8-pole 9-slot and 8-pole 12-slot PMSMs. When comparing those PMSMs, it was
observed that the cogging torque of the 8-pole 12-slot PMSM was larger than that of the
8-pole 9-slot PMSM; therefore, the torque ripple ratio of the 8-pole 12-slot PMSM was
larger than that of the 8-pole 9-slot under a low input current. However, in the 8-pole 9-slot
model, the increasing rate of the torque ripple based on eccentricity was larger than that of
the 8-pole 12-slot owing to the asymmetric winding arrangement. Under the low output
power condition, the 8-pole 9-slot PMSM indicated a sinusoidal back-EMF, resulting in a
small torque ripple ratio in the output torque. However, as the output power increased,
the 8-pole 12-slot PMSM was less affected by the rotor eccentricity.

Figure 4. Experimental set: (a) experiment configuration; (b) manufactured model.

Figure 5. Flux density: (a) without rotor eccentricity; (b) variation in radial flux density according to
rotor eccentricity.
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Figure 6. Flux density with 25% rotor eccentricity at the air gap: (a) radial flux density; (b) tangential
flux density.

Figure 7. Mesh plot of analysis models: (a) 8−pole 9−slot; (b) 8−pole 12−slot.

Figure 8. Back−EMF of 8−pole 9−slot PMSM: (a) without rotor eccentricity; (b) with 25% eccentricity.
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Figure 9. Back-EMF of 8−pole 12-slot PMSM: (a) without rotor eccentricity; (b) with 25% eccentricity.

Figure 10. Torque characteristics: (a) 8−pole 12−slot and (b) 8−pole 9−slot.

Table 1. Analysis results of back-EMF without rotor eccentricity.

Parameter
Analytical FEM Measurement

8p9s 8p12s 8p9s 8p12s 8p9s 8p12s

Number of meshes - - 31,496 30,541 - -
Analysis time (s) 0.11 0.12 11 23 - -
Back-EMF (Vmax) 17.63 18.45 17.52 18.35 17.68 19.05

Error (%) 0.28 3.14 0.9 3.67 - -

Table 2. Design specification of analysis model.

Parameter Value Unit

Number of slots/poles 9/8, 12/8 mm
Outer radius of stator 75 mm
Inner radius of stator 47 mm
Outer radius of rotor 43 mm

Thickness of PMs 5 mm
Axial length 30 mm

Magnet remanence 1.27 T
Rated speed 1000 Rpm
Pole arc ratio 0.9
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Table 3. Analysis results of back-EMF with 25% rotor eccentricity.

Parameter
Analytical FEM Measurement

8p9s 8p12s 8p9s 8p12s 8p9s 8p12s

Number of meshes - - 31,839 33,910 - -
Analysis time (s) 0.11 0.12 12 25
Back-EMF (Vmax) 18.36 18.45 18.2 18.35 18.6 19.04

Error (%) 1.29 3.1 2.15 3.62 - -

4. Conclusions

In this study, we performed a magnetic field analysis based on rotor eccentricity using
an analytical method, and the torque characteristics of a two pole/slot combination were
compared. Based on perturbation theory and electromagnetic theory, the magnetic flux
density and back-EMF in the air gap region were derived, and the analytical result was
verified by comparing it with the FEM and the experimental results. Both models with slotted
and simplified models without slots were analyzed using the FEM. We conformed that even
if the magnetic flux density is predicted as slotless and the back-EMF is derived using it,
a slotted model can obtain similar results. Subsequently, torque analysis was performed
based on rotor eccentricity to analyze the variation in the torque ripple for the two pole/slot
combinations. The analysis results from this study will benefit the design of motors.
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Abstract: This paper aims to investigate the reconfigurations of rotor flux barriers for a five-phase
Permanent Magnet Assisted Synchronous Reluctance Machine (PMASynRM). To precisely study
the performance of the proposed configurations, a conventional PMASynRM with double-layer flux
barriers is included in the study. Since the novel rotor schemes consume the same amount of rare-
earth magnets, steel sheet materials, and copper wire, resulting in no extra manufacturing costs, the
optimal reconfiguration should be determined, providing developed electromagnetic characteristics.
Thus, all the proposed models are designed and analyzed under the same condition. The Lumped
Parameter Model (LPM) is exported to the Finite Element Method (FEM) for precise analysis to reach
developed torque and lower values of torque ripple. Based on the FEM results the model present-
ing the lowest torque fluctuations is selected as the optimal model and dynamically investigated.
According to the results, in comparison with the conventional model, the introduced rotor designs
provide a much lower value of torque fluctuations with a desirable amount of electromagnetic torque
and power. In addition, the optimal model presents high values of power factor and efficiency,
making it a vital alternative for low-torque ripple high-speed operations with no extra cost to the
implementation process.

Keywords: Finite Element Method; Lumped Parameter Model; Permanent Magnet Synchronous
Reluctance Motor; rotor flux barrier; torque development

1. Introduction

Electric Synchronous Motors (SyncM) are widely used in industrial applications due to
their electromagnetic characteristics such as robustness [1], noticeable torque/power den-
sity [2,3], and efficient performance [3–6]. These types of electric motor can be categorized
into (i) surface mounted Permanent Magnet Synchronous Motor (SPMSM), (ii) Interior
Mounted Permanent Magnet Synchronous Motor (IPMSM), (iii) Permanent Magnet As-
sisted Synchronous Reluctance Motor (PMASynRM) [6]. Among these types of PMSM, the
PMASynRM has attracted a huge number of investigators to study the characteristics [6–9],
apply optimization processes [10–13], and perform enhancement for different applications
such as electric vehicular systems [4,14–16]. Therefore, a large number of studies are de-
voted to introducing new branches of structural design for PMSM [4,15,17–22]. A novel
dual rotor PMASynRM is introduced in [4] in which toroidal winding is applied to fully uti-
lize electromagnetic torque (PM torque and reluctance torque). Based on the results of the
Finite Element Method (FEM), the proposed configuration presents robustness through irre-
versible demagnetization. Wang et al., presented a new SynRM composed of grain-oriented
and non-oriented silicon steels [17]. Accordingly, employing a reasonable rotor design, the
results demonstrate torque improvement and significant torque ripple reduction. Liu et al.,
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presented a novel modular PMASynRM structure that is composed of two axially combined
rotor modules [18]. According to detailed reported analysis results, the new proposed
motor structure provides higher values of power factor along with lower torque ripple and
eddy current losses compared with conventionally known IPM and PMASynRM structures.
A new hybrid PMASynRM with sandwiched magnets is investigated by Zhao et al., to
study torque, efficiency, power factor, and torque ripple enhancements [19]. Applying FEM
to the proposed design, the results exhibit highly improved torque density, power factor,
and efficiency along with a great decline in value of torque ripple. Cai et al., reviewed recent
research on electric powertrains for new electric vehicles [20]. Based on the results, this
study presents efficiency, speed, size, reliability, control simplicity, and performance com-
parison for Direct Current (DC) motor, Induction Motor (IM), PMSM, so that it is found that
although the PMSM requires a complicated control system, it presents best electromagnetic
performance, high efficiency, and more reliability. Cui et al., presented a novel PMSM with
an optimized air-gap for a high-power electric motorcycle. The results show improvements
in torque and efficiency by asymmetric structural design optimization providing a wide
range of speed and performance control. Tawfiq et al., in [23] present the investigation of a
3-phase SyncRM while transferring the machine to a 5-phase SyncRM. It has been obtained
after optimization and investigating of the proposed 5-phase SyncRM that in an increasing
rate of the rotor speed, the produced torque and efficiency increased significantly up to
33% and 3.5% respectively, in comparison with the 3-phase structure. In addition, in terms
of one-phase faulty situation the 5-phase model works at 98.84% of it 3-phase machine’s
electromagnetic torque while the 3-phase model only works at about 45% of its rated torque
with a high torque ripple value of 228%. Thus, a 5-phase SyncRM not only provides better
torque and efficiency performance particularly in sensitive applications such as military
and propulsion systems, it also brings about higher reliability under faulty situations.

Although a three-phase system is widely applied to electrical machines, due to devel-
opments of power electronics devices, the necessity of having a limited number of phases
dismissed and multiphase drive systems can be applied to supply and control electrical
machines. A five-phase system can be used as the drive system in PMASynRM, which
brings advantages as (i) higher torque, (ii) higher efficiency, (iii) reduction of DC-Link
harmonics, and (iv) reliability [23–29]. Moreover, it has been investigated in [8] that while
the 3-phase inverter fed Multiphase SynRM would not utilize the full capacity of kVA of the
inverter, the multiphase system would provide higher usage of the inverter power. Hence,
the multiphase SyncRMs bring about higher torque density and efficiency along with lower
values of financial issues. Because the utilization of a multiphase system provides investiga-
tors with the elimination of high price PM materials along with lower expenditure on lower
price/kVA for inverter technology. Hence, along with better performance, multiphase
SyncRMs are a vital alternative particularly for financially sensitive applications such as
electric vehicle technologies and home appliances.

As the cost of the rare-earth magnets and steel sheet vary, this paper aims to study
novel reconfigurations of rotor flux barriers in a five-phase permanent magnet assisted
synchronous reluctance motor that consumes the same volume of steel and PMs compared
with a conventional PMASynRM. Due to changes that are made in the FB arc direction,
concerning the mathematical rotor design criteria, the chance of local saturation in the iron
rib, flux islands, and the corresponding losses can be reduced. Consequently, it results
in higher efficiency and power factor, as well as lower torque fluctuations. To aim the
torque/power enhancements for the introduced schemes, the Lumped Parameter Model
(LPM) of the models are utilized in a 2D Finite Element Analysis (FEA). The models are
initially investigated using the corresponding LPM; then, by consideration of the stator
current and the current phase angle as the optimization variables, the torque performance
is calculated to result in hundreds of operational data points. Afterward, the optimal model,
presenting developed torque with the lowest torque ripple is selected and analyzed dynam-
ically. All models are designed using the same values of design parameters and analyzed
under the same condition. In Section 2, the structural design data, the calculation methods,
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and a short mathematical review are presented. The analysis reports are illustrated in
Section 3, while Section 4 held some conclusions.

2. Material and Methods

2.1. Proposed Design Scheme

A conventional PMASynRM with novel reconfigurations of rotor flux barriers (FBs)
is introduced and investigated in this study. A double-layer FB scheme with inset PMs
is considered for all the proposed models. A five-phase full pitch distributed winding is
applied to the proposed 40-Slot 8-Pole prototypes (the ratio of the number of stator slots
per number of rotor poles per machine phases equals 1). Figures 1–3 illustrate the proposed
models, structural scheme and winding pattern, and the corresponding winding factor
and magneto-motive force (MMF), respectively. According to Figure 1, a conventional
double-layer FB PMASynRM (Model-I) is considered in this study in order to compare the
performance of the proposed models (Model-II to Model-V) more precisely. The FBs and
PMs in the Model-II are reversed in arc direction, the Model-III consists of FBs that are
reversed interchangeably one-by-one, and the FBs of the Model-IV interchanged two-by-
two and four-by-four in the Model-V. In other words, the Model-III to -V is the combination
of the Model-I and -II. The design scheme differentiations, an overview of the system
equations, and the conducted numerical methods (as shown in the evaluation procedure in
Figure 4) are described in the following subsections. Accordingly, the d-q axes magnetic
equivalent circuit (MEC) is evaluated for the LPM and then exported to the FEM to analyze
the performance of the machines. Firstly, the steady-state performance at rated speed and
nominal stator current is calculated to determine the torque performance and the back
electromotive force (Back-EMF). Afterward, the torque enhancement is sensitively analyzed
for each model with respect to the stator current amplitude and phase angle variations.
Finally, the best-performed model, which produces desirable values of torque density with
a lower amount of fluctuations is selected and dynamically studied. To achieve the goal of
this paper, the proposed machines are designed and investigated under the same condition
using the reported design parameters in Table 1 and the ambient temperature of 40 ◦C. Thus
the proposed schemes consume similar amounts of manufacturing material and require
the same steel cutting, resulting in the same value of the machine’s mass and finalized
implementation costs, when transforming from the PMASynRM to the Model-V.

Table 1. Design Constrains.

Parameter Sym. Value Unit

Number of Phases m 5 -
Number of Stator Slots NS 40 -
Number of Rotor Poles NP 8 -

Rated Speed nr 5 krpm
Input Current In 15 A

DC Bus Voltage VDC 400 v
Stator Outer Diameter DSO 160 mm
Stator Inner Diameter DSI 90 mm
Rotor Outer Diameter DRO 89.15 mm

Shaft Diameter DSh 29 mm
Stack Length Lm 90 mm

PM Arc LPM 35 ◦Mech.

Air-Gap Length Lg 0.85 mm
Steel Material - M800-50A -
PM Material - N42SH -

PM Mass - 0.5 kg
Steel Laminations Mass (Rotor & Stator) - 11.16 kg

Copper Wire Mass (AWG 18) - 3.35 kg
Total Mass (Excluding the Shaft) - 15 kg
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(a) (b) (c) (d) (e) 

Figure 1. Proposed Models: (a) Model-I (PMASynRM), (b) Model-II, (c) Model-III, (d) Model-IV and
(e) Model-V.

Figure 2. PMASynRM Structural Design and Winding Pattern.

Figure 3. Winding: (a) Factor, (b) MMF.
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Figure 4. Evaluation Procedure.

2.2. Design Differentiation

The proposed models in this study are designed based on a conventional PMASynRM,
shown in Figure 1a. The overall view of the proposed models is similar, whereas the changes
that occurred in the flux barrier arc direction caused changes in some design parameters.
Figure 5 depicts the major rotor design parameters, in which the Wbk, Wij, and Wrib are the
flux barriers, flux islands, and the iron rib width for k = [1,2], j = [1,2] (due to the utilization
of two layers of flux barrier, the value of Wi3 is excluded in this study). Transforming the
arc face direction from the rotor design of the Model-I to the Model-II made changes in
the value of the Wij in which Wi1 > W’i1. Although by applying such transformation the
∑Wij = ∑W’ij, however, the value of the Wrib is not equal to the that of the W’rib, so that in
comparison with the Model-II with W’rib = W’i1, the Model-I has Wrib < Wi1. This study is
aimed to investigate this transformation by proposing four different configuration models
shown in Figure 1. Accordingly, this paper not only investigates the transformed Wrib model
(Model-II), but also three models, which are the combination of the Model-I and Model-II
are considered for investigation. Based on the design optimization procedures expressed
in [17,30], K, the ratio of barrier width to the total rotor width, can be expressed as:

K =

2
∑

k=1
Wbk

2
∑

j = 1
k = [1, 2]

(
Wbk + Wij

) (1)

In order to maximize torque and minimize torque ripple, the value of K should be
limited to 0.5–0.55. Below 0.5, the machine faces a decline in torque production due to
heavy magnetic flux leakages and for the greater values of K, due to the saturation of
flux islands, the torque fluctuations increase significantly [30]. It has been investigated
in [31,32] that the best performance is achievable if the FB island’s width is different in
each layer. However, there can be different schemes and reconfigurations that provide
the same values for the mentioned criteria in [30–32], and such a statement has not been
studied before. Hence, five reconfigurations are introduced and analyzed in this study by
utilizing the reported parameter values in Table 2, the value of 0.47 and 0.54 are considered
for K and K’ respectively, to reduce torque ripple and develop torque performance of the
proposed models as it has been addressed in [17,30–32]. Moreover, as it has been asserted
in [32], two different values are assumed for the Wi1 with one particular Wi2 to achieve
better performance.
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Figure 5. Main Design Parameters of the Rotor.

Table 2. Rotor Design Parameters.

Model/Parameter K Wb1 Wb2 Wi1 Wi2 Wrib dr Unit

Model-I 0.47
3 4

6
2

3
30 mm

Model-II 0.54 4 4

2.3. System Equations Review

The phasor diagram of a PMASynRM with respect to the rotor reference frame is
shown in Figure 6a, considering the steady-state condition. Generally, the torque in an
m-phase SynRM can be expressed as Equation (2) where Xd, Xq, Ld, Lq, Id, and Iq are the d
and q axes reactance, inductance, and currents respectively [28,29].

Te =
m
2

NP
2
[(

Ld − Lq
)

Id Iq
]

(2)

(a) 

Figure 6. Cont.
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(b) 

(c) 

Figure 6. PMASynRM: (a) Phasor Diagram, (b) d-axis MEC, and (c) q-axis MEC.

In terms of a PMASynRM, the PM flux linkage (λPM) should be included in Equation (2).
Considering a five-phase drive system, the stator phase voltage (Vs) and d-q axes voltages
(Vd and Vq respectively) can be defined with the phase resistance, stator current as rs,
Is, air-gap flux linkage vector of the stator, the rotor angular speed, permeability of the
air as Λs, ωr, μ0, air-gap length and radius, machine stack length as lg, rg, and finally
magnetomotive force (MMF) harmonics of the stator and rotor, stator current phase angle
as L, fs,h, fr,h, and γd. (See Equations (3)–(8)) [33,34].

Vs = rs Is +
dΛs

dt
=
[

vas vbs vcs vds ves
]T (3)

Is =
[

Ias Ibs Ics Ids Ies
]T (4)

Λs =
[

Λas Λbs Λcs Λds Λes
]T (5)

Vd = −ωr
(

Lq Iq − λPM
)

, Vq = ωr(Ld Id) (6)

Te =
5
2

NP
2
[
λPM Id +

(
Ld − Lq

)
Id Iq

]
(7)
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Tripple =
NP
2

μ0

lg
rgLπ ∑

h = 6n ∓ 1
n = 1, 2, 3, . . .

(h fs,h fr,h sin((h ± 1)ωct ± γd)) (8)

2.4. LPM: Lumped Parameter Model

A complete machine design knowledge is required to define the major flux paths and
the machine’s model in the LPM, in which the magnetic saturations and other nonlinear
effects are directly determined utilizing the steel sheet materials in the FEA. To determine
the parameters of the motor, d-q axes MEC of the proposed models are developed as shown
in Figure 6. The PM flux is oriented along the q-axis and the d-axis is aligned 90E. Deg. to the
q-axis. The MEC, which is shown in Figure 6 is developed with two flux barriers filled with
inset PMs, in which ϕd and ϕq are the d-q axes flux linkages, ϕg is the air-gap flux linkage,
ϕM represents the PM flux linkage, ϕb is the saturation flux corresponding to the PM flux
sources, fd and fq are the d-q axes magnetic potentials, and Rr, Rb, Rg, Rst and Rsy are the
reluctances of the rotor islands, rotor flux barriers, air-gap, and stator core reluctances
respectively. It should be noted that in comparison with the FEA, although solving such a
nonlinear equation requires much smaller time steps, we have exported the LPM models
to the FEM for detailed analysis results. As the stator reluctances are far lower than the
air-gap reluctance, the proposed MEC in Figure 6 can be mathematically defined as:

• d-axis (Figure 6b):

Rsy + Rst〈〈Rg →

⎧⎪⎪⎨⎪⎪⎩
ϕ1 = fd1

Rg1+Rri1

ϕ2 = fd2
Rg2+Rri2

ϕ3 = fd3
Rg3+Rri3

(9)

ϕd = ϕ1 + ϕ2 + ϕ3 (10)

Ld =
ϕd
id

(11)

• q-axis (Figure 6c):

Rsy + Rst〈〈Rg →
⎧⎨⎩ ϕ1 =

fq1
Rg1+Rb1

ϕs =
fq2+Rb2 ϕb
Rg2+Rb2

(12)

ϕd = ϕ1 + ϕs (13)

Ld =
ϕq

iq
(14)

2.5. FEM: Finite Element Method

One of the most common numerical methods used to design, analyze, optimization
and performance evaluation of electrical machines is the FEM. A 2D-FEM is applied in this
study to calculate the torque developments, torque fluctuations, electromagnetic power,
line-to-line Back-EMF, air-gap flux density, efficiency, and power factor with respect to
the stator current phase angle, stator current amplitude, and rotor speed variations, for
the proposed models of five-phase PMASynRM. The corresponding LPM models of the
proposed configurations, shown in Figure 6b,c, are exported to the conducted FEA of this
study for a more detailed electromagnetic (E-Magnetic) characteristic analysis.

3. E-Magnetic FEM Results

In the following subsections, the conducted FEM analysis results are comparatively
reported. First, the models are studied by applying the nominal current of 15 A operating at
5 kRPM of rotor speed. Then, the torque performance (average torque and torque ripple) of
each model is sensitively investigated to determine the best-performed model, producing
the lowest value of the torque ripple, with regard to the stator current specifications (Phase
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angle and Amplitude) variation. Finally, the torque, power, Back-EMF, air-gap flux density,
efficiency, and power factor of the candidate model are studied considering a wide range
of speeds.

3.1. Steady-State Analysis at Rated Current and Nominal Speed

The steady-state operational behavior of the proposed models is illustrated in Figure 7
in which, Figure 7a,c,d depict the comparative torque performance (average torque, cog-
ging torque, and torque ripple respectively). The Model-I and -II exhibit higher torque
fluctuations; however, the Model-II produces the maximum average torque. The other
models present a much lower value of cogging torque with desirable values of average
torque (the value is in between that of the Model-I and -II), in which the Model-V provides
the lowest TCog, and the Model-III presents the lowest TRipple. Figure 7b displays the Line-
to-Line Back-EMF produced by the proposed models. Accordingly, Model-I and -II produce
the minimum and maximum peak values, whereas the other models present medium levels
of L-L Back-EMF. Figure 8 demonstrates the reluctance and PM torque comparison along
with the harmonic behavior of the proposed structure. Accordingly, it can be seen from
Figure 8a,b that there is a tradeoff between the reluctance part of the torque and the magnet
part as they move in the opposite direction while reconfiguration occurred. However, the
overall produced torque remained the same and approximately equal to 11.5 Nm for all of
the proposed models. Based on the presented harmonic results in Figure 8c,d, the Model-I
and -II suffer from high order torque and back-EMF harmonics, while Model-III to -V bene-
fit from lower amplitudes of high order harmonics and consequently better performance is
presented by them. The flux density distribution map for the proposed models is shown in
Figure 9. It can be derived from Figure 9 that except for the local saturation in iron ribs,
the total distributed flux density is desirable, causing a low probability of power losses,
local saturation, and the chance of overheating under the nominal operational conditions.
However, in comparison with the Model-I, the Model-II provides less local saturations.
Based on Figure 9a,b and Equation (8), as the harmonics contents of the MMF of the rotor
increase, a higher torque ripple will occur. In other words, in comparison with the Model-I
and -II with the highest and lowest local saturations respectively, the local saturation in
the Model-III to -V reduced due to the reconfiguration. Thus, a higher torque ripple with a
lower value of torque is shown by the Model-I, and the highest torque and lower values
of torque ripple are presented by the Model-II to -V, while the Model-III to -V provides a
value of torque between that of the Model-I and -II. Thus, a noticeable torque sacrifice is
prevented by reducing local saturations in the Model-III to -V and consequently provides
better torque ripple performance. Also, as illustrated in Figure 8a,b, Model-V presents
a wider range of operations in terms of the rotor speed. The calculated electromagnetic
characteristics of the proposed models are reported in Table 3.

Figure 7. FEA results at rated current: (a) Average Torque, (b) L-L Back-EMF, (c) Cogging Torque and
(d) Torque Ripple.
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Figure 8. FEA results at rated current: (a) Reluctance Torque, (b) PM Torque, (c) Tavg Harmonics, and
(d) Back-EMF Harmonics.

  

 

 

(a) (b) 

   
(c) (d) (e)  

Figure 9. Flux Density Distribution Map: (a) Model-I (PMSynRM), (b) Model-II, (c) Model-III,
(d) Model-IV and (e) Model-V.

Table 3. FEA Results at Rated Speed and Current.

Parameter Unit I II III IV V

Tavg Nm 11.02 11.6 11.4 11.37 11.35
TCog Nm 0.1 0.05 0.025 0.035 0.022

TRipple % 5.9 2.95 2.8 2.93 2.85
η % 93.8 94.75 93.94 94.2 94.1

PF - 0.65 0.77 0.71 0.71 0.71
Ld mH 6.07 5.944 6.03 5.99 6
Lq mH 11.04 10.87 10.98 10.97 10.97
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3.2. Optimization

Concerning the stator current phase angle (X1) and amplitude (X2) variations, the
results achieved from the 2D-FEM, related to the average torque and torque ripple study,
are illustrated in Figures 10–14. It can be seen that the presented average torque is similar
for all the proposed rotor schemes with some slight differences at the minimum and
maximum variable extremes. However, higher values of average torque are determined for
the Model-II to -V in comparison with the proposed PMASynRM model. In terms of torque
ripple, as expected from the steady-state section, the Model-I and -II present high values of
torque ripple (increased along with increasing values of X1 and X2), while others benefit
from much lower value (begins with higher values but decline as X1 increased). Hence, the
Model-V, which presents lower values of TRipple with respect to the variation of applied
parameters is selected as the optimal model for Low-TRipple applications. Moreover, to
precisely obtain the advantages of this candidate model to operate at a wide range of speed
the following dynamic analysis is performed. Table 4. reports the Tmax and Tripple-min values
for the proposed structures during variation of stator current amplitude and phase angle.

Figure 10. FEA results for torque performance of the PMASynRM: (a) Average Torque, and (b) Torque Ripple.

Figure 11. FEA results for torque performance of the Model-II: (a) Average Torque, and (b) Torque Ripple.
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Figure 12. FEA results for torque performance of the Model-III: (a) Average Torque, and (b) Torque Ripple.

Figure 13. FEA results for torque performance of the Model-IV: (a) Average Torque, and (b) Torque Ripple.

Figure 14. FEA results for torque performance of the Model-V: (a) Average Torque, and (b) Torque Ripple.
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Table 4. Optimization summarized reports.

Model-I Model-II Model-III Model-IV Model-V

Tmax [Nm] 16.5 18.13 17.66 17.6 17.7
Tripple [Nm] 1.77 0.8 0.85 0.83 0.6

X1 [Deg] 40 40 40 40 40
X2 [A] 20 20 20 20 20

3.3. Optimal Rotor Scheme

Based on the illustrated results of the performed sensitivity analysis in the previous
subsection, the Model-V is selected to be studied under dynamic performance. Figure 15
demonstrated the performance of the Model-V under dynamic analyzes. Figure 15a,b
show the average air-gap flux density (Bg) and L-L Back-EMF of the Model-V, operating
at desired values up to 0.4 T and over 500 v respectively, at a maximum stator current
amplitude of 20 A. The efficiency and power factor map of the Model-V are illustrated in
Figure 15c,d respectively. Accordingly, high values of efficiency are observed at constant
torque region for up to 5 kRPM of speed. Higher values of power factor are observed when
the candidate model operates at the constant power region for more than 5 kRPM. Overall,
the selected Model-V present higher values of torque/power density, efficiency, power
factor, and Back-EMF with a much lower amount of torque fluctuations in comparison with
the conventional PMASynRM, which make this model a vital alternative, applicable for
Low-TRipple applications, operating in a wide range of speed up to 10 kRPM.

Figure 15. Dynamic Performance Results of the Model-V: (a) Bg, (b) L-L Back-EMF, (c) Efficiency
Map, and (d) Power Factor Map.

4. Conclusions

The goal of this paper is to introduce and study novel rotor flux barrier reconfigurations
for a five-phase PMASynRM, in which a conventional PMASynRM is considered to observe
the benefits of the presented rotor schemes. The models are designed in following the
formerly investigated rotor design criteria so that although the proposed structures are
designed considering the same design parameter values, the flux barrier scheme has been
reconfigured, and consequently results in different performances. An LPM conducted to
a 2D FEM is applied to the proposed models under the steady-state condition at rated
current and speed. Based on the FEM results, the maximum torque, minimum TCog, and
TRipple are presented by the Model-II, Model-V, and Model-III respectively compared to the
PMASynRM. Higher local saturations in the Model-I resulted in high order MMF harmonic
contents and therefore increased the torque ripple. To minimize the torque reduction in the
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Model-III to -V, their scheme is considered the combination of the Model-I and -II, which
led to a desirable performance without a noticeable torque reduction. Since the goal of this
paper is to investigate torque development, particularly the torque ripple reduction, by
performing a sensitivity analysis, including stator current phase angle (X1) and amplitude
(X2), the proposed machines provide similar average torque performance with respect to
the variation of these parameters. However, the torque ripple highly decreased in Model-III
to -V with an increasing value of X2 up to 90E. Deg., while Model-I and -II suffer from
high values of TRipple (increased along with increasing values of X1 and X2). Overall, the
Model-V, which provides high values of torque density along with a much lower amount
of torque ripple is selected as the optimal rotor scheme for five-phase PMASynRM. To
obtain the advantages of the optimal model, it is studied under the dynamic condition for a
wide range of operational speeds. As a result, the optimal model operates at high values of
constant torque, power, efficiency, and power factor with desirable values of Line-to-Line
Back-EMF and air-gap flux density. Hence, the optimal model is applicable for Low-TRipple
High-Speed applications with no extra manufacturing costs when transforming from a
conventional PMASynRM rotor scheme to the Model-V.
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Abstract: Wind generation has recently become an essential renewable power supply option. Wind
generators are integrated with electrical machines that require correct functionality. However, the
increasing use of non-linear loads introduces undesired disturbances that may compromise the
integrity of the electrical machines inside the wind generator. Therefore, this work proposes a
five-step methodology for power quality disturbance detection in grids with injection of wind farm
energy. First, a database with synthetic signals is generated, to be used in the training process. Then,
a multi-domain feature estimation is carried out. To reduce the problematic dimensionality, the
features that provide redundant information are eliminated through an optimized feature selection
performed by means of a genetic algorithm and the principal component analysis. Additionally,
each one of the characteristic feature matrices of every considered condition are modeled through a
specific self-organizing map neuron grid so they can be shown in a 2-D representation. Since the SOM
model provides a pattern of the behavior of every disturbance, they are used as inputs of the classifier,
based in a softmax layer neural network that performs the power quality disturbance detection of six
different conditions: healthy or normal, sag or swell voltages, transients, voltage fluctuations and
harmonic distortion. Thus, the proposed method is validated using a set of synthetic signals and is
then tested using two different sets of real signals from an IEEE workgroup and from a wind park
located in Spain.

Keywords: artificial intelligence; electrical machines; optimization techniques; self-organizing map;
power quality; wind generation

1. Introduction

Modern society is experiencing a series of challenges in matters of power generation
associated with the use of fossil fuels in the power generation process. This situation has
led to an increase in greenhouse gas emissions, which has caused severe air pollution
problems [1]. Moreover, fossil fuels are non-renewable resources that have become in-
creasingly depleted in recent years, resulting in a rise in their prices [2,3]. To deal with
these problems, power generation has started using use renewable sources as fuels (such as
sunlight and wind); in fact, nearly one-third of the global electricity demand is fulfilled only
with the use of renewable energies [4]. Among all the renewable energies, wind energy
among the most widely spread, because it is mature from a technological point of view, it
presents a competitive levelized cost of energy (LCOE) and it is relatively easy to obtain
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an important amount of energy by means of this renewable resource [5]. Nonetheless,
the use of wind energy implies some important challenges. For instance, the amount of
generated energy is location-specific, and a study of the wind conditions in the location
is required to properly select the wind turbine and to guarantee that energy production
is sufficient to represent monetary earns [6]. Also, the policies regarding wind generation
are different from one country to another [7]. Additionally, wind generators are complex
systems that combine mechanical, electric, and electronic devices to transform wind energy
into electricity, and they must provide a robust, reliable, and high-quality power supply.
Maintaining this high-quality supply is a challenge due to the large amount of non-linear
loads that are used nowadays. These non-linear loads introduce a high number of har-
monics that contaminate the power grid and cause waveform distortion. An electric grid
that presents power quality (PQ) issues generates damages in domestic loads and leads
to unexpected stops at industrial facilities that will translate into financial losses. In this
sense, the electric generator becomes of great importance in any wind turbine. Therefore, in
order to optimally design a wind generator, it is necessary to develop strategies that allow
determining the existence of failures that compromise the quality of the generated energy.
PQ problems cause erratic operation of electronic controllers and computer data loss [8].
They also lead to the inappropriate operation of relays, programmable logic controllers, and
computers. Therefore, the methodologies for disturbance detection allow for improving
the design of wind generators and preventing the malfunctioning of their components.

PQ monitoring has been widely explored, and several techniques have been developed
to determine the presence of waveform distortion or power quality disturbances (PQD)
in electrical signals. To properly perform this identification, it is important to carry out a
feature extraction that provides information regarding the occurrence of any event. One of
the most common techniques for this feature extraction is the Fourier transform (FT) [9,10],
which delivers good results in the evaluation of stationary disturbances such as harmonic
distortion. However, the conventional FT-based methodologies present some important
drawbacks, such as the existence of spectral leakage and the fact that this technique can-
not be applied in the analysis of transient disturbances. Moreover, the FT cannot provide
temporal information related to the occurrence of the PQD. To overcome the issues related
with the FT, some other time-frequency transforms have been explored, for instance, the
short-time Fourier transform [11], S-transform [12]; the wavelet transform [13]; empirical
mode decomposition (EMD) [14]; and the Hilbert Huang transform [15], among others.
These techniques are able to detect not only stationary PQD but also non-stationary PQD;
furthermore, they provide accurate information associated with the time when the distur-
bance occurs. However, these time-frequency techniques demand a higher computational
effort and lose accuracy in frequency information, since they work with modes that contain a
group of frequencies instead of a single frequency component. Also, they suffer from mode
mixing, so the information regarding a specific PQD can appear in more than one mode,
hindering the disturbance identification. This is why some other works prefer to extract
features like high-order statistics (HOS) directly in the time domain [16]. The use of HOS
features presents some interesting advantages; for instance, the insensitivity to Gaussian
noise and the low computational burden. On the other hand, HOS are highly sensitive to
window size, and the use of a different number of samples of the same signal may lead
to different results, especially when the PQD is short. Finally, it is important to mention
that all the aforementioned techniques can be implemented to work along with artificial
intelligence techniques such as artificial neural networks (ANN) [17], fuzzy logic-based
classifiers [8], support vector machines [18], genetic algorithms (GA) [19], and even with
some deep learning approaches [20]. This combination of strategies allows for performing
an automatic classification of the founded PQD accurately. Yet, the number of extracted
features in all the aforementioned approaches can be high, and many of them do not deliver
important information regarding the existence of a specific disturbance. Thus, it is necessary
to develop strategies to perform a proper feature selection. Specifically speaking of power
quality in grids with injection of wind energy, it has been reported that the disturbances
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that more commonly appear are harmonic distortions, notch, voltage swell/sag, momentary
interruptions, and voltage fluctuations [21]. To deal with these issues, some wind generators
incorporate distribution static compensators [22] or passive and active filters [23,24]. These
devices are intended to suppress the presence of harmonics and to work as reactive power
compensators, and the PQ of the grid improves as a result of their action. Since, in this
field, attention is focused on the development of devices for mitigating PQ issues, there is
a lack of methodologies for the detection and identification of disturbances. Nonetheless,
the development of techniques for PQ analysis can work along with the devices for PQ
issues mitigation, because they can estimate the features required for tuning the filters
and compensators used in wind turbines. Additionally, information from PQ monitoring
allows for improvement in the design of blades, mechanical transmission systems, electric
generators, in order to obtain a more reliable and robust machine.

Indeed, several methodologies have been reported for carrying out optimal feature
selection in order to discard redundant information. Thus, some optimization techniques,
like k-means [25] and bio-inspired algorithms [26], are used to set a model that describes
the behavior of the PQD and select the features that better describe such behavior. In this
way, it is possible to reduce the required computational effort and to increase the efficiency
of the results. Also, in recent years, the use of dimensionality reduction techniques such
as the linear discriminant analysis (LDA) [27] and principal component analysis (PCA)
has been explored [28] for dealing with a complex set of features and reducing it to a
three-dimensional or two-dimensional view. Additionally, with the use of these techniques,
it is possible to maximize the distance between clusters, making the classification process
more efficient and accurate. The aforementioned works use features in only one domain
(time, frequency, or time-frequency); therefore, they are prone to experience difficulties
when dealing with disturbances that exhibit similar behaviors in the analyzed domain.
Hence, in [29], a multi-domain feature extraction for discerning between PQD with similar
behavior is proposed; then, using an autoencoder, a dimensionality reduction is performed
to facilitate the classification process. The problem with the multi-domain feature extraction
is that the number of features to be considered highly increases. In this sense, using an
optimization technique for feature selection may be helpful for reducing the effort required
in the dimensionality reduction process. In terms of wind turbines, these methodologies
have been used for the detection of failures in the components of the mechanism. For
instance, in [30], PCA is used along with Hoteling’s T2 method to assess the condition
of the electric generator in a wind turbine. On the other hand, in [31], different variables
such as active power, wind speed, rotor velocity, and blade angle are measured in a
wind power installation. A generalized regression neural network ensemble for single
imputation is used for feature extraction in all the measured variables and then, a feature
reduction is performed using PCA. Finally, the wavelet-based probability density function
is implemented, with the aim of identifying blade failures. Although these works deal
with the identification of undesired conditions in wind turbines, they only consider the
condition of the machine, and the PQ is left aside. It is important to pay more attention in
the detection of PQD, since considering them is helpful for the general design of the wind
generation system.

Thereby, the main contribution of this work relies in the proposal of a strategy for
optimal feature selection that allows for modeling electric signals through statistical fea-
tures in different domains that are used to better characterize the behavior of a PQD. The
proposed methodology considers as a first step the implementation of a multi-domain
feature extraction. Since the resultant number of features is high, a GA–PCA optimization is
carried out to eliminate those features that provide redundant information. Then, a feature
learning stage is implemented. In this step, self-organizing maps (SOM) are used to obtain
a model of the PQD in the time, frequency and time-frequency domains. Finally, the SOM
models obtained in every domain are used as inputs of a softmax layer ANN that works
as the classifier. In the present work, both stationary and non-stationary disturbances are
considered. Among the wide variety of PQD, only the following are considered: harmonics
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and voltage fluctuations for the stationary disturbances; and voltage sag, voltage swell,
and transients (impulsive and oscillatory) for the non-stationary disturbances. These dis-
turbances are selected because their appearance is common in grids that include renewable
resources such as wind generation. The training and validation of the proposed strategy are
performed using a set of synthetic signals that are modeled to be a reliable representation
of electrical signals containing PQD. Then, the methodology is tested using two different
groups of real signals. The first set is provided by the IEEE 1159.3 working group, whereas
the second one corresponds to a series of measurements taken in a real wind farm located
in northern Spain. As previously mentioned, the existence of PQD can produce a malfunc-
tion of the components of the machine; therefore, this methodology aims to be a tool for
detecting PQD and improving the reliability of the wind turbine by preventing its failure.
In this way, the designers and manufacturers of wind turbines can consider the existence of
PQD during the entire production process in order to improve the quality, not only of the
power supply, but of the entire generation system.

2. Theoretical Background

2.1. Self-Organizing Maps

The self-organizing map (SOM) is a novel unsupervised machine learning technique,
whose main purpose consists of performing a non-liner projection of a high-dimensional
input data set into a low-dimensional space. SOM is based in a neural network that
requires a pre-defined number of neurons to resemble and map the data distribution
of the input space. The use of SOM presents an interesting advantage against other
methodologies for PQ monitoring, and due to its capability for automatically adjusting
to different data topologies, the SOM may be used as a learning algorithm for mapping
an input feature space and model that can be considered the normal behavior, and then
identifying patterns that differ from this normality and classifying them according to the
topological characteristics of the data input [32].

An SOM model is composed of two main layers of neurons as it is presented in Figure 1;
the input layer is composed of N neurons, where each one represents an input variable of
the input feature space; through the input layer, the received information is transmitted to
the output layer. The output layer comprises predefined M neurons and, in this layer, aims
to automatically adapt the input feature space in order to obtain a characteristic pattern map.
Each neuron of the grid in the output layer represents a matching unit (MU). Normally, the
neurons in the output layer are arranged in the form of a two-dimensional map, which is
also known as the resulting SOM neuron grid. As Figure 1 shows, the connections between
the two layers of the SOM network are always forward; that is, the information of the input
feature space is propagated from the input layer to the output layer. Thus, each input
neuron i is connected to each of the output neurons j by a weight ωji; in this way, the output
neurons are associated with a vector of weights Wj that is called the reference vector or
codebook, since it constitutes the prototype or average vector of the category represented
by the output neuron j. Thus, the SOM model defines a projection from a high-dimensional
data space into a two-dimensional neuron grid map of neurons [32–34].

The SOM learning process can be described by two main steps as follows: step (i) A
vector x is randomly selected from the input feature space and its distance or similarity to the
vectors mj, in the codebook, is calculated, using, for example, the Euclidean distance (1):

‖ x − mj ‖= minj
{

x − mj
}

(1)

Once the closest vector or BMU (best matching unit) has been found, the rest of the
vectors in the codebook are updated. Step (ii) the BMU and its neighbors, in the topological
sense, move close to the vector x in the input feature space. The magnitude of this attraction
is described by the learning rate, which is also known as the topological error (Et). As
the learning process proceeds and new vectors are assigned to the neuron grip map, the
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learning rate gradually decreases towards zero; consequently, the neighborhood radius
also decreases. The update or learning rule for the given reference vector i is defined by (2):

mj(t + 1) =
{

mj(t) + α(t)
[
x(t)− mj(t)

]
mj(t)

j ∈ Nc(t)
j /∈ Nc(t)

(2)

where, t is the discrete-time index for the variables, α(t) ∈ [0, 1] is a scalar that defines the
relative size of the learning step, and Nc(t) specifies the neighborhood around the winner
in the map array.

 
Figure 1. Schematic representation of a SOM structure, its construction and the two main characteris-
tic layers.

Then, steps i and ii are repeated until the training process ends. The number of training
steps must be pre-defined a priori to calculate the convergence rate of the neighborhood
function and the learning rate. Once the training is finished, the resulting neuron grip map
is ordered in a topological sense: n topologically close vectors are applied in n adjacent
neurons or even in the same neuron. Moreover, to determine whether the resulting SOM
neuron grid has been properly adapted to the input feature space during the training pro-
cess, as measures of quality of the maps, the precision of the projection and the preservation
of the topology are considered. The projection precision measure describes how neurons
adapt or respond to input feature space. Usually, the number of data points is greater than
the number of neurons, and the precision error is always different from 0. To calculate
the precision of the projection, the mean quantization error (Eq) over the complete input
feature space is estimated as (3):

Eq =
1
N ∑N

i=1 ‖ xi − mc ‖ (3)

Also, as aforementioned, the topology preservation measure describes how the SOM
neuron grid preserves the topology of the input feature space. This measurement considers
the structure of the neuron grid map, i.e., on an oddly twisted map, and the topographic
error is large even if the precision error is small. Thus, the topological error, Et, can be
calculated by following (4):

Et =
1
N ∑N

i=1 u(xk) (4)

where, u(xk) is equal to 1 if the first and second BMUs of xk are not close to each other,
otherwise, u(xk) is equal to 0.
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An additional advantage of using SOM to model an input feature space is that SOM
performance is qualitatively measured in terms of the Eq, that also provides information
regarding the detection of unknown events that do not match with the topology of input
feature space used to create a SOM neuron grid model. In Figure 2a–c, general and visual
descriptions that depict the learning procedure performed to model a SOM neuron grid
are shown.

(a)  (b)  (c)  

Figure 2. Representation of the self-organizing mapping procedure in a 2-dimensional input and
output spaces. (a) Input feature space, , and a randomly initialized 2 × 2 neuron grid, . (b) Re-
sulting training procedure, where, the dotted lines represent the assigned memberships regions of
the matching units considering Euclidian distances. The maximum distance between MUs, dmax,
corresponds with MU1 and MU3. (c) Assessment of a new input data sample, . Assignation to MU1

as closest matching unit with the corresponding individual quantization error Eq.

2.2. Power Quality Definitions

The term power quality is used for defining a wide variety of electromagnetic phenom-
ena that occur at a certain time and location on the power system. These phenomena result
in the parameters that describe an electrical signal, like frequency and amplitude, deviating
from the ideal values, causing waveform distortions. According to the IEEE standard
1159–2019 [35], voltage sag and voltage swell are RMS variations. The former occurs when
RMS voltage decreases to a value between 0.1 pu and 0.9 pu; the latter is represented
by an increment of the RMS voltage to values above 1.1 pu. The same standard defines
a transient event as a disturbance that is undesirable but momentary in nature. These
events are classified into two categories: impulsive and oscillatory. A sudden nonpower
frequency change from the nominal condition that is unidirectional in polarity is known
as impulsive transient; in contrast, when an electrical signal presents a sudden nonpower
frequency change in the steady-state condition that includes both positive and negative
polarity values, then it is said that an oscillatory transient has occurred. Additionally,
voltage fluctuations are defined as systematic variations of the signal envelope causing
the peak value of the voltage signal to oscillate between 0.95 pu and the 1.05 pu. Finally,
harmonics are sinusoidal components that are integer multiples of the fundamental fre-
quency (usually 50 Hz or 60 Hz). When harmonics are combined with the fundamental
component, they produce a waveform distortion that is evaluated using a quantity called
the total harmonic distortion (THD). The IEEE standard 519–2014 [36] establishes that the
THD level must remain under the 8% in grids that handle voltages lower than 1.0 kV. All
the aforementioned disturbances can be mathematically modeled, and Table 1 shows the
equations that describe them.

The parameters in Table 1 are described in detail as follow: A is the amplitude of
the fundamental component; f f c is the frecuency of the fundamental component; k is the
discrete number of sample; φ is the phase angle in radians; α represents an amplitude
deviation; k1 is the sample where the disturbance begins; k2 is the sample where the
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disturbance ends; ψ corresponds to the amplitude of the transients, f f l is the frequency of
the voltage fluctuations; M is te total number of harmonics; and Ah is the amplitude of
every single harmonic.

Table 1. Mathematical models used in the generation of the synthetic signals for the 6 different conditions.

Condition Mathematical Model Parameter Description

Healthy xhlt(k) = A sin
(

2π f f ck + φ
)
+ η(k, σ) 1 − π

12 ≤ φ ≤ π
12

Voltage sag xsag(k) = −αA[u(k − k1)− u(k − k2)] sin
(

2π f f ck + φ
)
+ η(k, σ) 2

0.1 ≤ α ≤ 0.9
k1 < k2

− π
12 ≤ φ ≤ π

12

Voltage swell xswell(k) = αA[u(k − k1)− u(k − k2)] sin
(

2π f f ck + φ
)
+ η(k, σ)

0.1 ≤ α ≤ 0.3
k1 < k2

− π
12 ≤ φ ≤ π

12

Transients xtr(k) = A
[
sin
(

2π f f ck + φ
)

−ψ
(

e−750(k−k1) − e−344(k−k1)
)
(u(k − k1)− u(k − k2))

]
+η(k, σ)

0.222 ≤ ψ ≤ 1.11
kb = ka + 8

− π
12 ≤ φ ≤ π

12

Voltage fluctuation x f l(k) = αA sin
(

2π f f lk + φ
)

sin
(

2π f f ck + φ
)
+ η(k, σ)

1 ≤ f f l ≤ 30
0 < α ≤ 0.1

− π
12 ≤ φ ≤ π

12

Harmonics xhar(k) = A sin
(

2π f f ck + φ
)
+ ∑M

hn=2 Ah sin
(

2πhn f f ck + φ
)
+ η(k, σ)

5 ≤ M ≤ 50
0.012 ≤ Ah ≤ 0.1
− π

12 ≤ φ ≤ π
12

1 The term η(k, σ) represents additive Gaussian noise with zero mean and standard deviation 0.05 ≤ σ ≤ 0.1.
2 u( ) is the step function.

3. Methodology

As mentioned, in the design of electric machines such as wind generators, it is impor-
tant to consider the identification of failures and situations that compromise the quality
of the power supply and, therefore, the integrity of the loads attached to the grid. In
this regard, Figure 3 presents the flowchart of the proposed strategy that focuses on the
identification and classification of PQD through an optimal multi-domain feature selec-
tion. The methodology has been designed to follow a step-by-step scheme to make its
comprehension and application easier. A total of five stages compounds the PQ monitoring
strategy: database, multi-domain feature estimation, optimized feature selection, feature
learning and classification, where this final stage delivers the PQ disturbance detection as
output. Every step is described in detail in the following subsections.

Figure 3. Diagram of the proposed methodology based on an optimized multi-domain feature
selection for the detection and classification of disturbances.
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3.1. Database

This work considers the use of synthetic and real signals. The former are used in the
training process whereas the latter are used for validating the results of the proposed strategy.

The synthetic signals are generated with the purpose of representing six different
conditions of electrical signals: a healthy signal (i.e., a signal without any disturbance), a
voltage sag, a voltage swell, transients (impulsive and oscillatory), voltage fluctuations, and
harmonic distortion. Considering the definitions stated by the IEEE standard 1159–2019, the
mathematical models presented in Table 1 are used for generating the set of synthetic signals.

Before continuing, it is important to address some facts. For instance, all the parameters
presented in the third column of Table 1 are randomly generated considering the range of
values established in the same table. Also, the term f f c, which represents the frequency of
the fundamental component, is considered as 50 Hz. Moreover, for the case of harmonics,
the number of harmonics and the amplitude of harmonicas is randomly selected, but in all
the cases, a THD value higher than 8% must be accomplished to consider those cases with
unacceptable harmonic distortion. Additionally, the model presented for the description
of transients corresponds to an impulsive transient. Although impulsive and oscillatory
transients are different and they can be described with different parameters, for the sake of
simplicity, in this work, it is considered that an oscillatory transient can be expressed as an
impulsive transient that appears more than one time with different values; therefore, the
classifier will detect both disturbances only as transients. Also, it is considered that all the
signals are generated using a sampling frequency of 8 kHz and with a duration of 300 ms.
Finally, 100 signals per condition are generated to obtain a total of 600 elements that will be
used in the following stages of the training process.

Regarding the real signals, these are taken from two different data sets. A first data set
is provided by the IEEE 1159.3 working group [37], and it consists of a series of voltage
and current signals, recorded from different real locations, with diverse PQD. The data
set is formed by over 300 signals, but to validate the correct performance of the proposed
strategy, only 3 cases are presented: transients, a voltage sag, and a voltage swell. In
these signals, it is considered that the fundamental frequency is 60 Hz, and the signals
are acquired at different sampling rates. For instance, the signal with the transients is
acquired at a sampling rate of 15,360 Hz, whereas the signals with voltage sag and voltage
swell are acquired considering a sampling frequency of 7680 Hz. The second set of real
signals is acquired from a 30-MW wind park located in northern Spain. A proprietary data
acquisition system (DAS) is used for collecting and storing electrical signals. This DAS
is based on field-programmable gate array (FPGA) technology and it is able to acquire
data from 7 channels simultaneously. The sampling rate of these signals is 8 kHz and the
fundamental frequency is 50 Hz. At this location, a total of 4 different cases are presented:
one for a healthy signal, another one for voltage sag, one more for transients, and, finally,
one for harmonic distortion. Both sets of real signals are used to assess the performance of
the proposed strategy under real conditions. However, the proposed methodology aims to
be a tool for wind turbine designers; therefore, the results obtained with the second set of
real signals come to be of great importance for validating the reliability of this strategy.

3.2. Multi-Domain Feature Estimation

It has been previously addressed that for PQD that present similar behaviors, a multi-
domain approach may be helpful for obtaining better classification. Thus, h the use of
three different domains is proposed here: time domain (TD), frequency domain (FD), and
time-frequency domain (TFD). However, before performing any feature estimation, it is
necessary to perform an amplitude normalization of the electrical signal; such normalization
is carried out considering the nominal RMS value of the voltage signal. Therefore, all the
amplitude values are dimensionless and expressed as per unit (pu). This consideration is
implemented because the data sets that are used in this work consider signals from different
grids and, therefore, have different nominal amplitudes. Nevertheless, by performing this
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normalization, the proposed methodology is able to properly work, even for signals with
different nominal amplitude values.

In the case of the TD feature estimation, the 15 statistical features summarized in
Table 2 are calculated for every signal. Therefore, the dimensionality of this space is set as
TD = 15 and a feature matrix composed by statistical time domain features is obtained,
TD ∈ R

TD. In the case of the FD analysis, first, it is necessary to compute the fast Fourier
transform (FFT) of each normalized signal to obtain its representative spectrum. Then, the
14 statistical features presented in Table 3 are estimated over the signal spectrum. Hence,
the dimensionality of this new space is FD = 14 and a representative FD-dimensional
feature matrix, FD ∈ R

FD, is obtained. At this point, it is important to address the fact
that the statistical features are estimated over the amplitude values of the signal spectrum.
Since the signals have been previously normalized, it is expected that the fundamental
component presents an amplitude of 1 pu in a healthy condition, and any variation from
this value will be related with the existence of a disturbance. Moreover, since only the
amplitude values of the spectrum are considered, the proposed methodology can be applied
in any signal, regardless the value of the fundamental frequency. This turns to be one of
the main advantages of the proposed approach, because it can be applied in 60 Hz grids
and also in 50 Hz grids without requiring any modification. Finally, to carry out the TFD
feature estimation, a preprocessing of the normalized signals is required prior to feature
estimation. This preprocessing task consists of performing a signal decomposition, and the
EMD technique is used for this purpose. The result of applying the EMD over the voltage
signals is a set of sub-signals that show the main oscillatory modes of the original signal
and that are called intrinsic mode functions (IMF). An important drawback of the EMD
technique lies in the fact that it is not possible to have a priori knowledge of the IMF that
can be obtained from a particular signal. Moreover, when the EMD is applied over two
different signals, it is possible that a different number of IMF is obtained from each signal.
To consider that a signal provides significant information in the TFD, only those signals
that deliver 3 or more IMFs after applying the EMD are considered; the rest are discarded.
Once the preprocessing task has been applied, the set of 15 statistical features presented in
Table 2 are individually estimated over the three first resulting IMFs. So, for this last space,
the dimensionality turns out to be TFD = 45, and, as in the previous cases, it is possible
to obtain a TFD-dimensional feature matrix, TFD ∈ R

TFD. As in the previous cases, the
feature estimation is performed over the amplitude values of every IMF; therefore, the
methodology is insensitive to variations in the value of the fundamental frequency, and it
can be applied in both 60 Hz and 50 Hz grids.

Table 2. Proposed set of statistical features for the characterization of the available signals during
the processing in the time-domain analysis, where, x(i) is a sample for i = 1, 2, . . . , N, and N is the
number of points for each acquired signal.

Statistical Time-Domain Feature Mathematical Equation

Mean T1 = 1
N ·∑N

i=1|xi|
Maximum value T2 = max(x)

Root mean square T3 =
√

1
N ·∑N

i=1(xi)
2

Square root mean T4 =
(

1
N ·∑N

i=1
√|xi|

)2

Standard deviation T5 =
√

1
N ·∑N

i=1(xi − T1)
2

Variance T6 = 1
N ·∑n

i=1(xi − T1)
2

RMS shape factor T7 = T3
1
N ·∑N

i=1|xi |
SRM shape factor T8 = T4

1
N ·∑N

i=1|xi |
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Table 2. Cont.

Statistical Time-Domain Feature Mathematical Equation

Crest factor T9 = T2
T3

Latitude factor T10 = T2
T4

Impulse factor T11 = T2
1
N ·∑N

i=1|xi |

Skewness T12 =
∑[(xi−T1)

3]
T3

5

Kurtosis T13 =
∑[(xi−T1)

4]
T4

5

Fifth moment T14 =
∑[(xi−T1)

5]
T5

5

Sixth moment T15 =
∑[(xi−T1)

6]
T6

5

Table 3. Proposed set of statistical features for the characterization of frequency spectra estimated
from each available signal during its processing in the frequency-domain analysis, where s(k) is a
spectrum for j = 1, 2, . . . , M, and M is the number of lines with fj as the frequency value of the jth
spectrum line.

Statistical Feature Mathematical Equation

Mean F1 = 1
M ·∑M

j=1 s(j)

Variance F2 = 1
M−1 ·∑M

j=1(s(j)− F1)
2

Third moment F3 = 1
M(

√
F2)

3 ·∑M
j=1(s(j)− F1)

3

Fourth moment F4 = 1
M(

√
F2)

2 ·∑M
j=1(s(j)− F1)

4

Grand mean F5 =
∑M

j=1 fj s(j)

∑M
j=1 s(j)

Standard deviation 1 F6 =

√
∑M

j=1( f j−F5)
2

s(j)
M

C factor F7 =

√
∑M

j=1 fj
2 s(j)

∑M
j=1 s(j)

D factor F8 =

√
∑M

j=1 fj
4 s(j)

∑M
j=1 fj

2 s(j)

E factor F9 =
∑M

j=1 fj
2 s(j)√

∑M
j=1 s(j) ∑M

j=1 fj
4 s(j)

G factor F10 = F6
F5

Third moment 1 F11 =
∑M

j=1( f j−F5)
3

s(j)
M F3

6

Fourth moment 1 F12 =
∑M

j=1( f j−F5)
4

s(j)
M F4

6

H factor F13 =
∑M

j=1( fj−F5)
1/2

s(j)
M

√
F6

J factor F14 = (F7+F8)
F1
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At this point, it is important to mention that, in the case of the training process, every
synthetic signal is generated with a duration of 300 ms, and the feature estimation is performed
over the complete signal. In the case of the real signals, they present different durations: if the
length of the real signal is less or equal to 300 ms, the feature extraction is carried out over
the complete signal; if the length of the signal is more than 300 ms, the signal is divided in
windows of 300 ms and the statistical features are extracted for every window. Moreover, this
proposed approach is intended to be applied offline, even with the real signals.

3.3. Optimized Feature Selection

Considering the three proposed domains (TD, FD and TFD), a total of 74 statistical
features are estimated. This is a considerable number of features, and there is no guarantee
that all of them provide valuable information regarding the PQD behavior. This is why it
is necessary to perform an optimization in the feature selection process. For this purpose,
the fusion of two different techniques, GA and PCA, is proposed. GA is a heuristic search
algorithm based in Darwin’s natural selection. This technique has been widely used for
solving optimization problems because of its ability for minimizing estimation errors. GA
requires an objective function that will be the one in charge of defining the goodness of fit
(GOF) in the optimization task. In this work, the objective function for the GA is directly
stated by the PCA, a mathematical procedure that allows performing a reduction in the
dimensionality of a problem, preserving the variability of the data. To assess the variability
that has been preserved by the PCA, the data variance is used, and it is precisely this
value of the parameter that will be used for the GA to perform the optimization task.
The complete optimized feature selection is carried out following the procedure proposed
in [38] and illustrated in Figure 4 as described below:

 
Figure 4. Flow chart for the GA implementation.

Stage 1: Definition of the initial population. It is considered that the population that
will be held by the GA is composed of a logical vector that counts with a total of 74 chromo-
somes, where every chromosome represents each one of the statistical features previously
estimated. A chromosome takes a value of zero if the statistical feature that represents is
not considered in the evaluation process, and it takes a value of one if the statistical feature
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is being considered in the analysis. Thus, the initial population is randomly generated
by considering that at least one of the elements contained in the logical vector has to be
selected to be evaluated; also, more than one element can be evaluated. Once this task has
been fulfilled, the procedure goes to stage 2.

Stage 2: Population assessment. At this point, the fitness function of the GA must be
selected to assess the performance of each individual. In this particular case, the fitness
function is defined in terms of the accumulation of the data variance. This cumulative
variance is calculated using the PCA, and the fitness function comprises the cumulative
variance of the two and three first principal components. In this sense, the optimization
problem that must be solved by the GA consists of searching for the specific statistical
features that maximize the cumulative data variance delivered by the PCA. Once the whole
population is evaluated, the condition of best features obtained is analyzed; therefore, the
next stage is 4.

Stage 3: Generation of a new population. The GA has two operations that allow to
generate a new population preserving the values that positively contribute to reach the
optimization goal. These operations are the crossover and the mutation. Here, the common
single-point crossover operator and the roulette wheel selection are in charge of generating
this new population. In this way, it is possible to take the chromosomes of the previous
population that present the highest fitting values (higher data variance), and keep them for
the new population. Also, to prevent stagnation and to provide the new population with
fitness variability, the mutation operation is applied using a Gaussian distribution. Next,
the new population has to be evaluated; thus, the algorithm continues in stage 2.

Stage 4: Stop criteria. There are two different constrains that determine if the GA must
finish its execution. The first one occurs when the optimization problem is solved and the
GA finds the features that reach the highest maximization of the data variance; the second
one consists on reaching a maximum number of generations (iterations). When one of
the stop criteria is reached, the GA delivers the optimized set of features and the iterative
process finishes; otherwise, the process is iteratively repeated until one of the stop criteria
is reached. If the stop criteria are not met, then the algorithm continues in stage 3.

The described procedure is applied to each domain separately; therefore, three opti-
mized feature sets are obtained: one for the TD, other for the FD and a third one for the
TFD. Then, the feature learning step only receives the sets of features that reached the
maximum cumulative variance. Therefore, as a result of the optimized feature selection,
the dimensionality of each one of the domains has been reduced. This situation is helpful
for the next steps in order to obtain a better characterization of each disturbance.

3.4. Feature Learning

The feature learning stage is performed by means of using the SOM unsupervised
algorithm, and the objective of this stage lies in modeling those selected sets of features that
better characterize each of the evaluated conditions for the three domains of analysis, TD,
FD and TFD. In this regard, different SOM neuron grids are generated, as many feature ma-
trices are available, where there exist three available feature matrices that characterize each
one of the evaluated conditions. Therefore, several SOM neuron grids are generated with a
pre-defined number of neurons, i.e., defined with 100 neurons over a 10 × 10 grid, and then
each one of the available feature matrices is subjected to the feature learning. Thereby, the
resulting SOM neuron grids may represent each one of the different evaluated conditions
(healthy or normal, sag or swell voltages, transients like impulsive and oscillatory, voltage
fluctuations and harmonic distortion) and the original d-dimensional space of the input
feature spaces are then represented into a 2-dimensional neuron grid. Once the feature
learning is carried out, for each SOM neuron grid model, the pre-defined neurons known
as matching unit (MU) are adapted to the input feature spaces or characteristic feature
matrices preserving the topological properties that represent a high-performance feature
characterization of the assessed conditions.
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3.5. Classification

The idea of performing an optimized feature selection and then the modeling of the
disturbances under evaluation is to carry out the classification process as simply as possible.
In sense, the use of a simple softmax layer neural network to perform the multicategory
classification is proposed. Therefore, the input layer of the neural network receives the three
SOM neuron grid models for each one of the studied conditions and the output layer of
the softmax network is composed of six neurons representing six different categories that
correspond to each one of the conditions under test; that is; healthy or normal, sag or swell
voltages, transients, voltage fluctuations and harmonic distortion. This approach is based
on a probability function and the category with the highest probability is delivered as result.
These probabilities are calculated using the mathematical expression shown in (5).

P(x ∈ Cm) =
eWm A

∑N
l=1 eWl A

(5)

where x is the input matrix with the SOM neuron grid models, Cm is the m-th category,
Wm is the weight for the m-th neuron, A is the activation of the m-th neuron, and N is the
number of categories.

The purpose of this block is to determine if an electrical signal presents a PQD;
therefore, the output of the classifier is the PQ disturbance detection between the healthy
or normal, sag or swell voltages, transients, voltage fluctuations and harmonic distortion
conditions and it allows for determining whether or not a signal is contaminated. When a
specific signal is introduced as input of the proposed methodology, it follows the complete
described scheme, and the signal is classified in one of the 6 categories: healthy, sag, swell,
transients, fluctuations or harmonics. It is important to mention that the IEEE standard
1159–2019 states that a transient is an event that is undesirable but momentary in nature
and it classifies a transient event into two categories: impulsive and oscillatory. Since it
has been mentioned that, in this work, both the impulsive transient and the oscillatory
transient are treated as only one type of PQD, when one of these disturbances is detected,
the classifier delivers transients as output, indicating that it can be impulsive or oscillatory.

In the design of a specific electric machine, such as wind generators, it is expected
that the delivered electric signals can be classified as healthy; otherwise, it is an indicator
of some problem that must be corrected in the design or the operation of the machine.
Hence, the PQ disturbance detection allows for taking actions to improve the design of the
complete system and increase the reliability of the same.

4. Results and Discussions

4.1. Database and Multi-Domain Feature Estimation

The proposed PQ monitoring strategy, which allows for the identification of six dif-
ferent electrical conditions of electrical signals (healthy or normal, sag or swell voltages,
transients, voltage fluctuations and harmonic distortion), is developed under Matlab 2020a
software by means of using and programming the pre-loaded functions, and also, by means
of using the SOM Toolbox for Matlab [39]. Thus, the proposed PQ monitoring strategy is
designed and trained by taking into account only synthetic signals and then evaluated by
analyzing two different datasets of real signals where the first dataset belongs to the IEEE
1159.3 working group [37] and the second one belongs to real signals are acquired from a
30-MW wind park located in northern Spain.

Hence, regarding the proposed method, a set of synthetic signals is generated as above
described in order to produce different electrical signals that fulfill to the corresponding
standard definitions; thereby, the generated synthetic signals belong to a normal condi-
tion or healthy condition, and five different disturbances such as sag, swell, fluctuation,
harmonic and impulsive. In this regard, each synthetic signal was generated during 100 s
by considering a sampling frequency of 8 kHz and 50 Hz as the fundamental frequency.
In Figure 5a–f, are shown different electrical signals that are synthetically generated and
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that belong to evaluated conditions: healthy or normal, sag or swell voltages, transients,
voltage fluctuations and harmonic distortion, respectively.

Subsequently, each one of the synthetic signals is characterized by means of applying
a multi-domain feature estimation that leads to the signal characterization in three different
domains, that is, TD, FD and TFD. Hence, aiming to achieve the multi-domain feature
estimation and to obtain a consecutive set of samples, each synthetic signal was segmented
into 333 equal parts of approximately 0.3 s that comprises around 15 cycles. In this sense,
the multi-domain feature estimation is individually applied to each available signal and for
the TD is estimated a set of 15 statistical time-domain features from each segmented part;
as a result, a characteristic TD feature matrix that is composed of 15 statistical features with
333 consecutive samples is obtained. For the FD, the fast Fourier transform is computed
from each segmented part and then a set of 14 statistical features is calculated from each
resulting frequency spectra; as a result, a characteristic FD feature matrix that comprises
14 statistical features with 333 consecutive samples is generated. For the TFD, each segmented
part is analyzed through the empirical mode decomposition technique in order to perform the
signal decomposition. Then, the first three resulting intrinsic mode functions are separately
characterized by a set of 15 statistical time-domain features; as a result, a characteristic
TFD feature matrix that is formed by 45 statistical features with 333 samples is obtained.
Consequently, each evaluated condition is characterized by three different feature matrices
that contain significant information represented in three different domains, TD, FD and TFD.

(a) 

(b) 
Figure 5. Cont.
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(c) 

(d) 

(e) 

(f) 
Figure 5. Set of different electrical signals that are synthetically generated and that belong to eval-
uated conditions: (a) healthy or normal, (b) sag voltage, (c) swell voltage, (d) voltage fluctuations,
(e) harmonic distortion and (f) transients.
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4.2. Optimized Feature Selection

Afterward, the optimized feature selection stage is carried out and applied to each eval-
uated condition. Specifically, such optimized feature selection is individually performed
to each characteristic feature matrix, aiming to select and retain those features that are
more significant and that better represent each of the analyzed domains, TD, FD and TFD.
In this regard, the feature selection searching structure is designed based on a GA–PCA
approach that evaluates the combination of different features and estimates the cumulative
data variance in the first two PCs by means of the PCA. The combination of features is
performed by the GA and the feature selection stops by two criteria: (i) maximization of the
fitness function (achieve the maximum data variance) and (ii) reach the maximum number
of generations. For this application, all combinations of selected features reached maximum
data variance higher than 95%; thus, since the optimize feature stage is individually applied
to each evaluated condition for each analyzed domain, in Table 4 the results obtained by
the GA–PCA searching structure are summarized. As shown in Table 4, for each evaluated
condition, a specific subset of features is selected. From these selected subsets of features, it
must be highlighted that each evaluated condition is represented by a meaningful subset of
features; i.e., for the TD, the voltage sag is characterized by the features number 3 and 11
that correspond with the RMS and the impulse factor, the voltage fluctuation is characterized
by the features number 5 and 15 which correspond with the standard deviation and the fifth
moment; whereas the harmonic distortion is well-characterized by the features number 2, 3,
5 and 14 that are the maximum value, the RMS, the standard deviation and the sixth moment;
additionally, it should be mentioned that the statistical features lead to a high-performance
characterization of studied electrical disturbances because of the capability of modeling
trends and changes in signals. Although the feature selection is individually applied to
each assessed condition, the final subsets of selected features are composed by including
all the selected features for each analyzed domain. That is, for the TD, the optimal selected
features are the subset consisting of 9 features which numbers are 2, 3, 4, 5, 7, 11, 12, 14
and 15. Accordingly, the optimal subsets of features are composed by 9 features for the
TD, 8 features for the FD and 16 features for the TFD, precisely, from the original set of
74 features are selected 33 of them.

Table 4. Resulting feature selection achieved by the GA–PCA selection structure applied to each eval-
uated condition for each analyzed domain with TD = 15, FD = 14 and TFD = 45, where, TD ∈ R

TD,
FD ∈ R

FD and TFD ∈ R
TFD.

Condition
Domain of Analysis

TD FD TFD

Normal 2, 12 3, 10 18, 19, 20, 21, 33, 34,
35, 36, 39

Sag 3, 11 3, 6 4, 15, 24
Swell 4, 5 12, 14 8, 32

Fluctuation 5, 15 4, 6 15, 31
Harmonic 2, 3, 5, 14 4, 5 21, 26
Transients 4, 7 2, 12 21, 35

Selected features 2, 3, 4, 5, 7, 11, 12, 14, 15 2, 3, 4, 5, 6, 10, 12, 14
4, 8, 15, 18, 19, 20, 21,
24, 26, 31, 32, 33, 34,

35, 36, 39

To validate the optimal feature selection procedure, the characteristic features matrices
for all considered conditions in the FD are analyzed through the PCA technique. That is,
the original 14 statistical features from FD are subjected to a linear transformation and
are projected into a 2-d feature space to visualize the data distribution; thus, in Figure 6a,
different clusters that represent all the considered conditions are projected. On the other
hand, the PCA technique is also used to analyze the data distribution for all considered
conditions by taking into account only the subset of selected features for the FD (features

76



Electronics 2022, 11, 287

number 2, 3, 4, 5, 6, 10, 12, 14); thereby, in Figure 6b, different clusters are projected for all
considered conditions and as it is appreciated an improved class separation is achieved by
analyzing those selected features for the FD.

(a)  (b) 

Figure 6. 2-d visual representation of the data distribution for all the assessed conditions achieved by
the PCA technique during the analysis of each characteristic feature matrices for: (a) the estimated
features for FD and (b) the subset of selected features for FD.

4.3. Feature Learning

Subsequently, the feature learning stage is performed by generating as many SOM as
many feature matrices are available, where, the N = 100 number of predefined neurons, in a
10 × 10 grid, are randomly initialized and then automatically adapts to the corresponding
input feature space under evaluation. As a result, for each one of the studied conditions,
three SOM neuron grid models containing its topology are obtained. The advantage of
using SOM neuron grids is that a self-adaptation to data distribution of input feature
space is achieved. Also, such modeling allows for retaining the topology of the modeled
data for the evaluated conditions: healthy or normal, sag or swell voltages, transients,
voltage fluctuations and harmonic distortion. In this sense, during the feature learning
procedure, the quantization error (Eq) and the topological error (Et) are measured and, as
above mentioned, the Eq depicts the accuracy of the data representation, and this value
is achieved as the mean distance from each available measurement to its BMU; whereas,
the Et allows assessing the topology preservation of the data. For both values, Eq and
Et, achieving small values is desired. Table 5 summarizes the achieved errors, Eq and
Et, during the feature learning of the characteristic feature matrices for each considered
condition by taking into account the subsets of selected features for each corresponding
domain of analysis and, also under a fusion approach where three domains of analysis
are considered together for the learning process. As it can be seen in Table 5, for the TD,
the conditions of healthy, flicker and impulsive show Et values near to zero describing a
high preservation of the data topology; meanwhile, for the conditions of sag, swell and
harmonics the Et values are around 0.3± 0.15, approximately. Although for some evaluated
conditions are obtained Et values around or near to 0.5, the modeled SOM neuron grids
may show an excellent performance shows due to precision errors being small.
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Table 5. Achieved values of Eq and Et resulting from the feature learning procedure performed by
the proposed SOM neuron grid models.

Condition

Domain of Analysis Fusion Approach
(TD+TF+TFD)TD FD TFD

¯
Eq

¯
Et

¯
Eq

¯
Et

¯
Eq

¯
Et

¯
Eq

¯
Et

Healthy 1.2730 0.0259 0.7889 0.0144 1.7646 0.0202 3.4177 0.0115
Sag 9.8701 0.2075 9.9301 0.3862 81.85 0.3833 114.533 0.0951

Swell 3.1649 0.3084 4.0235 0.1095 34.135 0.3919 52.741 0.2421
Flicker 3.9299 0.0922 2.8075 0.2911 4.7213 0.1758 15.105 0.0403

Harmonics 1.0924 0.5043 0.6608 0.2824 31.6633 0.3343 37.2256 0.2911
Transients 1.3996 0.0720 1.1745 0.0403 485.131 0.6455 483.8992 0.6023

In order to interpret and to understand the results of the feature learning procedure, all
the SOM neuron grid models are projected into a 2-d space by means of the T-SNE technique.
In Figure 7a–c, are shown such 2-d representations that are carried out by considering all
evaluated conditions but they are performed separately for each analyzed domain, TD, FD
and TFD, respectively. As can be appreciated, most of the clusters that appear in Figure 7a,b
are almost well-separated among them; notwithstanding, it is observed in Figure 7a that the
sag, swell and fluctuations conditions appear very close to each other. This situation is more
or less expected, since the behavior in the TD of these three disturbances is very similar:
they present amplitude variations in the peak values of the voltage signal. Hence, if only the
TD analysis is used, it is prone to failure in the identification of these types of disturbances.
This situation is corrected when the FD is used and the sag, swell and healthy signals are
now clearly separated (see Figure 7b). However, in the FD, the harmonic and transients
conditions are overlapped. Again, this result can be explained by the fact that high harmonic
contamination causes a severe waveform distortion and introduces unexpected peaks that
may be considered as periodic transients. The worst cluster separation appears in the TFD
(see Figure 7c), where a severe cluster overlapping is observed. In this case, the overlap
among clusters can be associated with the use of the EMD, because this technique may
suffer mode mixing and the behavior of a disturbance can be observed in more than one
IMF. On the other hand, although the clusters of Figure 7c appear overlapped among them,
the consideration of all SOM neuron grid models from TF, FD and TFD may lead to clear
separation between all considered classes, remembering that each class represents a PQD.
This statement is considered in this proposed approach, thereby, a 2-d visual representation
is also performed by the T-SNE technique by analyzing the three domains of analysis,
TD, FD and TFD, for all considered conditions; thus, in Figure 8 different clusters that
appear clearly separated among them are shown. Then, even though some disturbances
may have similar behaviors in one domain, they are different in other domains, and by
using a multi-domain approach it is possible to differentiate every disturbance in a better
way. It should be mentioned regarding Figure 8 that the contribution of different SOM
neuron grids that are modeled through statistical features in different domains leads to a
high-performance characterization of data that represents the evaluated conditions.
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(a)  (b)  (c) 

Figure 7. 2-d visual representation of the data distribution performed by the T-SNE technique over
the resulting SOM neuron grid models for all considered conditions when analyzing: (a) SOM neuron
grids models for TD, (b) SOM neuron grids models for FD and (c) SOM neuron grids models for TFD.

Figure 8. 2-d visual representation of the data distribution performed by the T-SNE technique over
the resulting SOM neuron grid models for all considered conditions when analyzing all SOM neuron
grid models from the three analyzed domains, TD, FD and TFD.

4.4. Evaluation and Classification of Synthetic Signals

Lastly, to provide the automatic fault diagnosis and to detect the occurrence of PQ
disturbances, all the feature spaces mapped into different SOM neuron grid models are
concatenated under a feature fusion approach and then evaluated under a single softmax layer
that is proposed to achieve the PQ disturbance diagnosis. In Table 6, the global classification
rations achieved by the proposed softmax layer during the training and test are summarized;
as it is possible to appreciate, low-performance classification ratios are estimated when
each one of the analyzed domains is individually evaluated through the proposed softmax
layer. On the other side, when the three analyzed domains are considered under the fusion
approach, a high-performance classification ratio is accomplished, leading to proper detection
and identification of electrical disturbances that may suddenly appear; besides, the signal
characterization through different domains contribute to the estimation of meaningful and
discriminant patterns that specifically characterizes a specific electrical disturbance.
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Table 6. Resulting feature selection achieved by the GA–PCA selection structure applied to each
evaluated condition for each analyzed domain.

Feature Domain
Global Classification Ratio

Training Test

TD 78.7% 79.3%
FD 82.8% 84.0%

TFD 55.8% 52.7%
Fusion approach (TD+TF+TFD) 100% 100%

Moreover, despite the fact that the proposed PQ detection approach manages as
many models as evaluated conditions, each model is focused on the characterization of a
particular pattern that describes each one of the assessed electrical conditions and leads to a
high capability of response for its detection. Such capability of response may be calculated
in terms of the computational burden, thereby, over an Intel Core i7-4770K @3.50GHz CPU,
the execution of the proposed algorithm in Matlab 2020a takes less than 350 ms for all
evaluated conditions.

4.5. Evaluation and Classification of Real Signals

Finally, in order to validate the effectiveness of the proposed PQ detection approach,
different real signals are analyzed through the proposed strategy in order to search and
identify the occurrence of disturbances. In this sense, as previously mentioned, two
different experimental datasets are analyzed, the first is the dataset provided by the IEEE
1159.3 working group and, the second one belongs to real signals that are acquired from a
30-MW wind park located in northern Spain. Different PQ disturbances were identified
after analyzing these datasets through the proposed method, thus, the first parameter to
take into account for the detection of events is the abrupt change in the Eq value of the SOM
neuron grid that represents the normal condition. In this sense, it is important to recall that
the SOM is a technique for novelty detection, i.e., it informs when something different from
the “normal” behavior occurs. In this particular case, the normality represents a healthy
signal; therefore, the SOM delivers an alert when a PQD is found in the electric signal. To
demonstrate this situation, the signal presented in Figure 9a is analyzed with the proposed
methodology. By making a zoom to the region squared in Figure 9a, it is possible to observe
that a voltage swell is present in the signal (see Figure 9b). In Figure 10, the achieved Eq
for the SOM of the six conditions (PQD) are presented when the signal with the voltage
swell is analyzed. Figure 10a represents the value of the SOM model for the healthy signal;
Figure 10b is the value of the SOM model for the sag condition; Figure 10c is the value
of the SOM model for the swell condition; Figure 10d is the value of the SOM model for
the fluctuation condition; Figure 10e is the value of the SOM model for the harmonics
condition and; Figure 10f is the value of the SOM model for the transients condition. All
the graphics shown in Figure 10 are the qualitative representations of the achieved Eq
during the analysis of a real signal. From Figure 10a,b,d–f it is possible to appreciate that
an abrupt increase appears for the sample number 100; a situation that indicates that the
normal condition has changed, i.e., a PQD has been detected. However, in this case, the
fact that the Eq presents a raising in its value implies that the detected disturbance do not
correspond with the one that has been modeled by this specific SOM. On the other hand,
in Figure 10c such Eq value presents a decrease since the evaluated sample has similar
topological properties with the SOM neuron grid that models the swell condition. This is
a correct performance and identification of the PQD because, as observed in Figure 9b, a
swell condition appears in the signal.
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(a) 

(b) 

Figure 9. Real signal analyzed through the proposed PQ detection strategy: (a) representation of
100 s of the analyzed signal and (b) zoom over the near area where the detection of swell is presented.

(a) 

(b) 

Figure 10. Cont.
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(c) 

(d) 

(e) 

(f) 

Figure 10. Achieved quantization error, Eq, during the assessment of a real signal over the SOM
neuron grids that models the conditions of: (a) normal condition, (b) sag, (c) swell, (d) fluctuation,
(e) harmonic and (f) transients.
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5. Conclusions

Due to the recent issues associated with air pollution and the scarcity of fossil fuels,
renewable sources are an attractive alternative for energy generation. Therefore, it is
necessary to properly design the electric machines that are used in this type of generation
to ensure a robust and reliable power supply. One of the issues that must be considered
in the design of electric generators used in wind turbines is that the PQ remains within
acceptable levels; thus, the methodologies for detecting disturbances in electric signals are
of great interest in this area.

The results reported in this work show that when only one individual domain (time,
frequency or time-frequency) is used for PQ analysis, the classification of the disturbances
in the grid presents a low performance. This situation relies on the fact that there are many
disturbances that present similar behaviors in a given domain. Nevertheless, it has been
demonstrated that when the multi-domain approach is implemented, the classification
results are improved, because the similitudes that exist in one domain do not appear in
a different one. However, when a multidomain approach is used, the number of features
that describe a singular PQD considerably grows. Hence, the detection and classification
tasks become more complicated and require of a high computational effort. In this sense,
the proposed methodology proved that there are features that do not provide important
information and, therefore, they can be discarded to reduce the dimensionality of the
problem and to facilitate the classification task. Although that optimized feature selection
may seem trivial, it is important to perform a proper selection of the features and be
careful of not losing the features that provide relevant information. Thus, it is necessary
to count with an indicator of the goodness of the selection. Additionally, it is important
to carry out this task in an ordinated way to ensure the obtaining of a good result. In
this sense, GA provides this structured feature searching, whereas the PCA brings the
indicator of the goodness of the selection. Moreover, to make the classification task even
simpler, SOM proved to be effective in the modeling of PQD, since they provide a 2-
dimensional representation that is different for each disturbance. Finally, it is important
to recall that the methodology is trained using synthetic signals; however, the approach
is robust enough to also work with real signals. The proposed methodology allowed for
detecting a series of PQD that occurred in a wind farm, proving effective in the detection of
anomalies associated with wind generation. Then, by finding the existence of PQD that
can produce a malfunction of the components of the machine, the proposed methodology
aims to be a tool for detecting PQD and improving the reliability of the wind turbine by
preventing the failure of any of its components. Moreover, having a priori knowledge of
the disturbances related to wind generators, it is possible to take into consideration the
design stage to prevent the appearance of these issues. Finally, if the disturbance appears
when the machine is already working, with the proposed methodology, it is possible to
take actions for corrective maintenance in order to ensure the proper working of all the
grid elements.
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Abstract: A new series of layered perovskite-like oxides Bi3−xNdxTi1.5W0.5O9 (x = 0.25, 0.5, 0.75, 1.0)
was synthesized by the method of high-temperature solid-state reaction, in which partial substitution
of bismuth (Bi) atoms in the dodecahedra of the perovskite layer (A-positions) by Nd atoms takes
place. X-ray structural studies have shown that all compounds are single-phase and have the structure
of Aurivillius phases (APs), with close parameters of orthorhombic unit cells corresponding to space
group A21am. The dependences of the relative permittivity ε/ε0 and the tangent of loss tgσ at
different frequencies on temperature were measured. The piezoelectric constant d33 was measured
for Bi3−xNdxTi1.5W0.5O9 (x = 0.25, 0.5, 0.75) compounds of the synthesized series.

Keywords: Aurivillius phases; Bi3−xNdxTi1.5W0.5O9; activation energy Ea; Curie temperature TC

1. Introduction

In 1949, while studying the Bi2O3-TiO2 system, V. Aurivillius established the formation
of an oxide: Bi4Ti3O12 with a perovskite-type structure [1]. Then, within two years, he
obtained several more oxides with a similar structure [2,3]. However, at the first stage, V.
Aurivillius limited himself to studying only the structure of the compounds obtained. Only
ten years later G. Smolenskiy, V. Isupov and A. Agranovskaya [4] discovered the ferroelec-
tric properties of Bi2PbNbO9, which belongs to this class of compounds. Subsequently,
several tens of Aurivillius phases were obtained, and almost all of them turned out to be
ferroelectrics [5–10]. Aurivillius phases (APs) form a large family of bismuth-containing
layered perovskite type compounds, with the chemical composition described by the gen-
eral formula Am–1Bi2BmO3m+3. The crystal structure of the APs consists of alternating
[Bi2O2]2+ layers separated by m perovskite-like layers [Am-1BmO3m+1]2–, where A are ions
with large radii (Bi3+, Ca2+, Gd3+, Sr2+, Ba2+, Pb2+, Na+, K+, Y3+, Ln3+ (lanthanides)) and
have dodecahedral coordination, while the B-positions inside oxygen octahedra are occu-
pied by strongly charged (≥3+) cations with a small radius (Ti4+, Nb5+, Ta5+, W6+, Mo6+,
Fe3+, Mn4+, Cr3+, Ga3+, etc.).The value of m is determined by the number of perovskite
layers [Am-1BmO3m+1]2− located between the fluorite-like layers [Bi2O2]2+ and can take
integer or half-integer values in the range 1–5 (Figure 1).

If m is a half-integer number, then in the lattice, there are alternative perovskite layers
with m differing by 1. For example, at m = 1.5, the lattice has an equal number of layers
with m = 1 and m = 2. The value m = 1 corresponds, for example, to the compound Bi2WO6,
m = 2 corresponds to Bi2PbNbO9, m = 3 corresponds to Bi4Ti3O12, m = 4 corresponds to
Bi4CaTi4O15, m = 5 corresponds to Bi4Sr2Ti5O18.

Positions A and B can be occupied by the same or by several different atoms. Atomic
substitutions in positions A and B have a significant effect on the electrophysical character-
istics of the APs. In particular, there are large changes in the values of dielectric constants,
conductivity. Moreover, Curie temperature TC can also vary within wide limits. Thus, the
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study of cation-substituted APs plays an important role in the creation of materials for
various technological applications.

 

Figure 1. Crystal structure of ABi2Ta2O9, where A = Ca, Sr, Ba.

The structure of Bi2Am−1BmO3m+3 compounds above the Curie point TC is tetragonal
and belongs to the space group I4/mmm. The type of space group below the Curie point
TC depends on the value of the number m. For odd m, the space group of the ferroelectric
phase is B2cb or Pca21, for even m, it isA21am, and for half-integer m, it isCmm2 or I2cm.

This work considers the conditions for the existence of these compounds [11]:

t1 < t =
[
(1.12RA + RO)/

√
2(RB + RO)

]
< t2, (1)

where RA, RB are the cation radii, RO is the oxygen anion radius, t is the Goldschmidt toler-
ance factor. The boundary values of the tolerance factor, which determines the possibility of
the existence of a compound belonging to the APs, are defined as t1 = 0.870 and t2 = 0.985.
A detailed study of the regularities of changes in the Curie temperature of the Aurivillius
phases on such parameters as the radii and electronegativity of the A- and B-cations, as
well as on the cell parameters, was carried out in [12]. Some anomalies in the properties
of layered ferroelectrics Am−1Bi2BmO3m+3 were also considered [13]. In particular, it was
shown that Bi2O2 layers have a constricting effect on the layered structure of these com-
pounds, but the strength of such an effect decreases with an increase in the number of
perovskite layers. Moreover, it was shown that the Curie temperatures pass through a
maximum with increasing distortions of the pseudoperovskite cell in the perovskite-like
layer, and the position of the maximum changes with a change in the number of perovskite
layers m. Despite the fact that the crystal structure of the APs has been fairly well studied
by various methods (X-ray powder diffraction, neutron diffraction, etc.), some aspects
related to the distortion of the APs’ unit cell from the “ideal” tetragonal system with the
space group I4/mmm(139), and the reasons for such distortions, are of scientific interest. The
structural features of APs, which determine the appearance of ferroelectric properties in
these compounds, have also not been sufficiently clarified. Basically, this is attributed to the
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displacement of the B-ion (Ti4+, Nb5+, Ta5+) from the center of the oxygen octahedron in the
perovskite layers. Scientific interest in the synthesis and study of new APs is stimulated by
numerous examples of their use in various electronic devices, due to their unique physical
properties (piezoelectric, ferroelectric, etc.). They demonstrate low temperature coefficients
of dielectric and piezoelectric losses, and low aging temperatures in addition to high Curie
temperatures (TC ≤ 965 ◦C) [14,15].

In recent years, more attention has been placed on the design and studies of new
APs [16–20]. The APs, such as SrBi2Nb2O9 (SBN), SrBi4Ti4O15 (SBTi),SrBi2Ta2O9 (SBTa),
La0.75Bi3.25Ti3O12 (BLT) and so on, were accepted as excellent materials for the energy
independent ferroelectric memory with small access time (FeRAM) [21–25]. Bi3TiNbO9
(BTNO) with m = 2 that consists of (Bi2O2)2+ layers between which there are (BiTiNbO7)2–

layers [26] is a promising material for fabricating high temperature piezoelectric sensors
because of their very high Curie temperature TC (914–921 ◦C) [14,15], despite the fact that
the piezoelectric modulus of BTNO ceramic is fairly low (d33 < 7 pC/N) [27]. Numerous
examples [28–42] showed that replacements of atoms in A- and also in B-positions of an
AP’s crystal lattice led to a change in the structure, the dielectric properties and significantly
influenced the polarization processes in these compounds.

The purpose of this study was to investigate the dielectric characteristics when bismuth
cation (A-position) is replaced by neodymium ions of the basic composition Bi3Ti1.5W0.5O9.
It was previously observed that the partial replacement of bismuth ions by neodymium
cations in the series of perovskite-like Bi-containing oxides Bi3TiNbO9, Bi3TiTaO9 led to
a significant decrease in the phase transition temperature (Curie temperature TC) and a
change in dielectric properties [43].

2. Experimental Section

Polycrystalline samples of APs were synthesized by the solid-phase reaction of the
corresponding Bi2O3,TiO2, Nd2O3, WO3. After weighting in accordance with the stoichio-
metric composition and a thorough grinding of the initial compounds with the addition of
ethyl alcohol, the pressed samples were calcined at a temperature of 770 ◦C for 2 h. The
samples were fired in a laboratory muffle furnace in air. Then, the samples were repeatedly
ground and pressed into pellets with a diameter of 10 mm and a thickness of 1.0–1.5 mm,
followed by the final synthesis of APs at a temperature of 1100 ◦C (for 2 h).

The X-ray diffraction patterns were recorded on a DRON-3M diffractometer with
attachment for powder diffractionand an X-ray tube BSV21-Cu with a Cu X-ray tube. The
Cu Kα1,α2 radiation was separated from the total spectrum with the use of a Ni-filter. The
X-ray diffraction patterns were measured in the range of 2θ angles from 10◦ to 65◦ with
a scan step of 0.02◦ and an exposure (intensity registration time) of 4 s per point. The
analysis of the profiles of the diffraction patterns, the determination of the positions of the
lines, their indexing (hkl), and the refinement of the unit cell parameters were performed
by using the PCW 2.4 program [44]. For dielectric permittivity and electrical conductivity
measurements, on flat surfaces of samples of APs, in the form of disks with a diameter
of 10 mm and a thickness of approximately 1 mm, electrodes were deposited, using an
Ag-paste annealed at a temperature of 700 ◦C (for 1 h). The temperature and frequency
dependences of the dielectric characteristics were measured using an E7-20 immittance
meter in the frequency range from 100 kHz to 1 MHz and at temperatures in the range from
room temperature to 900 ◦C. All the samples were poled in an oil bath at 125 ◦C under
35 kV/cm for 30 min.

3. Results and Discussion

Powder X-ray diffraction patterns of all investigated solid solutions Bi3−xNdxTi1.5W0.5O9
(x = 0.25, 0.5, 0.75, 1.0) correspond to single-phase APs with m = 2, and do not contain
additional reflections isostructural to the known perovskite-like oxide Bi3Ti1.5W0.5O9. It
was found that all synthesized APs crystallize in an orthorhombic system with a unit cell
space group A21am(36). The diffraction patterns of all the compounds correspond to the
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APs with m = 2. Figure 2 shows the experimental powder X-ray diffraction patterns of the
studied compounds.

θ, 

2θ, 

Figure 2. Experimental curve of the X-ray powder diffraction patterns of the Bi3–xNdxTi1.5W0.5O9

(x = 0.0, 0.25, 0.5, 0.75, 1.0) compounds.

According to the data of X-ray diffraction, the parameters of the unit cell and the
volume of the unit cell were determined; they are given in Table 1.

Table 1. Unit cell parameters a0, b0, c0, V, at is the parameter of the tetragonal period, c′ is the
octahedron height along axis c, δc′ is the deviation of the unit from the cubic shape, δb is the rhombic
distortion.

Compounds a0, Å b0, Å c0, Å V, Å3 c′, Å at, % δc′, % δb0, %

Bi2.75Nd0.25Ti1.5W0.5O9 5.3861 5.3742 24.8572 719.51 3.7586 3.8043 −1.2 −0.2
Bi2.5Nd0.5 Ti1.5W0.5O9 5.3916 5.3742 24.8421 719.81 3.7263 3.8063 −2.1 −0.3

Bi2.25Nd0.75 Ti1.5W0.5O9 5.3977 5.3875 24.8388 722.31 3.7258 3.8131 −2.28 −0.18
Bi2 NdTi1.5W0.5O9 5.4013 5.3903 24.8388 723.17 3.7248 3.8154 −2.28 −0.2

Table 1 also shows the parameters of the orthorhombic δb0 and tetragonal δc′ deforma-
tion; average tetragonal period at, coefficient of tolerance t and the average thickness of one
perovskite layer c′; c′ = 3c0/(8 + 6m) is the thickness of a single perovskite-like layer, m is
the number of layers, at = (a0 − b0)/2

√
2 is the average value of the tetragonal period, a0, b0,

c0 are the lattice periods, δc′ = (c′− at)/at is the deviation of a cell from a cubic shape, that is
a lengthening or shortening from a cubic shape, δb0 = (b0− a0)/a0 is the rhombic deforma-
tion. The obtained unit cell parameters of the studied APs Bi3−xNdxTi1.5W0.5O9 samples
(x = 0.25, 0.5, 0.75, 1.0) are close to those determined earlier: a = 5.4018 (2) Å, b = 5.3727 (4)
Å, c = 24.9388 (1) Å [23]. In order to obtain the degree of distortion of the ideal structure of
perovskite in Nd3+, we determined the tolerance factor t, which is presented in Table 2.
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Table 2. Dielectric characteristics of Bi3−xNdxTi1.5W0.5O9 (x = 0.25, 0.5, 0.75, 1.0): Curie temperature
TC, piezomodule d33, tolerance factor t, relative permittivity ε/ε0, activation energy En.

Compounds TC, ◦C d33, pC/N t ε/ε0(T) (at 100 kHz) E1/E2/E3, eV

Bi2.75Nd0.25Ti1.5W0.5O9 681 10 0.9778 1000 0.67/0.29/0.06
Bi2.5Nd0.5 Ti1.5W0.5O9 637 5 0.9745 500 0.77/0.31/0.1

Bi2.25Nd0.75 Ti1.5W0.5O9 617 3.5 0.9713 550 0.65/0.21
Bi2 NdTi1.5W0.5O9 165 0 0.9681 160 -

The tolerance factor t was introduced by Goldschmidt [45] as a geometric criterion
that determines the degree of stability and distortion of the crystal structure:

t = (RA + RO)/
[√

2(RB + RO)
]
, (2)

where RA and RB are the radii of cations in positions A and B, respectively; RO is the ionic
radius of oxygen. Values of tolerance factors t for the samples under study are shown
in Table 2. In this work, the tolerance coefficient t was calculated taking into account
the Shannon ionic radii for the corresponding coordination numbers (CN) (O2− (CN = 6)
RO = 1.40 Å, Nd3+ (CN = 6) RNd3+ = 1.27 Å, W6+ (CN = 6) RW6+ = 0.6 Å, Ti4+ (CN = 6)
RTi = 0.605 Å). Shannon [46] did not provide the ionic radius of Bi3+ for coordination
with CN = 12. Therefore, its value was determined from the ionic radius with CN = 8
(RBi = 1.17 Å) multiplied by an approximation factor of 1.179, then for Bi3+(CN = 12) we
got RBi = 1.38Å.

In addition to the results of structural studies, temperature dependences of the relative
permittivity ε and the loss tangent tgσ were obtained at various frequencies. Figure 3
shows the temperature dependences of the relative permittivity ε(T) and the dielectric loss
tangent for Nd3+ Bi3−xNdxTi1.5W0.5O9 (x = 0.25, 0.5, 0.75, 1.0) at a frequency from 100kHz
to 1 MHz.

σ

Figure 3. Cont.
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Figure 3. Temperature dependences of the relative permittivity ε/ε0 and loss tangent tgσ for
APs Bi3−xNdxTi1.5W0.5O9 (x = 0.25, 0.5, 0.75, 1.0) at a frequency from 100 kHz to 1 MHz:
Bi2.75Nd0.25Ti1.5W0.5O9, Bi2.5Nd0.5 Ti1.5W0.5O9, Bi2.25Nd0.75Ti1.5W0.5O9, Bi2 NdTi1.5W0.5O9.

For Bi3−xNdxTi1.5W0.5O9 (x = 0.25, 0.5, 0.75), the ε(T) dependences are clearly pro-
nounced. The intensity ε(T) in the range of 0.25–0.75 drops almost two times, while the
dielectric loss decreases almost ten times. The temperature dependence of the relative
permittivity ε/ε0 for the AP Bi3−xNdxTi1.5W0.5O9 (x = 1.0) at a frequency from 100 kHz to
1 MHz has a strongly diffuse transition, which is usually typical of ferroelectric relaxors.
The obtained values of the activation energy Ea of charge carriers in Bi3−xNdxTi1.5W0.5O9
(x = 0.25, 0.5, 0.75) at frequency of 100 kHz are presented in Table 2.

The activation energy Ea was determined from the Arrhenius equation:

σ = (A/T)exp[−Ea/(kT)], (3)

where σ is the electrical conductivity, k is a Boltzmann’s constant, and A is a constant,
Ea is the activation energy. A typical dependence of lnσ on 1/(kT) (at a frequency of
100 kHz), which was used to determine the activation energies Ea, is shown in Figure 4
for the APsBi3−xNdxTi1.5W0.5O9 (x = 0.25, 0.5, 0.75). All three of these compounds
Bi3−xNdxTi1.5W0.5O9 (x = 0.25, 0.5, 0.75) have different temperature ranges in Figure 4,
in which the activation energies Ea have significantly different behavior. If for the first
two compounds x = 0.25, 0.5, three regions of the activation energy Ea of charge carriers
are observed, then we observe only two regions for the compound x = 0.75. In the low-
temperature range, the electrical conductivity is predominantly determined by impurity
defects with very low activation energies of the order of a few hundredths of an electron-
volt. For the Bi3−xNdxTi1.5W0.5O9 (x = 0.5, 0.75) compounds, we do not observe a region
with a clearly pronounced impurity conductivity.

At the same time, we observe for these compounds a decrease in the dielectric loss tan-
gent and, as a consequence, a decrease in the conductivity. The decrease in the conductivity
can be attributed to a decrease in oxygen vacancies.

Figure 5 shows the dependence of the unit cell parameters a, b, c on the parameter
x. As seen from Figure 5, parameter a and b increase, while parameter c decreases for
the entire series of compounds. It should also be noted that, despite the decrease in the
thickness c′ of the perovskite layer, the volume of the unit cell V increases. The change in
the unit cell parameters a, b, c, V and APs Bi3−xNdxTi1.5W0.5O9 (x = 0.25, 0.5, 0.75, 1.0) is
associated, among other things, with the difference in radii in the ions in position A, which
have a dodecahedral layer, where position A is occupied by Bi3+ ions (RBi3+ = 1.38 Å [46])
and replaced by Nd3+ ions with a much smaller radius (RNd3+ = 1.27 Å [46]).

93



Electronics 2022, 11, 277
σ

σ
σ

Figure 4. Dependence of lnσ on 1/T for the Bi3−xNdxTi1.5W0.5O9 (x = 0.25, 0.5, 0.75) sample.

Figure 5. Dependences of the unit cell parameters a, b, c of the synthesized Bi3−xNdxTi1.5W0.5O9

(x = 0.25, 0.5, 0.75, 1.0) on the parameter x.
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It should be noted that the observed increase in the unit cell volume at x = 0.25–1.0 is
associated only with a change in the unit cell parameters b and a, while the parameter c
decreases. At the same time, if the parameter b changes almost linearly, then the parameter
a has a non-linear dependence. It can be assumed that such a situation is possible if the
neodymium ion has an ellipsoidal shape with a constant semi-major axis.

In Table 2, we can see the piezoelectric constant d33 for the Bi3−xNdxTi1.5W0.5O9
(x = 0.25, 0.5, 0.75). For the Bi3−xNdxTi1.5W0.5O9 (x = 1.0), the piezoelectric constant d33
could not be measured.

4. Conclusions

Series of layered bismuth perovskite oxides Bi3−xNdxTi1.5W0.5O9 (x = 0.25, 0.5, 0.75,
1.0) were synthesized by the solid-state method. The X-ray structural studies performed in
our work showed that all the compounds obtained have single-phase with an orthorhombic
crystal lattice (space group A21am, Z = 36). An analysis of the details of the AP-structure
showed that an increase in the neodymium concentration x from 0.25 to 1.0 and a partial
replacement of bismuth ions with neodymium ions lead to a decrease in the dielectric
loss tangent and a decrease in ε/ε0. For the entire series of synthesized compounds, the
parameter c (thickness of the perovskite layer) decreases with an increase in neodymium
cations. At the same time, the volume of the unit cell increases with decreasing c due to
an increase in parameters a and b. Isovalent substitutions of Bi3+ ions by Nd3+ ions lead
to a decrease in oxygen vacancies and leakage current and, accordingly, to a decrease in
the dielectric loss tangent. Replacement of Bi3+ ions with Nd3+ ions, which have an ionic
radius less than the ionic radius of bismuth, leads to a decrease in the Curie temperature
TC. This effect is observed only upon doping with neodymium ions. The temperature
dependences ε/ε0(T) in Bi3−xNdxTi1.5W0.5O9 (x = 0.25, 0.5, 0.75) exhibit a high-temperature
anomaly associated with the Curie temperature TC, which corresponds to the transition
from the paraelectric phase to ferroelectric. For Bi2.75Nd0.25Ti1.5W0.5O9 the piezoelectric
constant is 10 pC/N and tgσ < 1 at 1 MHz. Elements Bi3−xNdxTi1.5W0.5O9 (x = 0.25,
0.5, 0.75, 1.0) of the synthesized series can become the basis for creating new lead-free
piezo-ferroelectric materials.
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Abstract: Nanotechnology provides an effective way to upgrade the thermophysical characteristics
of dielectric oils and creates optimal transformer design. The properties of insulation materials have
a significant effect on the optimal transformer design. Ester-based nanofluids (NF) are introduced as
an energy-efficient alternative to conventional mineral oils, prepared by dispersing nanoparticles in
the base oil. This study presents the effect of nanoparticles on the thermophysical properties of pure
natural ester (NE) and synthetic ester (SE) oils with temperature varied from ambient temperature
up to 80 ◦C. A range of concentrations of graphene oxide (GO) and TiO2 nanoparticles were used in
the study to upgrade the thermophysical properties of ester-based oils. The experiments for thermal
conductivity and viscosity were performed using a TC-4 apparatus that follows Debby’s concept and
a redwood viscometer apparatus that follows the ASTM-D445 experimental standard, respectively.
The experimental results show that nanoparticles have a positive effect on the thermal conductivity
and viscosity of oils which reduces with an increase in temperature.

Keywords: upgraded insulant; ester oil-based nano fluids; thermal conductivity; relative viscosity;
nanoparticles effect; alternative fluid; temperature change

1. Introduction

Mineral oil is traditionally used in transformers as an insulating liquid due to its excel-
lent dielectric and heat transfer capabilities, but its operation under excessive surrounding
temperatures may lead to fire explosions which are hazardous to the environment [1]. The
efficient and proper working of transformers depends upon the dielectric strength and
cooling functionalities of the insulating oil used [2]. Therefore, it is important to investigate
the thermal and physical properties of insulating oils used in transformers and find ways
to improve them or look for a better alternative.

The dielectric mineral oil plays the dual role of insulation as well as heat dissipa-
tion in power transformers that are operated at high voltages [3]. Proper functioning of
transformers at high loads generally requires continuous monitoring and maintenance
of the insulating oil used in transformers. It is important to analyze the properties of the
insulating material to determine its useful life, which is directly related to the lifetime
and optimal design of transformers [4,5]. Therefore, to analyze and improve the thermal
performance of transformers, thermophysical properties such as thermal conductivity
and viscosity are important to study the heat transfer characteristics and cooling func-
tionalities of insulating oils used in transformers. The main source of heat generation in
oil-immersed transformers is the loss occurring in the core and the windings. These losses
are transformed into heat, which results in the dissipation of heat in the transformer tank
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and eventually in the increase of the temperature of insulating oil [6,7]. It is desirable
to have better heat dissipation power of the insulating liquids used in transformers in
order to achieve improved efficiency and better heat transfer performance. The application
of nanofluids to improve transformers’ cooling systems is under investigation to create
optimal transformer design by improving the cooling capacity of conventional oils [8].

In the last decade considerable effort has been put into preparing nanofluids by
dispersing nanoparticles into oil to determine dielectric and electrical properties [3,9].
However, researchers now are mainly concerned with measuring the thermal and physical
characteristics of oils. It is reported in the literature that nanoparticle addition would
greatly improve the thermal conductivity of mineral oils [10,11]. Many investigations have
been performed to determine the effect of various types of nanoparticles and temperature
on the thermal conductivity and viscosity of mineral oil [12], but the effect on ester-based
oils still needs to be investigated. It has been reported by Zhang et al. that the addition
of TiO2 and Al2O3 nanoparticles would improve thermal conductivity with an increase
in their concentrations [13]. However, most of the studies on the dielectric and thermal
properties are related to the mineral oil-based nanofluids and limit themselves only to
these properties or those of mineral oils [14,15]. Recently, considerable research has been
performed to determine the effect of temperature and nanoparticle concentration on the
thermophysical properties of mineral, synthetic ester and natural ester oils [16–18], but there
is a need to investigate these parameters for natural and synthetic ester oils simultaneously
and to compare these parameters based on the nanoparticles’ effect and temperature
in order to present an environment friendly alternative to mineral oil with enhanced
performance [19,20].

In the present study, novel Graphene oxide and TiO2 nanoparticles are included in
the natural ester (NE) and synthetic ester (SE) oils with the aim to enhance their thermo-
physical properties. In addition, apart from analyzing the effect of nanoparticles on the
thermophysical properties of insulating liquids, the effect of temperature has also been
examined by plotting the variation of thermal conductivity and viscosity of pure ester oils
as well as nanofluids against temperature. Natural ester oil is basically a vegetable oil
produced from rapeseed, and synthetic ester is obtained by the treatment of alcohol with
carboxylic acids to give a robust fluid [21]. The most commonly used method—called the
two-step method—used to prepare nanofluid is a widely recognized method due to its low
cost and better compatibility with oils [22]. Oleic acid is added as a surfactant to the the
base oil to improve the long-term stability of the nanofluids that are discussed in the paper.

The main contribution of this paper is to enhance the thermophysical characteristics of
ester-based nano-oils using novel graphene oxide nanoparticles that provide better cooling
functionality and a longer life than the conventional insulating oils used in transformers.
The purpose of developing nano-oil is to decrease power waste by improve cooling capa-
bility during transformer operation. The correlation between thermal conductivity and
viscosity of natural and synthetic ester oils for a particular concentration and temperature
is carried out for their better industrial application. The remaining sections are organized
as follows: Section 2 discusses the nanofluid preparation, experimental technique and heat
transfer performance of nanofluids. The results are presented in Section 3. Section 4 of the
paper presents the conclusion.

2. Experimental Technique, Nanofluid Preparation and Heat Transfer Performance

The flow chart describing the steps involved in this section is shown in Figure 1.
The transmission electron microscopy image (TEM) of TiO2, and the scanning electron
microscopy image (SEM) of Graphene oxide (GO) nanoparticles are shown in Figure 2. The
experiment to determine thermal conductivity is carried out on a thermal conductivity
apparatus (TC-4 model) with a temperature control unit and a nanofluid cell, and the
viscosity of oils is performed on a redwood viscometer as shown in Figure 3a,b respectively.
The experimental standard used to determine viscosity of oils is ASTM-D445. All the
experimental testing is performed at a 230 V, 50 Hz AC supply. In the experiment, six
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individual samples of nano-oil are prepared by incorporating three different concentrations,
i.e., 0.01, 0.03 and 0.05 wt% of each type of nanoparticles, namely TiO2 and Graphene oxide
(GO) in the pure ester-based oils. Then, these samples are tested to determine the thermal
conductivity and viscosity for fresh as well as for nano- oil, for different temperatures
starting from room temperature up to 80 ◦C at intervals of 20 ◦C. The thermal conductivity
apparatus consists of the electronic unit, a nanofluid cell of 7 MHz frequency, and the
temperature control unit, which uses the novel ultrasonic approach to test the liquids
for thermal conductivity [23]. In addition, the relative viscosity is determined using a
redwood viscometer apparatus that is used to test the physical parameters of pure oils and
nanofluids. The temperature controller unit is used to maintain the desired temperature
up to 90 ◦C. The properties of nanoparticles used in the study are shown in Table 1. The
insulating oils used in the experiment are commercially obtained, and its properties are
shown in Table 2.

 

Figure 1. Flow-chart showing the steps involved in Section 2.

Table 1. Specifications of Nanoparticles.

Parameters TiO2 Graphene Oxide

Particle size 80–110 nm (TEM) 100–120 nm (SEM)
Density (gm/cc) 3.8 2.7

Melting point (◦C) 1800 3652
Thermal conductivity (W/m·K) 8.5 18.0

Table 2. Properties of Ester-based Oils.

Parameters Natural Ester Synthetic Ester

Viscosity (Cst) at 40 ◦C 38 29

Density (gm/cm3) 0.92 0.97

Water content (ppm) <50 mg/kg <50 mg/kg

Pour point (◦C) −31 −56

Breakdown Voltage (kV) >75 >75

Thermal Conductivity (W/m·K) at 24 ◦C 0.16–0.17 0.14–0.15
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(a) Graphene oxide (GO) 

 
(b) TiO2 

Figure 2. TEM and SEM images of nanoparticles: (a) GO and (b) TiO2.

 

Figure 3. Experimental set-up to measure: (a) thermal conductivity and (b) viscosity of ester oils
and nanofluids.
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2.1. Nanofluid Preparation

The widely recognized two-step method is used to prepare the nanofluid samples as
shown in Figure 4 [22,24]. The ester oils were initially filtered, and the nanoparticles were
synthesized using the top-down nano-technique [25]. Oleic acid is added as a surfactant
in the pure oil to improve the long term stability and dispersion stability of the prepared
nano-oil samples. Magnetic stirring of the oil sample is performed for about 20–25 min to
ensure removal of excess moisture and unwanted contaminants from the oils. The next
step is adding nanoparticles in the base oil. Finally, the ultra-sonication process follows,
which involves generation of high frequency (40 kHz) waves that disperse the nanoparticles
uniformly into the base oil. In this way, the sample of nanofluids is ready for testing. The
power rating of sonicator is 360 W (230 V AC, 50 Hz).

Figure 4. Two-step method for the nanofluid preparation of insulating oils.

2.2. Stability of Nanofluids

The main problem encountered in the preparation and application of nanofluids is its
stability. How to improve the long term stability of nanofluid dispersions is an important
concern for researchers because after the addition of nanoparticles in the base oil they
may agglomerate and become an aggregate-like matter. These nanoparticles lose their size
properties and, thus, limit their ability to improve the thermophysical properties of the
insulating oils. In order to resolve this problem and to improve the long-term stability of the
prepared nanofluid samples, surfactant is added in the form of oleic acid. The surfactant
addition would introduce a repulsive force that will overcome the Van der Waals attractive
force acting between the nanoparticle surfaces based on DVLO theory [26]. In this way, the
nanoparticles do not agglomerate and they give stable nano-oil dispersions for longer a
period of time. This concept of steric stabilization is explained by DVLO theory. Among all
the prepared samples of nanofluids, the samples with 0.03 wt% concentration give stable
dispersions for the nanoparticles based on the simple bottle test performed on them, which
show no sedimentation even after 72 h of their preparation.

2.3. Thermal Conductivity

This is the key parameter to examine the heat transfer performance of the insulating
oil. It is desirable that the oils should have a high value of thermal conductivity because
liquids with high thermal conductivity absorb more heat [27]. This reduces losses and
eventually improves efficiency of the power system. Thermal conductivity is determined
using the TC-4 apparatus, and the measurement is conducted for the temperature range of
room temperature to 80 ◦C. The thermal conductivity apparatus [23] follows the theory of
heat conduction in liquids based on Debye’s concept. In this process of measurement hydro
acoustic waves are generated in the oils, and these waves are responsible for heat transfer in
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oils. On the basis of above heat transfer mechanism, Bridgman obtained a relation between
thermal conductivity and sound velocity as given below.

k = 3.0
(

N
V

)( 2
3 )

K·vs (1)

where k is the thermal conductivity, vs is the ultrasound velocity, N is Avogadro’s number,
V is the molar volume and K is the Boltzmann constant.

The thermal conductivity apparatus consists of three parts, namely, an electronic unit
with a display to indicate the measured micrometer reading, a nanofluid cell of frequency
7 MHz and the temperature control unit to set the desired temperature. A volume of 100 mL
of oil is poured into the nanofluid cell, and, then, ultrasonic waves of known frequency
(7 MHz) are produced; their wavelength is measured as indicated by the micrometer display.
Seven to eight iterations at each temperature are recorded and the mean value is reported.
Finally, the sound velocity is measured using the relation given below,

vs = λ· f (2)

where vs is the sound velocity, λ is the wavelength and f is the frequency of ultrasound waves.
After calculating the velocity of sound in nanofluids, the value of thermal conductivity

for oils and nanofluids is finally determined.

2.4. Viscosity

Viscosity of insulating oil is also one of the vital parameters to understand its heat
transfer characteristics. The high value of viscosity of oils will reduce its flow in the
transformer and ultimately affect the heat transfer capability of oils [27]. Hence, viscosity
affects the cooling functionality of insulating oils. The redwood viscometer apparatus
is used for the measurement of viscosity of the pure ester-based oil and corresponding
nanofluids for the temperature range of room temperature to 80 ◦C at intervals of 20 ◦C. The
apparatus follows the ASTM D445 experimental standard [28], which allows the volume of
liquid (50 mL) to flow through a capillary and the time to collect 50 cc of oil is recorded
to determine the viscosity of the oils. The process is repeated three times to calculate the
mean value. The electronic display unit is utilized to determine the viscosity of the oils.

3. Experimental Procedure and Analysis Results

The thermal conductivity is determined after calculating the velocity of sound waves
as obtained from equation (2) and substituting the calculated value in equation (1). The
test is performed on a 230 V, 50 Hz (AC) supply for the complete set of experiments.
The value of Boltzmann’s constant (K), i.e., 1.3807 × 10−23 and Avogadro’s number (N),
i.e., 6.023 × 1023 are used in equation (1) to determine thermal conductivity of oils. In
addition, the viscosity is measured using the density of oils and the mean time to flow.
Correspondingly, the graphs are plotted for thermal conductivity and viscosity of pure and
nano- oils with nanoparticle concentration and temperature. The flow-chart showing the
steps followed in Section 3 is shown in Figure 5.

3.1. Thermal Conductivity

The results for the thermal conductivity of pure ester oils and equivalent nanofluids
(i.e., TiO2 and GO nanofluids) with temperature and concentration variation is graphically
presented as shown in Figures 6–9. The graphs clearly show that the addition of both the
nanoparticles improves the thermal conductivity of ester-based oils almost for the complete
temperature range, reducing with the temperature increase. As can be seen, the natural
ester-based GO nanofluid shows more enhancement for thermal conductivity compared to
natural esters modified by TiO2 nanoparticles under the same nanoparticle concentration
and temperature. However, synthetic ester oil has an almost similar enhancement for
both GO and TiO2 nanoparticles. At a 60 ◦C temperature, the thermal conductivity of
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GO modified NE oil reaches a value of 0.0164 W/m·K at a concentration of 0.01 wt%,
which is even higher than TiO2 modified NE oil at a concentration of 0.05 wt% as shown in
Figures 6 and 7. At a concentration of 0.05 wt%, the thermal conductivity of GO modified
NE oil at 80 ◦C is equal to TiO2 modified NE oil at a temperature of 40 ◦C as shown in
Figures 8 and 9. In general, the linear declining variation is shown by ester-based oils
for thermal conductivity with temperature, except for TiO2 modified NE oil at higher
temperatures. Similarly, the thermal conductivity of oils show enhancement with an
increase in nanoparticle concentration except for NE at 0.05 wt% concentration and at a
particular temperature.

 

Figure 5. Flow-chart describing the procedure performed in Section 3.

Figure 6. Thermal conductivity variation of ester oils with temperature.
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Figure 7. Thermal conductivity variation of ester oils with temperature.

Figure 8. Thermal conductivity of ester oils versus nanoparticle concentration.

Figure 9. Thermal conductivity of ester oils versus nanoparticle concentration.
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The interfacial region formed due to the addition of nanoparticles in the oils acts as
the main reason for the significant improvement in thermal conductivity. The nanoparticle
links with the oil molecule and further forms a bridge by linking with other nanoparti-
cle/oil layers that will result in significant improvement [29]. Furthermore, the theory
suggested by Keblinski, according to which a phonon generated in one particle will extend
to surrounding particles, leads to considerable improvement at lower concentrations [30].
The high thermal conductivity of GO-based nanofluids vs. TiO2 modified esters can be
attributed to the high thermal conductivity of GO nanoparticles. The thermal conductivity
of nano liquids increases as the concentration of nanoparticles increases due to the increase
of Brownian motion as the collision of more particles will occur at higher concentration.
Moreover, the improvement could be attributed to the interfacial region due to nanoparticle
addition and ballistic phonon transport between nanoparticles. The thermal enhancement
phenomena are explained based on the theories of Brownian motion of the nanoparticles
in oil, conductive cover and bridges due to particle agglomeration and ballistic phonon
transport [19], as shown in Figure 10.

 

Figure 10. Thermal enhancement phenomena in nanofluids.

3.2. Viscosity

Viscosity is an important parameter to analyze the condition of insulating oils used
in distribution/power transformers as it is related to the cooling functionality of oils [31].
Mineral oil should have a low viscosity value so that it can flow easily inside transformer.
The measured value of viscosity of ester oils tested is presented as shown in Figures 11–14.
For the graph plotted for viscosity, it is observed that, initially, at room temperature
pure oils possess lower viscosity than GO and TiO2 nanofluids, which further reduces
correspondingly with temperature increase, with the exception of TiO2 nanofluids at higher
temperatures as seen in Figures 11 and 12. At 40 ◦C, the viscosity of NE-based GO nanofluid
(NF) is lower than pure NE for higher concentration range (i.e., 0.03 and 0.05 wt%) as shown
in Figure 13. Similarly, NE-based TiO2 nanofluids (NF) show lower viscosity than pure oil
even at elevated temperatures as shown in Figure 14.

In general, the viscosity of synthetic esters and their nanofluids is lower than the natu-
ral esters and their corresponding nanofluids for the entire temperature and concentration
range as can be seen from Figures 11–14, which might be due to the low pour point and
better oxidation stability of synthetic esters. The low viscosity of GO-based NF is due to
low contamination of ester oils at high temperatures by GO nanoparticles as they have
high density and form stable dispersions. A high value of viscosity is observed for the TiO2
nanofluid due to oxidation of the TiO2 nanoparticles at high temperature. The viscosity
may rise due to presence of contaminants or due to nanoparticle aggregation with the
rise in temperature [19]. In general, viscosity of nanofluids increases with nanoparticle
concentration, which might be due to formation of clusters that are bonded together due to
their forces, resulting in higher resistance to the flowability of nanofluids. It is observed
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that viscosity decreases with further addition of nanoparticles due to the self-lubricating
property of these materials [32]. This effect is generally observed in graphene nanoma-
terials due to its very strong graphene layers. This effect develops a layer that provides
lubrication and reduces friction over the surface. Moreover, this trend of lower viscosity at
higher nanoparticle loading is also seen in TiO2 nanofluids, which may be due to the lower
oxidation stability of TiO2 nanoparticles, particularly at higher temperature, which results
in a loss of bonding force and decreases the resistance of nanofluids. This, hence, results in
lower viscosity of the nanofluids.

Figure 11. Viscosity variation of ester oils with temperature.

Figure 12. Viscosity variation of ester oils with temperature.

Figure 13. Viscosity of ester oils versus nanoparticle concentration.
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Figure 14. Viscosity of ester oils versus nanoparticle concentration.

3.3. Relation between the Two Parameters

The comparison between thermal conductivity and viscosity of ester-based oils for GO
nanoparticles with temperature is performed to understand the relationship between them
in affecting the cooling capability of insulating oils as shown in Figures 15 and 16. The rela-
tion shows a positive correlation as both the parameters decline linearly with temperature.
However, it is important to optimize these parameters for better performance. For example,
at 40 ◦C both the parameters give the desired results, but natural esters produce a better
combination of results than synthetic esters for GO nanoparticle at 0.03 wt% concentration.

Figure 15. Correlation between thermal conductivity and viscosity for GO-based synthetic ester (SE) oil.

Figure 16. Correlation between thermal conductivity and viscosity for GO-based natural (NE) oil.
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The key motivation of transformer oils in improving the cooling functionality of insu-
lation is enhancing the thermal conductivity. Therefore, to obtain better cooling conditions
the thermal conductivity of any desired fluid should be significantly improved, which can
be achieved by the addition of nanoparticles in the base oil. However, nanoparticle loading
may deteriorate the viscosity of oils, which affects the heat transport in fluids. As such,
despite of the deterioration of the viscosity, efficient heat transport can be achieved with
natural ester-based nanofluids due to their high thermal conductivity.

4. Conclusions

The effects of temperature and nanoparticles on the thermophysical properties of
natural and synthetic ester oil and its nanofluids is experimentally observed and presented
in this paper. The aim of this study is to improve the thermophysical properties of insulating
liquids tested. Among the insulating oils tested, GO-based nanofluids exhibit superior
thermal and physical characteristics; TiO2 nanoparticle may get oxidized easily at high
temperatures, which results in the deterioration of the TiO2 nanofluid thermophysical
characteristics. The GO nanoparticle is chemically inert, forms stable dispersions and has
a lesser affinity towards oxidation at elevated temperatures. Therefore, there will be less
contamination in the oil, which results in lower viscosity of the nanofluids. In addition,
the GO nanoparticle has a higher surface-to-volume ratio than TiO2 nanoparticle; as a
result GO-based nanofluids exhibit higher thermal conductivity than pure ester oils and
TiO2 nanofluids.

GO nanoparticles show a maximum thermal conductivity enhancement of 3.77% for
pure natural ester oil at 0.05 wt% concentration and 80 ◦C. Similarly, TiO2 nanoparticle
gives a maximum enhancement of 3.44% for synthetic ester oil at 0.05 wt% concentration
and 24 ◦C. The high thermal conductivity of natural esters can be attributed to their lower
oxidation rate at high temperatures than synthetic esters. However, the superior value of
thermal conductivity and optimal viscosity of the GO nanofluid under high temperatures
concludes that the GO-nanofluid can be a better alternative to conventional mineral oil for
cooling functionality in transformers. However, nano-oil is a new area that needs to be
researched more. Therefore, there are some challenges that need to be explored, which are
also briefly highlighted in Table 3.

Table 3. Limitations and future work of Ester-based nanofluids.

Limitations Future Work

Stability of Nanofluids Stability for longer durations of time still need to be investigated.
Selection of nanoparticle type Selection of nanoparticles that enhance thermal conductivity of ester-fluids.

Preparation of low-cost nanoparticles Improve the preparation process with low cost.

• Stability of prepared nanofluids are investigated in the present study but stability for
longer durations with respect to temperature is still need to be investigated.

• The present research shows the effect of different nanoparticles on the thermal conduc-
tivity and viscosity of ester oils. Therefore, a selection of nanoparticles with enhanced
thermal conductivity should possess optimum viscosity for excellent thermophysical
performance of nanofluids. Hence, the choice of nanoparticle needs to be researched.

• Most of the research used the two-step method to prepare nanofluids, which requires
a high production cost. The question of how to improve the nanofluid preparation
process with a reduce cost will be important research in the future.

Nano-oil and nano-oil paper insulation systems are a new area of research and, there-
fore, need to be investigated more either in terms of their thermal performance or insulation
capabilities. Many problems related to the long-term stability of nanofluids still need to be
explored as it is a challenge for their industrial application. In the future, nanofluid disper-
sions need to be tested more for thermal characteristics to find an even better alternative in
the form of a nano-oil that can replace mineral oil for transformers.
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Abstract: During the service period of low-voltage nuclear cables, multiple stresses influence the ag-
ing of polymeric materials of cables. Thermal and radiation stresses are considered service aging fac-
tors in qualification tests, while the standards usually do not prescribe mechanical stress. CSPE/XLPE
insulated nuclear cable samples were exposed to thermal and combined thermo-mechanical aging
for more than 1200 h at 120 ◦C. The real and imaginary parts of permittivity were measured in
the 200 μHz to 50 mHz range as dielectric properties. The Shore D hardness of the samples was
measured to analyze the mechanical characteristics of the cable. To characterize the dielectric spec-
trum, derived quantities, namely central real and imaginary permittivities and real and imaginary
permittivities’ central frequencies were calculated. The change of dielectric spectra did not show a
clear trend with aging, but the imaginary permittivity’s central frequency was higher by 0.5 mHz
in the case of thermo-mechanically aged samples. The Shore D hardness was also higher on the
thermo-mechanically aged samples. These findings show the combined aging has a higher impact
on the insulation properties. Hence, involving the mechanical stress in the aging procedure of cable
qualification enables the design of more robust cables in a harsh environment.

Keywords: nuclear power plant; thermal degradation; thermal-mechanical aging; low-voltage cables;
polymer degradation; dielectric spectroscopy; hardness

1. Introduction

In 2020, the built-in nuclear-generating capacity was 393 GW (electrical), and its
contribution to electricity generation is expected to increase. In the highest case predictions,
the world’s nuclear capacity will be doubled to 792 GW by 2050, keeping its almost 5%
ratio [1]. Hence, nuclear power will keep its important role in power generation for decades,
and the current nuclear power plants’ (NPPs’) designed lifetime is potentially extended to
80 years [2]. During this long period, the safe and reliable operation of NPPs in normal
service and design basis events (DBEs) require safety-related equipment performance to
meet their designed requirements. The equipment qualification is the procedure when
safety-related equipment performance is tested in all operational states and accident
conditions [3]. Since the cabling condition plays a key role in the reliable operation of safety
systems, the safety-related cables as system components are also subject to the qualification
which the test procedure is described by standards [4]. More the 1000 miles of cable
installed typically in a pressurized water reactor (PWR), low-voltage (LV) power cables
account for only 15% of the total LV cables deployed in the NPPs [5]. Still, they are highly
important as they supply motors and pumps related to nuclear safety. The structure of these
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Electronics 2021, 10, 2728

cables varies with the application. These power cables are multi- or single conductors with
or without shielding and have different polymeric components for core insulation, jacket,
and filling material [6–9]. During operation in the NPP environment, these LV cables are
exposed to numerous stresses, thermal, radiation, electrical, and mechanical, which cause
degradation in these polymeric materials [10]. The electrical and thermal stresses are the
prominent aging factors for the high-voltage (HV) and medium-voltage (MV) cables [11].
For the LV cables, elevated temperature and radiation could be the major factors, along
with the chemical contamination and mechanical stresses in some cases [10,12].

Considering that the operational stresses affect the cables’ functionality, the qualifica-
tion procedure includes the simulation of aging in normal service conditions before DBE
and post-DBE functionality tests. Although mechanical stress as pressing with a cable
cleat, and low bending radius, can appear in operation, the standards do not prescribe any
mechanical stress during the accelerated aging that simulates operation conditions [13].
Nevertheless, the bending with a low radius is used to demonstrate a lack of embrit-
tlement and adequate flexibility after aging [4]. The impact of mechanical stress on the
degradation of the polymers is well known, and numerous studies have investigated the
effects of mechanical stress on the functionality of the polymer insulating materials [14].
However, as the degradation or aging of the polymeric material is a multi-factor phe-
nomenon, thermal stress has more importance than other stresses. However, the effect of
the simultaneous presence of mechanical stress and thermal stress on high-voltage cables
has been investigated since the 1980s [15], the topic still has to be explored in the case of
the NPPs environment.

According to the robust design principle, the product performance can be improved
by minimizing performance variations caused by uncontrollable parameters (noise factors)
or design variables (control factors) [16]. The robust approach is widely used in the design
of NPP control systems, electrical equipment, and machines [17–23]. Hence, considering
NPP cable as a product, if the mechanical stress is not prescribed as an aging parameter in
qualification, this can be regarded as a noise factor and can cause uncertainty in the cable
performance. If the mechanical stress is involved in the aging procedure, the performance
uncertainty caused by this factor can be minimized. Therefore, the purpose of this study is
to compare the mechanical and dielectric properties of cable samples subjected to thermal
only and combined thermal and mechanical aging.

The subject of the investigation is a single-core cross-linked polyethylene (XLPE)
insulated and chlorosulphonated polyethylene (CSPE) jacketed NPP power cable. One
group of cables was only thermally and the other thermo-mechanically aged. The change
of dielectric properties was measured by low-frequency dielectric spectroscopy. The reason
for the application of this technique in this study is that dielectric spectroscopy as con-
dition monitoring for NPP cables has recently become a focus of interest because of its
non-destructivity. Several studies show promising results, and their future expansion is
likely [11,12,24–31]. From the results of dielectric spectroscopy measurement, deducted
quantities were introduced because assigning one measure to the whole low-frequency
spectrum makes it easier to analyze the changing of the dielectric spectrum with aging.
The mechanical properties were measured using Shore D hardness, which is a simpli-
fied indenter measurement. The indenter type measurements are widely and effectively
used for the aging monitoring of NPP cables [32–34]. The results of the thermally and
thermo-mechanically aged groups were compared to determine the degradation caused by
combined stress over the simple thermal aging.

This paper has been organized, as Section 2 elaborates the cable sample, aging stresses,
the electrical and mechanical measurement. The results of the measurement are given in
Section 3. Section 4 explains the measurement results, and the concluding remarks are
provided in Section 5.
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2. Materials and Methods

2.1. Specimens

A Firewall III radiation-resistant Class 1E low-voltage (600 V) NPP unshielded power
cable (RSCC Wire and Cable, East Granby, CT, USA) under investigation is shown in
Figure 1. The cable consisted of three parts: annealed, tin-coated copper conductor with a
cross-sectional area of 6 AWG (13.3 mm2), cross-linked polyethylene (XLPE) core insulation
having a thickness of 45 mils (1.143 mm), and chlorosulphonated polyethylene (CSPE)
jacket with 30 mils (0.762 mm) thickness. The overall diameter of the cable was 0.34 inches
(8.636 mm). Under the International Atomic Energy Agency’s (IAEA’s) guidelines [35]
and as expressed in Figure 1, 1 cm and 3 cm of the insulation and jacket were removed
from both sides of the cable sample, respectively. The cable sample was 0.5 m in length for
the experiments.

Figure 1. The LV unshielded NPP cable under consideration. A—Tin-coated copper, B—XLPE
insulation, C—CSPE jacket.

2.2. Accelerated Aging
2.2.1. Thermal Aging

The cable samples were exposed to 120 ◦C accelerated thermal agings in an air-
circulating oven for seven different periods: 176, 338, 512, 784, 912, 1056, and 1248 h.
Applying these aging parameters is because the 120 ◦C aging temperature was also used
for benchmark analysis of this cable type in the IAEA Coordinated Research Project [35].
Moreover, elongation at break data for the CSPE jacket are also available for these aging
times in [35]. The cable samples in the oven are shown in Figure 2a.

Figure 2. Cable samples in the oven for (a) thermal aging; (b) thermo-mechanical aging.
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2.2.2. Thermo-Mechanical Aging

According to the IEEE standard, the cable samples were bent on a mandrel with an
outer diameter of 15 cm for the thermo-mechanical (T-M) simultaneous aging [4].

Then the cable samples were placed in the air circulated oven at a temperature of
120 ◦C. The cables were exposed to simultaneous aging for 176, 338, 507, 779, 907, 1051, and
1243 h (Figure 2b). After each aging period, the samples were removed from the cylinder
and straightened for measurements. After the measurements, the samples were bent on
the cylinder again. Then, they inserted back to the aging chamber for the next round.

2.3. Dielectric Spectroscopy Measurement

Since the subject of the investigation is a single core unshielded power cable having
a jacket and core insulation also, this cable structure can be considered a layered insu-
lation arrangement. The most dominant polarization process in layered insulations is
interfacial polarization, with a far lower characteristic frequency than 1 Hz. Therefore
dielectric spectroscopy was carried out in the frequency range of 200 μHz to 50 mHz by
investigating the complex permittivity of the material. The complex permittivity is defined
by the expression:

ε̇ = ε′ + jε′′, (1)

where ε′ and ε′′ are defined as the real and imaginary parts of permittivity since the former
depicts the strength of the dipoles in the material aligning themselves when an external
electric field is applied. This part is known as permittivity characterizing the electric energy
stored within the dielectric material [36,37]. The imaginary permittivity represents the
losses in the material due to conduction and polarization. The dissipation factor or tan
δ is the ratio of the imaginary and real parts of permittivity (tan δ = ε′′/ε′). Modeling a
relaxation process by the Debye model, the real and imaginary parts of permittivity as a
function of angular frequency can be expressed by the following equations:

ε′(ω) = ε∞ +
εs − ε∞

1 + ( ω
ω0

)2 , (2)

ε′′(ω) =
(εs − ε∞)( ω

ω0
)

1 + ( ω
ω0

)2 , (3)

where the εs and ε∞ are the permittivities at 0 and infinity frequency, at the same time, ω0
is the characteristic angular frequency of the relaxation process. The relationship between
εs and ε∞ can be seen in Figure 3. As the figure shows, the imaginary part of permittivity
has a peak at the characteristic frequency, i.e., loss peak. Where the imaginary part has the
peak, the changing of the real part is the highest. By changing the characteristic frequency,
the curves shift together. The complex permittivity also enables the determination of the
conductivity of the material. However, ε′′ contains the sum of resistive and dielectric losses,
if the resistive part is dominant, the slope of ε(ω) is ω−1 and ε′′(ω) is constant in the
dielectric spectrum [38]. At very low frequencies (below 1 Hz), the dc conduction is the
dominant part of dielectric loss in XLPE cable insulation [39].

The measurements were carried out with Omicron Dirana (Omicron Electronics Gmbh,
Klaus, Austria). This equipment uses the combination of frequency-domain spectroscopy
(FDS) and polarization-depolarization current (PDC) methods to determine the dielectric
response. The equipment directly measures the dielectric response in the frequency do-
main at higher frequencies by the FDS technique. To determine the response in the lower
frequency range, time-domain PDC data are recorded. Then, the PDC data are converted
to the frequency domain by using discrete Fourier transformation. This technique has an
important advantage, namely, it reduces the measurement time by 73% [38,40]. The accu-
racy of the equipment is 2% below 1 mHz for power and dissipation factor measurement
and 0.5% for capacitance.
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Figure 3. The relationship between real (ε′) and imaginary (ε′′) parts of permittivity in case of one
Debye relaxation.

Since the subject of the investigation is a single core unshielded cable, the measurement
of dielectric properties requires an external electrode, which was prepared by wrapping
alumina foil around the cable. The voltage source, the equipment terminal, was connected
to the external foil electrode through a copper strip. In contrast, the current output was
connected to the internal conductor, as the measurement setup is shown in Figure 4. This
connection ensures the lowest noise in the result. The cable samples were placed in the
Faraday’s cage connected to the guard for more noise suppression.

Figure 4. The test setup: (a) Omicron Dirana equipment; (b) cable sample in the Fraday’s cage.

2.4. Shore D Hardness Measurement

The hardness measurement is based on the indentation depth of the indenter foot
into the material applying a constant force. If the indentation is the highest, the measured
value is 100, and if there is no indentation, the result is 0. In the case of the Shore D scale,
the force is 4450.0 mN, the maximum penetration distance is 2.54 mm, and a 30-degree
conical pressure foot is used. The Shore D hardness measurement is suitable for testing flat
samples with a minimum 6 mm thickness according to the ASTMD2240-05 standard [41].

117



Electronics 2021, 10, 2728

Therefore in this research, the Shore D hardness was tested as a comparative measurement
to investigate the mechanical properties.

The hardness of the cable was measured at the ends and center with a total of 10 mea-
suring points at 25 ± 0.5 ◦C. Although the test method is suitable for the flat samples [41],
with the adaption of the foot adapter, the measurement can be executed for the round
surfaces. In this investigation, the Shore D hardness measures the resultant hardness of the
jacket and the insulation.

3. Results

3.1. Dielectric Spectroscopy
3.1.1. Thermal Aging

The measurement result of the real part of permittivity (ε′) for the thermal stress
is plotted against the frequency for each period in Figure 5a. According to the general
behavior of dielectrics, the ε′ decrease as the frequency increase. This characteristic be-
havior of the ε′ was the same for all the aging periods. With aging time, the ε′ either
decreased or remained constant at all frequencies, except at 2 × 10−2 Hz and above, where
a slight increase was observed. This behavior can be explained by the comparison with the
imaginary parts curves.

Figure 5. (a) Real and (b) imaginary parts of permittivities for thermal aging.

The results of the imaginary part of permittivity (ε′′) are plotted in Figure 5b. The re-
arrangement of curves in the frequency range suggests that the ε′′ curves shift towards a
lower frequency range with aging, indicating the conductivity decrease with aging. This
behavior explains the decreasing of ε′′ values at the lowest frequencies. In the case of the
unaged sample, the ε′′ started with a certain value, then increased with the increase in
frequency and reached a maximum value, and then again started to decrease. With thermal
aging, the ε′′ increased between 2× 10−4 Hz and 1× 10−3 Hz for the first two thermal aging
periods, and then ε′′ decreased with aging time. For frequency higher than 1 × 10−3 Hz
there was a decreasing trend in the values of ε′′. This behavior was observed until the sixth
thermal aging period (1056 h), whereas the values increased at all frequency points.
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3.1.2. Thermo-Mechanical Aging

The ε′ in the case of the T-M aging is shown in Figure 6a. The behavior of the ε′
against frequency was similar to the thermal stress, irrespective of the aging. In contrast,
the observed impact of T-M was as the ε′ increased after the first two periods for the whole
frequency spectrum, while it started to decrease after the third period (507 h). A slight
increase after the sixth period (1051 h) was observed, while a substantial decrease in the
whole curve was noted after the seventh T-M period.

Figure 6. (a) Real and (b) imaginary parts of permittivities for thermo-mechanical aging.

The frequency plot of ε′′ values is shown in Figure 6b. For almost all aging periods, ε′′
started with a particular value. Then, the imaginary part of permittivity increased with
frequency, reached a peak value at a specific frequency, and then declined with a further
frequency increase. A noticeable increase in the values was noted in the ε′′ after the first
T-M period between 2 × 10−4 Hz and 1 × 10−3 Hz, while at higher frequencies, the values
decreased. After a longer aging time, the ε′′ decreased at all frequencies till the fifth T-M
period (907 h). Like the ε′, after 1051 h, the ε′′ increased, which then decreased after the last
aging round.

3.2. Shore D Hardness

The Shore D hardness recorded results of the cable under thermal and thermo-
mechanical aging have been plotted in Figure 7. An overall increase in the hardness of the
cable was also observed for thermal and thermo-mechanical aging. However, the hardness
increase is higher in thermo-mechanical aging, which suggests the combined stress has a
more intensive effect on the material structure, which results in higher hardness values.
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Figure 7. Shore D hardness against aging time thermal and thermo-mechanical (T-M) aging.

4. Discussion

The increase in ε′ in a very-low-frequency range (below 1 Hz) is associated with the
electrode polarization when the charge carriers accumulate near the electrodes, increasing
the apparent value of the dielectric constant [42]. While the ε′′ is a component related to
the dielectric loss [43,44], one can expect that with aging, an increase in the losses will
be experienced with the degradation of the polymer. Three frequencies were selected to
simplify the analysis of the results: 200 μHz, 1 mHz, and 10 mHz, and the behavior of
both kinds of aging were studied. The plot of the ε′ and ε′′ for each stress at the selected
frequencies is shown in Figure 8.

Figure 8. Real part of permittivity for (a) thermal aging, and (b) thermo-mechanical aging; imaginary
part of permittivity for (c) thermal aging, and (d) thermo-mechanical aging at selected frequencies.

Under thermal aging, the ε′ at the selected frequencies decreased with aging. After the
last aging period, it increased, at 10 mHz, the ε′ value even exceeded the unaged value.
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Under T-M aging, at 200 μHz and 1 mHz, an initial increase in the ε′ was observed,
then the ε′ started to decrease with more aging times. In contrast, different behavior is
seen at 10 mHz, where the real part of permittivity dropped after the first period. Then ε′
increased until the third period. More aging periods resulted in a decrease in the ε′ values.
A surprising behavior was observed under the T-M aging after the sixth period, where the
values of the ε′ increased even higher than the unaged values, which then decreased after
the seventh period.

The effect of thermal stress on the ε′′ caused an increase in the values for the first two
periods at only 200 μHz and 1 mHz, which then declined with more aging, but at 10 mHz
the values linearly decreased. The last thermal aging period resulted in a substantial
increase in the values. At 200 μHz the value of ε′′ remained higher than the unaged ones
for all the aging periods.

While the T-M stress resulted in the increase in the ε′′ after the first stress period
at 1 mHz and 10 mHz, then it decreased with aging. In comparison, a clear trend was
not observed at 200 μHz, where only the first and third periods affected the increase in
the values higher than the unaged ones. Like the ε′, the ε′′ values increased at all the
selected frequencies after the sixth thermal period, whereas after the seventh thermal
period, the values decreased.

The loss peak frequencies are also plotted for thermal and thermo-mechanical aging
(Figure 9). For an unaged cable sample, a polarization peak was observed at 1 mHz, which
with aging, was shifted to 200 μHz Figure 9a. Nevertheless, the curves of Figure 5b suggest
in the case of aged samples, the peak of the polarization peak should be below 200 μHz. In
the case of the T-M stress, the polarization peak did not change its position after the first
aging period. However, it shifted to a higher frequency of 2 mHz until the fourth aging
period and then to 200 μHz after the fifth aging period, Figure 9b. At the same time, it
shifted back to 1 mHz after the sixth period and remained as it for the seventh period.

Figure 9. Shifting of the maximum value of the imaginary part of permittivity under (a) thermal,
and (b) thermo-mechanical aging.

For a more detailed analysis of the dependence of real and imaginary parts of per-
mittivity curves on aging, and similarly to [30,45], four deducted quantities have been
calculated, namely the central real and imaginary parts of permittivity (CRP and CIP),
and the real and imaginary permittivities’ central frequencies (RPCF and IPCF). The CRP is
calculated by summing up the multiplication of the logarithm of the frequencies by the
measured ε′ values at given frequencies and dividing this sum by the sum of the logarithm
of the frequencies, as it can be seen in Equation (4).

CRP =
∑n

i=1 log10 fiε
′
i( fi)

∑n
i=1 log10 fi

(4)

121



Electronics 2021, 10, 2728

By changing the ε′ to ε′′ in Equation (4), the CIP can be calculated:

CIP =
∑n

i=1 log10 fiε
′′
i ( fi)

∑n
i=1 log10 fi

. (5)

The RPCF can be calculated as the average of the permittivity values weighted by the
logarithm of the frequency:

RPCF = 10
∑n

i=1 log10 fi ε′i( fi)

∑n
i=1 ε′i( fi) . (6)

By changing the ε′ to ε′′ in the Equation (6), the IPCF can be calculated:

IPCF = 10
∑n

i=1 log10 fi ε′′i ( fi)

∑n
i=1 ε′′i ( fi) . (7)

These deducted quantities make spectroscopy curves evaluate easier since two num-
bers characterize the shifting of the curves. CRP and CIP are the characteristic values for
real and imaginary permittivity changes over the frequency range of investigation. RPCF
and IPCF characterise the shift of the curves in the frequency range. The change of CRP
RPCF with aging is Figure 10.

Figure 10. The calculated deducted quantities to characterize the ε′( f ) curves (a) central real part of
permittivity (CRP); (b) real part of permittivity’s central frequency (RPCF).

Figure 10a shows that CRP of thermally aged samples decreases with aging from the
initial 3.2 below 3. However, after the last aging round, it jumps up to almost 3.15. In
the case of thermo-mechanically aged samples, the CRP has increased over 3.3 after the
first aging round. Then, it decreases. The fitted trendlines show that the real part of the
permittivity for the T-M samples was higher by nearly 0.1 during the whole aging period
in the investigated frequency range.

The CRP curve of thermally aged samples shows a monotonous decreasing trend with
aging, while the CRP of thermo-mechanically aged samples does not change (Figure 10b).
Accordingly, the curves of the real part of permittivity of thermally aged samples shift
towards lower frequencies, while there is no significant change in the case of T-M samples.

In general, the CIP and IPCF values clearly show the changing of an average loss in
the investigated frequency range and the changing of the average polarization peak with
aging. The values of CIP and IPCF are depicted in Figure 11.

Figure 11a shows the CIP change with aging in case thermal and T-M aging. In both
cases, the dielectric loss increases at the beginning of aging. The CIP increases in the first
two aging periods of thermal aging. A more significant increase can be observed in the
first aging period of T-M aging, then the CIP values decrease. By calculating the linear
trend, no significant difference can be observed between thermal and T-M CIP values.
The IPCF values (Figure 11b) were dropped by 0.5 mHz after the first aging round, then
the IPCF of thermally aged samples decreased, while that of T-M samples shows a small
variation, a minimal decreasing trend can be observed. The calculated linear trends suggest
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the IPCF values of T-M samples are higher 0.5 mHz at the ending of aging. The trendlines
show the ε′′ curves shifted towards higher frequencies in the case of T-M aging. Hence the
polarisation peaks are at higher frequencies than the thermally aged samples.

Figure 11. The calculated deducted quantities to characterize the ε′′( f ) curves (a) central imaginary
part of permittivity (CIP); (b) imaginary part of permittivity’s central frequency (IPCF).

The comparison of the change in Shore D hardness of thermally and thermo-mechanically
aged samples has been drawn in Figure 7. For most of the aging periods (176 h, 338 h,
912 h, 1056 h, and 1248 h), the increases in hardness were 19.7%, 21.2%, 30.8%, 32.61%,
and 34.89%, respectively, for T-M in comparison to 15.78%, 19.12%, 27.82%, 30.18% and
30.26% for thermal only. Hence, the thermo-mechanical stress has resulted in more hardness
of the cable than the thermal stress only.

Under the thermal stress in the presence of oxygen, it is believed that the polymer
undergoes molecular structural changes due to the cross-linking, chain scission, and oxi-
dation reactions, which occur at the same time in the crystalline and amorphous regions.
The actual cause of the degradation of the polymer depends on the dominance of one
of these reactions. The cross-linking reaction generates a solid network that opposes the
external field’s effect and restrains the dipoles’ movements, which is a case opposite to the
chain scission reaction.

However, a very simple cable was chosen for the experiment, from the point of view
of aging, the subject of the experiment is a complex structure. It contains two layers made
from different polymers; moreover, the inner XLPE is covered by the CSPE jacket. Therefore,
during the accelerated aging, the XLPE insulation was not contacted directly with the air.
By investigating cable jacket samples removed from commercial cables, the significant
effect of diffusion-limited oxidation (DLO) on the degradation of CSPE cable jacket material
has been reported at temperatures as low as 110 ◦C [46]. Consequently, in the case of intact
cable samples, when the air contacts only the outer surface of samples, it can be assumed
the CSPE jacket consumes oxygen during aging at elevated temperatures. Therefore,
the oxidative degradation of the XLPE insulation was very limited; hence, cross-linking
and recrystallization were the main degradation mechanisms [47].

In addition to these reactions, materials such as CSPE, which has chlorine and sulfur
dioxide attached to the polyethylene backbone, undergo dehydrohalogenation. Dur-
ing dehydrohalogenation, the halogen atom is separated from the polymer chain and the
hydrogen, resulting in double bonds in the polymer chain [48,49], resulting in increased
conductivity and permittivity [50].

Under the exclusive mechanical stress, it has been reported that the polymer may
experiences two stresses: tension and compression [14]. The former assists the movement
of the molecular chain, which may lead to the fracture of the chain and could increase
the microcavities size [51,52]. It has also been reported that this would also increase the
space charges. In contrast, the compression stress acts opposite to the tension, where the
molecular chains come close to each other and support the bond attraction leading to more
stabilization. This also inhibits the increase in the intensity of space charges. Since in
our case, the cable has been exposed to both thermal and mechanical stresses, where the
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inner side of the cable is under compression force and the outer side under tension force,
Figure 12. Therefore, cross-linking and chain scission reactions in the presence of oxygen
under thermal stress are also playing their role.

Tension

Compression

Cable sample

Figure 12. Tension and compression stresses on a bended cable sample.

The cable insulation’s hardness increase under both types of stresses is also related to
the reason that at elevated temperature, the generated small molecules due to decompo-
sition reactions re-cross link with each other and increase the cable’s hardness [47]. This
phenomenon in the presence of compression stress due to mechanical aging is reinforced.

From the point of dielectric measurement view, the insulation and the jacket of non-
shielded, single-core cables are considered a layered arrangement. Hence, the applied
electrode arrangement (covering the cable’s surface by conductive foil) can investigate
only the resultant dielectric properties, i.e., the real and imaginary parts of permittivities,
of the layers. Similarly, the Shore D hardness also measures the resultant hardness of both
layers. Since the degradation processes also increase the hardness of the CSPE and the
XLPE, the result will also be an increasing trend in thermal and T-M aging cases. However,
conductivity and permittivity of CSPE increase due to thermal aging, the resultant dielectric
loss and permittivity decrease in the investigated frequency range according to the change
of CIP values. Nevertheless, degradation processes of the XLPE, namely the cross-linking
and recrystallization, decrease its conductivity and permittivity [53]. Since the thickness of
the XLPE insulation is higher by 50%, the resultant values of the real and imaginary parts
of permittivities are significantly affected by the XLPE. The annealing effect of XLPE can
cause the initial increase in CIP. The annealing effect increases the conductivity of XLPE at
the beginning of thermal treatment [54].

It can be concluded that the parallel thermal-mechanical stress results in more inten-
sive degradation of the mechanical properties of cable insulation than the thermal stress
alone. Since the layered structure of jacket and insulation makes it difficult to identify
the degradation processes and analyze the dielectric behavior. Further studies, including
chemical analysis, are needed to reveal the degradation mechanism of single-core LV ca-
bles. This study would be beneficial to point out the importance of applying combined
mechanical-thermal stressing for accelerated aging testing in the qualification procedure of
NPP cables.

5. Conclusions

The main purpose of the work was to compare the dielectric behavior in-low-frequency
range and Shore D hardness of thermally and thermo-mechanically aged single-core
CSPE/XLPE insulated LV NPP cables. For the purpose of investigation, one group of
samples was straightened, and the other one was coiled on a cylinder. Both groups of
samples were aged at 120 ◦C for more than 1200 h. The dielectric spectrum in the 200 μHz
to 50 mHz range and the Shore D hardness were measured on both groups. By analyzing
the dielectric spectra, the real and imaginary parts of permittivities changed differently in
both groups although, they did not show a clear trend with aging. To clarify the changes
in the dielectric spectrum due to aging, derived quantities, namely, the central real and
imaginary parts of permittivity and the real and imaginary permittivities’ central frequency
were introduced. The deducted quantities show that the real part of the permittivity of the
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thermo-mechanically aged samples was higher by nearly 0.1 than that of thermally aged
ones during the whole aging period in the investigated frequency range. The deducted
quantities show that the real part of the permittivity of the thermo-mechanically aged
samples was higher by nearly 0.1 than that of thermally aged ones during the whole aging
period in the investigated frequency range. At the same time, the central frequency of the
real part of permittivity curves decreased by 1 mHz due to thermal aging. A similar change
was not observed on thermo-mechanically aged samples.

However, the central imaginary part of permittivity did not differ significantly be-
tween the groups, the imaginary permittivity’s central frequency was higher by 0.5 mHz
in the case of thermo-mechanically aged samples. This suggests a higher conductivity of
thermo-mechanically aged samples, which can be the result of the annealing effect. During
aging, the Shore D hardness was also higher on the thermo-mechanically aged samples
than the thermally aged ones. At the end of aging, the hardness of the thermo-mechanically
aged samples was 34% higher than the initial value, while that of the thermally aged
samples was only 30% higher.

Based on the results, it can be concluded that mechanical stress has a strong impact on
the degradation of the polymeric materials of the cable in combination with the thermal
stress, which is considered during the simulation of service aging of cables. These results
could lead to the inclusion of mechanical stress in the aging procedure of cable qualifica-
tion, enabling the design of more robust cables in a harsh environment. For the future
perspective, it is intended to carry out the chemical and other electrical and mechanical
tests to further elaborate and understand the impact of mechanical stress with thermal
stress on the LV cable aging.
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36. Altındal Yerişkin, S.; Balbaşı, M.; Tataroğlu, A. Frequency and voltage dependence of dielectric properties, complex electric
modulus, and electrical conductivity in Au/7% graphene doped-PVA/n-Si (MPS) structures. J. Appl. Polym. Sci. 2016, 133, 43827.
[CrossRef]

126



Electronics 2021, 10, 2728
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Abstract: In recent decades, the genetic algorithm (GA) has been extensively used in the design
optimization of electromagnetic devices. Despite the great merits possessed by the GA, its processing
procedure is highly time-consuming. On the contrary, the widely applied Taguchi optimization
method is faster with comparable effectiveness in certain optimization problems. This study explores
the abilities of both methods within the optimization of a permanent magnet coupling, where the
optimization objectives are the minimization of coupling volume and maximization of transmitted
torque. The optimal geometry of the coupling and the obtained characteristics achieved by both
methods are nearly identical. The magnetic torque density is enhanced by more than 20%, while the
volume is reduced by 17%. Yet, the Taguchi method is found to be more time-efficient and effective
within the considered optimization problem. Thanks to the additive manufacturing techniques, the
initial design and the sophisticated geometry of the Taguchi optimal designs are precisely fabricated.
The performances of the coupling designs are validated using an experimental setup.

Keywords: design optimization; genetic algorithms; Taguchi designs; electromagnetic coupling;
additive manufacturing

1. Introduction

The term permanent magnet (PM) coupling or clutch refers to a device that is used to
transmit torque between two shafts without mechanical contact. Torque transmission is
served by the magnetic field induced by PMs placed on the driving member. Throughout
the years, PM couplings have been widely employed in blowers and compressors, convey-
ors and pumps, and food processing equipment due to their unique qualities [1,2]. For
instance, the highlighted features of the PM couplings are the ability to transmit torque
through a separator and easy maintenance. Still, there are several important aspects to
take into account in PM couplings design. Among these concerns, mass characteristics,
transmitted torque, and their balance remain challenging.

Nowadays, the design optimization is extensively used for enhancing the performance
of PM couplings. The majority of the studies on PM coupling optimization have utilized
coupling dimensions as optimization parameters [3–5]. On the other hand, the optimization
of coupling shapes may propose a better improvement of the device performance.

Researchers have been avoiding the optimization of coupling shapes due to the
restricted abilities of conventional manufacturing techniques. Presently, additive man-
ufacturing (AM) is considered a constructive alternative to the conventional ways of
fabrication [6–9]. Being a flexible and low-material waste technique, the AM can construct
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geometrically intricate components. Overall, the AM techniques provide an opportunity to
discover more favorable shapes of PM couplings and greatly enhance their performance.

To date, several methods have been developed to optimize the design of electrical ma-
chines and devices. The direct and indirect optimization methods (DOM and IOM), multi-
level optimization methods, and robust optimization methods are the main approaches.
In this study, two methodological approaches are selected: the DOM accompanied by the
genetic algorithm (GA) and the Taguchi optimization method [10,11]. The DOM presents a
clear and intuitive structure, since it simply utilizes a finite element model (FEM) along
with the GA [12–16]. The unique features of the GA, such as the ability to obtain the
global minimum, handle non-analytic formulation of optimization problems, and high
flexibility, justify its popularity among researchers. This algorithm not only considerably
narrows the solution space during optimization but also presents an impressive searching
ability. Regardless of the great advantages of DOM-GA optimization, it often appears
time-consuming [17–19]. In contrast with the DOM-GA, the Taguchi method requires a
considerably lower number of calculations that significantly reduces the execution time [20].
This method takes into account the manufacturing variations of the optimization parame-
ters within the optimization model and, consequently, reaches the high reliability of the
optimization results [21–23]. However, far too little attention has been paid to the Taguchi
method within the design optimization of electromagnetic devices.

This paper aims to carry out the optimization of the PM coupling shapes with the
following optimization objectives: minimization of the coupling volume and maximization
of the transmitted torque. Additionally, the study compares the DOM-GA and the Taguchi
method in terms of the obtained optimization results and the required execution time.
The importance and originality of this study is that it explores complex shapes of the PM
coupling design and proposes a great improvement of the device performance. Moreover,
the comparative analysis of the DOM-GA and Taguchi method should make an important
contribution to the field of design optimization of electromagnetic devices.

The paper is organized as follows. First, the initial design of the PM coupling and
definition of the optimization model is presented in Sections 2 and 3, respectively. It will
then go on to Section 4, which is dedicated to GA optimization, and Section 5, which
presents the Taguchi optimization. Next, Section 6 provides a comprehensive comparison
of the applied optimization methods. Then, Section 7 describes the experimental setup and
provides the test results for the initial and optimal designs of the coupling, respectively.
Finally, the discussion and conclusion of the study are presented in Section 8.

2. Permanent Magnet Coupling Design

This paper considers an optimization problem of a face type PM coupling. Before
proceeding to the optimization, it is important to overview the concept of the PM coupling
design and operation principle. To illustrate the structure of the coupling, Figure 1 is
presented. The figure shows two main components of the coupling: driving and driven
members. The driving member possesses magnetic teeth, while the driven member has
steel teeth. Along with the structure, Figure 1 demonstrates the main dimensions of the
coupling. Additionally, Figure 1 shows the angle of deviation of the coupling members θ.
To demonstrate θ, the centers of the disks C1 and C2 are specified. Table 1 lists the main
parameters of the coupling geometry.

130



Electronics 2021, 10, 494

 
Figure 1. The initial design of the permanent magnet (PM) coupling.

Table 1. Coupling specifications.

Dimension/Materials Value

Outer diameter Dout 30 mm
Inner diameter Din 12.5 mm

Thickness of the disks td 1.2 mm
Steel teeth height 1.6 mm
Steel teeth width 5 mm
Steel teeth length 8 mm

Magnets thickness 3 mm
Magnets width 5 mm
Magnets length 8 mm

Air gap 1.5 mm

The operation concept of the PM coupling is based on the attraction efforts that appear
between the magnets placed on the driving disk and the driven member made of steel.
The magnetic torque induced in the driven disk depends on the angle of deviation of the
coupling members θ, magnetic flux density B, and magnetic field intensity H [24]:

τ =
δ
∫

V

∫ H
o BdHdV
δθ

(1)

For prototyping, the steel material with 6.5% silicon content was utilized for the
disks and driven member’s teeth. The neodymium magnets N52 (Sintered Nd-Fe-B) were
employed to provide the magnetic force.

The finite element analysis of the coupling initial design was carried out through
Symcenter MagNet. According to the initial design modelling, the volume of the coupling
was 2.31 × 10−6 m3 and the maximum magnetic torque was 73.0 × 10−3 Nm. Figure 2
presents the dependence of the torque on the angle of deviation. The static simulation
results and their approximation are provided. The approximation was carried out by fitting
the smoothing spline within the Matlab Curve Fitting Toolbox.

It is important to notice that the magnetic torque reached its maximum when the angle
of deviation of the coupling members θ was 17◦. Therefore, this position was chosen for
static simulations within the optimization.
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Figure 2. Magnetic torque versus angle of deviation of the initial design of the coupling.

3. Permanent Magnet Coupling Optimization Model

Figure 3 shows the distribution of the magnetic flux density obtained through the
MagNet for the initial design of the coupling. It can be seen that the flux density saturation
is quite low in particular areas of the coupling disks. Here, the low saturation is a sign that
the material of the coupling is not utilized efficiently. Therefore, the coupling design needs
to be improved to enhance the effectiveness of material usage. For this purpose, the design
optimization can be employed.

Figure 3. Initial design of the coupling with the distribution of magnetic flux density and illustration
of the optimization parameters.

Many researchers have optimized PM couplings paying particular attention to the
torque output and volume of the utilized materials [1,4]. Traditionally, linear dimensions,
such as diameters of the disks or sizes of magnets, are chosen as optimization parame-
ters. This might be due to the restrictions of the conventional methods of fabrication on
design production.

Since AD techniques allow producing complex geometry, the search for optimal
dimensions can be replaced with the search for optimal shapes. Therefore, this paper aims
to obtain an optimal shape of the PM coupling disks to minimize the material usage and
maximize the transmitted torque.

In solving an optimization problem, the first step is to create an optimization model,
which involves defining objectives, constraints, and parameters. This study considers
the optimization problem, in which the objective functions were non-analytical. More
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specifically, the volume and the magnetic torque were obtained using FEA within Simcenter
MAGNET. The optimization problem was unconstrained. To find an optimal shape of the
clutch disks, the vector of optimization parameters was formed by twelve elements, which
represented geometrical locations of the points. Figure 3 shows a set of the geometrical
points used as the optimization parameters. As can be noted, the points were placed
within the area of low saturation of the coupling disks. Within this area, the material
could be potentially removed in order to increase the effectiveness of material usage. The
demonstrated set was repeated along the circumference of the coupling disks. Within the
optimization, the variation of the parameters had the following limits: [0 . . . 1] mm. The
disks’ general thicknesses td were not included in the group of the optimization parameters,
since they were minimized beforehand and their further reduction negatively influenced
the torque.

4. Optimization Using Genetic Algorithm

4.1. Genetic Algorithm

To carry out a multi-objective optimization, an optimization model should be formu-
lated in the following view:

minimize f(x) = [ f1(x), f2(x), . . . , fn(x)]
T ,

subject to gi(x) ≤ 0, i = {1 . . . m},
hj(x) = 0, j = {1 . . . p},

(2)

where the vector f (x) is formed from objective functions, and the vector x presents a set of
k optimization parameters. The functions gi (x) and hj (x) are constraint functions.

In solving multi-objective problems (MOPs), the ultimate goal is to find good compro-
mises between the objective functions. Traditionally, this goal is achieved using the concept
of Pareto Optimality.

To understand the idea of the Pareto Optimality, several definitions should be pre-
sented. First, a classic definition of Pareto Optimal Solution can be expressed as follows. A
solution x ∈ Ω is called a Pareto Optimal Solution if there is no x′ ∈ Ω for which the objec-
tive vector fk (x’) dominates fk (x). Here, Ω implies the feasible region of the optimization
problem. The feasible region is an area of the parameter space, where all constraints are
satisfied. Second, Pareto Dominance can be defined as follows. A vector fk (x) is said to
dominate another vector fk (x’) only if fk (x) is partially less than fk (x’).

Essentially, the main functions of the multi-objective genetic algorithm (MOGA) are
to obtain a set of Pareto Optimal Solutions (P*). The set P* is a set of optimal values of
the optimization parameters. Mathematically, the Pareto Optimal Set can be defined as
follows [19]:

P∗ :=
{

x ∈ Ω | ¬∃ x′ ∈ Ω | f(x′) ≤ f(x)
}

, (3)

The second function of the MOGA is to construct the Pareto Front (PF*). At first, many
points within the feasible region should be calculated. If the number of the points is high
enough, the GA finds the non-dominated points and identifies PF*:

PF∗ := {u = f(x) | x ∈ P∗}. (4)

The procedure that allows the MOGA to explore the solution space is presented in
Algorithm 1 [19]. The specific terms used within the MOGA procedure are the following:

• The term “gene” implies an optimization parameter;
• The term “individual” defines a set of optimization parameters;
• The term “population” presents a group of different parameter sets.
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Algorithm 1 MOGA

1: Initialize Population;
2: Evaluate Objective Values;
3: Assign Rank based on Pareto Dominance;
4: Compute Niche Count;
5: Assign Linearly Scaled Fitness;
6: Assign Shared Fitness;
7: for i = 1 to number of Generations do;
8: Tournament Selection;
9: Single-Point Crossover;
10: Uniform Mutation;
11: Evaluate Objective Values;
12: Assign Rank based on Pareto Dominance;
13: Compute Niche Count;
14: Assign Linearly Scaled Fitness;
15: Assign Shared Fitness;
16: end.

The first steps in the MOGA are to generate the initial population and to compute the
values of optimization objectives. The next phase involves ranking based on the Pareto
Dominance and assigning the fitness values using the niching technique. Fitness value
expresses how “good” an individual is. It is a positive real value and, therefore, is often
easier to use than the values of the objectives. The niching technique (also called the fitness
sharing technique) is responsible for maintaining diversity in the population. To use the
niching technique, the size of the neighborhood (niche radius) of each individual should
be calculated first. Then, the linearly scaled fitness value of each individual is decreased
proportionally to the number of individuals sharing the same neighborhood.

Using the obtained fitness values, the cycle of the evolutionary search starts with the
following operators: selection, crossover, and mutation. The general functions of these
operators are the following:

• The selection operator selects individuals from the current population based on their
fitness values; the selected individuals are called “parents”;

• The crossover operator is applied to the “parents” to create new individuals
called “offspring”;

• The mutation operator broadens the search space by making changes in the current
population; then, the “offspring” and mutated individuals form a new generation.

There are many types of selection, crossover, and mutation operators. In this optimiza-
tion problem, the tournament selection, single-point crossover, and uniform mutation were
used. Figure 4 illustrates the basic ideas of the applied operators [19].

The tournament selection acts in the following way: first, it randomly chooses four
individuals from the population, and then picks the individual with the higher fitness
value for using in the next generation. As for the crossover, it takes two individuals from
the current generation and combines them at a random point. The uniform mutation takes
an individual and selects one or more random mutation points (genes). Then, this operator
replaces the values of the selected genes with a uniform random value between the upper
and lower bounds defined for this gene.

After that, the new generation is formed and assessed using fitness values. In the next
step of the procedure, the algorithm checks if a stop criterion is satisfied. If it is, then the
algorithm stops working. Otherwise, it continues the cycle of creating new generations.

To date, the MOGA has been integrated to different computing environments, such
as Matlab and Ārtap [25–27]. In this study, the MOGA was applied through the Matlab
optimization toolbox.
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(a) (b) (c) 

Figure 4. (a) Tournament selection; (b) single-point crossover; (c) uniform mutation.

4.2. Optimization Method

The optimization was carried out using the procedure illustrated in Figure 5. The
interaction between Matlab, SolidWorks, and MagNet software programs was organized
within Visual Studio as follows. The optimization cycle started with a set of parameters
defined by the GA within the Matlab optimizer. Then, these parameters were used to build
a 3D model using SolidWorks. Once it was complete, MagNET calculated the maximum
torque and directed it together with the coupling volume to the Matlab optimizer. Using
the obtained values of the objectives, the Matlab optimizer refined the parameters, and
the same cycle was executed until the stop criterion had been satisfied. The number of
generations and individuals defined the stop criterion. Particularly, the optimization was
performed with 30 generations constituted by 50 individuals. Consequently, the cycle was
repeated 1500 times.

Figure 5. Optimization flowchart.

4.3. Simulation Results of the GA Optimization

The optimal design and the magnetic flux density distribution are presented in Figure 6.
The figure shows that the coupling members were deeply saturated. For the driving member
body, the average value of flux density |B| was near 0.83 T, and for the driven member it
was slightly lower—about 0.78 T. The obtained values of the maximum magnetic torque and
the volume are reported in Table 2. A significant reduction in the volume can be noticed from
the table. However, no difference greater than 2% was observed in the torque value.

Overall, the GA showed constructive results; however, the execution time was quite
high. Fifty hours were required to resolve the optimization problem.
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Figure 6. GA optimal design with the distribution of magnetic flux density.

Table 2. Simulation results of genetic algorithm (GA) optimization.

Objective Initial Design GA

τmax 73.0 × 10−3 Nm 74.5 × 10−3 Nm
V 2.31 × 10−6 m3 1.91 × 10−6 m3

5. Optimization Using Taguchi Method

5.1. Taguchi Methodology

The Taguchi method is a statistical method that discovers the parameter space to find
a design with better performance. The parameter space in Taguchi’s terminology is called
the orthogonal array. Essentially, the orthogonal array is a matrix that includes various
combinations of optimization parameters. Each combination is called an experiment.
The experiments should be carried out in a real test or simulation to obtain values of
optimization objectives. A major advantage of the Taguchi method is that the procedure of
forming the orthogonal array ensures the minimization of experiment quantity.

In the Taguchi method, once the orthogonal array is formed, the experiments are
carried out, values of optimization objectives are obtained, and analysis of the results starts.
Essentially, this analysis intends to reveal the effect of the optimization parameters and
their levels on the objectives using average peak-to-peak values of the objectives.

5.2. Conducting the Taguchi Experiments

Within this study, a standard L50 orthogonal array was used. It included fifty experi-
ments that involve eleven parameters with five levels and one parameter with two levels.
The parameters and their levels are listed in Table 3.

Table 3. Optimization parameters and their levels.

Parameter Level 1 Level 2 Level 3 Level 4 Level 5

1 0.8 1 - - -
2–12 0.6 0.7 0.8 0.9 1

The experiments were carried out using MagNET software. The obtained values of
the magnetic torque and the volume were organized into the cost function:

f =
τ

V
(5)
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To find the best combination of parameters levels, the mean values were calculated
and analyzed. The mean values of the objectives and the cost function were as follows.

mV = 1
50

50
∑

k=1
Vi = 1.98 · 10−6m3, mτ = 1

50

50
∑

k=1
τi = 75.0 · 10−3Nm,

mf =
1

50

50
∑

k=1
fk = 3.79

(6)

Then, the average peak-to-peak values of the cost function were calculated for each
factor at each level:

mij(f) =
1
n
· ∑ f (i, j), (7)

where i is the parameter number, j is the level number, n represents the number of experi-
ments, and f (i,j) denotes the value of the objective function for experiments that involved
the parameter i at the level j. Figure 7 shows the average peak-to-peak values depending
on the parameters and parameters’ levels.

Figure 7. Parameter effects on the objective function.

As can be seen, the parameters combination [p12, pi5,] i = 2 . . . 12 gives the minimum
value of the cost function. The optimal design provided the value of the magnetic torque
of 75.0·10−3 Nm and the value of the volume 1.91·10−6 m3.

The last step of the Taguchi optimization is the analysis of variance (ANOVA). Using
the sum of squares ss, the effect of each parameter on the objective function was computed:

ssij = n · ∑ (mij − mf)
2, (8)

It can be seen from Table 4 that the influence of the parameters on the cost function
was nearly equal. Only the parameters p6 and p12 made the exception. This might be
because the saturation of the disks near these points was the smallest for all the designs.

5.3. Simulation Results of the Taguchi Optimization

The optimal design of the coupling was obtained by the Taguchi method. The cor-
responding geometry and the magnetic flux distribution are shown in Figure 8. Closer
inspection of the figure reveals that the bodies of the driving and driven member were
highly saturated. For the driving member body, the average value of flux density |B|
was near 0.86 T, and for the driven member, it was slightly lower—about 0.8 T. Table 5
compares the magnetic torque and volume values of the initial and optimal designs. Using
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the Taguchi optimization method allowed us to reduce the volume by 17% and to enhance
the torque by 2.2% compared to the initial value.

Table 4. Effects of different parameters on the cost function.

Variable
Sum of
Squares

Factor Effect
(%)

Variable
Sum of
Squares

Factor Effect
(%)

1 0.0001 0.5 7 0.0023 10.0
2 0.0019 8.7 8 0.0025 10.9
3 0.0023 10.1 9 0.0025 10.7
4 0.0025 11.1 10 0.0027 11.7
5 0.0021 8.9 11 0.0024 10.5
6 0.0008 3.8 12 0.0007 3.1

 

Figure 8. Taguchi optimal design with the distribution of magnetic flux density.

Table 5. Simulation results of Taguchi optimization.

Objective Initial Design Taguchi Design

τmax 73.0 × 10−3 Nm 75.0 × 10−3 Nm
V 2.31 × 10−6 m3 1.91 × 10−6 m3

6. Comparison of the Simulation Results of the GA Optimization and the
Taguchi Optimization

The designed PM couplings were compared in terms of the volume, magnetic torque,
and magnetic torque density. The highlighted characteristics of the couplings are listed
in Table 6. It is apparent from this table that the optimal designs showed a considerable
improvement in the magnetic torque density—more than 20%. Similarly, the volume of the
coupling disks was significantly reduced using both optimization methods. However, only
a slight increase in torque was found after optimization—about 2%.

Table 6. Simulation results of GA and Taguchi optimization.

Objective Initial Design GA Design Taguchi Design

τmax 73.0 × 10−3 Nm 74.5 × 10−3 Nm 75.0 × 10−3 Nm
V 2.31 × 10−6 m3 1.91 × 10−6 m3 1.91 × 10−6 m3

τmax/V 31.6 kN·m/m3 39.0 kN·m/m3 39.3 kN·m/m3

The 3D models of the initial and optimal designs are presented in Figure 9. Addition-
ally, Table 7 provides the thickness values of the disks at the optimization parameters points
locations. A comparison of the GA and Taguchi designs reveals that the obtained geometry
and volume of the PM coupling were identical. Similarly, the maximum value of the
magnetic torque, as well as the magnetic torque density, were quite close for both designs.
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Figure 9. Comparison of initial and optimal design geometries.

Table 7. Discs thicknesses values for initial and optimal designs.

Parameter Number Initial Design GA Design Taguchi Design

1 1.2 mm 0.21 mm 0.2 mm
2 1.2 mm 0.2 mm 0.2 mm
3 1.2 mm 0.2 mm 0.2 mm
4 1.2 mm 0.2 mm 0.2 mm
5 1.2 mm 0.4 mm 0.2 mm
6 1.2 mm 0.2 mm 0.2 mm
7 1.2 mm 0.5 mm 0.2 mm
8 1.2 mm 0.2 mm 0.2 mm
9 1.2 mm 0.2 mm 0.2 mm

10 1.2 mm 0.2 mm 0.2 mm
11 1.2 mm 0.2 mm 0.2 mm
12 1.2 mm 0.6 mm 0.2 mm

To provide a more comprehensive comparison of the coupling designs, the dependence
of the magnetic torque on the deviation angle θ was explored. Figure 10 illustrates the
approximated results of the simulations. As can be seen from the figure, the torque curves
of the optimal and initial designs were quite close. Yet, the variation of the torque in the
Taguchi design was more stable in the region of θ change from 0◦ to 5◦.

Figure 10. Comparison of three designs in terms of magnetic torque versus angle of deviation.

139



Electronics 2021, 10, 494

Moreover, the Taguchi optimization method was considerably more effective in terms
of time consumption. Particularly, the GA optimization was performed within 50 hours,
while the Taguchi method required just 1.5 hours of calculations. Therefore, these results
taken together indicate that the Taguchi optimization had better performance compared to
the GA in the scope of PM coupling optimization.

7. Experimental Setup

7.1. Test Bench

To validate the performance of the coupling, an experimental setup was designed.
First, the initial design of the coupling was printed from electrical steel with 6.5% silicon
content by selective laser melting printing [28]. Similarly, the Taguchi optimal design was
manufactured. Three-dimensional printed prototypes are presented in Figure 11.

  

(a) (b) 

Figure 11. (a) Prototype of the initial design of the coupling; (b) prototype of the optimized design on the coupling.

The second step was to construct a test bench with an adjustable air gap and ability
to measure the torque in various relative positions of the coupling members. Figure 12
illustrates the experimental design of the coupling together with the designed setup for
the test. The driving and driven disks were inserted into two shafts which hold them in
a certain position. The shafts were supported by a pair of angular contact ball bearings.
The bed components were designed in such a way that the air gap could be regulated.
Particularly, the following values of the air gap could be selected: 1, 1.5, 2 . . . 3.

Moreover, a mechanism was proposed to vary the angle of deviation between the
driving and driven member. As shown in Figure 12, the mechanism included three
elements: two disks with holes and one stick. The green disk was placed on the driving
member shaft and could be rotated. The beige disk was placed on the support and fixed.
The green disk was divided into 36 sectors with the step of 10◦. The beige disk was divided
into 12 sectors with the step of 11◦. In each sector of both disks, a hole was placed to
adjust the angle θ with the step 1◦ using the stick. All components were printed from PLA
material using a 3D-printing machine.

The implemented setup was prepared for measuring the torque on the driven member
shaft. Utilizing the scale provided the measurement basis for the setup (see Figure 13). In
this test, the rotation of the driving member shaft induced torque on the driven member
shaft. The last one had the arm, which was in contact with the scales. Essentially, the scales
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here acted as a measuring device of the force produced by the arm FR. This force had a
particular relation with the torque described by Equation (9).

τ = FR × r,
r = r · sin(ϕ), FR = mg, ϕ = π/2 ⇒ τ = FR · r,

(9)

where the constant r is the length of the arm, θ represents the angle of deviation between
coupling members, and ϕ implies for the angle between vectors r and FR.

Figure 12. First view of the experimental setup. 1—PM coupling; 2—driving member shaft; 3—
driven member shaft; 4 and 5—bearings; 6—mechanism for the angle θ variation; 7—stick for fixing
the angle θ; 8 and 9—bed components; 10—arm.

Figure 13. The measurement setup.
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7.2. Experimental Results

To certify the optimization results, the initial and optimal designs were tested and
compared. Each design was tested four times, and the means of the torque values were
used for further analysis. Figure 14 provides the experimental data on the initial and
optimal designs together with the data approximation. Particularly, the graph shows the
relation of the torque, induced on the driven member shaft, and the angle θ. It can be seen
that the curves were quite close within the change of the deviation angle from 0◦ to 17◦.
Yet, there was a slight difference in torque values of initial and optimal designs at the point
of the torque maximum (θ = 17◦).

Figure 14. Test results for the initial and optimal designs of the coupling.

Additionally, Figure 15 summarizes the results obtained from the simulation and the
experiments. The figure shows that the simulation and test curves were adjacent within
the change of θ from 0◦ to 7◦. However, around θ = 7◦ . . . 17◦, the torque, obtained from
the test, was slightly lower. Moreover, it should be noted that the experimental curves
appeared to be steep which indicated the rapid torque change. An explanation might
be that the measured torque was not only dependent on the coupling design but also
experienced the influence from the setup structure and the bearings. Additionally, the
accuracy of the scales, used for measuring the torque, was not high enough.

Figure 15. Comparison of simulation and experimental results for the initial and optimal designs of
the coupling.
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To provide a comprehensive comparison of the designs, Table 8 presents the torque-to-
volume ratio according to the experiment. The table demonstrates that the optimal design
achieved considerably higher performance compared to the initial design. Particularly, the
difference in the torque-to-volume ration was above 20%.

Table 8. Test results of GA and Taguchi optimization.

Specification Initial Design Taguchi Design

τmax 71.0 × 10−3 Nm 72.0 × 10−3 Nm
V 2.31 × 10−6 m3 1.91 × 10−6 m3

τmax/V 30.7 kN·m/m3 37.7 kN·m/m3

8. Discussion and Conclusions

This study presented the optimization of the PM coupling shapes with the following
objectives: minimization of the coupling volume and maximization of the transmitted
torque. For this optimization problem, two methodological approaches were employed:
the DOM accompanied by the GA and Taguchi optimization method. The results of the
PM coupling optimization using both approaches were impressive. The DOM and the
Taguchi method led to identical geometry and the same reduction in the coupling volume.
Consequently, the increase in the magnetic torque density was also quite high for both
optimized designs.

Compared to the DOM-GA, the key advantage of the Taguchi method was the sig-
nificant reduction in the execution time. Taking into account that the obtained results of
the optimization by both methods were the same, the overall performance of the Taguchi
method optimization was concluded to be higher. However, the major limitation of the
Taguchi approach is the incapability to solve multi-objective problems with a high number
of the optimization parameters and complex relations between the optimization objectives,
constraints, and parameters. Therefore, the findings of this study are not generalizable to
all optimization problems. Still, considering the obtained results, the Taguchi optimiza-
tion method offers a reasonable alternative to the time-consuming DOM-GA for certain
optimization problems.

Another portion of this study was dedicated to the performance validation of the
initial and Taguchi optimal design of the coupling. For this purpose, the experimental setup
was constructed, and both designs were tested. The experiments showed that the couplings
achieved relatively similar torque values, while the torque density was improved. These
experiments confirmed that the coupling design obtained from the Taguchi optimization
had a comparable performance with the simulation results. Yet, to obtain a better accuracy
of the torque measurements, further experimental tests need to be carried out using more
precise measurement devices.

This study suggests that the capabilities of the Taguchi optimization method can be
examined within the optimization of other electromagnetic devices. For example, further
research will focus on the design optimization of a switched reluctance motor using the
Taguchi optimization method.
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Abstract: Model predictive current control (MPCC) has recently become a powerful advanced control
technology in industrial drives. However, current prediction in MPCC requires a high number
of voltage vectors (VVs) synthesizable by the converter, thus being computationally demanding.
Accordingly, in this paper, a computationally efficient MPCC of synchronous reluctance motors
(SynRMs) that reduces the number of VVs used for prediction is proposed. By making the most of
the simplicity of hysteresis current control (HCC) and integrating it with the MPCC scheme, only
four out of eight predictions are needed to determine the best VV, dramatically reducing algorithm
computations. The experimental results show that the execution time can be shortened by 20% while
maintaining the highest control efficiency.

Keywords: model predictive control; hysteresis current control; execution time; synchronous
reluctance motors

1. Introduction

Synchronous reluctance motors (SynRMs) have, in recent years, attracted much atten-
tion due to their high-efficiency output and nature of their construction denoted by the
lack of expensive magnetic materials, thus cheapening the overall cost whilst increasing
in robustness. These benefits have made the SynRM a strong contender against other
established electric motors in the market, namely, permanent magnet synchronous motors
(PMSMs) and induction motors (IMs) [1–4].

In order to achieve high control performance and efficiency from the SynRM drive, a
suitable control technique is required. The finite-control-set model predictive control (MPC)
has recently gained attention and notoriety [5–18]. It has distinguished itself from conven-
tional control techniques, such as vector and direct control strategies, due to its ability to
deal straightforwardly and intuitively with multi-objective control and integrate nonlin-
earities and constraints into a predefined cost function while providing a fast dynamic
response and superior performance.

Although advantageous, MPC demands a high computational burden due to all the
voltage vectors (VVs) combinations of the power converter being used for prediction and
evaluation [15]. For example, 8 VVs are used to predict and evaluate the cost function of a
two-level voltage source inverter (2L-VSI). Furthermore, 16 VVs are used in a two-level
back-to-back converter (2L-BTB). In addition, 32 and 64 VVs are needed for 5- and 6-leg
converters, respectively. On the other hand, 27 and 125 VVs are required for MPC of
3L-VSI/matrix converter and 5L-VSI, respectively.

The sampling time for MPC algorithms has been reported in the literature to be 50 μs
for the 2L-VSI and 2L-BTB [16] and 100 μs for the 5-leg converter [17]. A sampling time of
65 μs is required for matrix converters [19]. In turn, sampling times of 52 μs and 93 μs are
needed for 3L-VSI and 5L-VSI, respectively [20].

Electronics 2022, 11, 379. https://doi.org/10.3390/electronics11030379 https://www.mdpi.com/journal/electronics145



Electronics 2022, 11, 379

Accordingly, with the increase in the complexity of the converter, the quantity of
feasible VVs increases; therefore, the computation effort rises. Thus, high sampling times
are required, producing large current ripples and reducing the overall drive efficiency.
Consequently, costly digital processors are needed to keep up with the computational
demand, thereby affecting the cost-effectiveness of MPC and subsequently slowing its
widespread acceptance in the industry.

To deal with the issues previously mentioned, some predictive control strategies have
recently been proposed. MPC is combined with a graphical approach to reduce the com-
putation effort [21]. In [22], a control scheme based on a predefined voltage reference is
implemented to predict only one VV in a 2L-VSI. In [23,24], deadbeat control is paired
with MPC to select three out of the eight predictions in 2L-VSI- and 2L-BTB-fed PMSMs,
respectively. Furthermore, the same approach can be seen in [25], resulting in less compu-
tational power being used. However, the graphical approach used in [21] is not intuitive
and straightforward and the deadbeat control algorithms used in [23–25] are complex and
highly dependent on system parameters, being sensitive to parameter uncertainty.

Alternatively to complex MPC schemes, hysteresis-based control techniques are sim-
ple in both concept and implementation. For instance, in [26], direct torque control (DTC)
and direct power control (DPC) were applied to permanent magnet synchronous generator
(PMSG) drives, with results showing that the execution time is considerably lower than
that of direct MPC. Consequently, given its straightforwardness, fast dynamic response
and low parameter dependency, direct control techniques could present themselves as a
solution, conferring significant advantages when paired with MPC techniques. In [27–29],
a reduction in the candidate VVs and computation was achieved by reformulating new
DTC switching tables and combining them with direct MPC. In [30], new DTC and DPC
switching tables were combined with direct the MPC of a 2L-BTB-fed PMSG, significantly
reducing the number of candidates from 16 to 6 VVs and requiring less computation.
DTC-based MPC has also been proposed in [19,31] for matrix-converter-fed PMSMs. Fur-
thermore, regarding the multilevel converters, a decrease in execution time was obtained
by minimizing the number of VVs in 3L-VSI through the estimation of the position and
deviation of the stator flux relative to its reference [32], an analysis of the voltage reference
vector [33] or, a branch-and-bound approach [34]. For the 3L-BTB-fed PMSG, again, the
deadbeat based on system parameters is employed to reduce the candidate VVs, success-
fully decreasing the algorithm execution time [35].

Unfortunately, the solutions presented so far, although promising, still show some
significant disadvantages, with most of the computationally efficient MPC methods be-
ing based on either a DTC switching table or deadbeat concept that, due to their need
for system parameters, add further parameter dependency on the already heavily de-
pendent predictive algorithm schemes, amplifying the adverse effects of a model-based
predictive approach.

MPC solutions require sophisticated algorithms to achieve superior efficiency at the
expense of computational effort. The literature survey shows a substantial shortage of
research into a practical and easy MPC scheme that offers attractive characteristics such
as simplicity, high control performance and low computational effort. On the other hand,
hysteresis current control (HCC) bears a far more straightforward approach, both practically
and conceptually, displaying a zero-parameter dependency on the system’s model and less
significant computational cost requirements.

However, to the authors’ knowledge, a less computationally demanding MPCC based
on HCC, which aims to obtain superior control performance, has not yet been reported in
the literature. Accordingly, this paper intends to solve the issues mentioned earlier, thus
proposing a combination of HCC–MPCC for SynRM drives with enhanced control perfor-
mance and robustness in the form of less parameter dependence in the HCC while being
low in both complexity and computational burden. As a result, the number of required VVs
was effectively reduced from eight to four VVs; consequently, a low computational time
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was achieved, requiring less sampling time and enhancing the control performance. The
proposed control algorithm was tested and validated by intensive experimental results.

2. Proposed HCC–MPCC of the VSI

The proposed control scheme HCC–MPCC intends to reduce the computational bur-
den of the classical predictive scheme whilst maintaining an excellent control performance
by combining the benefits of HCC with MPCC, thus also equipping the proposed control
scheme with the robustness and simplicity derived from the HCC and superior control
performance derived from MPCC. Ultimately, a lower execution time was achieved us-
ing 4 VVs for prediction and evaluation instead of all 8 available VVs of the VSI whilst
maintaining good control performance with minor current ripples.

2.1. VV Selection from HCC

HCCs, also known as bang–bang controllers, are among the most straightforward
and intuitive control types. They work by directly controlling the motor phase currents
whilst displaying their already mentioned benefits, such as robustness, simplicity, excellent
dynamic response limited merely by the switching speed and the load time constant and
independence of system parameters, making it attractive for this paper’s intended purposes.
The following expression summarizes the operation principle of an HCC:

Sx =

{
1 i f i∗x > ix +

Bhys
2

0 i f i∗x < ix − Bhys
2

x ∈ {a, b, c} (1)

where Sx denotes the switching state of the upper semiconductor in the inverter arm of
each phase, while the lower semiconductor takes the state complementary to the upper
semiconductor; ix and i∗x are the actual current and the reference, respectively, where the
subscript “x” denotes the phase and Bhys denotes a defined hysteresis band.

The HCC control strategy is focused on the utilization of three hysteresis comparators
to generate the converter gate signals, where each comparator has, as an input, the error
between the measured current and its reference in the corresponding phase. The controllers
then use the error in each phase to maintain their values within a defined hysteresis band
Bhys, such that, if the error crosses the upper band limit, the upper semiconductor is turned
ON and the lower semiconductor is turned OFF. Conversely, if the error crosses the lower
band limit, the upper semiconductor is turned OFF and the lower one is turned ON,
thus maintaining the current within the hysteresis band limits. Therefore, the hysteresis
bandwidth sets the standard for the current tracking performance of the HCC.

Initially, the proportional-integral (PI) controller generates the torque-producing com-
ponent (iq), while the id componentis obtained as a function of iq according to the maximum
torque per ampere (MTPA) detailed in the following section. Furthermore, the hysteresis
bandwidth value is fixed for better control performance. Then, the reference VV is calcu-
lated by using three hysteresis comparators for each phase with the operation principle
summarized by (1) and further detailed above, in which each hysteresis comparator takes,
as an input, the stator current and its respective reference obtained from the transforma-
tion of the reference current components in the rotor reference frame to the abc reference
frame, thus generating the initial reference VV. Subsequently, the VVs neighbor near to
the initial reference VV are selected according to Table 1. For instance, if HCC computes
the vector V1 (green) as the reference VV, then the neighbor vectors V0, V2 and V6 (red)
are also selected. Figure 1 depicts the aforementioned scenario, where the reference and
near neighbor VVs selection process are shown in green and red, respectively. Moreover, a
diagram and a flowchart comprising the VV selection process from the HCC can be seen
in Figures 2 and 3, respectively.
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Table 1. VV selection used in HCC–MPCC.

VHCC|i NVHCC{x0, x1, x2, x3}
V1 V0, V1, V2, V6
V2 V0, V1, V2, V3
V3 V0, V2, V3, V4
V4 V0, V3, V4, V5
V5 V0, V4, V5, V6
V6 V0, V1, V5, V6

V0 or V7 V0, V0, V0, V0

Figure 1. Hexagon VVs in the α–β frame and the corresponding switching states. HCC computed
reference VV (green) and selected near neighbor VVs (red).

Figure 2. Block diagram of the HCC–MPCC.
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Figure 3. Flowchart of the proposed HCC–MPCC.

It is important to emphasize that the inverter allows only eight switching states to
exist, resulting in six active VVs and two identical zero VVs at the origin of the coordinates,
namely, V0 or V7. However, given the difficulty of differentiating between the two output
voltages for the zeroVVs, choosing either switching states can significantly reduce the
difficulty in implementation [36]. In terms of the scope of this work, only V0 is defined
as the zero VV for the sake of simplicity and further reduction in the employed VV, to be
used in conjunction with the active VVs, thus ensuring more ripple reduction [30]. Table 1
presents the relation of the near neighbor VV (NVHCC ) selection based on the HCC reference
VV (VHCC) calculation, where VHCC|i(i = 0, . . . , 7) .

The 4selected 4 VVs are then used in the proposed HCC–MPCC to predict the stator
currents and determine the cost function. Subsequently, the optimal VV is chosen by
minimizing the cost function presented in the next section.

2.2. HCC–MPCC

Since the main focus of this paper is to reduce the number of VVs for MPC, thereby
reducing the computational burden, the saturation effect of the SynRM is neglected for the
sake of simplicity. Therefore, the stator voltage and current equations of the SynRM in a
synchronous rotating frame can be expressed as follows:⎧⎪⎪⎪⎨⎪⎪⎪⎩

vd = Rsid − ωeLqiqm + Ld
didm

dt
vq = Rsiq + ωeLdidm + Lq

diqm
dt

id = idm − 1
Rc
(ωeLqiqm)

iq = iqm − 1
Rc
(ωeLdidm)

(2)
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where Ld and Lq are the direct and quadrature inductances, vd and vq are the direct and
quadrature axis terminal voltages, id and iq are the direct and quadrature axis terminal
currents, idm and iqm are the direct and quadrature axis torque-producing currents, Rs and
Rc are the stator resistance and iron loss resistance per phase and ωe is the rotor’s electrical
angular speed. This is defined as a model without saturation. Since this model does not
consider magnetic saturation, the inductances are assumed to be constant [37,38].

Given that the resistance Rc typically approaches very high values [39,40] and the
motor used in this analysis is of high efficiency, the iron losses are dismissed [41]. Conse-
quently, the torque producing currents idm and iqm are made equal to the stator currents
id and iq, respectively. Therefore, given (2), the equivalent stator voltage equations can be
expressed as {

vd = Rsid − ωeLqiq + Ld
did
dt

vq = Rsiq + ωeLdid + Lq
diq
dt

(3)

Considering the discrete-time version equations corresponding to (3), the predicted
stator currents in the (k + 1)th sampling period can be stated as⎧⎨⎩ idk+1 =

(
1 − RsTs

Ld

)
id

k + ωeTs
Lq
Ld

iqk + Ts
Ld

vd
k

iqk+1 =
(

1 − RsTs
Lq

)
iq

k − ωeTs
Ld
Lq

id
k + Ts

Lq
vq

k
(4)

where Ts is the sampling interval, idk and iqk are the direct and quadrature axis terminal
measured currents at the (k)th instant and vd

k and vq
k are the direct and quadrature axis

voltages obtained from the optimal VV applied to the VSI at the instant (k)th. Using the
MPCC with delay compensation from [42] and according to (4), the predicted currents in
the (k + 2)th sampling period can be written as⎧⎨⎩ idk+2 =

(
1 − RsTs

Ld

)
idk+1 + ωeTs

Lq
Ld

iqk+1 + Ts
Ld

vd
k+1

iqk+2 =
(

1 − RsTs
Lq

)
iqk+1 − ωeTs

Ld
Lq

idk+1 + Ts
Lq

vq
k+1

(5)

In the proposed HCC–MPCC, vd
k+1 and vq

k+1 are the direct and quadrature axis
voltages computed from four VVs obtained from HCC according to Table 1. However, in
classic MPCC, vd

k+1 and vq
k+1 are reconstructed from the 8 VVs of the hexagon voltage

that the converter can synthesize, turning (5) into a computationally demanding task.
Then, the cost function is defined with an emphasis on the desired behavior of the

SynRM. Therefore, considering that the implemented algorithm focuses on predictive
currents, the cost function is then defined to evaluate the error between the predicted
currents and their respective references. Hence, the cost function is given by

g(k)|xl =
[
i∗d − idk+2

]2
+
[
i∗q − iqk+2

]2
; l = 0, . . . , 3 (6)

In the SynRM control, the reference current i∗q is generated by the speed controller,
while i∗d is derived from considering the MTPA strategy in [39], given by

i∗d = −0.0589i∗2
q + 1.0515i∗q − 0.2374 (7)

Regarding Table 1, it can be further observed that each reference VV previously
computed by the HCC VHCC corresponds to a combination of 4 selected VVs NVHCC , thus
yielding predicted current values through (5). Therefore, by optimizing (6), the optimal VV
can be determined as follows:

VVSI(k) = arg min
{xo ,x1, x2,x3}

g(k)|xl ; l = 0, . . . , 3 (8)

150



Electronics 2022, 11, 379

where the optimal VV satisfying the criteria defined by (8) by which the chosen (minimal)
value of the defined cost function g(k), which is dependent on the 4-element VV, is then
adopted to control the six insulated gate bipolar transistors (IGBTs) of the VSI in the
(k + 2)th sampling period, according to Table 2, where the relationship between the output
voltages VVSI and the conducing modes of the VSI is presented, with VVSI

∣∣j(j = 0, . . . , 7) .

Table 2. Converter VVs.

VVSI

∣∣∣j(sa, sb, sc) va vb vc

V1 2/3Vdc −1/3Vdc −1/3Vdc
V2 1/3Vdc 1/3Vdc −2/3Vdc
V3 −1/3Vdc 2/3Vdc −1/3Vdc
V4 −2/3Vdc 1/3Vdc 1/3Vdc
V5 −1/3Vdc −1/3Vdc 2/3Vdc
V6 1/3Vdc −2/3Vdc 1/3Vdc

V0 or V7 0 0 0

In (5)–(8) of the proposed HCC–MPCC control scheme, only 4 out of the 8 available
VVs of the VSI, previously calculated by HCC, are used to perform the prediction of
the current and evaluation of the cost function within every sampling interval Ts, thus,
computing the optimal VV, which is then applied to the converter. However, it is essential
to distinguish that, in classical MPCC, all 8 VVs are used to predict the current and to
evaluate the cost function.

3. Results and Discussion

The considered configuration of the drive system consists of a three-phase 2L-VSI
linked to the SynRM, where the control system outputs the optimal VV through a com-
bination of the switching signals sa, sb and sc. In addition, a closed-loop scheme with
feedback sensors, where rotor location, stator currents and dc-link voltage are measured, is
considered for high drive efficiency. Figure 2 shows the block diagram configuration for
the proposed HCC–MPCC strategy in detail. Furthermore, the flowchart for the proposed
algorithm can be seen in Figure 3. In addition, the algorithm for the proposed control
strategy comprises the following steps:

1. Measurement of speed ωe, stator currents iabc
k and reconstruction of voltages vdq

k

and currents idq
∗.

2. Apply the optimal VV VVSI(k).
3. Computation of the initial reference VV VHCC by the HCC through (1) and the neigh-

bor VVs according to Table 1.
4. First-step prediction of the currents idq

k+1 given the optimal VV VVSI(k) by using (4).
5. Second-step prediction of the currents idq

k+2 given the selected VV in Table 1 by
using (5).

6. Evaluation of the predicted currents in the cost function through (6) and selecting the
optimal VV using (8).

The experimental test rig comprised a 2.2 kW SynRM coupled to an AC electric ma-
chine used as a load due to its similar power characteristics and speed range as the SynRM
used for the proposed method. The AC electric machine in question was a 2.2 kW PMSG
with a nominal speed of 1750 rpm. A Powerex POW-R-PAK VSI, a diode bridge rectifier
and a dSPACE DS1103 digital controller were also part of the experimental configuration,
as shown in Figure 4. The SynRM parameters are given in Table 3.
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Figure 4. Experimental configuration of the SynRM drive.

Table 3. Parameters of the used SynRM.

Power P = 2.2 kW Voltage V = 366 V

Speed N= 1500 rpm Current I = 5.7 A
No. of pole pairs p = 2 Torque TL= 14 N.m
d-axis inductance Ld= 0.24 H q-axis inductance Lq= 0.057 H

The classical MPCC and the proposed HCC–MPCC algorithms were applied to the
VSI. The same PI speed controller for closed-loop speed control was used for both con-
trol schemes. For the proposed HCC–MPCC, the hysteresis band was imposed at 0.2 A,
approximately 3.5% of the rated current, for better control performance.

3.1. Computational Effort

The classical MPCC and the proposed HCC–MPCC algorithms were separately imple-
mented, under the MATLAB/Simulink environment, into the dSPACE digital controller
board. The computational prerequisites of a given algorithm are determined by the com-
plexity and demands of the applied programming language. One way to estimate such
prerequisites is to calculate the computational effort placed on the controller in order to ex-
ecute all the algorithmic calculations. Considering the procedure described in [43], Table 4
presents the average execution times taken by each algorithm in the dSPACE DS1103 con-
troller and the real-time implementation details. The computation effort of the proposed
HCC–MPCC algorithm took only 18.82 μs to complete the code, which is significantly lower
than the classical MPCC’s execution time of 24.26 μs. Therefore, given that the sampling
time Ts must be greater than the execution time and that the control variable ripples are
heavily dependent on the Ts, the Ts for the classical MPCC cannot be considerably less than
35 μs due to the high algorithmic computation time. However, by using four VVs in the
proposed HCC–MPCC, the Ts could be effectively reduced to 28 μs, thereby improving the
overall performance of the control process.
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Table 4. VV number and execution time of HCC–MPCC and classical MPCC.

Control Algorithm
Number
of VVs

Execution
Time (μs)

Sampling
Time (μs)

MPCC 8 24.26 35
HCC–MPCC 4 18.82 28

3.2. Control Performance

For an adequate assessment of the proposed algorithm’s control efficiency and perfor-
mance analysis, the total harmonic distortion (THD) expression was employed to quantify
the distortion of the currents [30], further in compliance with the IEEE guidelines specified
in [44]. Similarly, the total waveform oscillation (TWO) factor was employed to quantify the
ripple/oscillation content of said quantity, where a high ripple content is undesirable [30,45].
The THD can be expressed as

THD =

√
THD2

A + THD2
B + THD2

C
3

× 100% (9)

Furthermore, the TWO can be given by

TWO =

√
X2

eRMS − X2
eDC

|XeDC| × 100% (10)

where XeRMS and XeDC stand for the RMS values and average values of a given quan-
tity, respectively.

Extensive experimental tests were conducted to validate the proposed HCC–MPCC
strategy, feasibility and control performance. Furthermore, the classic MPCC was applied
alongside the proposed algorithm for comparative purposes, but with different sampling
times. Both control schemes were tuned in order to give the best possible performance and
they were tested under the same conditions. The performance evaluation considered the
analysis of the system’s dynamic response to a set of operating conditions as well as the
THD of the phase stator currents and the TWO values of the d-q axis currents.

Figure 5 shows a comparison between the classical MPCC at 35 us (Figure 5a), the pro-
posed HCC–MPCC at 35 us (Figure 5b) and the proposed HCC–MPCC at 28 μs (Figure 5c)
under a step-torque torque. The speed reference was set to 1000 rpm, whereas the load
step-torque was applied at t = 0.5 s, ranging from 0 to 5 Nm. It can be observed that all
control strategies exhibited a similar rapid dynamic response for the considered operation
conditions, showcasing good and precise speed tracking capability, thus exhibiting their
strength in withstanding rapid and load torque variations. Consequently, the d–q-axis
currents presented an expected behavior as they varied according to the demanded load
torque, displaying a good torque response. Moreover, it can also be observed that the stator
current waveforms were effectively sinusoidal.

Nonetheless, unlike classical MPCC, the proposed HCC–MPCC did not test all the
eight possible VVs of the VSI for evaluation and prediction; therefore, classical MPCC
displayed a slightly better performance than the proposed HCC–MPCC for the same
sampling time of Ts = 35 μs, evidenced by the fact that, for the same sampling time of
Ts = 35 μs, classical MPCC (Figure 5a) had an overall slightly better performance indicated
by the lower TWO values and THD in d–q-axis currents and the stator current waveform,
respectively, in comparison with HCC–MPCC (Figure 5b), given the slightly higher TWO
values and THD of the latter. However, in contrast with classical MPCC, as previously
mentioned, the proposed HCC–MPCC reduced the VVs used for prediction and evaluation
of the cost function, thus inherently requiring a shorter execution time, which translates
itself to a shorter sampling time. Therefore, as indicated in Table 4, the sampling time
of the proposed HCC–MPCC (Figure 5c) was set to Ts = 28 μs, consequently displaying
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superior control performance evidenced by the decrease in the overall TWO values in the d–
q-axis currents and, subsequently, a lower ripple content in the stator current waveforms in
comparison with the previously mentioned control configurations, evidenced in the zoomed
stator currents. Furthermore, it is important to highlight that a smaller sampling time of
Ts = 28 μs was not available for classical MPCC, thus this was set to Ts = 35 μs. In addition,
it is also necessary to emphasize that, given the MPCC’s high parameter dependency on
the SynRM model, slight deviations between the q-axis current and its respective reference
can be observed in Figure 5 for the employed control strategies. Moreover, the nonlinear
nature of the operation conditions inherent to the experimental procedure and several other
reasons are also contributing factors for the SynRM modeling accuracy.

 

Figure 5. Experimental results: (a) MPCC (Ts = 35 μs), (b) HCC–MPCC (Ts = 35 μs) and (c) HCC–
MPCC (Ts = 28 μs), under a step-torque load.

Figure 6 shows the control scheme performance under a speed progression from
500 to 1000 rpm, with a load torque of 2 Nm imposed to the SynRM. The change in the
speed reference was given at t = 0.5 s with an acceleration rate of 1000 rpm/s. It can
be observed that, for both MPCC and HCC–MPCC control strategies, the new speed
reference value was tracked accurately and without any noticeable overshoot, evidenced
by the waveform smoothness under the employed speed progression (see Figure 6a–c).
Similarly, the d–q-axis currents tracked their reference well, changing along with the speed
progression, displaying a great dynamic response in the transient state. However, similarly
to the previous operating condition, for the same sampling time of Ts = 35 μs, given its
higher resolution, classical MPCC (Figure 6a) exhibited lower TWO values and ripple
content in the d–q-axis currents and the stator current waveforms, respectively, in contrast
with the proposed HCC–MPCC (Figure 6b). Nonetheless, for the employed control strategy
in Figure 6c with a lower sampling time of Ts = 28 μs, it can be observed that the d–q-axis
currents presented lower TWO values than the other control scheme configurations with a
higher sampling time, consequently leading to sinusoidal stator currents with less harmonic
distortion, showcasing the proposed HCC–MPCC’s superior control performance.
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Figure 6. Experimental results of (a) MPCC (Ts = 35μs), (b) HCC–MPCC (Ts = 35 μs) and (c) HCC–
MPCC (Ts = 28 μs), under speed variations.
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In summary, it deserves restating that, for the same sampling time of Ts = 35 us,
Figures 5b and 6b showcase slightly higher TWO values and THD in the d–q-axis currents
and the stator current waveform, respectively, under both step-load torque and speed
variations, in comparison with the classical MPCC’s results in Figures 5a and 6a, that is,
due to a lower resolution of the proposed control scheme at a sampling time of Ts = 35 us,
with such occurrence lying in two main reasons. Firstly, the predicted vectors were selected
based on the hysteresis current controller (HCC) reference VV, which is solely dependent
on the HCC bandwidth. Secondly, not all feasible voltage vectors (VV) were used for
prediction and evaluation of the cost function. Nonetheless, it is essential to note that the
computational running time for each algorithm’s execution varied. Table 4 presents and
compares the average execution times of the algorithms. In comparison to conventional
MPCC, the proposed HCC–MPCC eliminates the need for excessive calculations. As a
result, the execution time was significantly reduced. In particular, the proposed HCC–
MPCC dispensed with evaluating all feasible VVs of the VSI, reducing the number of
candidate voltage vectors (VV) for prediction and evaluation in the cost function from eight
to four VVs. This ultimately reduced the algorithm’s execution time.

Therefore, to reap the benefits of the related decrease in execution time, the sampling
time could also be reduced. Thus, the sampling time could be set to 28 μs for the proposed
HCC–MPCC, given that only four VV were evaluated, where a sampling time lower than
35 μs is not available for classical MPCC. The implementation details in Table 4 reveal a 20%
reduction in the excessive computational burden inherent to classical MPCC, further con-
ceiving additional benefits to the proposed HCC–MPCC, thereby excelling and showcasing
the best control performance by exhibiting lower TWO values and THD in the d–q-axis
currents and the stator current waveforms, respectively, as shown in Figures 5c and 6c
compared to the classical strategy and further widening its applicability to cheap and less
power-demanding microprocessors.

4. Conclusions

This paper presents a computationally efficient HCC–MPCC control scheme of SynRM
drives. The reduction in the computational cost was achieved by a merger between MPCC
and HCC, thus defining only four VVs used to predict the current and evaluate the cost
function. Compared with classical MPCC, the adoption of the proposed HCC–MPCC
represents a reduction of20% in the computational effort while simultaneously maintaining
and exhibiting the best control performance, making it an attractive, cost-effective solution.

Moreover, the proposed HCC–MPCC scheme further proved to improve on the in-
herent drawbacks of both HCC and MPCC, with the conducted experimental results also
showing an overall reduction in the TWO values and harmonic distortion content as well as
the ability to withstand parameters variability, yielding overall excellent results compared
with HCC and MPCC alone.
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Abstract: This paper proposes a modified dynamic equivalent circuit model for a linear induction
motor considering both longitudinal end effect and transverse edge effect. The dynamic end effect
(speed-dependent end effect) is based on conventional Duncan’s approach. The transverse edge effect
is investigated by using three correction factors applied to the secondary resistance and magnetizing
inductance. Moreover, the iron saturation effect, the skin effect, and the air-gap leakage effect are
incorporated into the proposed model by using the field-analysis method. A new topology of the
steady-state and space-vector model of linear induction, regarding all mentioned phenomena, is
presented. The parameters of this model are calculated using both field analysis and the finite-element
method. The steady-state performance of the model is first validated using the finite-element method.
Additionally, the dynamic performance of the proposed model is studied. The results prove that the
proposed equivalent circuit model can precisely predict the dynamic and steady-state performances
of the linear induction.

Keywords: dynamic performance; equivalent circuit model; finite-element method; linear induction
motor; longitudinal end effect; transverse edge effect

1. Introduction

Nowadays, linear induction motors (LIMs) are widely used in industrial appli-
cations such as transportation systems, production lines of factories, electromagnetic
launchers, etc. Comparing LIMs with the conventional structures to produce linear
motion (including rotary electric motor and gearbox), there is no need for the mechanical
interface for these types of motors, which reduces the mechanical losses and stresses.
Moreover, the range of velocity and acceleration of LIMs is more extensive. However,
the asymmetrical structures of LIMs in both the longitudinal and transversal direc-
tions are two main disadvantages of LIMs, which yield the longitudinal end effect and
the transversal edge effect, respectively. Such phenomena lead to an increment in the
complexity of the LIM modeling and control [1–3].

Dynamic and steady-state modeling of the LIM has been widely addressed in the
literature. In this regard, the literature can be divided into four categories, including
modified mechanical equation-based models (MMEMs) [4–6], winding function-based
models (WFMs) [7–9], field theory-based models (FTMs) [10–14], and Duncan’s approach
based models (DAMs) [15–20].

The MMEMs are based on the fact that the final effect of the longitudinal asymmetry
is producing a braking force in the opposite direction of the LIM motion. Hence, the
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longitudinal end effect can be considered as a braking force in the mechanical equation
of the LIM and the electrical equations of LIMs are considered as rotary induction motor
(RIM) ones. The braking force due to the end effect has been modeled by using the Taylor
series, which is a function of linear velocity [4,5]. In [6], the resultant propulsive force was
calculated using the air-gap flux density with consideration of the longitudinal end effect.
The MMEMs are simple and can also predict the dynamic performance of LIMs. However,
consideration of the transverse edge effect in these models is still a challenging task.

In the WFMs, some suitable winding functions are defined for both primary and
secondary parts of the LIM, and then the matrix of the LIM inductances and subsequently
the terminal voltages and flux linkages are calculated. A WFM has been first introduced
in [7] for a high-speed double-sided LIM (DLIM) and implemented on a single-sided LIM
(SLIM) with different sets of winding functions [8,9]. The application of WFMs has received
attention from researchers due to its high accuracy. The counterpart of this advantage is the
complexity of WFMs because of high computation, which makes these models unsuitable
for analyzing the dynamic performance of LIMs, especially in variable-speed drive systems
with consideration of the transverse edge effect.

The FTMs employ N-dimensional (N = 1,2,3) field theory to obtain an accurate equiva-
lent circuit model for the LIM while deriving its parameters. It is worth mentioning here
that the majority of equivalent circuit models use field analysis because of its accuracy.
However, these models usually describe the steady-state behavior of the LIM and do not
give any information about the dynamic operation of the LIM. In [10], most undesirable
phenomena, such as longitudinal end effects, transverse edge effect, and back-iron satura-
tion, are considered using field analysis. In [11,12], the air-gap electromotive force (EMF)
has been modified by a longitudinal end effect factor. An improved series equivalent
circuit model based on field theory was presented in [13]. The secondary resistance and
the magnetic inductance were modified by some coefficients to consider the longitudinal
end effect and the transverse edge effect in [14].

In the DAMs, the longitudinal end effect is considered by a correction factor, as a
function of linear speed, applied to the magnetizing branch of the LIM’s equivalent circuit
model [15]. Duncan’s model is widely used for the design of variable-speed drive systems
because it considers both the dynamic and steady-state performance of LIMs. In this
regard, the d-q equivalent circuit model and space-vector model were presented in [16,17],
respectively. A modified steady-state Duncan’s model was developed in [18] to cover
special phenomena such as the transverse edge effect. All aforementioned DAMs only take
into account the dynamic end effect, which is related to linear speed. The dynamic d-q and
steady-state equivalent circuit models with consideration of both dynamic and static end
effect (or speed-independent end effect) have been investigated in [19,20], respectively.

Modeling of motors is crucial for many objectives, including life-cycle analysis, perfor-
mance analysis, and more importantly, control purposes [21–23]. In this paper, a modified
dynamic equivalent circuit model of LIMs is proposed. The model considers most special
phenomena of LIMs, including (1) the dynamic longitudinal end effect using the conven-
tional Duncan’s approach, (2) the transverse edge effect using three correction factors for
modifying secondary resistance and magnetizing inductance, (3) the iron saturation effect,
(4) the skin effect and (5) the air-gap leakage effect. A new topology of the steady-state
and space-vector model of LIMs is presented. The proposed model can analyze both the
steady-state and dynamic performance of LIMs, and hence it is useful for obtaining an ac-
curate variable-speed drive system. To validate the proposed model, finite-element method
(FEM) is employed. The rest of the paper is organized as follows. Section 1 briefly reviews
Duncan’s equivalent circuit model. Section 2 describes the proposed equivalent circuit
model, which includes preliminary remarks, the transverse edge effect, iron saturation, the
skin effect and the air-gap leakage effect, the proposed dynamic model, and parameters’
calculation of the proposed model. The results and discussion are presented in Section 3.
Finally, the conclusions of the paper are synthesized in Section 4.
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2. A Review of Duncan’s Equivalent Circuit Model of LIM

The structure of a LIM is shown in Figure 1. In the LIM, when the primary part
moves along with the secondary part, it continuously encounters a new material of the
secondary part. Because of the appearance of this new material, the air-gap flux density is
gradually increased at the entry of the primary part with a total secondary time constant
that is described by Tr = (Lm + Llr)/Rr, where Lm, Llr, and Rr are magnetizing inductance,
secondary leakage inductance, and secondary resistance, respectively. The flux density is
decreased at the exit of the primary part with the secondary leakage time constant in the
following way: Tr0 = Llr/Rr.

Figure 1. The structure of a single-sided linear induction motor (SLIM) 2. Materials and Methods.

Figure 2 shows the gradual increase and sudden decrease of the normalized air-gap
flux density versus time.

Figure 2. Normalized air-gap flux density versus time.

In this figure, the term Tv = Lp/vl is the time of traverse of an imaginary point by
the primary core, where Lp and vl are the primary lengths and linear speed, respectively.
Increasing and decreasing the air-gap flux density causes an eddy current in the secondary
sheet. The eddy current deteriorates the air-gap flux density in the longitudinal direction
as well as increasing the ohmic losses. Such phenomena are the so-called longitudinal end
effect, which can be described by the end effect factor as follows [15]:

Q =
Tv

Tr
=

Lp/v1

(Lm + Llr)/Rr
(1)

This factor amends the magnetizing inductance in the following way:

M = Lm(1 − f (Q)) (2)

where:

f (Q) =
1 − e−Q

Q
(3)
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3. Proposed Dynamic Equivalent Circuit Model of LIM

3.1. Preliminary Remarks

A LIM is usually made so that the widths of the primary and the secondary parts
are not equal. This difference between them may lead to non-uniform distribution of the
transversal flux density [24]. With the assumption that the movement direction is along the
x-axis, the quadrature axis of that is called the y-axis and the transversal direction is along
the z-axis, there is a depression in the middle area of the air-gap flux density, which has a
smaller amplitude than the terminals. This phenomenon is well-known as the “transversal
edge effect,” which leads to an increase in the equivalent resistance of the secondary sheet.
Similar to the end effect, the final influence of this phenomenon produces a braking thrust
that is opposite to the developed thrust in the air-gap.

Although Duncan’s model is simple and can also predict the dynamic performance
of the LIM, some unwanted phenomena, particularly the transversal edge effect, are not
considered in this model. This paper considers both the longitudinal end effect and the
transversal edge effect. For this purpose, a dimensional structure of a LIM is illustrated in
Figure 3, where Wp is the primary width, Ws is the secondary width, g is the mechanical
air-gap distance, ds is the thickness of the secondary sheet, db is the thickness of the back
iron, h1 is the depth of the slot, h2 is the height of the yoke, w1 is the width of the primary
teeth, and w2 is the width of the secondary teeth. In the next sections, the modification
procedure of Duncan’s model will be explained.

Figure 3. The dimensional structure of a linear induction motor (LIM).

3.2. Transverse Edge Effect

As mentioned earlier, the transversal edge effect results from unequal widths of
the primary and the secondary parts. This effect causes an increase in the secondary
resistance and a decrease in the magnetizing inductance. This paper utilizes a complex
power method to consider the transversal edge effect to modify the secondary resistance
and magnetizing inductance [10]. In this approach, the air-gap flux linkage is analytically
calculated by Maxwell’s field equations. The complex power equation is then derived by
using the air-gap flux linkage. This equation is based on the structural parameters and
linear velocity of the LIM. On the other hand, the complex power equation can also be
achieved from an electric equivalent circuit. Thus, the coefficients of the transversal edge
effect as well as the parameters of the equivalent circuit can be obtained from the equality
of the analytical expressions for the complex power, which are derived from the magnetic
and the electric circuits.

The transversal edge effect on the secondary sheet can be modeled using the K1 and
K2 coefficients, which are expressed in terms of Bolton’s coefficients as follows [25]:

K1 = Kx
1 + s2G2K2

r /K2
x

1 + s2G2 (4)
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K2 =
K2

x
Kr

1 + s2G2K2
r /K2

x
1 + s2G2 (5)

where Kr and Kx are defined as:

Kr = 1 − Re
{
(1 − jsG)

2λ

aα
tanh(0.5aα)

}
(6)

Kx = 1 − Re
{
(Gs + j)Gs

2λ

aα
tanh(0.5aα)

}
(7)

The parameters that are used in the above equations are given by:

λ =
[
1 +

√
1 + jsGtanh(0.5aα)tanh(0.5β(Ws − α))

]−1
(8)

α = β
√

1 + jG (9)

α = Wp + g0 (10)

g0 = ds + g (11)

The goodness factor G is computed as:

G =
ωsμ0dsσe

β2ge
(12)

In these equations, s is slip, β = π/τ is the wave number, ωs is the input frequency,
σe is the equivalent conductivity of the secondary part, and ge is the equivalent air-gap
length. The transversal edge effect on the back iron can be expressed by inserting ωs = a
into the term of K2, which is named K3. As a result, the transversal edge effect on the
secondary sheet and the back iron can be considered by using modification coefficients
K1, K2, and K3, which modify the magnetic inductance, secondary sheet resistance, and
back iron resistance, respectively. Assume that sG << 1; these coefficients will be simplified
as follows:

K1 = 1 (13)

K2 =

[
1 − 2tanh(0.5αβ)

αβ[1 + tanh(0.5αβ)tanh(0.5β(Ws − α))]

]−1
(14)

K3 =

[
1 − 2tanh(0.5αβ)

αβ

]−1
(15)

3.3. Iron Saturation Effect, Skin Effect, and the Air-Gap Leakage Effect

The air-gap leakage and the iron saturation effects lead to a change in the equivalent
air-gap length, which can be expressed by [10]:

ge = g0K1Kc(1 + Ks) (16)

in which:

Kl =
sin(βg0Kc)

βg0Kc
(17)

Ks =
μ0

μ f eδbg0Kcβ2 (18)

where Kc is Carter’s coefficient, Kl is the air-gap leakage coefficient, and Ks is the iron
saturation coefficient. δb is the depth of the flux density into the back iron, which is
obtained as:

δb = Re

{
1

(β2 + jωsμ f esσb)
0.5

}
(19)
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where σb is the conductivity of the back iron. The skin effect can be considered by a
coefficient that modifies the equivalent conductivity of the secondary sheet as:

Ksk =
ds

2δs

sin h
(

ds
δs

)
+ sin

(
ds
δs

)
cosh

(
ds
δs

)
− cos

(
ds
δ′s

) (20)

where σs is the conductivity of the secondary sheet. The skin effect coefficient Ksk modifies
the equivalent conductivity of the secondary sheet as follows:

σes =
σs

Ksk
(21)

Finally, the saturation effect, the skin effect, and the air-gap leakage effect lead to
modification of the goodness factor G (Equation (12)), in which σe is equal to:

σe = σes +
δb
ds

σb (22)

3.4. Proposed Dynamic Model

In the proposed equivalent circuit model of the LIM, the transversal edge effect is
considered by the K1, K2, and K3 coefficients, which modify the magnetic inductance,
the resistance of the secondary sheet, and the resistance of the back iron, respectively.
The longitudinal end effect is expressed using Duncan’s approach. The saturation effect,
the skin effect, and the air-gap leakage effect are also included by the equations that are
described in Section 3.3. The proposed steady-state and dynamic equivalent circuit models
are shown in Figure 4a,b, respectively.

The total secondary resistance is calculated as:

Rr =
K2K3RsheetRiron

K2Rsheet + K3Riron
(23)

It should be remarked that with the proposed model, both the dynamic and steady-
state performances of the LIM can be analyzed. Hence, it can be used to provide an
efficient variable-speed drive system for LIMs. In comparison to most WFMs or FTMs,
dynamic performance prediction is the advantage of the proposed model. In comparison
to DAMs, the parameters Rr and Lm vary with the linear velocity to consider the transverse
edge effect.
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Figure 4. Proposed (a) steady-state and (b) dynamic equivalent circuit model of a LIM.

3.5. Parameters Calculation of the Proposed Model

In this paper, analytical methods based on field analysis are used for the calculation
of the proposed equivalent circuit parameters, because the identification process of the
equivalent circuit parameters by using practical methods, i.e., open circuit and short circuit
tests, suffer from several problems so that applying these tests is impossible in some
cases [26]. The resistance of the secondary sheet and the resistance of the back iron can be
obtained as follows:

Rsheet =
4m
σs

(NKω)
2

p
Wp

dsτ
(24)

Riron =
4m
σb

(NKω)
2

p
Wp

δbτ
(25)

where m is the number of phases, N is winding turns per phase, and Kω is the winding
coefficient. The magnetic inductance is calculated as [1,27]:

Lm =
4mμ0(Kω N)2(Wp + g0

)
τ

π2 pge
(26)

R1 is the primary resistance per phase, which is [1,27]:

R1 =
2
(
Wp + lec

)
N

σω Aω
(27)
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where lec is the length of the end connection, and σω and Aω are conductivity and cross-
sectional area of the primary winding conductor, respectively. The primary leakage induc-
tance is equal to [1,27]:

Lls =
4μ0N2

p

{(
λs

(
1 +

3
p

)
+ λd

)
Wp

q
+ λelec

}
(28)

where q is the number of slots per pole, and λs, λd, and λe are permeances of slot, end
connection, and air-gap leakage, respectively, which are computed as follows:

λs =
h1
(
1 + 3Kp

)
12ω2

(29)

λd =
5ge/ω2

5 + 4ge/ω2
(30)

λe = 0.3
(
3Kp − 1

)
(31)

where Kp is the pitch factor.

4. Results and Discussion

4.1. Verification of Proposed Model Using FEM

To validate the proposed model, the results were compared using 3-D FEM. In this
method, all undesirable phenomena that can happen in the LIM, such as a longitudinal
end and transversal edge effects, are considered with acceptable accuracy. For this purpose,
Ansoft/Maxwell 14.0 software was employed. The structure parameters of the LIM are
tabulated in Table 1. The 3-D view of the LIM in Maxwell software is illustrated in Figure 1.

Table 1. Structure parameters of the LIM.

Parameter Description Symbol Unit Value

Primary frequency f Hz 60
No. of poles p – 6

No. of phases m – 3
No. of slots z – 20

No. of slots per phase per pole q – 1
Pole pitch τ mm 66.67

Mechanical air-gap g mm 3.2
Primary length Lp mm 400
Primary width Wp mm 177.8

Secondary sheet thickness ds mm 3.2
Back iron thickness db mm 6.4
Secondary width Ws mm 247.8

Slot depth h1 mm 52.5
Yoke height h2 mm 26.3
Opening slot bs0 mm 12.7

Slot pitch τs mm 19
Secondary sheet conductivity σs Ms/m 24.59
Back iron sheet conductivity σb Ms/m 5.8

Figure 5a–d show changes of saturation coefficient, goodness factor, the ratio of the
equivalent conductivity to the nominal conductivity, and the ratio of the equivalent air-gap
length to the nominal air-gap length with velocity, respectively. It should be mentioned
that all of these figures were obtained at 60 Hz frequency. As can be seen, the fundamental
parameters of the LIM were varied with a velocity that yields the changes in the electric
parameters of the equivalent circuit including the secondary resistance and the magnetic
inductance, while these are considered constant in conventional models.
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Figure 5. Field analysis results versus the velocity: (a) saturation coefficient (b) goodness factor (c) ratio of the secondary
equivalent conductivity to the nominal conductivity, and (d) ratio of the equivalent air-gap length to the nominal air-
gap length.

In this paper, the parameters of the LIM equivalent circuit are evaluated by two
methods. The first one is the field analysis, which is described in Section 3.4 in detail,
and the second one is FEM, which validates the results of the field analysis. Figures 6
and 7 present the magnetic inductance and the secondary resistance curves with velocity,
respectively. As can be seen, the analytical method accurately provides the equivalent
circuit parameters. The magnetic inductance is increased and the secondary resistance
is reduced by increasing the velocity from zero to rated speed. It should be mentioned
here that the longitudinal end effect is not considered in Figures 6 and 7, because it is
first indicated that the changes of magnetic inductance and the secondary resistance with
the velocity due to transversal edge effect, the iron effect, the skin effect, and the air-gap
leakage effect. Hence, the end effect factor (Equation (1)) modifies the parallel branch of an
equivalent circuit for considering the longitudinal end effect. The values of the leakage

167



Electronics 2021, 10, 933

inductance and the primary resistance from the analytical method and FEM are listed in
Table 2. Figure 8 shows the thrust versus velocity characteristic of LIMs using Duncan’s
model, the proposed model, and FEM. As can be seen, the proposed method agrees better
with the 3-D FEM. The figure shows the superiority of the proposed method against the
Duncan model in all speed regions. This improvement reaches up to 10 percent in the
thrust estimation at the velocity of 3.5 m/s.

 
Figure 6. Magnetic inductance variations versus the velocity.

 
Figure 7. Secondary equivalent resistance variations versus the velocity.

Table 2. Equivalent circuit parameters of the LIM.

Parameter Field Analysis Method Finite Element Method

Lls 61.2 mH 63.9 mH
Rs 10.62 Ω 10.3 Ω
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Figure 8. Thrust versus velocity curve.

4.2. Dynamic Characteristics of LIMs Based on the Proposed Model

The dynamic equivalent circuit of the LIM, in the form of the space-vector model, was
shown in Figure 4b. The secondary resistance Rr can be computed by Equation (23). The
LIM voltage equations in the arbitrary reference frame are as follows [28]:

vs = Rsis + jωλs + pλs + Rsh(is + ir) (32)

vr = 0 = Rr ir + j(ω − ωr)λr + pλr + Rsh(is + ir) (33)

The flux linkages are:
λs = Lsis + Mir (34)

λr = Lrir + Mis (35)

Ls = Lls + M (36)

Lr = Llr + M (37)

Rsh = Rr f (Q) (38)

The mechanical equation of LIMs is given as follows:

Fe − Fl = mp
dvr

dt
(39)

where Fe is the electromagnetic thrust, Fl is the load force and mp is the mass of the mover.
The electromagnetic thrust is calculated as:

Fe =
3
2

p
2

π

τ
Re{jλsi∗s } (40)

Equations (32)–(40) are employed for dynamic performance simulation of LIMs. The
values of Rr and Lm are acquired using look-up tables according to Figures 6 and 7. It means
that the appropriate values of these parameters are determined based on LIM velocity to
consider the transversal edge effect, the iron effect, the skin effect, and the air-gap leakage
effect. A block diagram of the look-up tables is shown in Figure 9.

169



Electronics 2021, 10, 933

Figure 9. Look-up table structure for calculation of the secondary resistance and the magnetic inductance.

In the conventional Duncan’s equivalent circuit (EC), the secondary resistance and the
magnetic inductance are considered constant as values while they may vary with linear
speed. In the proposed method, the characteristics of the secondary resistance and the
magnetic inductance versus linear speed are determined using analytical methods. Then,
it is used to predict the characteristic of LIMs both in transient and steady-state operation
conditions. FEM is used to validate the proposed characteristic.

It is assumed that the load force Fl is equal to 50 N and the LIM is supplied by three-
phase nominal voltage. Figure 10 shows the linear velocity of the LIM versus time using
the proposed and Duncan’s models. It is clear that the time constant of the proposed
model is larger than Duncan’s model, which was predictable because of greater secondary
equivalent resistance at low linear velocities. Additionally, the electromagnetic thrust
characteristics using the proposed model and Duncan’s one are shown in Figure 11. The
free acceleration characteristic of electromagnetic thrust in a LIM is similar to the free
acceleration characteristic of the electromagnetic torque in a RIM. The machine accelerates
to the near synchronous speed, where for running the machine, the starting thrust should
be higher than the load thrust.

Firstly, this figure verifies the results obtained from Figure 8, and secondly, it demon-
strates the impact of the transversal edge effect on the dynamic behavior of LIMs in
comparison with Duncan’s model, which only considers the longitudinal end effect.

 
Figure 10. Linear velocity versus time characteristic using the proposed and Duncan’s approaches.
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Figure 11. Thrust versus time characteristics using the proposed and Duncan’s approaches.

5. Conclusions

In this paper, a new steady-state and space-vector equivalent circuit model of LIMs
was proposed. For this, Duncan’s model was modified so that the transversal edge effect,
the iron saturation effect, the skin effect, and the air-gap leakage effect are also included
alongside the longitudinal end effect. The transversal edge effect is expressed in terms
of Bolton’s coefficients and the other mentioned effects are incorporated in the electric
parameters of the proposed equivalent circuit. The electric parameters of LIMs have been
computed using both field analysis and FEM. The results show good agreement between
these two approaches. To validate the proposed method, 3-D FEM was employed. Using the
thrust versus velocity characteristic of LIMs, it can be derived that the proposed method
provides more precision as compared to Duncan’s model. In this paper, the dynamic
performance of LIMs was also investigated. For this purpose, the dynamic equivalent
circuit based on the proposed model was first described and then the voltage equations
were provided. Values of the secondary resistance and the magnetic inductance were
computed according to the linear velocity by using the look-up tables. Comparing the
dynamic performance of the proposed model with Duncan’s approach, it is concluded that
the dynamic performance of the proposed model is slower because of consideration of the
transversal edge effect and other undesirable phenomena.
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Abstract: A novel, improved equivalent circuit model of double-sided linear induction motors
(DLIMs) is proposed, which takes the skin effect and the nonzero leakage reactance of the secondary,
longitudinal, and transverse end effects into consideration. Firstly, the traditional equivalent circuit
with longitudinal and transverse end effects are briefly reviewed. Additionally, the correction coeffi-
cients for longitudinal and transverse end effects derived by one-dimensional analysis models are
given. Secondly, correction factors for skin effect, which reflects the inhomogeneous air gap mag-
netic field vertically, and the secondary leakage reactance are derived by the quasi-two-dimensional
analysis model. Then, the proposed equivalent circuit is presented, and the excitation reactance and
secondary resistance are modified by the correction coefficients derived from the three analytical
models. Finally, a three-dimensional (3D) finite element model is used to verify the proposed equiv-
alent circuit model under varying air gap width and frequency, and the results are also compared
with that of the traditional equivalent circuit models. The calculated thrust characteristics by the pro-
posed equivalent circuit and 3D finite element model are experimentally validated under a constant
voltage–frequency drive.

Keywords: DLIM; equivalent circuit; end effect; thrust; finite element

1. Introduction

The wide range of velocity and acceleration of the linear induction motor (LIM) avoids
the intermediate transmission mechanism of linear motion, which reduces the mechanical
losses and stresses and improves the system’s reliability [1]. The LIMs have been utilized
widely in industrial applications such as aircraft electromagnetic launch or accelerator
systems [2,3], transportation systems [4–6], handling systems [7], new microgravity drop
tower systems [8], etc.

A typical feature of LIM is that it has an entry end and an exit end in the traveling
direction (longitudinal) for the primary or secondary cutoff of the LIM, which produces the
longitudinal end effect, which the rotary machine does not have. Another feature of LIMs
is that the secondary is invariably wider than the primary core in the transverse direction,
resulting in the transverse end effect. In addition, the relatively larger air gap between
primary and secondary is often inherent in the construction of a LIM [1]. The unique
feature of LIM makes its performance different from that of a rotary induction motor.
The finite element method (FEM) [9], numerical analysis method [4], equivalent circuit,
and magnetic equivalent circuit [10,11] are the main methods used to analyze and calculate
the characteristics of LIMs.

The finite element simulation software is convenient for the optimization design of
LIMs [12,13]. The FEM is also convenient for the performance calculation of some special
cases of linear motors, such as special primary or secondary structure [14], and primary
and secondary relative position, e.g., the secondary sheet is displaced sideways from a
symmetrical position [15], etc. For a large size linear induction motor, it is not possible to
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establish a FEM model of partial pole pairs such as rotary motor and a complete pole pairs
model of LIM means that it takes longer calculation time and computer resources [16].

The analytical method is another method to solve the performance of a LIM. The one-
dimensional (1D) analytical method is the most used. In order to consider the perfor-
mance and parameters of a LIM more comprehensively, two-dimensional (2D) and three-
dimensional (3D) fields are also used to solve the magnetic field and thrust [17–19]. It shows
that the theoretical results agree very well with the experimental ones, and the 2D solution
agrees very well with the rigid 3D solution. The analytical solution of the LIM is helpful
to clearly understand the spatial distribution of the electromagnetic field, but it cannot
directly reflect the impedance parameters of the motor.

The analysis of electromagnetic fields in the air gap shows that the end effect has a
great influence on the operating characteristics of the LIM. The end effect is usually deter-
mined by boundary conditions in analytical solution, while the end effect is reflected by
modifying the motor impedance parameters in the equivalent circuit of a LIM. In [20], a fast
and accurate d–q axis-equivalent circuit model of LIM for drive system simulations was
developed based on nonlinear transient finite element analysis. Duncan’s equivalent circuit
model is widely utilized in the analysis of characteristics of single-sided linear induction
motors (SLIMs) [21–23], which provided a practical way to estimate the characteristics
of SLIMs. The field-theory-based T-type equivalent circuit is another commonly used
model [11,24–27]. In [24,25], a novel equivalent circuit is presented, and an equivalent
circuit considering the asymmetric secondary sheet is developed in [11]. Although the
equivalent circuit of SLIM has been widely studied, the equivalent circuit of two kinds of
motors is different due to the different structures between SLIM and DLIM—the secondary
of SLIM has back iron, while the secondary of DLIM is usually a metal conductive plate.
The research on the equivalent circuit of DLIM is not as extensive as that of SLIM because of
its limited application. In the traditional equivalent circuit of DLIM, the secondary leakage
reactance is usually considered to be negligible, the longitudinal and transverse end effect
on the performance of DLIM is demonstrated by coefficients corrected secondary resistance
and excitation reactance [26,28]. In the high-speed applications of DLIM, the equivalent
circuit only with the longitudinal end effect may be enough to analyze the operating charac-
teristics accurately, while the transverse end effect is neglected [26,27]. Nevertheless, for the
large air gap DLIM with low speed, the secondary leakage reactance may not be negligible
as high-speed DLIM, and it has a large ratio to the secondary resistance. The inhomoge-
neous distribution of the air gap magnetic field in the vertical direction will significantly
affect the excitation reactance and secondary resistance parameters in the equivalent circuit.
In the equivalent circuit model above, few papers take the vertical distribution of the air
gap magnetic field into the impedance parameters of the equivalent circuit.

In this paper, an improved equivalent circuit model of DLIMs is developed, which takes
the skin effect, the nonzero leakage reactance of the secondary, longitudinal, and transverse
end effects into consideration independently, based on the three independent directions
model of DLIMs, i.e., longitudinal, transverse and vertical. The paper is organized as
follows. In Section 2, the traditional equivalent circuit with longitudinal end effect and the
transverse end effect is briefly reviewed. Additionally, correction factors for longitudinal
and transverse end effects derived by the 1D analysis models are presented, i.e., longitudi-
nal and transversal models. Then, the new correction factors of the transverse end effect are
given [29]. In Section 3, the quasi-two-dimensional (quasi-2D) analysis model is established,
and the correction coefficients for skin effect, which considers the inhomogeneous air gap
magnetic field vertically, and the secondary leakage reactance are derived. The improved
equivalent circuit is proposed, in which skin effect, secondary leakage reactance, longitudi-
nal end effect, and transverse end effect are considered. In Section 4, FEM 3D is used to
compare the calculation results in order to verify the proposed equivalent circuit model
under different mechanical air gap widths and power frequencies. The FEM results are also
compared with the traditional equivalent circuit models. Additionally, variations of forces
under negative sequence braking and motoring operations are presented under a constant
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voltage–frequency inverter; the calculated forces by the proposed equivalent circuit and
FEM 3D are experimentally validated. The conclusions of the paper are summarized in
Section 5.

2. Traditional Equivalent Circuit Model of DLIM

A model was developed in 3D of the linear induction motor and is presented in
Figure 1. The direction of the X-axis is longitudinal and is the direction of the secondary
(or primary) moving and magnetic-field-traveling wave; vertical moves along the normal
line of the secondary surface (Y-axis), and transverse moves along the primary slots
(Z-axis). In the field of analytical theories, the 1D method is a practical way to solve the
characteristics of DLIMs. The longitudinal and transverse end effects can be considered to
act independently or be neglected. The longitudinal and transversal 1D analysis models
are shown in Figure 2, where L1 is the length of primary, 2d is the thickness of secondary,
g is the mechanical air gap width, τ is the pole pitch, 2a is the width of the primary core,
and 2c is the width of secondary.

Figure 1. Structure of DLIM.

  
(a) (b) 

Figure 2. Analytical model of DLIM: (a) longitudinal model in the XOY plane; (b) transverse model in the YOZ plane.

2.1. Longitudinal Analytical Model of DLIMs

In order to simplify the derivation of the equivalent circuit considering the longitudinal
end effect, the assumptions are presented as [26]. As shown in the longitudinal 1D model
in Figure 2a, due to the limit length of the primary core, slots containing only one layer of
coils at both ends of the primary are called half-filled slots. Numbers of half-filled slots at
two ends of the primary both are βτ ·m1·q1, which decided by the primary winding short
pitch ε. The length of primary can be obtained by

L1 = (2p − 1 + βτ)τ, βτ = 1 − ε/m1q1 (1)

These half-filled slots at two ends of the primary extend about lengths of βτ·τ,
and lengths of filled slots are (2p-1-βτ)·τ. The magnetomotive force (MMF) of the pri-
mary is presented in Figure 3. Due to only one-layer coil in the half-filled slots, MMF of
regions II and III are half of region I, which contains a two-layer coil.
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Figure 3. Longitudinal distribution of MMF.

The current of the primary winding is transformed into an infinitely thin equivalent
current density, according to the principle of equal MMF. The expression of primary
equivalent current density can be divided into three regions, i.e., the half-filled slots at both
ends and full-filled slots, for the existence of half-filled slots at the two ends of the primary
core. Additionally, the air gap flux density can then be obtained using Maxwell’s equations.
The equivalent circuit parameters, such as secondary resistance and magnetizing reactance,
can be obtained using the equal complex power relationship between the magnetic field
and the electrical circuit.

The longitudinal end effect coefficients Kr and Kx are denoted as Equations (2) and (3),
where Kr is the correction factor of the secondary resistance, and Kx is the correction factor
of the magnetizing reactance.

Kr =
sG

2peτ
√

1 + s2G2

K2
1 + K2

2
K1

(2)

Kx =
1

2peτ
√

1 + s2G2

K2
1 + K2

2
K2

(3)

where K1 and K2 are the functions of slip s and goodness factor G. The number of equivalent
pole pairs pe is corrected in [11], due to the half-filled slots may affect the precise of the
calculation, where p is the actual number of the pole pairs, m1 is the number of primary
phases, and q1 is the number of coil sides per phase per pole.

pe =
(2p − 1)2

4p − 3 + ε/(m1q1)
=

(2p − 1)2

4p − 2 − βτ
(4)

2.2. Transverse Analytical Model of DLIMs

The motor is divided into two independent models—longitudinal and transverse.
The longitudinal end effect is neglected when solving the transverse end effect [28]. The cor-
rection factors considering the transverse edge effect Cr and Cx are given by

Cr = sG · Re2[T] + Im2[T]
Re[T]

(5)

Cx =
Re2[T] + Im2[T]

Im[T]
(6)

These two coefficients are used to correct the secondary resistance and excitation
reactance, respectively. The T in Equations (5) and (6) is obtained by (7) as follows:

T = j
(

r2 +
(

1 − r2
) λ

αa
tanh(αa)

)
(7)

where r, λ, α are given as Equations (8)–(10), T is the function of the slip s, goodness
factor G, and motor parameters, such as the width of primary core 2a and pole pitch τ,
and k = π/τ.

r2 = (1 + jsG)−1 (8)

λ =
(
(r)−1 · tanh(αa)tanh(kc − ka) + 1

)−1
(9)
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α = k
√

1 + jsG (10)

The transverse end effect may be accounted for by introducing a larger (equivalent)
primary stack width 2ae instead of 2a, and 2ae = 2a + kg·(2d + 2g), and range of correction
coefficient kg is 1.2 to 2 [29]. By introducing the new equivalent stack thickness into
Equations (5)–(9), new correction coefficients Cer and Cex of transverse end effect can
be obtained.

2.3. Equivalent Circuit of DLIM with Longitudinal and Transverse End Effects

The conventional T-type equivalent circuit with longitudinal and transverse end effects
is represented in Figure 4. The parameters in the T-circuit, namely, the primary resistance
r1, primary leakage reactance x1, secondary resistance reduced to the primary r2, exciting
inductance xm, and secondary leakage reactance x2 are usually considered to be 0 for plate
DLIM [26].

  
(a) (b) 

Figure 4. Equivalent circuit of DLIM: (a) only longitudinal end effect considered (EC-L); (b) both longitudinal and transverse
end effect considered (EC-LT).

When coefficients Cer and Cex are used to replace the traditional transverse end effect
correction factors Cr and Cx in Figure 4b, a new equivalent circuit (EC-LTe) can be used to
calculate the characteristics of a DLIM. When the coefficients Kr, Kx, Cr (Cer), and Cx (Cex)
are 1, the longitudinal and transversal end effects are neglected. The equivalent circuit
of DLIM is similar to that of rotary induction motor (RIM); therefore, it is convenient to
analyze the performance of DLIM as that of RIM based on the equivalent circuit.

3. Proposed Novel Equivalent Circuit Model of DLIMs

Based on the traditional equivalent circuit, the proposed model for the large air
gap DLIM in this paper also considers the secondary leakage reactance and skin effect
and derives correction coefficients for the equivalent circuit impedance by quasi-2D field
model, that is, in the quasi-2D field, the influence of the air gap magnetic field variation
in the vertical direction on the performance of DLIM is further considered, while the
previous longitudinal and transverse analysis models consider that the air gap magnetic
field remains unchanged in the vertical direction, as discussed in Section 2.

Since the longitudinal and transverse end effects were taken into account indepen-
dently in the previous equivalent circuit, they are not considered in the quasi-2D field
analysis in this section.

3.1. Vertical Quasi-Two-Dimensional Analytical Model of DLIMs

To simplify the analytical model, the assumptions are as follows [4,11,17]:

(1) The primary core will not be saturated, and the conductivity of the cores is equal to
zero;

(2) The primary and secondary are infinitely long in the longitudinal direction and wide
enough in the transverse direction;
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(3) Primary and secondary currents flow in the z-direction, and primary currents flow in
infinitesimally thin sheets.

The quasi-2D representation of the DLIM is shown in Figure 5.

.

Figure 5. Quasi-2D analytical model of DLIM.

On the basis of the theory of the linear induction motor and Maxwell’s equations, the
magnetic flux density and electric field intensity can be calculated by

∇2A = μ0σ

[
∂A
∂t

− v(∇× A)

]
(11)

For the reason that the current of primary and secondary flow in the z-direction, the
vector magnetic potential A can be simplified as

Az = Am(y) · ej(ωt−kx) (12)

In region 2 (secondary), the following Equation (13) is obtained:

∂2 A2(y)
∂y2 −

(
k2 + jμ0σsω

)
A2(y) = 0 (13)

where μ0 is the air magnetic permeability, σ is the conductivity of the secondary, and ω is
the angular supply frequency of primary. In regions 3 and 4, the conductivity σ in these
regions are 0 for no conductor in this region, and Equation (13) can be simplified as follows:

∂2 A3(y)
∂y2 − k2 A3(y) = 0,

∂2 A4(y)
∂y2 − k2 A4(y) = 0 (14)

Solutions of Azi in domains 2 to 4 are given by

Az2 = [c1 cosh(βy) + c2sinh(βy)] · ej(ωt−kx)

Az3 = [c3 cosh(ky) + c4sinh(ky)] · ej(ωt−kx)

Az4 = [c5 cosh(ky) + c6sinh(ky)] · ej(ωt−kx)
(15)

where β =
√

k2 + jsωμ0σ, β = β1 + jβ2.
Undetermined constants c1 to c6 in Equation (15) are solved by the satisfactions of the

following boundary conditions:

(1) Primary surface (domains 1 and 3; 4 and 5): y = ±ge = ±(d + g);

1
μ0

∂Az3

∂y

∣∣∣∣
y=d+g

=
j1
2

,
1

μ0

∂Az4

∂y

∣∣∣∣
y=−(d+g)

= − j1
2

(16)

(2) Secondary surface (domains 2 and 3; 2 and 4): y = ±d;

−∂Az2

∂x

∣∣∣y=d = −∂Az3

∂x

∣∣∣y=d ,
∂Az2

∂y

∣∣∣y=d =
∂Az3

∂y

∣∣∣y=d (17)
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(3) According to the symmetry distribution of the magnetic field in the air gap,

−∂Az3

∂x

∣∣∣y=d = −∂Az4

∂x

∣∣∣y=−d ,
∂Az3

∂y

∣∣∣y=d = −∂Az4

∂y

∣∣∣y=−d (18)

The electric field intensity in the air gap and the secondary is denoted by the following:

Ezi = −∂Azi
∂t

, i = 2, 3, 4 (19)

3.2. Parameters Calculation for the Proposed Equivalent Circuit Model

The electromagnetic power transferred from the primary to the air gap and secondary
can be calculated by the following equation:

S23 = 2 ×
a∫

−a

L1∫
0

1
2

(
− j1

2

)(
Ez3|y=ge

)
dxdz = P23 + jQ23 (20)

where the Ez3 is the electric field intensity in the air gap, and P23 = P2 + P3, P3 is the active
power in the air gap, which is usually considered as 0.

When the slip is 0, the complex power calculated by Equation (20) only has the reactive
power Q30 on the exciting reactance. There is no active power and reactive power in the
secondary, i.e., P23 = 0 and Q20 = 0, where Q23= Q20+ Q30.

jQ30 = j · aL1ω
μ0 J2

1
2 · ksinh(kge)

cosh(kge) (21)

The current of the secondary branch reduced to the primary is 0. Therefore, the excita-
tion reactance with secondary leakage reactance and skin effect considered can be obtained
by the following expression:

xms =
Q30

m1 I2
1
=

8aμ0m1 f τ(W1kw)
2

πpδ

kδ cosh(kge)

2 · sinh(kge)
= xm · Km (22)

where Km is the correction coefficient of excitation reactance without end effect.
When the slip is not 0, the power in the air gap and secondary is the power on the

excitation reactance, secondary leakage reactance, and secondary resistance and is given by

S23 =
4a(m1W1kw I1)

2μ0 f
p

(C2D1 − C1D2) + j(C1D1 + C2D2)(
C2

1 + C2
2
) (23)

The constants C1, C2, D1, and D2 in Equation (23) can be seen in Appendix B.
The primary induced electromotive force (emf) E1 can be calculated by

− .
E1 =

S23

m1 I1
=

4am1(W1kw)
2 I1μ0 f

p
(C2D1 − C1D2) + j(C1D1 + C2D2)

C2
1 + C2

2
(24)

The reactive power in the air gap is as follows:

Q3 =
m1

∣∣∣− .
E1

∣∣∣2
xms

=
4a(m1W1kw I1)

2μ0 f
p

sinh(kge)

cosh(kge)

(
D2

1 + D2
2
)(

C2
1 + C2

2
) (25)

The complex power in the secondary can be obtained by the following equation:

S2 = S23 − jQ3 = P2 + jQ2 (26)
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The active power P2 and reactive power Q2 in the secondary are

P2 = ω · (m1W1kw I1)
2 2aμ0

pπ

C2D1 − C1D2

C2
1 + C2

2
(27)

Q2 = ω · (m1W1kw I1)
2 2aμ0

pπ

1
C2

1 + C2
2

[
(C1D1 + C2D2)− sinh(kge)

cosh(kge)

(
D2

1 + D2
2

)]
(28)

The conjugate current of the secondary branch reduced to the primary is

.
I
∗
2 =

S2

m1

(
− .

E1

) =

[
1 − j · sinh(kge)

cosh(kge)

(C2D1 − C1D2)− j(C1D1 + C2D2)

C2
1 + C2

2

]
I1 (29)

The active power P2 and reactive power Q2 are the power of secondary resistance
and leakage reactance, respectively. Hence, the resistance and the leakage reactance of
the secondary sheet can be obtained according to the following Equations (30) and (31).
Both the resistance considering skin effect and the leakage reactance of the secondary can
be expressed by the secondary resistance without end effect.

R2 =
P2

m1

∣∣∣ .
I
∗
2

∣∣∣2 =
r′2
s

sG · 1
2 kδ(C2D1 − C1D2)

[C1 − D1tanh(kge)]
2 + [C2 − D2tanh(kge)]

2 =
r′2
s

· K f (30)

x2 =
Q2

m1

∣∣∣ .
I
∗
2

∣∣∣2 =
r′2
s

· 1
2

sGkδ
D1[C1 − D1tanh(kge)] + D2[C2 − D2tanh(kge)]

[C1 − D1tanh(kge)]
2 + [C2 − D2tanh(kge)]

2 (31)

From Equations (22) and (30), the correction coefficients of secondary resistance and
excitation reactance considering skin effect and secondary leakage reactance are calculated
as Equations (32) and (33).

K f =
sG · 1

2 kδ(C2D1 − C1D2)

[C1 − D1tanh(kge)]
2 + [C2 − D2tanh(kge)]

2 (32)

Km =
kδ cosh(kge)

2 · sinh(kge)
(33)

The equations show that these two correction coefficients are closely related to the
parameters of the DLIM, e.g., the secondary thickness and the mechanical air gap.

3.3. Proposed Equivalent Circuit Models

Let the coefficients of transverse end effect be 1, that is, ignore the influence of trans-
verse end effect, add secondary leakage reactance on the secondary branch, and use the
correction coefficients of Equations (32) and (33) to modify the secondary resistance and
excitation reactance; then, a new T-type equivalent circuit without considering transverse
end effect can be obtained, as shown in Figure 6a.

In the traditional equivalent circuit shown in Figure 4b, the excitation reactance
and secondary resistance are modified, respectively, by using the correction coefficients
derived in this section, and secondary leakage reactance is added to the secondary branch.
An improved equivalent circuit proposed in this paper can be obtained, as shown in
Figure 6b. Similarly, if the transverse end effect coefficients Cer and Cex are used to replace
the traditional Cr and Cx in Figure 6b, respectively, another new T-type equivalent circuit
(EC-LTeS) for solving the motor characteristics is obtained.
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(a) (b) 

Figure 6. Novel equivalent circuits of DLIM: (a) with skin effect, secondary leakage reactance, and longitudinal end effect
considered (EC-LS); (b) with longitudinal end effect, transverse end effect, and skin effect and secondary leakage reactance
considered (EC-LTS).

In the equivalent circuit of Figure 6b, the correction coefficients of three directions and
secondary leakage reactance of the DLIM model are considered. The mechanical power
considering all effects is as follows:

PM = (1 − s) · Re

⎡⎣m1
.
I

2
1

(
K f KrCr

r′2
s + jx2

)
· KmKxCx · jxm

K f KrCr
r′2
s + jx2 + KmKxCx · jxm

⎤⎦ (34)

The mechanical power of the equivalent circuit shown in Figure 6a can be obtained by
setting the correction coefficients of the transverse end effect to 1. After the same method,
the calculated mechanical power of the equivalent circuit in Figure 4 can be obtained.

4. Experiments and Discussion

4.1. Calculation of Operating Characteristics by Traditional and Improved Models

The results of the 3D finite element model were compared with those of the improved
equivalent circuit in order to verify the proposed equivalent circuit model. The results
were also compared with the 2D FEM, the traditional equivalent circuit model, which only
considers the longitudinal end effect, and the equivalent circuit, which includes the longi-
tudinal and transverse end effects.

The thrust slip characteristics of different mechanical air gap widths calculated by
the equivalent circuits were compared with the results calculated by the FEM 3D and
2D models, as shown in Figures 7–9. In the simulations and calculations, the secondary
thickness is 3 mm, the current is 6.85 A, and the thickness of the mechanical air gap is 0.0075,
0.0105, 0.0135 m, respectively. The specifications of the DLIM are shown in Table A1.

The 2D simulation results are close to the 3D results only in a small slip range, and the
difference becomes larger with the increase of slip. In the negative braking region (s > 1),
the maximum errors between 3D and 2D calculation results are 24.3%, 20.5%, and 14.8%,
respectively, when the mechanical air gap is 0.0075, 0.0105, 0.0135 m.

The thrust calculated by the equivalent circuit, which considers only the longitudinal
end effect, the equivalent circuit, which considers longitudinal end effect, the skin effect,
and secondary leakage reactance are larger than the 2D simulation results in the slip range,
which also cannot accurately reflect the trend of the 3D calculation results with different
mechanical air gap widths.
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For the DLIM with a large air-gap-to-pole-pitch ratio, the calculated thrust of equiv-
alent circuit considering longitudinal and transverse end effect (EC-LT and EC-LTe) is
consistent with 3D simulation values within a certain slip range. In the range of slip,
with the increase of air gap width, this kind of equivalent circuit cannot reflect the motor
performance well, and the average errors of the motor with the three mechanical air gap
widths are 10.7%, 13.63%, and 17.33%, respectively. Even if the new transverse end effect
coefficients are used in the equivalent circuit (EC-LTe), the average errors of the thrust are
reduced by about 3%.

The results of the proposed equivalent circuit (EC-LTS or EC-LTeS) in the slip range
are basically consistent with the results of the FEM 3D. The proposed equivalent circuit
can more accurately reflect the thrust characteristics of the large air gap DLIM, compared
with other equivalent circuits, as shown in Figures 7–9. With the three mechanical air gaps,
the average error between the calculated results and the 3D simulation ones are 1.95%,
3.11%, and 5.17%, respectively.

  
(a) (b) 

Figure 7. Thrust versus slip characteristics with a mechanical gap of 0.0075 m: (a) is calculated by equivalent circuit with
longitudinal end effect (EC-L), skin effect, the air gap leakage, and longitudinal end effect considered (EC-LS), FEM 2D,
and FEM 3D model; (b) is calculated by longitudinal end effect, transverse end effect (EC-LT, EC-LTe), in addition to skin
effect and secondary leakage reactance considered (EC-LTS, EC-LTeS), FEM 2D and 3D model.

  
(a) (b) 

Figure 8. Thrust versus slip characteristics with a mechanical gap of 0.0105 m: (a) is calculated by equivalent circuit EC-L,
EC-LS, FEM 2D, and FEM 3D model; (b) is calculated by equivalent circuit EC-LT, EC-LTe, EC-LTS, EC-LTeS, FEM 2D,
and 3D model.
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(a) (b) 

Figure 9. Thrust versus slip characteristics with a mechanical gap of 0.0135 m: (a) is calculated by equivalent circuit EC-L,
EC-LS, FEM 2D, and FEM 3D model; (b) is calculated by equivalent circuit EC-LT, EC-LTe, EC-LTS, EC-LTeS, FEM 2D,
and 3D model.

The thrust characteristic curve calculated by the equivalent circuit with new transverse
end effect correction coefficients (Cer and Cex) is slightly different from that calculated by
the traditional ones (Cr and Cx), whether the traditional equivalent circuit only considers
longitudinal and transverse, or the improved equivalent circuit proposed in this paper.
The proposed equivalent circuit with the new transverse end effect coefficient has smaller
errors in the negative braking region, which are 1.12%, 2.17%, and 7.5%, respectively,
compared with the corresponding errors of 3.4%, 5.82%, and 10.37% with traditional ones.

In Figure 10, the calculated thrust obtained by the equivalent circuits are compared
with the results of the FEM 3D model. In the simulations and calculations, all the results
are a function of the velocity when the mechanical air gap length is 0.0135 m, the current is
6.85 A, frequency is 40, 60, 80, 100, and 120 Hz.

The calculated thrust of the equivalent circuit considering only the longitudinal end
effect (EC-L) is larger than that of FEM 3D because the transverse end effect, the vertical
variation of air gap magnetic field, and the secondary leakage reactance are neglected.
In the negative braking region, the calculated results by the equivalent circuit with skin
effect and longitudinal end effect (EC-LS) are closer to the 3D simulation ones, compared
with EC-L in Figure 10a. However, the minimum average error between the calculated
(EC-LS) and the simulated thrust in the slip region is still more than 11%.

In Figure 10b, the thrust characteristics of simulation and calculated by two equiva-
lent circuits considering longitudinal and transverse end effects (EC-LT and EC-LTe) are
compared. In the motoring region of the synchronous speed side before the maximum
FEM 3D value, and the thrust calculated by the equivalent circuit EC-LTe is closer to that
of 3D simulation. However, the calculation errors of the two equivalent circuits are more
than 12% in the slip range. In the negative braking region, the average errors between the
calculation results of these two equivalent circuits and the simulation results are even more
than 40%, 35%, respectively; hence, these equivalent circuits cannot accurately reflect the
force characteristics of the motor.

Compared with the previous four equivalent circuits, the improved equivalent circuit
proposed in this paper can be in good agreement with the FEM 3D calculation values in
both the motoring and negative braking region, although there is a slight difference in the
thrust velocity characteristic curve by using two different transverse end effect coefficients,
as shown in Figure 10c. At low frequency, e.g., 40 Hz, the results calculated by using
traditional transverse end effect coefficients are closer to that of simulation, and the average
error between the calculated and simulation results is 4.24%, while at higher frequencies,
the results calculated by using the new transverse end effect coefficients may be better
consistent with the simulation ones, and the average error between the calculated thrust
and FEM results is less than 3%.
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(a) (b) 

 
(c) 

Figure 10. Thrust versus velocity characteristics at constant current calculated by FEM 3D model: (a) equivalent circuit
EC-L and EC-LS model; (b) equivalent circuit EC-LT and EC-LTe model; (c) equivalent circuit EC-LTS and EC-LTeS model.

4.2. Experimental Validation

In Figure 11, the analytically calculated thrust versus slip characteristics under a
constant voltage–frequency drive is compared with the FEM results and measurements at
60 Hz and 110 Hz, and the mechanical air gap is 0.0135 m. The trend of analyzed results by
the proposed equivalent circuit (EC-LTS and EC-LTeS) over the whole slip range is basically
in accordance with the measurements and FEM results. Additionally, it presents slight
differences in variation of the transverse end effect coefficients.

  
(a) (b) 

Figure 11. Calculation, simulation, and test results of thrust: (a) at 60 Hz; (b) at 110 Hz.
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When the motor is driven by a constant voltage–frequency inverter, the equivalent
circuit with longitudinal end effect (EC-L) has the largest error in the motoring region,
compared with other equivalent circuit models. With the increase of slip, the difference
between the calculated and the measured value becomes larger, the maximum errors
between them are more than 50%, and the average error between them is 52.41% and
34.51% at 60 Hz and 110 Hz, respectively.

The calculation results of the equivalent circuits considering the longitudinal and
transverse end effects (EC-LT), including the equivalent circuit with new transverse end
effect correction coefficients (EC-LTe), have less error with the simulation and measurement
values only when the speed is close to the synchronous speed. The average error of the
slip range between the calculated thrust and measured ones is more than 30% at both
60 Hz and 110 Hz. In the motoring region with high slip and the negative braking region,
the equivalent circuit cannot meet the calculation accuracy for the motor with a large
air-gap-to-pole-pitch ratio due to the large error.

The equivalent circuit considering longitudinal and transverse end effects, skin effect,
and secondary leakage reactance can reflect the thrust slip characteristics more accurately.
In general, the average errors between the measured and the calculated value of EC-LTS
under the two frequencies are 11.68% and 5.85%, respectively, which is smaller than that
between the measured and the calculated value of EC-LTeS. The error between the 3D
simulation and the measured results is less than 10%. In order to simplify the model and
facilitate the calculation, some assumptions are made in the longitudinal, transverse and
vertical models, and therefore, there are some errors between the calculated values and the
simulation and test values.

5. Conclusions

A novel, improved equivalent circuit model is proposed as a quasi-2D vertical model
that considers the vertical distribution of air gap magnetic field and secondary leakage
reactance on the basis of traditional equivalent circuits, and the influences on operating
characteristics of a DLIM with different equivalent circuit models are fully investigated.
Three-dimensional (3D) FEM is used to compare the calculation results in order to verify
the proposed equivalent circuit model. The analytical calculations are validated by the mea-
surements on a prototype low-speed DLIM under a constant voltage–frequency drive [30].
Based on the comprehensive comparison in the four equivalent circuit models, conclusions
include the following:

(1) Considering the vertical distribution of the magnetic field in the equivalent circuit, two
coefficients can be used to modify the secondary resistance and excitation reactance,
respectively.

(2) The average errors between FEM calculation and the proposed equivalent circuit
results, which considers longitudinal, transverse end effects, and skin effect, are 1.95%,
3.11%, and 5.17% with the mechanical air gap width of 0.0075, 0.0105, and 0.0135 m,
respectively, while that of the traditional equivalent circuit (EC-LT) are 10.7%, 13.63%,
and 17.33%, respectively; when a new transverse end effect coefficient is used in the
equivalent circuit (EC-LTe), the average errors of the thrust are reduced by about 3%.

(3) When the large air gap DLIM is driven by a constant current source with different
frequencies, the thrust calculation results of the equivalent circuit, which do not
fully consider the correction coefficients of the three direction models, i.e., equivalent
circuit model EC-L, EC-LS, and EC-LT(e), have more than 11% errors with the FEM
simulation results in the slip range, while the errors between the value of proposed
equivalent circuit and simulation are less than 5%. When the DLIM is driven by a
constant voltage–frequency inverter, the calculated results of the proposed equivalent
circuit are in good agreement with the measured and simulated ones.

(4) The improved equivalent circuit proposed in this paper takes into account the correc-
tion coefficients of the longitudinal, transverse, and vertical model of DLIM, which can
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reflect the thrust characteristics of the motor more accurately, compared with the tra-
ditional equivalent circuits, especially for the large air-gap-to-pole-pitch ratio DLIMs.
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Appendix A

Table A1. Specifications of DLIM.

Quantity Symbol Valve Unit

Number of phases m 3
Number of poles p 6

Number of slots per phase per pole q1 2
Coil pitch βτ 5/6

Number of slots Q1 41
pole pitch τ 0.066 m

Primary length L1 0.451 m
Primary width 2a 0.07 m
Opening slot bs 0.006 m

Slot depth hs 0.03 m
Mechanical air gap length g 0.0075 to 0.0135 m

Secondary thickness 2d 0.003 m
Secondary sheet conductivity σ 4.8 × 107 S/m

Appendix B

The expressions of constants C1, C2, D1, and D2 in Equations (19)–(27) are as follows:

C1 = k cosh(β1d) cos(β2d)sinh(kge − kd) + [β1sinh(β1d) cos(β2d)− β2 cosh(β1d) sin(β2d)] cosh(kge − kd)
C2 = ksinh(β1d) sin(β2d)sinh(kge − kd) + [β1 cosh(β1d) sin(β2d) + β2sinh(β1d) cos(β2d)] cosh(kge − kd)
D1 = k cosh(β1d) cos(β2d) cosh(kge − kd) + [β1sinh(β1d) cos(β2d)− β2 cosh(β1d) sin(β2d)]sinh(kge − kd)
D2 = ksinh(β1d) sin(β2d) cosh(kge − kd) + [β1 cosh(β1d) sin(β2d) + β2sinh(β1d) cos(β2d)]sinh(kge − kd)
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Abstract: There is a great potential in small satellite technology for testing new sensors, processes,
and technologies for space applications. Antennas need careful design when developing a small
satellite to establish stable communication between the ground station and the satellite. This work is
motivated by the design of an antenna array for a future rotatorless base station for the VZLUSAT
group of Czech nano-satellites. The realized antenna array must cover a relatively broad range of
elevation and azimuth angles, and the control must be fast enough to track the satellite in low Earth
orbits. The paper deals with possibilities of synthesis of quantized control of the antenna array.
It compares quantization influence for well-known deterministic synthesis methods. It shows the
method for decreasing computational cost of synthesis using optimization approach and presents the
multi-criteria optimization as a tool for reaching required radiation pattern shape and low sensitivity
to quantization at the same time.

Keywords: antenna array; synthesis control; quantized control; array factor

1. Introduction

The CubeSat Launch Initiative provided an attractive opportunity for universities,
high schools, and non-profit organizations to build small satellites, which can fit an N-
Unit cubic structure [1–3]. Here, each unit of the CubeSat should fit an N × 1 dm3 cube
(=1U size), which can contain one or more systems of the satellite. The common CubeSats
has a very small 1U, 2U, or 3U size [4–7]; due to the recent upgrade of the standard, the
largest satellites can reach a 27U size. These satellites are launched to Low-Earth-Orbit
(LEO) with 250–900 km altitude above the ground. Most of the CubeSats use Radioamateur
frequency band for the main communication [8], but licensed bands are now often used
due to the commercial nature of some missions. Due to the reduced launch costs and the
inspiring increase in complex applications, this platform started to attract many commercial,
military, and governmental organizations [6,9]. These applications increased the need for
larger transfer rates. The Ka-band started to be explored as a possible solution besides the
S and X bands.

An interesting solution to this problem can be achieved by antenna array technology,
which can have many advantages over parabolic antennas. From a mechanical point of
view, it does not require design and maintains a drive system, which sets the azimuth
and the elevation angles. Such systems have a simpler feeding network that cannot be
disconnected during the connection time. These tools are insensitive to the moisture
and weather conditions during the mission. Moreover, with a pattern reconfigurability
algorithm, they can support multi-task missions [6,10].

Although the field of antenna array design and control synthesis have broadly been
studied for many decades, there are still many sub-domains that have received less attention
so far. One of such sub-domains is their robust design, which takes into account various

Electronics 2022, 11, 994. https://doi.org/10.3390/electronics11070994 https://www.mdpi.com/journal/electronics189



Electronics 2022, 11, 994

uncertainties in their design and suppresses their influence. The robust design is becoming
more and more important together with the development of new technologies which allow
creating antennas on flexible and stretchable materials such as Aerosol Jet Print [11–13]. In
specific applications, such as printing antennas on flexible materials which can be bent and
placed into the capsule of in-body antenna, printing patterns on curved surfaces of in-body
antennas, or incorporating antennas into wearable electronics, it is important to study the
influence of the change in geometry on the system properties [14–16].

The second area that has received little attention is the design of quantized control of
the antenna array [17]. The recent review dedicated to the control synthesis methods was
published in [18]. This paper offers a detailed analysis of methods, especially in connection
with the 5G communication systems. The advantage of quantized control of antenna
array consists mainly in the potential for fast and precise reconfiguration of the antenna
array beam direction, which is important for tracking satellite position. Within the field of
antenna array synthesis, a number of numerical techniques are commonly used, which can
be divided into three groups:

• deterministic methods,
• optimization techniques,
• machine-learning tools.

Deterministic methods mean the two main classes of the array control synthesis
methods [19–21]. The first class uses electromagnetic field simulation. The simulation takes
into account a complex model of the antenna array including mutual coupling and also
feeding circuits. The second class starts from the analysis of the array factor that is based on
the assumption that all elements of the antenna array are identical and mutual couplings
between particular elements are negligible.

Many papers aimed at the optimization methods for the control synthesis [22–26] have
already been published. It is possible to say that most of the published approaches are based
on evolutionary methods such as Genetic Algorithms (GA), Particle Swarm Optimization
(PSO), Simulated Annealing (SA), and Ant Colony Optimization (ACO) [27]. Due to the
high computational cost of the proposed methodologies, great efforts were also devoted to
reducing the computational complexity. For example, paper [28] takes advantage of the
Taguchi’s method for control linear array control synthesis. Ref. [19] proposed the use of
SMPSO for sparse antenna array synthesis. In the paper, the performance is compared
with differential evolution and genetic algorithm. The main drawback of these techniques
is that they usually consider only the array factor with the aid of deterministic methods,
but neglect the mutual coupling between particular between array elements. The machine
learning-based tools play an increasingly important role to resolve this problem and design
smart antennas (antenna arrays with dynamic control) [29].

Like most of the CubeSat projects [8], VZLUSAT uses a radio-amateur frequency
band 435–438 MHz (70 cm) for communication [6] and the satellites are deployed on a Low
Earth Orbit (LEO), commonly ranging from 350 km to 900 km from the Earth surface. This
particular application require specific demands to be satisfied to ensure the maximal contact
time with the satellite. For one ground station, two or up to four long contacts with good
communication conditions are possible in a day. These long contacts usually take no more
than 15 min. From these data, the maximum communication distance between the ground
station and the satellite can be calculated. It varies from 2000 to 3500 km, while the orbit
revolution time is 91 to 103 min. The transmission to the satellite generally starts above
5° elevation to avoid interference with terrestrial systems. The Doppler shift and relative
position of LEO satellites to the ground station are changing rapidly during contacts in high
elevation angles, which increases the demand on the antenna positioning system [4,6].

The current VZLUSAT-1 and VZLUSAT-2 nanosatellite projects inspired the proposed
application [4,5] to design an antenna array for communication with the future small satel-
lites. The main goal of the work is to find a methodology for the synthesis of control for the
antenna arrays, which is robust in the sense that the effect of perturbations in the excitation
is minimized. The proposed methodology will be compared with a small theoretical ex-
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ample. The goal of the comparison is to select the most appropriate methodology, which
can be used together with the more complex, 3D FEM-based calculations for the more
detailed antenna analysis. The proposed methodologies and the source code of the model
can be accessed from the homepage of the project (https://github.com/panek50/pyntenna,
accessed on 20 March 2022).

2. Control Synthesis

The problem of control synthesis is closely related to the design of the antenna array
itself, and it was divided into three steps:

• Preliminary design—the control is designed according to application requirements,
usually using well-known deterministic methods. In this step, implementation details,
such as connecting circuits and electronic parts, are not considered in the field models.
Therefore, the results obtained using simplified methods (such as the array factor
approach described below) are relatively good with the field models.

• Design—the field models contain all important details. The results of full-field simula-
tions differ from simplified methods. In this step, optimization methods and methods
based on matrix inversions are usually used.

• Implementation and calibration the results obtained by measuring manufactured
hardware differ from results obtained using full-field simulation.

2.1. Model Example

As a model example, the control synthesis for the application of the base station for
nanosatellites was chosen. This application brings certain requirements for the antenna
array:

• As a compromise between the complexity of control and the required gain of the
antenna array, the size of the array was chosen to be 11 × 11.

• The antenna array is designed for the S band and particular frequency f = 2.405 MHz.
The required bandwidth is 50 GHz.

• The required elevation steering angle is Δθ = 30◦ and the required steering azimuth
angle is Δφ = 30◦.

• The maximal radiated power is 0.5 W per patch; the overall radiated power is P = 60.5 W,
which corresponds to the power radiated from currently used parabolic antenna with
the diameter 2 m.

• The minimal beam-width is 6◦.

The synthesis will be based on the candidate design of the antenna element. The
element was designed using Antenna Magus 2020 software [30]. The shape of the element
is shown in Figure 1 and the specific dimensions are summarized in Table 1.

α

x

y h
sf

df

d
p2

d p
1

Figure 1. Shape of the antenna array element.
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Table 1. Dimensions of designed patch (distances are in millimeters).

f [MHz] Zin [Ω] x y α df dp1 dp2 sf

2.405 50 48.2 48.2 45◦ 0.91 49.2 47.16 8.4

The directivity of one patch defined as

D(θ, ϕ) = 4π
PU

PT
, (1)

where PU stands for the power radiated per unit of the solid angle and PT means the
total radiated power, is depicted in Figure 2. As mentioned above, the considered array
consists of 11 × 11 elements. The distance of centers of two elements in x-direction and
y-direction is

dx = dy =
λ

2
=

c
2 f

=
3 · 108

2 · 2.405 · 109 ≈ 0.062 mm. (2)

Figure 2. The diagram shows the directivity of one antenna array element.

The model of the antenna array is depicted in Figure 3a, and the corresponding
directivity pattern for uniform excitation is depicted in Figure 3b.

(a) (b)

Figure 3. Figure (a) shows the model of the antenna array in CST Studio, while picture (b) plots the
directivity pattern of the proposed antenna array.
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2.2. Array Factor

As the full field solution for larger antenna arrays is often too computationally complex,
it is often used simplified using the array factor. The electromagnetic field produced by the
antenna array can be described using electric field strength E and magnetic field strength
H, which for a harmonic source, satisfies the equations

ΔH + k2H = 0, ΔE + k2E = 0, (3)

where k = −j · ωμ(γ + j · ωε).
The vector of electric field strength produced by antenna array E(ϑ, ϕ) can be, at a

particular point, expressed as [31]

E(ϑ, ϕ) = f
e
(ϑ, ϕ) · Sa(ϑ, ϕ), (4)

where ϑ stands for the elevation, ϕ for azimuth, f
e

is the electric field produced by one
element, and Sa is the array factor in the form

Sa(ϕ, ϑ) =
N

∑
n=1

M

∑
m=1

Inm exp
[
j · k0 · n · dx sin(θ) cos(ϕ) + k0 · m · dy sin(ϑ) sin(ϕ)

]
, (5)

where N is the number of elements in the x direction, M is the number of elements in
the y direction, dx and dy are the distances between the patches, and k0 = 2π/λ is the
wave number. The dimensions are depicted in Figure 4. For other derived quantities, as
directivity defined in Equation (1), the decomposition into the patch pattern and array
factor works in the same way.

x

y

z

0

dy

dx

ϑ

1 2 M

1
2

N

ϕ
n

m

. .
.

. .
.

. . . . . .

Figure 4. Planar antenna array with N × M elements.

The control synthesis based on array factor obviously cannot bring the optimal re-
sults, but it represents a suitable first step to obtain the point from which the optimiza-
tion can start. It also can bring an idea about the physical limits which can be (at least
theoretically) reached.

2.3. Matrix Formulation of Array factor

The computational complexity of the array factor calculation can be reduced using a
matrix formulation in the form

Sa = LI =

⎡⎢⎢⎢⎣
α11 α12 . . . α1k
α21 α22 . . . α2k

...
...

. . .
...

αl1 αl2 . . . αlk

⎤⎥⎥⎥⎦ ·

⎡⎢⎢⎢⎣
I11
I12
...

Ilk

⎤⎥⎥⎥⎦, (6)
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where
αmn = exp

[
j · k0 m dx sin(θ) cos(φ) + k0 n dy sin(θ) sin(φ)

]
(7)

and I is the vector of excitation of particular patches.
This formulation is advantageous for repeated calculations, while the computational

complexity is removed in the assembling process. The complexity can consequently be
reduced using the Principal Component Analysis (PCA) [32]. The correlation matrix C of
the transformation matrix L can be calculated as

C = L · LT. (8)

Only a limited number of eigenvalues play the important role, as can be seen in
Figure 5a. Figure 5b shows the comparison of array factor calculated from excitation
obtained by direct usage of Dolph–Chebychev method and reconstructed by pseudo-
inverse with PCA reduction.

(a) (b)

Figure 5. Order reduction and pseudo-inverse. (a) Eigenvalues of transformation matrix; (b) Compar-
ison of array factor calculated from excitation obtained by direct usage of Dolph–Chebychev method
and reconstructed by pseudo-inverse.

The reduced matrix can be also used within the Penrose–Moore pseudo-inverse for
the control synthesis. The transformation matrix can be decomposed using Singular Value
Decomposition (SVD) as

L = U · Σ · VT, (9)

where Σ is a diagonal matrix with singular values in the main diagonal and U, V are
orthogonal matrices containing singular vectors. The pseudo-inverse of this matrix Σ∗
contains inverse singular values on the diagonal. The pseudo-inverse of the transformation
matrix can be then written as

L∗ = VΣ∗UT. (10)

The usage of matrix pseudo-inverse can be useful for large arrays, however it tends to
become weakly-conditioned for low resolution in ϑ and ϕ.

2.4. Deterministic Control Synthesis Methods

The deterministic methods use the tools common in the area of digital signal processing.
These methods can be divided into three main sub-classes [28]:

• synthesis based on possessing nulls of the characteristic polynomial, commonly used
for suppressing particular noise from the given direction, represented by Schelkunoff
zero-placement method;

• methods based on so called beam shaping, i.e. specifying beam sector pattern and in-
verse transformation to obtain excitation, represented by Woodward–Lawson method,

• methods for synthesis narrow beams and low side lobes, represented by the Dolph–
Chebychev method.
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2.4.1. Woodward–Lawson Method

This design method is based on inverse Discrete Fourier Transform. The excitation of
particular elements of the antenna array given by [33] was modified (for reaching a better
efficiency) to the form

I(n, m) =
K

∑
k=1

L

∑
l=1

SA · exp(jk0 · (N · Δx[k, l] + M · Δy[k, l])), (11)

where I is a matrix with complex numbers representing excitation, k0 is the wave number,
N and M are pre-assembled matrices containing numbers 1 . . . N and 1 . . . M, respectively,
in rows, and symbols Δx, and Δy stand for preassembled matrices where

Δx =

⎡⎢⎢⎢⎣
dx sin(ϑ0) cos(ϕ0) dx sin(ϑ0) cos(ϕ1) . . . dx sin(ϑ0) cos(ϕK)
dx sin(ϑ1) cos(ϕ0) dx sin(ϑ1) cos(ϕ1) . . . dx sin(ϑ1) cos(ϕL)

...
...

. . .
...

dx sin(ϑK) cos(ϕ0) dx sin(ϑK) cos(ϕ1) . . . dx sin(ϑK) cos(ϕL)

⎤⎥⎥⎥⎦. (12)

and matrix Δy is built in a similar way.

2.4.2. Schelkunoff’s Zero-Placement Method

The array factor (expressed in the Z-transformation) produced by N × M elements
antenna array can be expressed as a product of N − 1 and M − 1 degree polynomials using
its roots (zeros) in the form (extended from the 1D version published in [33])

Sa(z) =
N−1

∑
n=0

M−1

∑
m=0

anbmzmzn = (13)

(z − z1)(z − z2) . . . (z − zN−1)aN−1 · (y − z1)(y − y2) . . . (y − yM−1)bM−1.

The magnitudes and phases on the antenna array can be expressed as a dyadic product
of two complex vectors

I = a ⊗ b, (14)

where a = (a0, a1, . . . , aN−1) and b = (b0, a1, . . . , bM−1) are coefficients of polynomials
from equation (13). The first step of the method is proper placing of zeros zn and yn in the
ϑ direction or ϕ direction, respectively. Consequently, the coefficient of polynomials an and
bm are calculated. The excitation matrix is then obtained directly using the dyadic product
from equation (14).

2.4.3. Dolph–Chebychev Method

It can be proven that the lowest main-lobe width and highest ratio of suppression
of side lobes at the same time can be achieved if all side lobes have the same level. This
can be achieved using the Dolph–Chebychev window which is based on the Chebychev
polynomials. The Chebychev polynomial of degree n is given by expression

Pn(x) = cos(n arccos(x)). (15)

The procedure itself is similar to the zero-placement method, but the position of zeros
in the z-plane is given by zeros of the Chebychev polynomials as

zi = exp(j · ψ), yi = exp(j · ζ), (16)

where

ψ = 2 · arccos
(

αn

α0

)
, (17)
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ζ = 2 · arccos
(

β

β0

)
. (18)

There holds

α0 = cosh
(

arccosh(Ra)

N − 1

)
, β0 = cosh

(
arccosh(Ra)

M − 1

)
, (19)

where Ra is the required suppression of side lobes level,

αn = cos
(

π · n − 0.5
N − 1

)
, βn = cos

(
π · m − 0.5

M − 1

)
. (20)

2.5. Optimization Methods

Computational complexity of control synthesis can be divided into two main groups:
computational complexity during the synthesis itself and computational complexity during
the real deployment. Regardless of the numerical techniques used, the measure of complex-
ity is the required number of array factor calculations or electromagnetic field simulations.
It seems that the pure usage of optimization tools for array factor synthesis does not bring
any significant advantage. Although the optimization tools seem to provide more freedom
in choosing the target, there is a certain equivalence between the optimization with a
particular goal function and some deterministic approach. For example, the optimization
where the goal is to maximize the magnitude of main lobe gives the same result as the
Woodward–Lawson method with a rectangular window (see Figure 6).

Figure 6. Comparison of Woodward–Lawson method (orange line) and optimization (blue line).

The most computationally expensive part of the control synthesis is an optimization
procedure, provided it is used. Although the results from the array factor analysis are
presented in the paper, the goal is to find an approach that will work together with elec-
tromagnetic field simulation. This fact limits the number of calculating goal functions
to hundreds or lower thousands. The paper deals with testing three different sets of
optimization parameters:

• Magnitude and phase of each particular element represent the optimization parameters.
• Coefficients of polynomials a, b from Equations (13) and (14) are parameters of

optimization.
• Positions of zeros yi and zi from Equation (13) are subject of optimization.
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In preliminary tests, it appeared that gradient-based methods and methods follow-
ing from convex optimization such as Nelder–Mead, COBYLA, BOBYQA showed poor
convergence. Surprisingly, bad convergence also appeared by methods commonly used
in machine learning such as Covariance Matrix Adaptation Evolution Strategy (CMA-ES).
Together with the requirement on the possibility of multi-criteria optimization as promising
candidates appeared methods based on genetic algorithms NSGA-II, EPS-MOEA, and
swarm optimisation algorithm SMPSO. The aim was to assess the speed of convergence,
especially at the end of the optimization process. This is based on the idea of a hybrid
algorithm, where the starting point (population) of optimization is constructed on the basis
of deterministic methods or methods based on electromagnetic field simulation.

2.6. Quantization

There are several approaches to quantization in the microwave technology. The
particular approach depends on practical realization. In this paper, the quantization is
performed on the level of array factor, which corresponds with the aimed realization
using digitally controlled Variable Gain Amplifiers (VGA). The quantized magnitude
Înm of the coefficient Inm represents the control of the gain of amplifier, the quantized
phase ϕ̂ represents the digital control of phase shifters. The quantization is performed
using formula

Îm = �Im · 2n�/2n, (21)

where Îm is the quantized weight, Imn is the normalized weight and symbols �� are used
for rounding.

ϕ̂ = �ϕ/π · 2n�/2n · π. (22)

The quantized magnitude and the quantized phase are directly used in simulations
as weights for control excitation, and in practical realization they are interpreted as n-bits
words used for control of VGA or phase sifters, respectively.

3. Results and Discussion

The first part of the study is dedicated to the comparison of effect of quantization for
selected well-known methods. The influence of quantization on the array factor obtained
by deterministic methods is depicted in Figure 7.

It is evident that the sensitivity strongly depends on the selected way of synthesis (All
results presented in this section were obtained using software packages Pyntenna [34] and
Artap [35,36], which are available at GitHub https://github.com/artap-framework/artap,
accessed on 20 March 2022). It seems that the most robust method from the determinis-
tic ones is the Woodward–Lawson method with a rectangular window (Figure 7a). The
suppression of side lobes can be reached using windowing (Figure 7b), but application of
a window increases the sensitivity to quantization. In the case of the Dolph–Chebychev
method (Figure 7c), the sensitivity to quantization depends on the chosen level of suppress-
ing the side lobes, the effect of quantization is greater with the greater required suppression
of side lobes. The design using Schelkunoff’s zero-placement method (Figure 7d) is an
example of the design which could be acceptable for a continuous control but which
is extremely sensitive to quantization (The position of zeros was chosen on purpose to
demonstrate effect of quantization; we do not state that this is property of Schelkunoff’s
zero-placement method).
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(a) (b)

(c) (d)

Figure 7. The influence of quantization of coefficients. (a) Fourier method with rectangular window;
(b) Fourier method with Hamming window; (c) Dolph–Chebychev method with required side lobe
level −30 dB; and (d) Schelkunoff’s zero-placement method.

The dependence of the array factor on the scanning angle together with the effect of
quantization is depicted in Figure 8. In all graphs in the figure, there is elevation angle ϑ on
the x-axis, and on the y-axis is

Δ = Sa1 − Sa2, (23)

where Sa1 stands for level of the main lobe and Sa2 represents the level of biggest side
lobe. Figure 7 demonstrates that there is a connection between side lobe suppression
and robustness against quantization error. Within the antenna array design process, it is
necessary to carefully consider which criteria are more relevant for a given application. In
the case of ground stations for nanosatellites, requirements on side lobes are relatively weak
(compared to radar applications) but the robustness plays an important role. If steering
angle is considered in a certain range, the effect of quantization is more noticeable than
for a single elevation angle. The less sensitive design is reached using the Fourier method
with a rectangular window (Figure 8a), where quantization using with more than four
bits is acceptable. For the Fourier method with the Hamming window (Figure 8b) and
the Dolph–Chebychev method (Figure 8c), the effect of quantization appears for all levels
of quantization. The design using the zero placement method (Figure 8d) (and particular
positions of zeros) seems to be practically inapplicable.

Besides the quantization effect, we can see the influence of the method on the range
of possible scanning angle in Figure 8. Note that the sensitivity to quantization of the
excitation magnitudes and phases also points to sensitivity in general.
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(a) (b)

(c) (d)

Figure 8. The influence of quantization of coefficients. (a) Fourier method with rectangular window;
(b) Fourier method with Hamming window; (c) Dolph–Chebychev with required side lobe level
−30 dB; and (d) Zero placement method.

Figure 9a,b show the influence of the required suppression level on zero positions.
Depending on the specific application, a trade-off must be made between the required
radiation pattern and sensitivity. For a rough quantization and high requirements on
suppression of side lobes, the position of zeros is significantly influenced. On the other
hand, the tuning of positions of zeros can be a way to decrease sensitivity to quantization.

(a) (b)

Figure 9. Influence of 3-bit quantization of coefficients on positions of zeros. (a) Dolph–Chebychev
method 20 dB; (b) Dolph–Chebychev method 30 dB.

The synthesis of array factors based on the deterministic method certainly will not lead
to an acceptable design. However, it can significantly reduce the number of evaluations of
the goal function during the following optimization with the usage of field simulation.
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For testing capabilities of different optimization algorithms, the problem of Array
Factor synthesis where the goal function in the form

F1 = max[Sa(ϑr, ϕr)], (24)

(ϑr and ϕr standing for the required elevation and azimuth, respectively) was chosen. As
written above, the array factor obtained using this goal function is the same as the array
factor obtained using the Fourier method with the rectangular window.

The optimization was performed for 200 individuals and 300 generations. The first
generation was created purely randomly with the uniform distribution. After preliminary
tests, the four evolutionary algorithms were chosen. The parameters of optimization were
magnitudes and phases of all array elements independently. This can be useful during
the calibration process, where symmetries can be broken due to possibilities of practical
realization. The results of optimization are depicted in Figure 10. Figure 10a shows the
dependence of array factor on elevation angle after optimization. The goal was to maximize
the array factor on the elevation angle ϑ = 0. Figure 10b shows the dependence of value
of the array factor Sa(0, 0) on the number of generation. It can be seen that the fastest
convergence was reached using the SMPSO algorithm over generations (K). However, the
number of calculations of the goal function is too high for incorporating electromagnetic
field simulation. The algorithm EPS MOEA does not converge to the correct solution at all.

(a) (b)

Figure 10. Comparison of algorithms NSGA II, EPS MOEA, and SMPSO. (a) Array factor;
(b) Convergence.

Figure 11 shows the possibilities of speeding up the optimization process in the case
of the algorithms NSGA II and SMPSO. Figure 11a shows the array factor obtained using
optimization by different approaches, while Figure 11b shows the convergence of different
sets of parameters. The fastest convergence seems to be reached if parameters of optimiza-
tion are positions of zeros. Unfortunately, optimizing the zero positions often tends to
converging to non-optimal solutions (see the red line in Figure 11b). The used objective
function is not equally sensitive to the positions of all zeros. More robust convergence is
observable when using polynomial coefficients as optimization parameters. The optimiza-
tion using SMPSO with coefficients of polynomials as parameters is acceptably fast and
seems to be applicable together with the field simulator. Although optimization of zero
positions shows relatively poor convergence together with evolutionary algorithms, the
change of zero position has a predictable impact on array factor (or radiation pattern). It
makes the zero placing be a candidate for cooperating with machine learning for automatic
tuning and calibration.
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(a) (b)

Figure 11. Convergence of algorithm with different parameter sets. (a) Array factor; (b) Convergence.

The number of enumerations of the objective function in the previous test problem
would be on the edge of solvability if the field simulation is used. It is also necessary to
mention that, for other objective functions, the convergence is mostly even worse. The
most promising approach seems to be the set of parameters δα1, δα2, . . . , δαn−1, where each
parameter δαi represents a relative angular shift of the particular zero. The optimization
process therefore can start from the solution obtained using any deterministic method. In
this work, the objective function was formulated as

F1 = max |(Sari − Sai)|, (25)

where Sari is the required magnitude of the i-th lobe and Sai is the magnitude of the i-th
lobe. The goal function described by Equation (25) leads to maximal suppression of the
side lobes.

Any standard deterministic method does not take into account the sensitivity to
quantization. Additionally, the single objective optimization presented above does not
reduce the sensitivity.

One possible way to reach the prescribed radiation pattern and reduce the sensitivity
to rounding (and sensitivity in general) at the same time, is represented by a multi-criteria
optimization. First, the goal function F1 represents the requirements on the array factor
shape, and is defined by equation (25). The second goal function represents the effect of
quantization and is defined by

F1 = max |(Ŝari − Ŝai)|, (26)

where (Ŝari and Ŝai) are magnitudes of side lobes of array factor obtained using coefficients
quantized by required number of bits.

Figure 12a shows all calculated solutions for multi-criteria optimization. A collection
of solutions that are not dominated by other solutions (in the figure marked by red) in
that set are superior to the rest of the solutions. In the search area, they are known as
the Pareto front [37]. The red point at the rightmost position represents the solution in
which requirement on array factor shape are best fulfilled; the red point at the leftmost
position represents the solution which is less sensitive to quantization. The remaining
red points represent the compromise between the required array factor shape and the
sensitivity to rounding. The dependence of difference between the main lobe and the
biggest side lobe for 3-bit quantization is depicted in Figure 12b. As can be seen from the
Pareto front, it is possible to select a solution with an acceptable side lobe suppression and
also acceptable sensitivity to quantization. Especially for quantization via a low number
of bits, the proposed method offers better results than any tested deterministic method.
Figure 12c,d show the comparison of the best deterministic methods and the proposed
method for the array factor and required elevation angle ϑ = 0◦ and ϑ = 30◦, respectively.
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Note that results were obtained using SMPSO algorithm which showed the best
performance in the previous tests.

The important question is if the usage of multi-criteria optimization instead of mono-
criteria optimization does not lead to significantly worse convergence. The compari-
son of convergence between the mono-criteria and multi-criteria processes is depicted in
Figure 13a,b, respectively. The results were obtained using the SMPSO algorithm, where the
whole optimization process was repeated 20 times. The figure shows the mean value and
standard deviation calculated from these twenty runs for both single and multi-objective
optimization. The usage of multi-criteria optimization has a certain but not critical influence
on the convergence speed.

According to the results described above, the lowest number of calculations of the
goal function was reached using procedure:

1. Calculating solutions using deterministic methods to reach a result close to the re-
quired radiation pattern (array factor).

2. Forming the initial population including results obtained using deterministic methods.
3. Performing the multi-criteria optimization using the SMPSO algorithm, where param-

eters of optimization are relative shifts of the zero positions. The first goal function
describes the required shape of the array factor, while the second goal function ex-
presses the influence of the quantization error.

4. Selecting an acceptable compromise between the array factor requirements and sensi-
tivity to quantization from Pareto front obtained using optimization.

(a) (b)

(c) (d)

Figure 12. Results of multi-criteria optimization with 60 generations and 60 individuals in each
generation. (a) Pareto front of the quantization error of the magnitude and the phase after the multi-
criteria optimization, the points of the Pareto front is denoted by red dots; (b) Comparison of effect of
3-bit quantization for array factor obtained by different methods. The result of optimization—black
line; (c) Comparison of array factors obtained by different methods with 3-bit quantized excitation for
ϑ = 0◦; (d) Comparison of array factors obtained by different methods with 3-bit quantized excitation
for ϑ = 30◦.
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(a) (b)

Figure 13. Mean and standard deviation calculated from 20 runs of optimization. (a) Single-criteria
optimization; (b) Multi-criteria optimization.

4. Conclusions

The main goal of this research, motivated by requirements following the necessity of
communication with nanosatellites, was to find the procedure of synthesis of antenna array
control. This procedure should take into account the sensitivity to quantization errors, but,
at the same time, the number of necessary evaluations of the goal functions (which can be
based on full-field simulation) must be minimized. It was shown that the commonly used
deterministic methods could lead to control, which is highly sensitive to quantization, and
the following optimization step proved necessary. On the other hand, including results
from the deterministic approach to the initial populations of the optimization process
rapidly reduces the number of calculations of the goal functions. The fastest convergence
was reached using the algorithm SMPSO when the parameters of optimization were relative
angular shifts of zeros positions.
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PCA Principal Component Analysis
SVD Singular Value Decomposition
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Abstract: The distribution of disk output voltage is a key factor for the design of an insulated core
transformer (ICT) high-voltage power supply. The development of an ICT involves the design and
optimization of many parameters, which greatly affect the uniformity of disk output voltage. A new
ICT structure with dummy primary windings can compensate for the disk output voltage, which aims
to improve uniformity. In this work, an optimization method based on a particle swarm optimization
(PSO) algorithm was used to optimize the design parameters of an ICT with dummy primary
windings. It achieved an optimal uniformity of disk output voltage and load regulation. The design
parameters, including the number of secondary winding turns and the compensation capacitance,
were optimized based on the finite-element method (FEM) and Simulink circuit simulation. The
results show that the maximum non-uniformity of the disk output voltage is reduced from 11.1%
to 4.4% from no-load to a full load for a 200 kV/20 mA HUST-ICT prototype. Moreover, the load
regulation is greatly reduced from 14.3% to 9.6%. The method improves the stability and reliability
of the ICT high voltage power supply and greatly reduces the design time.

Keywords: insulation core transformer; non-uniformity of disk output voltage; load regulation;
voltage compensation; dummy primary winding; PSO algorithm

1. Introduction

Low-energy electron accelerators have been widely adopted in the fields of material
modification, environmental protection, treatment, coating curing, etc. [1–3]. Compared
with other types of electron accelerators for industrial irradiation applications, insulated
core transformers (ICTs) have the outstanding advantage of high energy conversion effi-
ciency. The performance of an electron accelerator largely depends on the high-voltage
power supply.

Recently, ICT high-voltage power supply involved in attention due to high-power
density. In 2009, KSI Corp. developed a novel ICT of 750 kV/100 mA [4]. In 2011, a planar
ICT was designed by the Chinese Academy of Sciences, and the capacitor compensation
technique is adopted [5]. Since 2012, compensation methods [6,7] and equivalent circuit
models [8–10] have been developed at Huazhong University of Science and Technology.

The plane schematic diagram of a three-phase ICT is presented in Figure 1. It contains
three core columns, which consist of a primary core wrapped with a primary winding
and multi-secondary cores wrapped with multi-secondary windings. Insulation sheets are
inserted between the cores [11]. Each core is electrically connected to the corresponding
winding to achieve equipotential, and each of the three secondary windings in the same
disk is connected to a DC voltage doubler. The three doubler units in the same disk are
connected in series; this output DC voltage is called the disk output voltage. Each disk
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is surrounded by a grading ring, which is intended to distribute the electric field evenly.
Finally, all disks are connected in series to obtain the high output voltage of the ICT high-
voltage power supply [7]. The ICT and the high-voltage electrode on top of it are placed
into a tank filled with approximately 0.6 Mpa sulfur hexafluoride gas.

Figure 1. Plane schematic diagram of a three-phase ICT. 1—magnetic core limb; 2—top yoke;
3—insulation sheet; 4—primary core; 5—primary winding; 6—bottom yoke; 7—secondary core;
8—secondary winding. Sn represents the n-th disk.

The insulation sheets are usually made of Teflon, mica, etc., for which the magnetic
permeability is much smaller than that of electrical steel. Significant magnetic flux leakage
is produced by the insulation sheets of ICTs [9,12]. The leakage flux gradually increases
from the bottom to the top disk [6,13]. The output voltage of disks is proportional to the
working frequency, the flux amplitude, and the number of secondary winding turns. The
different output voltages of the disks cause electric potential differences among the disks.
On the one hand, the induced voltages of the secondary windings on different disks are
different, which results in higher design and manufacturing costs. On the other hand, a
permanently damaging electric breakdown tends to occur on insulating sheets between
adjacent disks that have a large electric potential difference.

Increasing the number of secondary winding turns is commonly used to ensure
that the disks’ output voltage is as consistent as possible. To facilitate the description of
the consistency of the disks’ output voltage, the concept of maximum non-uniformity is
introduced. The maximum non-uniformity of the disks’ output voltage can be used to
describe the distribution of the output voltage of all disks, indicating the possibility of high
voltage breakdown. It can be defined as:

σ0 =
max(Vsj_NL)− min(Vsj_NL)

max(Vsj_NL)
× 100% (1a)

σ1 =
max(Vsj_FL)− min(Vsj_FL)

max(Vsj_FL)
× 100% (1b)

where σ0 and σ1 represent the maximum non-uniformity of disk output voltage under
no-load conditions and full load conditions, respectively; VSj represents the output voltage
of the j-th disk Sj, j ≤ n; and n represents the number of disks.

Often, the upper secondary windings require an additional number of turns, which
increases the output impedance. Eventually, this leads to a greater load regulation of the
upper disks than the lower disks. Load regulation describes the change in the output
voltage from no-load to a full load, which can be expressed by Formula (2):

LR =
Vno-load − Vf ullload

Vf ullload
× 100% (2)
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where LR represents the load regulation, and Vno-load and Vfullload represent the output high
voltage under no-load conditions and full load conditions, respectively.

The differing load regulation of disks creates more challenges in selecting an appro-
priate number of secondary winding turns. We developed a 200 kV/20 mA HUST-ICT
prototype, and Figure 2 shows the equipment during installation at Huazhong University
of Science and Technology. The conversion efficiency of the HUST-ICT was up to 86%. The
number of secondary winding turns (NS1, NS2, . . . , NS6) was 2736, 3080, 3400, 3671, 3863,
and 3974.

Figure 2. A 200 kV/20 mA prototype HUST-ICT during installation.

The output voltage of the disk was tested in an atmospheric insulated environment
with a high voltage of 20 kV under no- load. Figure 3 shows the output voltage of each
disk, which was approximately 3.5 kV. The maximum error between the simulation results
obtained via the finite-element method (FEM) and the experimental data was less than
5.5%. Because measurement of the output voltage of the disks was not possible under
200 kV operating conditions, the 3D FEM model and a circuit model of the HUST-ICT
were built and examined with Ansys software and the MATLAB/Simulink environment,
respectively. The distribution of the magnetic flux density in the 3D FEM model is shown
in Figure 4. Figure 5 shows the results of the two simulation methods when the HUST-
ICT was working at 200 kV with no- load and a full load. These results also match the
experimental data when the accelerator was working at 200 kV/20 mA. The maximum
error between the simulation results obtained via the FEM and the simulated circuit was
less than 2.5%. Therefore, the FEM simulation model was considered to be reliable.

Figure 3. The output voltage distribution of disks under no-load from the experimental test, FEM,
and Simulink circuit simulations.
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Figure 4. Distribution of the magnetic flux density in the 3D FEM model of the HUST-ICT.

Figure 5. The output voltage distribution of disks at 200 kV under no-load and a full load obtained
via FEM and Simulink circuit simulations. NL, no-load; FL, full load.

σ0 was 3.5% and σ1 was 11.1% based on the FEM simulation model. Although the
non-uniformity of the disk output voltage was small under no-load, it was larger under
a full load. Usually, both σ0 and σ1 are expected to be less than 10% to ensure reliable
operation in industrial production systems. The LR of the HUST-ICT was 14.3%. The
smaller the load regulation, the better the performance of the ICT high-voltage power
supply. Notably, σ and LR did not meet expectations. Several electric breakdowns occurred
on the insulation sheets.

In addition, a significant amount of time can be spent on the design of the number of
secondary turns with manual iterative optimization, which mainly relies on the designer’s
experience. The design of an ICT contains many parameters, which interact with the
transients. As a result, the manual optimization process is complex, and the result is
frequently not an optimal solution for this problem.

Methods of optimizing and improving the prototype are currently being studied. On
the one hand, adding a dummy primary winding is an interesting method [7]. Dummy
primary winding produces a greater excitation effect on the upper secondary windings
than on the lower ones. It creates a complementary effect with the primary winding and
helps to improve the uniformity of the disks’ output voltage. On the other hand, artificial
intelligence algorithms can be used to optimize the design parameters of an ICT. The PSO
algorithm is a metaheuristic algorithm, which was developed by Kennedy and Eberhart in
1995 [14]. In comparison with other algorithms (GA, ACO, ABC, GSO, SA, etc.), the major
advantages of PSO include fewer control parameters, high efficiency, fast convergence,
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and little dependence on the initial value [15]. It has been successfully applied to both
continuous and discrete optimization problems. More recently, the PSO algorithm has
solved many complex scientific research and engineering application problems [16–19].

In the light of the discussion above, the design parameters of an insulated core
transformer with a dummy primary winding (DICT) were optimized based on the PSO
algorithm in this research. The remaining parts of this study are organized as follows.

The structure of the DICT is introduced and the parameters are calculated analytically
in Section 2. The optimization methods based on PSO are described in Section 3. The
method is presented as an example of a 200 kV/20 mA DICT in Section 4. The results are
analyzed and discussed in Section 5. Section 6 concludes this paper.

2. Design of DICT

2.1. The DICT Structure

In contrast to conventional structures, one dummy primary winding and one dummy
primary core are added to the top of each phase limb of the ICT. The structural dimensions
of the dummy primary windings and cores are the same as those of the primary windings
and cores. The dimensional parameters of the ICT are listed in Table 1. The structure
diagram of a three-phase DICT with six disks is shown in Figure 6.

Table 1. The dimensional parameters of DICT structure.

Components Height (mm) Radius (mm)

(Dummy) primary cores 170 89

Secondary cores 47.6 89

(Dummy) primary windings 150 94 (inner)/139 (outer)

Secondary windings 25 96 (inner)/131 (outer)

Yokes 100 130 (inner)/330 (outer)

Insulation sheets 2 100

Figure 6. Structure diagram of the three-phase DICT with six disks.

The alternating magnetic flux produced by the primary winding excitation generates
an induced voltage in the dummy primary winding. A suitable capacitor (calculated in the
next subsection) is connected in parallel to each dummy primary winding. The current
phase of the dummy primary winding is adjusted so that it is consistent with the current
phase of the primary winding. This seems to increase the excitation to compensate for
the magnetic flux of the secondary windings, especially the upper secondary windings.
Therefore, this capacitor can be called a compensation capacitor.
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2.2. Calculation of the Parameters

An ICT is a multi-winding transformer with a special structure. It is very difficult
to calculate the exact value of mutual inductance using analytical expressions because
the fringing flux effect around all the insulation sheets makes the calculation of the flux
path complicated [20]. Numerical analysis via FEM allows for a high-precision mutual
inductance matrix.

Due to the completely symmetrical structure, the magnetic circuits of each phase
are equal. The equations used to calculate the number of secondary winding turns and
compensation capacitance were derived and are described for a single-phase expression in
the following paragraphs.

The voltage balance equations of the ideal transformer model and Ohm’s Law under
no- load conditions are shown below:

·
Up = jωLp

·
Ip + jωMpp′

·
Ip′ + Rp

·
Ip (3)

·
Up′ = jωLp′

·
Ip′ + jωMpp′

·
Ip + Rp′

·
Ip′ (4)

·
Up′ = − 1

jωCcom

·
Ip′ (5)

where p and p’ represent the primary winding and the dummy primary winding, Up and
Up’ represent the voltage of the primary winding and the dummy primary winding, Ip and
Ip’ represent the current of the primary winding and the dummy primary winding, Rp and
Rp’ represent the resistance of the primary winding and the dummy primary winding, Lp
and Lp’ are the self-inductance of the primary winding and the dummy primary winding,
Mpp’ is their mutual inductance, ω is the angular frequency of the input voltage, and
Ccom is the capacitance connected to each dummy primary winding. The resistance of the
windings is much smaller than the inductive reactance and can be neglected for simplified
calculations. It is necessary to generate the same excitation effect for the dummy primary
windings as the primary windings. Hence, the flux of the primary winding is equal to that
of the dummy primary winding, corresponding to their induced voltages. Ultimately, the
compensation capacitance can be calculated by Equation (6):

Ccom =
Lp − M

ω2(LpLp′ − M2)
(6)

This is related to the mutual inductance parameters and the angular frequency of the
input voltage. Once the physical model has been established, the mutual inductance matrix
can be obtained by FEM simulation or a formula based on experience, which can be used to
calculate a preliminary value of compensation capacitance. This is optimized in Section 3.

The excitation generated by the primary windings and the dummy primary windings
is cross-linked with all other windings, which satisfies the superposition theorem [21].

·
U = jω(Lp + Mpp′)

·
Ip + jω(Lp′ + Mpp′)

·
Ip′ (7)

NSi =
USi
Up

Lp
(1) + Lp′

(1)

MpSi
(1) + Mp′Si

(1)
Npk1 (8)

where Np and NSi are the number of primary and secondary winding turns, respectively;
Lp

(1), Lp’
(1), MpSi

(1) and Mp’Si
(1) are the single-turn self- and mutual- inductance of the

windings; Up is the input RMS voltage of the primary winding; USi is the output RMS
voltage of the secondary windings; and k1 is a compensation coefficient.
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3. Optimization Method for the Design Parameters of the DICT Based on PSO

The parameters of the DICT to be optimized included the number of secondary
winding turns (NS1, NS2, . . . , NSn) and the compensation capacitance (Ccom). Obviously,
this is a multi-parameter optimization problem in a typical engineering application.

The PSO algorithm mimics the foraging behavior of certain birds or other animals,
which find food through their knowledge and learning from the experiences of others,
there are no leaders among them. The PSO is similar to the genetic algorithm (GA) in that
the system is initialized by a population of randomized solutions. Compared with the GA,
each potential solution in the PSO has a random velocity, and these potential solutions are
particles flying in a multi-dimensional space. They adjust their flight speed dynamically
according to the individual cognitive ability and the social cognition ability (from the
experience of their peers), which form positive feedback for group optimization. Each
particle records its coordinates (position) associated with the best solution (the maximum
or minimum value of the target function) that it has achieved so far in the search space.
This value is called pbest. Meanwhile, the best solution of all particles is also recorded, this
value is called gbest [22]. Next, pbest and gbest are updated through each iteration step.
Specifically, at the k-th iteration, the speed and position of the i-th particle are updated
through dimension d according to the following Equations [15]:

vk+1
i,d = ωvk

i,d + c1r1(pbestk
i,d − xk

i,d) + c2r2(gbestk
d − xk

i,d) (9)

xk+1
i,d = xk

i,d + vk
i,d (10)

where c1 is the learning coefficient for individual ability and c2 is the learning coefficient
for social ability. Usually, c1 and c2 are taken as 2. Moreover, r1 and r2 are uniform random
numbers between 0 and 1, d represents the dimension, and w is the inertia weight, which
plays an important role in balancing the global search and the local search, since it directly
affects the convergence of the objective function. It helps to reduce interactions by using a
decreasing inertia weight.

The PSO algorithm is ideal for solving multi-parameter optimization problems by
constructing an objective function and converting the multiple parameters to be solved
into a multi-dimensional solution space. In this study, the objective function involved σ0,
σ1, and LR.

The position of the particle is a variable vector X = [x1, x2, . . . , xm] that indicates the
solution of the problem to be optimized for a swarm with m particles. The merit of the
position for each particle depends on the objective function.

Combined with the design processes of the DICT, the PSO-based method is summa-
rized in the following steps:

1. Select the material of the insulating sheets, the rectifier elements, and the working
magnetic flux density based on the minimum power loss and the size of the structure
of the DICT, and calculate the rough value of Ccom and NS1, NS2, . . . , NSn according
to Equations (6) and (8);

2. Calculate the mutual inductance matrix with the FEM magnetostatic model of the
DICT;

3. Generate an initial swarm with positions (xi) and velocities (vi). Take a range of values
for each particle based on the previous calculations of NS1, NS2, . . . , NSn, and Ccom;

4. Establish the objective function and obtain the personal best value pbest and the
global best value gbest so far. VS1_NL, VS2_NL, . . . , VSn_NL are calculated by analytical
formulae. Meanwhile, VS1_FL, VS2_FL, . . . , VSn_FL are obtained by the MATLAB codes
and the Simulink circuit under full load conditions. Thus, σ0, σ1 and LR can be
calculated by Formulas (1) and (2);

5. Update the personal best value pbest and the global best value gbest, and update the
position and velocity of each particle via Equations (9) and (10) to obtain a new set of
design parameters;

6. Assess the objective function and find the best fitness value so far;
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7. Update the swarm, and repeat Steps 4, 5, and 6;
8. Repeat Steps 4, 5, 6, and 7 until the end condition is met;
9. Output the optimized parameters of the DICT (NS1, NS2, . . . , NSn, Ccom) and the

output voltage of disks (VS1_NL, VS2_NL, . . . , VSn_NL, VS1_FL, VS2_FL, . . . , VSn_FL), and
calculate σ0, σ1, and LR;

10. Import the optimized parameters into the FEM couple-circuit transient model of the
DICT to verify the output voltage of the disks.

A flowchart of the design parameters of a DICT based on PSO is shown in Figure 7.

Figure 7. Flowchart of the design parameters of a DICT based on PSO.

4. An Example of a 200 kV/20 mA DICT

Based on the experience of the prototype, the fill factor of the core was about 95%, and
the core material was Nippon steel of 27zh95, the BH curve for which is shown in Figure 8.
The material of windings is copper and the windings are modelled using uniform multi-
turn coils. At the same time, sufficient space needs to be considered for coil interleaving
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and interlayer insulation. The doubling rectifier circuit is the same as in [6], expect that the
capacitor is set to 0.2 μF. The smaller capacitor helps to reduce stored energy and increase
the reliability of the ICT. The mutual inductance matrix can be obtained with the FEM
magnetostatic model. The design parameters were optimized by the method described in
Section 3.

Figure 8. The BH curve of 27zh95 steel.

The working magnetic flux density was about 0.5 T, which is much lower than the
saturation value, except for the corners. As a consequence, it can be described by a linear
transformer model [8]. The compensation capacitance Ccom was 213 μF, and the number
of secondary winding turns (NS1, NS2, . . . , NS6) was 1997, 2097, 2146, 2146, 2097, and
1997, respectively, according to Equations (6) and (8). For simplicity, the dummy primary
winding was assumed to be the same size as the primary windings. Np’ was the same as
Np: they were both 92 turns, and NS1 was 2000 turns, based on the preliminary design.

4.1. Initialization

Depending on the design, the number of secondary winding turns is determined to
be in the range of 1500–4000, and the compensation capacitance is taken in the range of
100–300 μF. Any phase of the ICT with a symmetric structure contains sufficient mutual
inductance information. The problem has six dimensions with solution variables (NS2,
NS3, . . . , NS6, Ccom). The dynamic inertia weight w is in the range of 0.4–0.95, and a linear
reduction was carried out by Equation (11) during the training. The population size was
set to 100, and the maximum number of iterations was set to 60.

w =
MaxIt − It

MaxIt
× (ws − we) + we (11)

where ws and we represent the initial value and the end value of inertia weight, respectively.
MaxIt represents the maximum number of iterations; and It represents the current number
of iterations.

4.2. The Objective Function

The non-uniformity of the disks’ output voltage and load regulation are the main
factors to be considered; hence, the objective function consists of these two factors. The
objective function is established with the non-uniformity of the disks’ output voltage and
load regulation, which can be set as in Equation (12):

f itness = ω1 × max(σ0, σ1) + ω2 × LR (12)

where ω1 and ω2 represent the weights of non-uniformity and load regulation, respectively.
Because the non-uniformity is a more important indicator affecting an ICT’s performance,
the weight factor ω1 was set to 1, and ω2 was set to 0.3, based on the experience of
the designer.
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5. Results

The convergence curve of the PSO algorithm is shown in Figure 9, and the optimized
design parameters are listed in Table 2. The results of the FEM model are in good agreement
with the results of MATLAB/Simulink.

Figure 9. The best fitness value per generation calculated by PSO for the DICT.

Table 2. The optimized design parameters of the DICT.

Disk No. S1 S2 S3 S4 S5 S6

Number of turns 2000 2122 2190 2188 2124 2024

Capacitance (Ccom/μF) 215

The distributions of the disks’ output voltage after all the tests and optimizations with
different types under no- load and a full load by FEM simulation are shown in Figure 10.
The distribution of the magnetic flux density in the 3D FEM model of the DICT is shown in
Figure 11. A comparison of the distribution of the magnetic flux density in the central axis
of the A-phase core column between the HUST-ICT and the DICT is shown in Figure 12.
Compared with Figure 4, the uniformity of the magnetic flux density distribution of ICT
has been significantly improved.

Figure 10. The DICT output voltage distribution of disks under no-load and a full load by FEM
simulation after PSO. NL, no- load; FL, full load.
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Figure 11. Distribution of the magnetic flux density in the 3D FEM model of the DICT.

Figure 12. A comparison of the distribution of the magnetic flux density in the central axis of the
A-phase core column between the HUST-ICT and the DICT.

The results based on PSO show that both σ0 and σ1 were less than 1.5%. However,
σ tended to be larger in the FEM model, especially σ1. The difference between the two
simulation methods can be attributed to a minor current phase shift in the dummy primary
windings. Compared with the circuit simulation model, the FEM model is more reliable.
Therefore, the final results based on the FEM simulation are presented in Table 3. In
comparison with the HUST-ICT under 200 kV/20 mA, the DICT has obvious advantages
over ICT. The non-uniformity of the disks’ output voltage decreases, from 3.5% to 1.9%
under no-load and from 11.1% to 4.4% under a full load. Moreover, the load regulation is
greatly reduced to 9.6%.

Table 3. Comparison of optimization results with 200 kV/20 mA.

Type
Non-Uniformity

Load Regulation
No-Load Full Load

HUST-ICT 3.5% 11.1% 14.3%

DICT by PSO 1.9% 4.4% 9.6%

In addition, the PSO method takes only a few hours, whereas the manual optimization
method takes several days or even weeks. In summary, the PSO method proved to be far
superior to the manual optimization method.
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The number of secondary winding turns was greatly reduced, especially for secondary
windings in the upper disks. Moreover, the number of winding turns had a roughly
symmetrical distribution, which reduced the number of winding specifications. As a result,
this suggested higher feasibility for the project’s implementation.

6. Conclusions

In this paper, the accuracy of the FEM model was verified by comparing test data of the
HUST-ICT prototype with the simulation results, and consistent results were also verified
in MATLAB/Simulink. The PSO algorithm was proposed for optimizing the design param-
eters of ICT. The structure of the DICT made the electric field evenly distributed, ensured
the uniformity of the disks’ output voltage, and greatly reduced the load regulation.

The PSO-based optimization method turned out to be highly effective for achieving
better disk output voltage uniformity and load regulation for the DICT. In summary,
it significantly saves the design time needed to improve an ICT’s performance. The
optimized design codes developed here can be used for all ICT-type high-voltage power
supply systems. Future work is planned to develop a new prototype based on this method.
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