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Preface to ”Towards COP27: The Water-Food-Energy
Nexus in a Changing Climate in the Middle East and
North Africa”

This MDPI journal of Sustainability provides a special contribution to its section Sustainable

Water Management. The SI with its integrated approach to the dynamic interactions between water,

food, and energy in a rapidly changing climate of the Middle East and North Africa (MENA) region

is a compilation of 23 articles and contributions from more than 90 experts from multidisciplinary

fields, such as hydrology, geography, meteorology, geology, pedology, engineering, etc.

Climate change has always existed throughout the 4.5 billion years of Earth’s history. However,

with the onset of the industrial revolution and an increasing global population, which reached 8

billion people on 14th November 2022, greenhouse gases through natural processes, such as the Sun’s

and volcanic activities, increased with human-induced activities, including the building of mega

cities, so-called heat spots, with little to no plant life and aquatic systems, and enhanced CO2 levels

due to the ever growing car and air traffic and industrial processes, to only name a few. Increased

greenhouse gases (GHGs) in turn contributed vastly to a rise in atmospheric temperature leading to

melting icecaps, accelerating heat transfer from air to water systems and erratic change of our global

pressure systems and air–mass interactions.

High pressure arid regions with vast terrains of desert are first affected and include Africa and

the Middle East. Little has been done to cultivate desert regions and integrate plant and tree life

together with water sheds in mega cities. More than ever before it is vital for existing technologies

and those introduced by authors of this SI to reach remote villages, as well as megacities, to eliminate

water shortage and reduce heat output to support a balanced climate, guarantee the survival of global

ecosystems and ultimately man, and the end of chaotic, unsustainable mass migration.

The past two decades have clearly shown a destabilization of the climate and its interaction

and effects on nature and socio-economic activities which were magnified in 2022 with extreme

atmospheric heating, leading to rapidly spreading, devastating forest and city fires, drying rivers,

severe droughts in the MENA region and extending far into the European continent in the summer

2022.

It is therefore crucial that we focus on understanding the complex terrestrial and marine

environments and their interactions with atmospheric dynamic processes. Added layers of human

habitations and activities will then provide a better understanding of the effects these layers have on

natural processes and, in turn, how human habitation and activities need to adapt and compensate.

Investing present technology and changing habits and techniques in the MENA region for water and

food production are absolutely vital not only for their own benefits but also to support a balanced

global climate and socio-economic, as well as political stability.

Sharm el-Sheikh, Egypt, hosted to the 27th Conference of Parties (COP27) to the United Nations

Framework Convention on Climate Change, from November 6 to 18, 2022. Discussions at the

conference centered on what can be done to put plans into action, how to make good on financial

promises, and how to compensate for loss and damage.

xi
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Evaluating the Impacts of Climate Change on Irrigation
Water Requirements
Randa S. Makar 1,*, Sahar A. Shahin 1, Mostafa El-Nazer 2 , Ali Wheida 2 and Mohamed Abd El-Hady 3

1 Soils and Water Use Department, Agricultural and Biological Research Institute, National Research Centre,
Dokki, Cairo 12622, Egypt

2 Theoretical Physics Department, Physics Research Institute, National Research Centre, Dokki,
Cairo 12622, Egypt

3 Water Relations and Field Irrigation Department, Agricultural and Biological Research Institute, National
Research Centre, Dokki, Cairo 12622, Egypt

* Correspondence: randa_sgmm@yahoo.com or rs.georgy@nrc.sci.eg

Abstract: Climate change and its impact on agriculture and water resources have become a global
concern. The implications of extreme weather events on food production and water resource avail-
ability are starting to have social and economic effects worldwide. The present research aims at
integrating the analysis of the atmospheric parameters with remote sensing, geographic information
systems, and CROPWAT 8 model to evaluate the impacts of climate change on the irrigation water
requirements estimates in a selected area in El-Beheira governorate, Egypt. Remote sensing and GIS
are incorporated to produce land-use/land-cover maps and soil properties maps. On the other hand,
the atmospheric parameters were analyzed using python analytical coding. The study utilized the
Land-use/Land-cover (LU/LC) map produced from Sentinel-2 data. The agricultural area covered
about 89% of the studied area and was occupied by seven crops. Wheat and berseem were the
major crops in the area and covered about 67% of the studied area; therefore, their irrigation water
requirements were calculated utilizing the CROPWAT 8 model. Furthermore, citrus irrigation water
requirements were also included in this research, even though it only covered 10% of the studied
area because it had the highest amount of irrigation water requirements. Forecasting the potential
climate changes under the best-case scenario for the next thirty years revealed that the studied area
will have no rain and a slight decrease in the average temperature. Accordingly, the irrigation water
requirements will increase by almost 4% under current practices, and the increase will reach about
13% under no-field loss practices.

Keywords: GIS; remote sensing; irrigation water requirements; CROPWAT model; climate change

1. Introduction

Climate change and global warming have become the main concern of studies in the
field of water resources, agriculture, ecology, and other disciplines [1]. Global warming
promoted shifts in the climatic zones of various parts of the world, causing expansion
in arid zones and reduction of glacial areas—consequently resulting in changes in the
abundance and seasonal activities of various plant and animal species. Climate change
also caused changes in rainfall intensity, drought frequency and severity, wind speed, and
rise in sea level [2]. An example of these changes was reported by [3]. They stated that the
mean surface temperature in the Himachal Pradesh state of the Himalayan Mountains has
increased by almost 0.5 ◦C from 2000 to 2014. These changes were directly related to global
warming, caused a reduction in apple production in low altitudinal regions of the state,
and created new opportunities for apple cultivation in higher regions where the growth
conditions became more favorable for apples.

Irrigated agriculture depends on freshwater from rivers, lakes, and aquifers and it
consumes about 70% of the total renewable water resources [4]. Agriculture is directly

1
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affected by climatic conditions and changes, and it is essential to understand the impact of
climate change on agricultural water resources for sustainable agriculture and to minimize
the negative effects caused by such changes [1]. According to [5], lack of rainfall, soil
moisture, and persistent above-normal temperatures are found to be the important factors
in cases of severe loss in rice productivity in Bihar state, India. Furthermore, food security
has been affected by climate change due to warming, changing precipitation patterns, and
increasing frequency of extreme events [2]. Therefore, careful planning of water use by
crops is of strategic importance from farm to the global level [6].

Remote sensing data have been excessively used in mapping the agriculture area and
detecting their change as well as mapping water resources and their changes, which is
vital for evaluating water availability and usability. Furthermore, the capability of GIS
to analyze and visualize spatial information can be very important in water resources
management. Considering their data collection and analysis capability, they are viewed as
efficient and effective tools for irrigation water management. For example, remote sensing
can be used in improving agricultural irrigation water accounting, both independently and
in combination with in situ monitoring [7].

On the other hand, other studies utilized available models, such as CROPWAT,
to develop sound water management strategies. The model was used to calculate the
crop water requirements of selected crops under different environmental conditions,
such as humid tropical areas [8] and Hungarian conditions [9]. The model was also
utilized to study the crop water requirements when intercropping maize with rice, as
well as intercropping maize with soybeans [10]. The model was also used to improve
water management in selected on-farms in Egypt, and scenarios were suggested which
could lead to saving irrigation water [11].

Moreover, remote sensing and GIS have been coupled with CROPWAT to simplify
the water management process. CROPWAT was used to estimate the irrigation water
requirements for selected crops and to compare the results with the farmer irrigation prac-
tices [12]. The author could verify that the irrigation practices exceeded the irrigation water
requirement by 30%. The spatial distribution of irrigation water requirements in the study
area derived by the GIS technique could be a good management tool for planners and
decision-makers to minimize the overexploitation of the water recourses. An integrated
approach of remote sensing, GIS, and CROPWAT model was used to determine the irriga-
tion requirements of rice crops on different soils [13]. Satellite data were used to estimate
the rice and fallow lands, and climate and soil data were integrated into the GIS platform.
On the other hand, the CROPWAT model was used to determine crop evapotranspiration.
Utilizing this approach, water deficiency and excess could be detected and could, thereafter,
allow for better management in the studied area. The use of CROPWAT and GIS was
studied to estimate crop water requirements in a selected area, and the results could be
used for irrigation management of the different crops in the study area [14].

Moreover, CROPWAT was utilized in addition to climate models and under different
scenarios to study the impact of climate change on crop water demand and irrigation
requirements [6]. The results showed that under climatic changes in Serbia, irrigation water
requirements will increase for sugar beet and potato to keep the actual quantity and quality
of crop yield. A similar approach was followed, and the results revealed that there will
be both rise and fall in crop water requirement for future scenarios when compared with
baseline conditions depending on the crop [15].

The objective of the current work is to integrate the atmospheric data analysis re-
mote sensing, GIS, and CROPWAT model to estimate the potential impacts of climate
change on the irrigation water requirements of selected crops in a study area located in
El-Beheira governorate, Egypt.

2. Materials and Methods

Figure 1 demonstrates the methodology and materials used in this study.

2
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Figure 1. Methodology flowchart.

2.1. Study Area

The study area is located about 45 km south of Alexandria City and is considered part
of El-Beheira governorate. The area is bounded by latitudes 30◦41′55′′ and 30◦53′20′′ N and
longitudes 29◦58′40′′ and 30◦11′20′′ E. It extends to cover a total acreage of about 175 km2.
It is surrounded by three irrigation canals: Nubariyah Canal to the east, Al-Hidayah Canal
to the north, and Al-Nasr Canal to the south, while Cairo–Alexandria Desert Road outlined
its western boundary (Figure 2).The area is irrigated from An-Nasr canal via various small
branches. Nevertheless, the area is characterized by shortage of irrigation water [16].

The land use/land cover map produced by [16] was used in this study. This map was
produced from four Sentinel-2 (S2) images acquired on 18 October 2020, 27 December 2020,
17 March 2021, and 6 April 2021. The images used covered most of the winter growing sea-
son, which extended from October 2020 to May 2021. The overall classification accuracy was
86.8% (Figure 3). According to the same authors, wheat and berseem were the major crops in
the study area and covered about 67% of the study area. Green beans, potato, and citrus cov-
ered about 21%, while guava and strawberry covered less than one percent each (Table 1).

Table 1. Acreage of the Land use/Land cover units.

Class km2 %

Wheat 60.08 34.19
Berseem 57.27 32.59

Green beans 21.00 11.95
Potato 6.32 3.60
Citrus 10.00 5.69

Strawberry 0.87 0.50
Guava 0.80 0.46

Fish ponds 3.48 1.98
Settlements 15.89 9.04

Total 175.71 100.00

3
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2.2. Fieldwork

Fieldwork was carried out from December 2020 to March 2021. Soil sampling was
designed along a grid system (1 observation per 1 km2), and samples were collected using
an auger. A total of 167 soil observations were planned for analyses, but only 149 samples
were collected due to the inaccessibility of sample locations (Figure 4). Samples were geo-
referenced using a GPS utility. For orchards, three soil samples were collected to 120 cm,
while for other crops, two samples were collected to 75 cm depth. For each location, the
weighted average of each measured soil characteristic was calculated [17].
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2.3. Laboratory Analysis

The collected soil samples were air-dried, ground gently, and sieved through a 2 mm
sieve. They were analyzed concerning the soil’s physical properties. Determining the
sample’s particle size distribution was according to [18]. Other soil physical properties,
including wilting point, field capacity, bulk density, hydraulic conductivity, and available
water, were determined according to [19].

2.4. Geostatistical Analysis

After the average weight values calculated to the designated depths were calculated
for each soil characteristic, these data were added to the QGIS software to produce a
detailed soil database.

Spatial interpolation is the process of using a set of point data to create surface data [20].
Spatial interpolation has been widely and commonly used in many studies on a set of
sampled points, such as soil properties, temperature, and precipitation, to produce a
continuous representation of the phenomenon in question [21].
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The inverse distance weighting (IDW) was developed by the U.S. National Weather
Service in 1972. IDW is considered one of the most frequently used deterministic models
in spatial interpolation. It is relatively fast and easy to compute, and straightforward
to interpret. Its general idea is based on the assumption that the attribute value of an
unsampled point is the weighted average of known values within the neighborhood, and
the weights are inversely related to the distances between the prediction location and the
sampled locations [22].

2.5. The CROPWAT Model

The crop water requirement refers to the total amount of water required by the crop
from the time of cultivation to the time of harvest. On the other hand, the irrigation water
requirement refers to the difference between the evapotranspiration of the crop under ideal
conditions and the effective rainfall throughout the growing season. It is a measure of
the excess quantity of water added through irrigation to guarantee optimum crop growth
conditions [15].

The CROPWAT 8.0 is an empirical process-based crop model [23]. It provides an
opportunity for automation of all the necessary calculations for evapotranspiration de-
termination. The model uses the Penman–Monteith method as a base for calculations of
evapotranspiration, crop water requirements, irrigation water requirements for separate
crops and crop rotations, building of the irrigation schedules, etc. [24]. The Penman–
Monteith methodology is recommended for estimating crop water requirements, especially
for planning purposes [25]. The advantage of CROPWAT is its simplicity and easiness
to use. Furthermore, the program requires less intense data. The model analyzes com-
plex relationships of on-farm parameters, including crop, climate, and soil, for assisting
in irrigation management and planning [9]. Its main functions are to calculate reference
evapotranspiration, crop water requirements, and crop irrigation requirements to develop
irrigation schedules under various management conditions, scheme water supply, and
evaluate the efficiency of irrigation practices [26].

2.6. Climate Data Processing
2.6.1. Climate Data Download and Extraction

The climatic data used and analyzed in this study were obtained from NASA’s POWER
(Prediction Of Worldwide Energy Resource) and The Modern-Era Retrospective Analysis
for Research and Applications, version 2 (MERRA-2). NASA POWER is available for
download from https://power.larc.nasa.gov/data-access-viewer (accessed on 1 January
2021). The data available from this site are in grid resolution 0.5 × 0.5 degrees [27]. On
the other hand, MERRA-2 is the latest atmospheric reanalysis of the modern satellite era
produced by NASA’s Global Modeling and Assimilation Office (GMAO), and has a spatial
resolution of 0.5 × 0.67 degrees (latitude × longitude) [28]. MERRA-2 data are available at
https://giovanni.gsfc.nasa.gov/giovanni (accessed on 1 January 2021).

The data collected and processed for the studied area included only: Day Length (sun-
shine hours), Precipitation (mm/month), Temperature at 2 m (◦C), Maximum Temperature
at 2 m (◦C), Minimum Temperature at 2 m (◦C), Wind Speed at 10 m (m/s), and Relative
Humidity at 2 m (%).The temperature at 2 m, maximum and minimum temperatures
were available at hourly time step and were used to deliver daily values, while the other
variables were daily values already, and the data were continuous with no missing values.
All the data were downloaded from MERRA-2, except the sunshine hours which were
downloaded from NASA’s POWER.

The Coordinated Regional Climate Downscaling Experiment (CORDEX), a framework
sponsored by the World Climate Research Program, which is responsible for the global
coordination of regional climate downscaling to improve regional climate change adap-
tation and impact assessment, was used in this study [29]. Both Weather Research and
Forecasting model (WRF) and Regional Climate Model (RegCM) within the CORDEX were
used to determine which could provide the necessary climate variables to reconstruct a
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weather file that will be used as an input for at least one future scenario (temperature, solar
radiation, relative humidity, atmospheric pressure, cloud cover, and wind speed) [30,31].
The reconstructed weather data were available in the popular NetCDF4 format.

2.6.2. Climate Data Analysis

The daily maximum and minimum temperature data were quality controlled for the
period from 1991 to 2020 (i.e., outliers were checked and verified with metadata and corrected
where applicable). Climate data analysis included checking and analyzing the temperatures
over the historical period (1991–2020) as a reference period and carrying out a future run
for the period 2021–2050; considering thirty years is standard in climatology to eliminate the
uncertainty related to the internal climate variability. These historical periods are usually used in
the literature and are the least referenced periods that are available on the platform. According
to the literature, it is generally accepted that the 21st century can be divided into three equal
future periods: The short-future (2011–2040), medium-future (2041–2070), and long-future
(2071–2100) [30]. The data were processed using Python analytical coding.

3. Results and Discussion
3.1. Climatic Data Processing

The monthly meteorological data for the last thirty years (1991–2020) revealed that
the maximum temperature ranged from 23.4 to 41.1 ◦C, while the minimum temper-
ature ranged from 12.0 to 23.9 ◦C. The maximum temperature was recorded in June,
whereas the minimum was recorded in January. The average minimum and maximum
temperatures were 18.4 and 33.8 ◦C, respectively. The maximum relative humidity was
64.7%, while the minimum was 47.1%. The wind speed ranged from 229 to 286 km/day,
with an average of 254 km/day. The average sunshine period was 10.5 h. There was
no rain during August and almost no rain in May, June, July, and September. The
highest amount of rain was in April and reached 7.6 mm/month. The total annual
rain throughout the year was 39.4 mm (Table 2).

Table 2. Meteorological data of the studied area from 1991–2020.

Month
Temperature ◦C Humidity

(%)
Wind

(km/Day)
Sunshine
(Hours)

Precipitation
(mm)

ETo
mm/DayTmax Tmin

Jan. 23.4 12.0 64.7 240 10.4 6.1 3.01
Feb. 26.8 12.1 60.8 243 10.4 5.4 3.94
Mar. 31.9 14.8 55.8 256 10.5 6.9 5.51
Apr. 37.1 18.3 48.9 269 10.5 7.6 7.45
May 33.5 16.0 53.5 259 10.5 0.5 6.79
Jun. 41.1 22.4 47.1 286 10.5 0.5 8.74
Jul. 40.9 23.7 49.7 280 10.5 0.2 8.58

Aug. 39.8 23.9 52.1 259 10.6 0.0 7.80
Sep. 38.8 23.1 53.9 253 10.6 0.2 7.10
Oct. 36.1 21.4 57.6 237 10.6 2.4 5.71
Nov. 30.7 17.9 61.5 229 10.6 6.3 4.41
Dec. 25.4 14.5 64.5 237 10.7 3.3 3.14

Average/
Total 33.8 18.4 55.9 254 10.5 39.4 5.99

The monthly meteorological data for the next thirty years (2021–2050) are shown in Table 3.
The data revealed that the maximum temperature ranged from 19.6 to 38.9 ◦C, while the
minimum temperature ranged from 8.5 to 24.5 ◦C. The maximum temperature was recorded
in August, whereas the minimum was recorded in January.The relative humidity ranged from
37.0% to 58.0%, with an average of 46.0%. The wind speed ranged from 250 to 379 km/day. The
average sunshine hours were 12.2. There was no rain throughout the year.
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Table 3. Meteorological forecasted data of the studied area from 2021 to 2050.

Month
Temperature ◦C Humidity

(%)
Wind

(km/Day)
Sunshine

Hours
Precipitation

(mm)
ETo

mm/DayTmax Tmin

Jan. 19.6 8.5 54.6 279 10.4 0.00 3.14
Feb. 21.6 9.2 48.0 309 11.1 0.00 4.20
Mar. 25.5 12.0 41.8 350 12.0 0.00 5.94
Apr. 29.4 15.2 37.8 379 12.9 0.00 7.76
May 33.3 19.0 37.0 354 13.7 0.00 8.92
Jun. 36.8 22.8 37.2 364 14.1 0.00 10.05
Jul. 38.8 24.5 39.7 367 13.9 0.00 10.36

Aug. 38.9 24.4 41.2 344 13.2 0.00 9.71
Sep. 36.4 22.8 45.4 327 12.4 0.00 8.17
Oct. 30.8 19.4 51.8 275 11.4 0.00 5.67
Nov. 25.6 14.3 54.6 250 10.7 0.00 3.95
Dec. 20.7 9.9 58.0 252 10.2 0.00 2.94

Average/
Total 29.8 16.8 46.0 321 12.2 0.00 6.73

The data revealed that compared to the previous thirty years, there will be a noticeable
decrease in the total amount of rain and an increase in the sunshine hours as well as
wind speed. The ETo was calculated using the CROPWAT model and ranged from 3.01
to 8.74 mm/day, with an average of 5.99 mm/day in the previous thirty years. On the
other hand, the ETo for the next thirty years ranged from 2.94 to 10.36 mm/day, averaging
6.73 mm/day. The observed difference between the monthly precipitation and ETo ensures
that there is a need for efficient irrigation throughout the year, especially in the upcoming
thirty years under such forecasted conditions.

3.2. Processing of the Soil Data for the CROPWAT Model

The results of the soil physical analyses were used to develop a geographic database
of the studied area. Nevertheless, the data were in the form of a point database. To
convert these point data into spatially continuous data, spatial interpolation using IDW
was employed utilizing the QGIS software. The IDW was performed using the power
of two, a minimum of four points, and a maximum of 16. The accuracy of results was
obtained using the cross-validation procedure as described by [17] for all the studied soil
properties.Twenty-two samples, representing about 15% of the samples, were used for
validation, while the rest of the samples were used for IDW. The performance evaluation
was applied using the root mean square error (RMSE) [17]. The results revealed that the
RMSE was 9.77, 7.55, and 7.78 for sand, silt, and clay, respectively. On the other hand, the
RMSE for available moisture content (AMC) and infiltration rate (IR) was 15.03 and 4.84,
respectively.

Utilizing the raster calculator, a model was developed to classify the soils based on
their content into different soil texture classes. The resulting data revealed that the study
area could be classified into four texture classes; sandy loam, clay loam, silty loam, and
loam (Figure 5). Most of the studied area was classified as loamy soils covering about 71.0%
of the studied area. The sandy and silty loam covered almost similar areas of about 6% and
6.5%, respectively, while the clay loam soils covered about 16.5% of the studied area.

To determine the vegetation cover in each soil texture class, the cross-operation of the
Integrated Land and Watershed Management Information System “ILWIS” software was
used.Only the agriculture area, which covered about 89% of the studied area (156.34 km2),
was used in this operation, and the fish ponds and the settlements were excluded. The
results of the cross-operation revealed that most berseem and wheat were cultivated in
loamy soils, covering about 76.6 and 69.7% of the total area cultivated for each crop. For
potatoes and citrus, about half of the crops were cultivated in loamy soils as well (Table 4).
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Table 4. Land cover classification within each soil texture class.

Class
Sandy Loam Loam Clay Loam Silty Loam Total

km2 % km2 % km2 % km2 % km2 %

Wheat 2.11 3.51 45.99 76.55 9.05 15.06 2.93 4.88 60.08 10.00
Berseem 4.63 8.08 39.90 69.67 9.77 17.06 2.97 5.19 57.27 100.00

Green beans 1.43 6.81 14.75 70.24 2.46 11.71 2.36 11.24 21.00 100.00
Potato 0.89 14.08 3.21 50.79 1.15 18.20 1.07 16.93 6.32 100.00
Citrus 0.84 8.40 5.55 55.50 3.09 30.90 0.52 5.20 10.00 100.00

Strawberry 0.11 12.64 0.34 39.08 0.33 37.93 0.09 10.34 0.87 100.00
Guava 0.17 21.25 0.21 26.25 0.32 40.00 0.10 12.50 0.80 100.00

The interpolated AMC and IR are presented in Figure 6A,B, respectively. Utilizing the
raster zonal statistics of the QGIS software, the average values of each soil texture class
within the study area could be calculated. The silty loam soils had the highest average
AMC within this study area, reaching 149.9 mm/m, while the lowest was the sandy loam
soils, with an average of 124.7 mm/m. Concerning the infiltration rate, the lowest rate was
for the clay loam soils, with an average of 7.8 mm/h, and the highest was for the sandy
loam soils, with an average of 20.1 mm/h.

3.3. Crop Water Requirement (CWR)

As concluded from the LU/LC map, the agricultural area covered about 156 km2.
Citrus, wheat, and berseem were considered when determining the irrigation water re-
quirements. While wheat and berseem were considered because they covered most of the
agricultural area (about 75%), citrus was also considered because it is a permanent crop
and is expected to consume the largest amount of irrigation water and covered about 6.4%
of the agricultural area. The rooting depth, crop coefficient, critical depletion, and yield

9



Sustainability 2022, 14, 14833

response factor parameters were according to [32,33]. The crop growth stages and planting
dates for seasonal crops were adapted according to the field conditions.

According to the CROPWAT model, the CWR was 746.2 and 587.5 mm/season for
wheat and berseem, respectively. On the other hand, the highest amount of CWR was
for citrus, reaching about 1653.5 mm per year. On the other hand, under the forecasted
climate conditions, the CWR increased to 809.7 and 636.1 mm/season for wheat and
berseem, respectively, while citrus reached about 1926 mm/year (Figure 7). Compared
to the previous thirty years, there is an increase in the crop water requirements, which
could be rendered to the lack of rain throughout the year, which decreased from about
40 mm/year to none, in addition to changes in the other climatic conditions. That increase
ranged from 3 to 3.9% in the case of the field crops but reached about 14% in the case of citrus.
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3.4. Irrigation Water Requirements (IWR)

In the study area, the loamy soils were the dominant soils. Therefore, the loamy
soils were considered when calculating the IWR. Furthermore, utilizing CROPWAT, the
management practice that ensures no yield loss due to water deficiency was compared to
current practices under current and forecasted climate conditions for the selected crops.

Wheat is mostly irrigated using sprinkle irrigation, whether fixed or movable. In
loamy soils, the current irrigation practices include the application of irrigation water once
almost every week, and adjustments are made when there is no irrigation water available
in the irrigation canals. These practices should result in the reduction of the crop yield to
2.5%, according to CROPWAT.

Nevertheless, the decrease in crop yield reached about 10–20%, according to a field
survey, which could be rendered to soil properties and/or management. Berseem is
also irrigated using sprinkle irrigation and, in loamy soils, is irrigated almost once every
two weeks, and adjustments are made when there is no irrigation water available in the
irrigation canals. These practices should result in a reduction in crop yield reaching 10%,
which matches the field survey. Under current practices, the amount of irrigation water
required for wheat per feddan will increase by about 160 m3/feddan under climate forecast
conditions, while this increase will reach 288.6 m3/feddan under the no-yield loss practices
(Figure 8A).
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On the other hand, under the current practices, there will be an increase of the irrigation
water for berseem by 22 m3/feddan under forecast conditions, and under the no yield loss
practices, there be an increase of about 50 m3/feddan (Figure 8B).

Moreover, citrus is irrigated every day using drip irrigation. It is irrigated throughout
the study area in almost a uniform application daily which accounts for about 125 m3/feddan
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per week of irrigation water from mid-May to mid-September and about 65 m3/feddan per
week from December to January and the in the remaining months is irrigated using about
85 m3/feddan per week, which accounted for about 5871.2 m3/feddan/year irrigation water
under field conditions.

Nevertheless, the expected crop yield loss reached about 25%, which matched the field
survey. Citrus irrigation water requirements will increase by about 146 m3/feddans under
current practices, while under no yield loss, the irrigation requirements increase will be
about 1095 m3/feddans (Figure 8C).

4. Conclusions

The crop water requirements of major crops in a selected area in El-Beheira governorate
were computed using CROPWAT 8.0 model and supported by remote sensing, GIS, and
atmospheric data analysis. The major cultivated crops in the study area were wheat and
berseem, while citrus was the major orchard. The study area is irrigated from El-Nasr
Canal, and there is a problem with water availability in the study area, which is considered
a major problem, especially in the initial growth stages.

The crop water requirements and irrigation requirements for the various crops grown
in loamy soils have been computed using CROPWAT 8. Citrus had the largest amount of
irrigation water requirements. The irrigation water requirements calculated according to
the model based on the current practices showed an expected decrease in yield for the three
studied crops.

The research results revealed that there will be an increase in CWR due to the expected
climate change in the next thirty years under the best-case scenario. The IWR will increase
to reach almost 3.9, 0.7, and 2.5% for wheat, berseem, and citrus, respectively, under the
current irrigation practices. The increase will reach about 6.6, 1.4, and 13% for wheat,
berseem, and citrus under no field loss practices.

The proposed approach took advantage of various sources of information, especially
the freely available remote sensing data, whether related to LU\LC or climatic data, as well
as various tools such as climatic models, CROPWAT, GIS, and remote sensing software. The
application of such an approach will facilitate setting up an efficient irrigation management
strategy by the decision makers and releasing the right amount of water in irrigation
canals at the right time to avoid any wastage or shortage in the water supply. It also
provides decision-makers with an insight into the expected changes in irrigation water
requirements and, therefore, helps to change or adjust the forthcoming land use plans
accordingly, especially since the climate models provide the forecasting conditions that
may not be appropriate for the current land uses.

The proposed approach is applicable at any administrative level where enough soil
and LU\LC data are available. Nevertheless, in Egypt, its application is recommended on
the sub-administrative level, where updated soil and LU\LC data could be collected more
easily. Furthermore, it is worth mentioning that unless such data are available, the approach
will be somewhat time-consuming, and processing the climatic model is time-consuming
as well.
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Abstract: Aquaculture is an important component of the human diet, providing high-quality aquatic
food for global or local consumption. Egypt is one of the countries most vulnerable to the potential
impacts of climate change (CC), especially in the aquaculture sector. CC is one of the biggest
challenges of our time and has negatively affected different water bodies. CC leads to the combination
of changes in water availability, a decrease in water quality, the movement of salt water upstream
due to rising sea levels, and the salinization of groundwater supplies will threaten inland freshwater
aquaculture. Similarly, higher temperatures resulting from CC lead to reduce dissolved oxygen
levels, increased fish metabolic rates, increased risk of disease spread, increased fish mortality, and
consequently decreased fish production. CC may also indirectly affect aquaculture activities; for
example, large areas of lowland aquaculture ponds can be highly vulnerable to flooding from rising
sea levels. Thus, the current overview will briefly discuss the state of the aquaculture sector in Egypt,
the meaning of CC, its causes, and its effects on the different elements of the aquaculture sector, and
finally, we will review the appropriate ways to mitigate the adverse effects of CC on fish farming,
especially in Egypt.

Keywords: climate change; aquaculture; sustainability; Egypt

1. Introduction

Fish is one of the most widely consumed foods in the world, and it is only becoming
more popular over time, as fish is considered a healthy and nutritious food by many
consumers and is expected to further grow in the next decade [1]. Millions of low-income
women and men rely on the fishing and aquaculture sectors for income [2,3], which
contribute both directly and indirectly to their food security. Since the 1990s, capture
fisheries have plateaued at about 90 million tons. At the same time, the world’s human
population is growing rapidly. Thus, aquaculture is shaping up into a global venture,
and it is considered the fastest-growing food-producing sector in the world to feed the
ever-growing population. Moreover, the global aquaculture industry, in the current or
future food systems, will become the most important source of high-quality aquatic food [1].
In 2020, global aquaculture’s share was 49.2% of the world’s fish production, compared to
25.7% in 2000. It is predicted that aquaculture will contribute 62% of the global food supply
by 2030 [4]. Regionally, aquaculture accounted for 17.9% of total fish production in Africa,
which is roughly 2.70% of world aquaculture production [1]. Compared to 57.7% in 2000,
inland aquaculture produced the most farmed fish (51.3 million tons, or 62.5% of the global
total), mostly in freshwater [1].

In Egypt, aquaculture has been practiced since ancient times. However, it still con-
tributes significantly to a country’s GDP, employment, and food security, as well as being
important to nutritional well-being, the economy, and the lives of the population [5]. Egypt
produces significantly more aquaculture than the rest of Africa combined. According to
the most recent annual fish production statistics from GAFRD [6], Egypt’s aquaculture
industry supplied nearly 80.5% of the nation’s fish needs in 2019 (Figure 1). Small- and
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medium-sized privately owned farms produced more than 99% of this output, accounting
for nearly all the output. The area being farmed increased from 42,000 ha in 1999 [7] to
123,327 ha in 2019 [6]. Egyptian aquaculture has played a critical role in increasing per
capita fish consumption from 14.3 kg in 2002 to 25.4 kg per person by 2019, representing
a 56.3% increase in per capita consumption over this period [6]. In addition, aquaculture
plays an important role in the economy [8], where the total marketing value of the aqua-
culture industry in Egypt was USD 3.2 billion in 2019 [6]. In recent years, aquaculture
has developed rapidly, creating many job opportunities for farm technicians and skilled
laborers. Moreover, the development of new industries, financial services, and aquaculture-
related activities has created employment opportunities [8,9]. Meanwhile, aquaculture
expansion has reduced and stabilized the cost of fish in Egypt, making it more accessible
to poorer rural populations and allowing them to consume healthy and affordable animal
protein [9].
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In Egypt, many fish culture systems include: (A) Extensive aquaculture that includes
earthen pond culture, as well as restocking lakes with fry and fingerlings, adding to grass
carp in the Nile River, its branches, and enclosures. (B) A semi-intensive culture system that
accounts for 80% of Egypt’s total output. (C) Intensive culture systems in concrete ponds,
tank culture, greenhouse culture, and cage culture, all of which have grown in popularity
in recent years [1]. Additionally, (D) integrated aquaculture production systems with plants
(aquaponics) and animals (ducks) [10]. Fish farms are dispersed through the Nile Delta
region and focused mainly on the Northern lakes (Manzala, Maruit, Boruls, and Edko;
Figure 2). Historically, the extensive cultural system is the oldest system in Egypt. This
system is characterized by a low input in fish density and a very poor output. Meanwhile,
the semi-intensive system is more widely distributed and preferred by both small- and
large-scale commercial farmers. This system plays the main role in increasingly contributing
to the development of aquaculture in Egypt. The intensive culture systems depend on an
increasing stocking density, which requires big capital investment and complete formulated
feeds, representing 40–60% of the production costs. In the coming years, it is expected
that intensive aquaculture will play a greater role in food security than semi-intensive
systems in terms of production efficiency [11]. Additionally, El-Gayar [12] stated that there
is a significant possibility for enhanced output in this system if the production process is
intensified by increasing the stocking density of fish, aeration, the use of supplemental
feeding, and improved pond management. Despite aquaculture being a significant industry,
it is prohibited from using Nile water and is instead mostly reliant on groundwater and
agricultural drainage systems [13], which are of poor quality. This water causes many
problems, such as increased production costs for hatchers and fish farmers, declining fish
production, and increases in disease outbreaks [14]. Moreover, drainage water negatively
affects the quality of farmed fish due to the accumulation of pollutants and potential
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contamination of fish [15], reducing opportunities for fish export. Therefore, fish farmers
are demanding the use of fresh water in their fish production.
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One of the most dynamic and defining environmental, legal, and political challenges
of the twenty-first century is climate change. The production of agriculture is currently
hampered by climate change worldwide, particularly in the Mediterranean region [16].
One of the most significant environmental issues that has an adverse impact on both
the environment and human lives is global warming. Since 1950, the average global
temperature has risen by 0.13 ◦C on average per decade [17]. It is expected to increase
by between 0.3 and 0.7 ◦C in the global mean surface temperature during 2016–2035,
which may be due to the emissions scenario [18]. In general, climate change has led to
many environmental phenomena such as flooding, extreme heat, and water scarcity, which
have had negative impacts on food security, the spread of infectious diseases, economic
losses, and displacement. These impacts have led the World Health Organization to call
climate change the greatest threat to global health in the 21st century. The problems of
climate change are global, but Africa is likely to suffer to a greater degree compared with
other regions. Scientists and policymakers in Africa need every available tool to help the
continent adapt to the severity and scale of this problem [19]. For the aquaculture sector,
climate change has had many negative impacts, resulting from direct or indirect impacts
on the cultured organisms (fish—natural food) or the resources needed for aquaculture
(water, land, seeds, feed, and energy) [20]. Changes in temperature and rainfall patterns
affect water quality parameters such as pH, salinity, and oxygen, which are expected
to impact reproduction, growth, survival, and pond productivity. Furthermore, climate
change increases physiological stress, which leads to increased disease vulnerability, as
well as higher risks and lower returns for farmers [21].

The threat of climate change is a major concern for food security, sustainability, and
the resilience of the systems on which humans rely [22]. Similar with any food system,
aquaculture is affected by climate change, effects that will differ depending on the cultivated
taxa (e.g., finfish, shellfish, or seaweed), the farming ecosystem (e.g., freshwater, brackish, or
marine), practices (open or closed systems), and the regions [23]. Climate change impacts on
aquaculture are considered as direct, e.g., changes in either water availability, temperature,
or damage by extreme climatic events, or indirect, such as in the case of increased fishmeal
costs as well as for other aquaculture feeds [20]. Changes in climate-related factors, mainly
temperature, directly affect the biochemical reaction rates that govern the rates of cellular
processes, feeding, digestive, and metabolic performance of fish [24], which in turn, affect
the growth performance [25,26], physiological status [27–29], immune responses [30–32],
reproduction, behavior [33–35], and disease resistance [36,37] of different fish species in the
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wild and in aquaculture. This, consequently, may have significant impacts on aquaculture
productivity and thus may adversely affect food security in Egypt [38]. In addition, Egypt’s
precipitation may decrease due to climate change, with some modeling indicating an
annual decline of up to 5.2% by 2030, 7.6% by 2050, and 13.2% by 2100 [39]. Therefore,
it would be prudent for Egypt to identify adaptive strategies to manage climate risks in
vulnerable areas [40]. Consequently, this overview classically represented the implications
of climate change on the fish farming sector in Egypt.

2. The Meaning of Climate Change

Climate change is defined as significant, protracted changes in the world’s climate.
The world’s climate is an interconnected system of the sun, earth, and oceans, as is the wind,
rain, and snow, as well as forests, deserts, savannas, and human activity [41]. According
to the Intergovernmental Panel on Climate Change (IPCC), climate change is defined
scientifically as a change in the climate’s state that can be determined by variations in
the mean and/or variability of its properties that last for a considerable amount of time,
typically decades or longer. The concepts given above define climate change as long-term
changes in temperature and weather patterns. These changes could be caused by natural
processes such as oscillations in the solar cycle. This quick increase is problematic because
it is altering our climate too quickly for living things to adjust [42]. However, since the
1800s, human activity has been the primary cause of climate change, mostly as a result of
the combustion of fossil fuels such as coal, oil, and gas. In addition to rising temperatures,
other effects of climate change include rising sea levels, harsh weather, shifting wildlife
populations and habitats, and a variety of other effects. The release of heat-trapping gases,
often known as greenhouse gases (GHGs), to power our contemporary lives has clearly
been the main driver of the last century’s warming. We are achieving these using fossil
fuels, land usage, agriculture, and other factors that contribute to climate change. Over
the past 800,000 years, GHG levels have been at their highest point. This quick increase is
problematic because it is altering our climate too quickly for living things to adjust [42].

3. The Cause Factors of Climate Change

The earth’s climate changes as a result of a variety of human-made and natural forces.
Thus, the two main causes of climate change are human and natural causes. The human
causes relate to artificial factors and people’s activities that change the climate on the Earth.
The human (anthropogenic) factors that are causes of climate change (Figure 3), include the
use of fossil fuels (transport, industries, and urbanization), air pollution, agriculture (animal
digestion, manure, soil management), and land use changes (deforestation, upsetting
grasslands and croplands) [17,41]; there are other human causes as well. Climate change
includes both large-scale changes in weather patterns that come from human-caused global
warming and shifts that result from these changes. Since the mid-20th century, people
have had an unparalleled impact on the earth’s climate system and have led to change on
a global scale. Human actions are to blame for the current, rapid climate change, which
is endangering humanity’s basic existence. Global warming causes the emission of gases,
of which more than 90% are carbon dioxide (CO2) and methane (CH4), which are the
main causes of global warming. The primary source of these emissions is the burning
of fossil fuels (coal, oil, and natural gas) for energy consumption, with smaller amounts
coming from manufacturing, agriculture, and deforestation [43]. Most scientists accept
that human causes refer to people’s activities that change the atmosphere on the planet.
People pollute the environment directly, which changes the climate; it is the human cause.
Therefore, it is also known as the anthropogenic cause of climate change. Since the mid-
1800s, scientists have known that CO2 is one of the main GHGs of importance to Earth’s
energy balance. Direct measurements of CO2 in the atmosphere and in air trapped in ice
show that atmospheric CO2 increased by more than 40% from 1800 to 2019. Measurements
of different forms of carbon reveal that this increase is due to human activities. Other
GHGs (notably CH4 and nitrous oxide) are also increasing as a consequence of human
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activities. The observed global surface temperature rise since 1900 is consistent with
detailed calculations of the impacts of the observed increase in atmospheric GHGs (and
other human-induced changes) on Earth’s energy balance. Human activities—especially
the burning of fossil fuels since the start of the Industrial Revolution—have increased
atmospheric CO2 concentrations by more than 40%, with over half the increase occurring
since 1970. Since 1900, the global average surface temperature has increased by about 1
◦C. CO2 has also increased in the atmosphere due to deforestation. It is a primary human
cause of rising GHGs and climate change. In 2019, deforestation was responsible for an
increase of 11% of CO2 [44].
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Livestock production is another primary human cause of climate change. It contributes
to producing GHGs that trap heat in the atmosphere. Nowadays, people farm domestic
animals for commercial purposes to produce meat, milk, leather, etc. The most common
animals in livestock farms are cows and sheep. These animals generate CH4 gas when they
consume and digest foods. A report shows that cows generate around 150 billion gallons of
methane gas daily. CH4 is one of the GHGs that contributes to raising the temperature of the
planet. Livestock production is responsible for producing 14.5% of GHGs. Domestic animal
farming produces a large carbon footprint which causes climate change. The fluorinated
and industrial gases are also human causes of climate change as people produce these gases
for commercial purposes. Food waste is one of the silent human causes of climate change,
which many people are unaware of. Food waste produces CH4 gas when it decomposes
in landfills. CH4 is a powerful GHG that causes global warming and climate change on
Earth. Around 6–8% of CH4 gas is emitted from wasted food. Therefore, food waste is a
significant factor of climate change [45].

The second factor of climate change is natural causes, which refer to the physical
factors that contribute to the change of the atmosphere on earth. Over a period of thou-
sands to millions of years, they have had an impact on the climate. Natural causes occur
mostly automatically rather than through people’s contributions [44]. These natural causes
stimulate changes to the condition of the planet both instantly and slowly. For example,
solar activities mean releasing various types of radiation from the sun from time to time. It
includes sunspots, solar flares, and solar radiation. Sunspots emit many ultraviolet rays
that hit the planet’s surface and increase the temperature. In recent decades, the planet’s
temperature has risen by 0.1 ◦C due to the solar maximum. It makes the sun brighter and
the planet warmer. Other natural causes, such as volcanic eruptions, axial tilt (obliquity),
precession, eccentricity, continental drift, the ocean current, natural forest fires, and natural
GHGs (Figure 4) also have different negative impacts on the climate of our planet: where
they have led to the release of a massive amount of dust, magma, and gases that affect the
environment, creating a dark ash cloud in the atmosphere; the planet consumes more solar
radiation; it receives more heat from the sun, or it gets less heat when tilted away from the
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sun due to the planet’s orbital path variation; changing the atmosphere on the planet due
to the slow movement of continental drifts of the planet’s plates; the sea level increasing
continuously due to the ocean current melting the ice on the northern part of the planet;
the release of numerous GHGs, which trap the heat in space; increasing the temperature
of the planet due to natural forest fires; and natural GHGs which additionally allow solar
radiation to enter the planet easily [45].
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4. Effects of Climate Change on the Fish Farming Sector in Egypt

In general, there are two effects of climate change on the planet, the direct and indirect
impacts. The direct impacts include increasing the maximum temperature levels and
reducing the minimum temperature levels. The prolonged maximum temperature melts
the ice in the northern part of the earth and increases the sea level. Additionally, it raises
the ocean’s temperature and brings a humid atmosphere. The higher temperature of the
ocean evaporates water into vapor and creates heavy rains. On the other side, the indirect
impacts of climate change create a water crisis, and the groundwater level is decreasing
daily. In many developing countries, people suffer from water crises. These countries
experience droughts and floods every year, subsequently increasing hunger and diseases
among poor people. Climate change is directly responsible for the loss of diversity and the
ecosystem crisis. The contamination of CO2 and HCO3 concentrations in the water creates
acid rain which is bad for people’s health. Furthermore, climate change is also responsible
for floods, erosion, landslides, and salinization. The sea level is increasing day by day
due to global warming [41].The Egyptian fish farming industry uses several crucial inputs,
including land, freshwater, feed, and energy, all of which have substantial environmental
effects. At the same time, the supply of these inputs is constrained and is probably going
to get even more so in the future [46]. Egypt is mostly reliant on the Nile River, which
provides the nation with an annual water volume of about 55.5 km3, accounting for 93%
of its conventional water resources. There is a discrepancy between water demand and
supply, which is filled by reusing drainage water, wastewater, and shallow groundwater.
Additionally, the uncertainty of climate change implications is a difficulty for Egypt’s water
resources system. Climate change could have a direct impact on the quantity of water in
Egypt, leading to indirect effects on Mediterranean saltwater intrusion into groundwater,
exposing the agriculture to vulnerability [47]. Moreover, Chen et al. [48] reported that the
Egyptian Nile Delta has been suffering from complex environmental hazards especially
caused by climate change, which have led to adverse impacts on national food security. The
development of aquaculture in Egypt during the next period will largely depend on finding
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solutions to the key issues facing this industry, including conflicts over the use of resources
(water and land), energy consumption, price changes for the primary raw materials used
in the fish feed industry, and getting high-quality fish fry from a reliable source [49].
Egypt is one of the nations that are thought to be most susceptible to climate change
impacts. These effects will have serious repercussions on all sectors of the country [50]
including the aquaculture industry. Aquaculture could be impacted by climate change
through adjustments to fish stocks, species, reduced aquaculture land, production volumes
and efficiency, water quality, and fish pricing. The growth of sustainable aquaculture is
likewise threatened by the effects of climate change, which require the implementation
of mitigation and adaptation strategies. These measures will combine socioeconomic and
technical strategies.

Due to Egypt’s huge and expanding population and reliance on the Nile River, the
effects of climate change on water resources is seen as a major concern. Egypt has already
exceeded the threshold of water scarcity. Numerous international studies have been con-
ducted in this area, including one by Hammond [51], who predicted that the management
of water resources in the Nile River would grow more difficult as a result of socioeconomic
and climatic changes. Schilling et al. [52] presented a comparison of the social impacts of
climate change and their relation to the vulnerability of Algeria, Egypt, Libya, Morocco,
and Tunisia. According to the findings, all nations are vulnerable to severe temperature
increases and a high risk of drought due to climate change. Climate change and rapid
population expansion in North Africa are very likely to exacerbate the region’s already
precarious water supply situation. Egypt is thus subject to several serious threats due to
climate change. These concerns, which include a considerable decline in Nile River flow,
sea level rise (SLR), and greater temperatures which result in decreased water supplies
and loss of land, might have a negative impact on Egypt’s economy, ecosystems, and
people’s health. Egypt already confronts significant water management issues due to the
uncertain changes in availability brought on by climate change, as well as the more certain
demographic trends and potential abstraction by upstream riparian countries. A decrease
in the Nile’s flow brought on by climate change might exacerbate the problem. Due to
other urgent issues in Egypt, such as rising food and living expenses and decreased land
productivity along the coast, climate change has recently risen to the top of the priority list
for national decision-makers [53].

Egypt produces 93% of its fish needs from different sources [6]. Furthermore, a lot
of social classes rely on freshwater fish as a primary source of animal protein. Increased
temperatures will work on fish migrating to the north and to deeper waters, as well as
fish farms, which will face competition over the redistribution of water usage and the
productivity of some varieties of fish. Fish farms and small waterways are more vulnerable
than fish in the sea and large water bodies. Thus, the rising air and water temperatures will
affect an increased growth rate of fish and their vulnerability in fish farms. These changes
will be related to a higher need for nutrition and increased competition between different
fish species and other organisms in the fish pond, thus raising the biological oxygen
demand (BOD). Additionally, in terms of the hydrological aspect, the Mediterranean Sea
level rise—whether it is 50 cm or one meter—will have a significant impact on the rates
and locations of egg hatching. Egypt is considered one of the top five countries expected to
be vulnerable to the impacts of SLR [54], wherein in terms of aquaculture production, it
is the largest African country and the tenth worldwide, with approximately 1.64 million
tons/year [1]. In addition, the likelihood of increased water salinity in the northern Delta
will negatively affect the productivity of freshwater fish and increase the productivity of
saltwater fish [55]. The impacts of climate change on aquaculture are more complex than
those on terrestrial agriculture due to the greater diversity of fish species produced and
the systems used [56]. The extensive areas of aquaculture ponds that exist in the lowlands
can be highly vulnerable to flooding from rising sea levels. Furthermore, the movement
of saline water further upstream in rivers caused by rising sea levels, and the salinization
of groundwater supplies, will threaten inland freshwater aquaculture [17]. Changes in
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rainfall will cause a spectrum of changes in water availability and will reduce water quality.
Similarly, rising temperatures from climate change events reduce dissolved oxygen levels
and increase fish metabolic rates, consequently leading to an increase in the mortality
rate of fish, decreased production of fish, and/or increased feed requirements, as well as
increased risk and spread of disease [57].

Currently, the expanding aquaculture production hubs in Asia and Africa, particularly
Egypt, are quite concerned about climate change. The dry and wet seasons have changed
due to climate change. It is increasingly recognized that economic, social, and ecological
systems are dynamic, interacting, and interdependent. In this way, the linkages between
aquaculture and climate change are reciprocal—aquaculture influences and contributes
to climate change. All areas of development, including aquaculture, will be significantly
impacted by climate change in Egypt [50]. The Egyptian aquaculture may be impacted
by climate change through changes in the amount of available land for fish farming, fish
species, water quality, production volumes and efficiency, and fish pricing. Additionally,
the growth of sustainable aquaculture is being threatened by the effects of climate change,
necessitating the targeted application of mitigation measures. These initiatives will combine
socioeconomic and technological strategies [58]. Aquaculture relies on resource inputs (wa-
ter, land, seed, feed, and energy) that are connected to various feed, processing, transport,
and other sectors of society. Aquaculture ecosystems produce products of economic value.
In addition, uncontaminated wastewater and fish waste are produced from fish farms,
which can be important inputs to environmentally designed aquaculture and terrestrial
farming systems [58]. Thus, the following subsections will provide a quick overview of the
main impacts of climate change on aquaculture inputs, including water, land, feed, seed,
and energy.

4.1. Water

According to the FAO [57], Egypt is one of the African countries that is expected to be
most vulnerable to the impacts of SLR [57]. Increased sea levels lead to coastal groundwater
becoming more saline, especially in low-lying areas, which is reflected in the decrease in
fresh water available for aquaculture [59]. Many studies have addressed the sensitivity of
the Nile River waters to climate change. The sensitivity of different Nile basins to uniform
changes in rainfall have been documented [60]. The sensitivity of Nile water flows and
consequently species diversity are also affected by the change in temperature, which causes
corresponding changes in evaporation and evapotranspiration [61,62]. An increase of 4%
in evapotranspiration would result in a reduction of Blue Nile and Lake Victoria flows
by 8% and 11%, respectively. In addition, Khordagui [63] expected that the Nile water
would be reduced by 20% over the next 50 years. Meanwhile, the increasing temperatures
will cause a rise in the evaporation process in natural ecosystems, which will lead to an
increased water demand [17]. Recently, Radwan and Ellah [64] revealed that Egypt is one
of the countries negatively affected by climate change within its borders, and, outside its
borders, within the whole of the Nile River. The river is expected to be severely reduced.
From the other side, aquaculture activities in desert areas depend on groundwater. Twenty
commercial aquaculture farms operating in Egypt’s desert regions total 893 hectares in size
and produce roughly 13,000 tons annually [65]. According to El-Guindy [66], brackish and
marine water may be very important for the development of aquaculture in the Egyptian
desert in the long run.

Adaptation options for Egypt’s water resources meanwhile are closely intertwined
with Egypt’s development choices and pathways. Any changes in water supply due to
climate change over the medium term will occur alongside the certainty of increased
demographic pressures (the national population is growing by one million every nine
months) as well as the potential increases in Nile water abstractions by the upstream ri-
parian countries. Adapting to climate change will have close resonance with adapting to
water scarcity and is likely to require the implementation of water demand management
strategies, which may require capacity building and awareness raising across institutions
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and society. Adaptation measures on the supply-side include ways to improve rain har-
vesting techniques, increasing extraction of groundwater, water recycling, desalination,
and improving water transportation [67]. Fish ponds can obtain water from various water
sources depending on the availability, location, and law. In Egypt, the following water
sources and percentages were identified: lake (13%), river (6%), agricultural drainage
water (78%), and mixed drainage and Nile (45%). It was observed that most of the fish
farmers relied on agricultural drainage water. The result is not far-fetched from the fact
that aquaculture is the last user of water in Egypt because it makes use of reused water,
according to the water policy in Egypt [68]. Apparently, Egypt represents a good exam-
ple of a green aquaculture because 78% of the fish farmers depend solely on agricultural
drainage water. In Egypt, recent research showed that the use of aquaculture drainage
water for agriculture is preferred to the existing practice of agriculture drainage water for
aquaculture. The use of aquaculture drainage water is best practice due to its numerous
advantages. Aquaculture drainage water contains a lot more nutrients for the crops than
the agricultural drainage water, which might at the same time not be good for the cultured
fish. Efforts should be geared to convince the government in Egypt to pay more attention
to the reuse of aquaculture drainage water for effective and maximum utilization of water
in the country. Eighty percent (80%) of the fish farmers in Egypt state that the source/s
of water to their farms/ponds is/are challenging, while only 20% believe the source/s of
water is/are good and not challenging [68]. In Egypt, the problem that was highlighted and
emphasized mainly on water sources was pollution. In Egypt, 57% of the respondents have
taken precautionary measures with regards to reducing the effect of pollution on the water
source that enters their farms by checking the water qualities, filtering the water when
pumping, and treatment of the water and pond, but 43% are yet to take any precautionary
measures. The reason might be due to the fact that they are constrained to the available
water source to be used for aquaculture in the country [68].

4.2. Land

The Egyptian Nile Delta is considered an area vulnerable to SLR. The overturning of
coastal defenses and increased flooding, harm to urban areas, the retreat of barrier dunes,
increased coastal erosion, increased soil and lagoon water salinity, and lower agricultural
and fishery products are all possible effects of SLR on the delta [69]. In addition, Yates
and Strzepek [70] stated that a large portion of arable land located in the Nile Delta is
particularly sensitive to increased sea levels and precipitation, and to temperature change
in Egypt. Due to floods, SLR causes land to be lost, which reduces the area that can be used
for aquaculture. It also affects estuary systems, species abundance, the distribution of fish
stocks, and freshwater fisheries, as well as the availability of freshwater and aquaculture
seeds. With rising sea levels, seawater intrusion into freshwater aquifers is becoming
a bigger issue [71]. In many regions, salinization of the soil and groundwater due to
SLR would result in optimal conditions for aquaculture [72]. Low-lying areas will be
flooded. One hypothesis is that as freshwater supply declines, aquaculture will become
more diverse due to a shift to species found in brackish waters. The expanded regions
might be appropriate for the brackish water cultivation of valuable species such as shrimp
and mud crab. A significant portion of the area used for current agricultural activities,
primarily rice farming, has become unsustainable in these places as a result of SLR, which
causes the salinization of the water to increase. These areas can still be used for aquaculture,
thereby providing much-needed alternative livelihoods and food production [73]. Starting
new culture systems in salinity-intense locations is thus aquaculture’s largest challenge.
Planning procedures must be implemented quickly in order to tackle this issue [73]. A
greater significance of the integrated agricultural system is therefore assumed in these
conditions of SLR, as well as its detrimental effects on agricultural activities and aquaculture
for the adequate management of agricultural resources in order to reduce environmental
degradation, improve agricultural productivity, improve the quality of life of poor farmers,
and maintain sustainability [58]. Farmers are drawn to integrated systems in particular
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because they produce three different crops thanks to the use of water sources enriched with
organic fish waste from intensive aquaculture ponds as fertilizer for terrestrial crops and
water for raising sheep and goats, which results in the production of three different crops
from the same amount of water [65]. El-Keram (a trading investment company in Egypt) is
an ideal model which has applied this integrated system since 1990 [66].

4.3. Feed

Aquaculture relies heavily on capture fisheries for fishmeal. Fish output could be
dramatically impacted by climate change, which would limit the availability of fishmeal and
fish oil. In 2003, the aquaculture industry consumed 2.94 million tons of fishmeal, equivalent
to 14.95 to 18.69 million tons of trash fish, feed fish, and low-value fish [74]. Climate change
has the potential to have a negative influence on world fishmeal output, as seen by periodic
shortages related to weather oscillations such as the El Nino phenomenon. Aquaculture
industry expansion is boosting the demand for global sources of wild fishmeal to provide
protein and oil elements for aquafeeds. Approximately 30% of the world’s fish harvest (29.5
million tons) is used to produce fishmeal and fish oil for use in agriculture, aquaculture,
and industry. Depending on the species, they can account for more than 50% of the meal.
As a result, there is an urgent need for plant-based alternatives to fishmeal [59]. Recently,
Egypt is seeking to change from low-intensity fish farming systems such as extensive and
semi-intensive cultures to an intensive system that relies mainly on manufactured feed.
This strategy increases the demand for commercial fish feed [75]. Furthermore, between
50% and 99% of feed ingredients used in aquafeed production in Egypt are imported [76,77].
The prices of components and processed feeds have significantly increased as a result of
rising feed raw material costs globally and the Egyptian pound’s deteriorating exchange
rate against major currencies [78]. Similarly, feed accounts for 70–95% (on average, 85%)
of all farm operating expenses. Fishmeal’s partial or entire replacement with alternative
protein sources has become more important as a result of its growing price, decreasing
availability, erratic supply, and poor quality [79]. As a result, there is ongoing interest in
finding and developing ingredients as substitutes for the expensive fishmeal feed [80] as
well as in reducing its usage. Furthermore, climate change could also reduce the agricultural
production of soy, corn, and other ingredients that today’s fish feeds rely upon; hence, the
industry has to search for new and sustainable resources to produce cultured fish, such as
algae, in the future. The industry is in need of innovative solutions to solve this urgent
challenge. Thus, several attempts on the different types of protein sources that have the
ability of partially and/or totally replacing fishmeal in aquaculture feeds without affecting
the performance of growth rates of fish are being extensively studied [81]. Particularly,
many studies have been conducted to assess the partial or complete substitution of fishmeal
in feed diets for tilapia with less expensive, as well as locally available, plant and animal
protein sources [82–85]. Technology may lower the risks of higher prices and overfishing.
It can provide substitutes to the use of captured fish derived inputs. Fishmeal and fish oil
substitution in aquafeeds with nutritionally equivalent feedstuffs will diminish the reliance
of different kinds of aquaculture on wild stocks. This substitution may also minimize
pressure on the prices of feed inputs that result from capture fisheries.

4.4. Seeds

The climate change-related effects of variations in water temperature can affect the
neuroendocrine control of reproduction in fish by acting at multiple levels of the brain–
pituitary–gonad axis [86]. Consequently, this climate change is likely affecting sexual
maturation, reproductive behavior, gametogenesis, spawning, and reproductive output.
All the cited climate change-related factors seem to affect steroidogenesis. It is also impor-
tant to note that the effects of climate change are not limited to breeders and gametes, but
they also have direct consequences on their progeny, in particular at the level of growth.
For instance, thermal embryonic history, potentially impacted by global warming, will
influence the growth and fitness of larvae and juveniles [87]. Mechanothermal nociceptors
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responding to extreme heat (above 20 ◦C), but not to cold, have been found in the head
trigeminal nerve of rainbow trout, and their properties are closely linked to the behavior
of rainbow trout in natural and high-temperature stream pools [88,89]. Increased water
temperature appears to represent the most detrimental factor of climate change, with the
gonads as one the organs more damaged by high temperatures [90]. A high temperature
regime also affects oocyte osmoregulation and causes a reduction in their phospholipids
and free fatty acids content [91]. In fish, elevated temperatures may have irreversible effects
during sensitive periods of early development, affecting larval growth, the incidence of
malformations, and sex determination/differentiation, provoking functional masculin-
ization [92,93]. Therefore, elevated temperatures might modulate the sex differentiation
process and induce masculinization through its action on gonadal steroid synthesis and/or
release during early developmental stages by acting at different levels of the developing
reproductive axis (e.g., gonad and brain). Generally, temperature is the variable that influ-
ences fish seed production the most, followed by rainfall, humidity, and solar radiation
intensity [94,95]. Unfavorable temperatures impair growth by changing the metabolic
and developmental processes of fish [96,97], ultimately affecting seed production [20,98].
Rearing temperature considerably affects egg production, hatching rate, and larval growth
rate [99,100]. Further climate change-related effects, such as hypoxia [101,102], acidifica-
tion [103,104], and salinity [105,106] are likely to strongly affect the quality and amount of
fish gamete and the viability of the offspring.

The Egyptian fish seed sector started in the 1980s when the General Fisheries Authority
decided to establish 14 freshwater hatcheries to produce carp seed for stocking public and
private fish farms, as well as to support the integration of aquaculture into rice fields and
the stocking of natural reservoirs and lakes [107]. Private freshwater hatcheries started
producing Nile tilapia fry in the early 1990s to satisfy growing demand from private fish
farms, and to stock their own farms. The number of private hatcheries had increased from 7
by 1996 to some 86 licensed plus around 600 unlicensed hatcheries in 2020 [108]. According
to the latest annual fish statistics in Egypt presented by GAFRD in 2020 [108], the annual
production of fish fry from the fish hatcheries and wild fry collection centers developed
from 538 million units in 2011 to 721 million unit in 2020. There are 15 governmental
freshwater fish hatcheries; their total production of fingerlings are 55.9 l million units
in 2020, while there were two governmental marine water fish hatcheries that produced
534.3 million units of fingerlings in 2020 [108]. Meanwhile, there were 86 licensed private
hatcheries in 2020, which produced 64.8 million units of fry and fingerlings of tilapia fish in
freshwater fish. In marine water, the private fish hatcheries produced 18.9 million units of
fingerlings in 2020 [108]. Particularly, in Egypt, numerous tilapia hatcheries have sprouted
up along with the development of the aquaculture sector, all of which produce fingerlings
and male fingerlings with their sex reversed [109]. The seasonality of the climate is one of
the major issues facing Egyptian aquaculture. The primary farmed species, Nile tilapia,
develops and reproduces best in the summer (when temperatures range from 25 to 30 ◦C),
whereas winter temperatures fall below the ideal range for growth and reproduction to
satisfy the increased demand for seed by fish farmers at the beginning of the season [110].
A growing number of tilapia hatcheries in Egypt are bringing forward and prolonging their
spawning season by heating the water in their systems [111]. The most popular method is
solar heating, which involves enclosing breeding tanks or ponds in greenhouse tunnels.
However, this can be supplemented by heating with a boiler or by utilizing groundwater
that is warmer than surface water. As a result, the hatchery is able to satisfy the early-season
high demand for seeds [109]. On the other hand, a major beneficial effect of the process
is the generation of seeds and larvae for aquaculture for the creation of new or additional
fishing resources for fisheries and livelihoods. Under the risks posed by climate change,
restocking can offer significant potential to enhance fisheries or preserve and improve
endangered species [49]. All the aforementioned climate change factors, in general, might
have an immediate or long-term impact on aquaculture. As stated, these effects cannot
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always be traced to just one aspect of climate change; in most situations, a variety of
elements combine to cause the effects [112].

5. The Threats of Climate Change on Food Security in Egypt

The weather in Egypt is often dry, hot, and desert. The coastal region has winter
rainfall, but summers are hot and dry [113]. Climate characteristics have changed during
the past few decades, and this has been seen and documented. According to recent research
by Yin et al. [114], the mean maximum and minimum air temperatures have risen by
+0.34 ◦C; each decimate characteristic has changed during the past few decades, and this
has been seen and documented. The average air temperature and atmospheric pressure
are also rising, by 0.017 ◦C and 0.026 hectopascals (hPa), respectively, every decade and
year. According to the IPCC in 2008, climate change would have a significant impact on
industries that depend on water. Agriculture, forestry, and fisheries are the three primary
industries that are impacted by climate change [115]. Climate change has an influence
on each of their manufacturing processes, although the effects will differ depending on
the location. Because of the decline in output in tropical regions and the potential for
adaptation issues, emerging nations such as Egypt may have difficulty adapting because of
their poor economic capabilities [57]. SLR is also a critical concern in the climate change
discussion [115]. The study by Conway et al. [116] confirmed that SLR had an adverse
impact on water security and an increase water scarcity in Egypt. Furthermore, Bizikova
et al. [117] suggested that climate change would lead to high market prices for food and
thus, food will not be available to the poorest people leading to a food utilization problem
of getting insufficient nutrients from the food consumed. In addition, according to the FAO
report in 2008, the effects of climate change are expected to have a high impact on global
food systems and food security [57]. Climate change poses a serious threat to Egypt’s
agricultural sector, increasing desertification rates, increasing water scarcity, threatening
biodiversity, and affecting crop productivity and leading to food deficits and low levels of
investment agriculture.

Due to its low-cost, high-quality protein, micronutrients, and omega-3 polyunsatu-
rated fatty acid content, fish plays a significant role in food security [118]. Food security,
according to the World Food Summit (WFS), is the condition in which all individuals
always have physical or financial access to an adequate supply of wholesome foods that
satisfy their dietary requirements and food choices for an active and healthy life [119].
However, the FAO study has introduced a novel idea by explaining that socioeconomic
conditions and food access, rather than agroclimatic variables and food availability, de-
termine food security [57]. When all members of society have the natural, social, and
economic ability to get enough food that is safe, nourishing, and satisfies their dietary
needs and preferences in order to live an active and healthy life, then there is a state of food
security. Food availability, food stability, food intake, and access to food are therefore the
four key components of food security. The expected impacts of climate change are posing a
growing danger to food security, particularly to the availability of dietary protein. Due to
aquaculture’s substantial contribution to global food security, nutrition, and livelihoods, its
effects on the industry have been thoroughly investigated and assessed on both a regional
and worldwide level [19]. Fresh fish consumption is a historic and important part of the
Egyptian diet, particularly in coastal towns and the northern Delta, and is a significant
source of animal protein for the majority of the population. Fish imports of certain varieties,
such as mackerel, tuna, herring, sardines, salmon, and frozen shrimp, make up for the
325,000 MT yearly difference between local consumption and production of fish. The yearly
growth of imports reflects the influence of growing affluence on the consumer demand for
fish species that are not grown in Egypt. Population growth (102 million projected by 2021)
and economic expansion are also factors contributing to an increase in fish consumption.
Consumption of fish per person increased from 16.67 kg per year in 2012 to 20.26 kg per
year in 2020 (imports excluded [1]). Due to the Mediterranean Sea’s rising level, climate
change directly affects food security in Egypt by posing several dangers to the Nile Delta.
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As a result, agricultural regions will have more salt and groundwater. Additionally, the
north’s freshwater lakes will become more salinized, which will result in the loss of some
of the region’s most productive farmland and a decline in fish output and other plants and
animals. Fish, which is Egypt’s main supply of animal protein and a crucial and reasonably
priced source of nourishment for the underprivileged, will vary in species and composition.
Numerous residents of these areas have been forced to leave because of waterlogging, poor
fertility, and a lack of other employment [120]. Egypt is currently putting into action a
number of massive projects in the agricultural sector to address climate risks, including the
construction of 100,000 greenhouses that can supply year-round vegetables at affordable
prices to curb price increases and introduce high-quality agricultural products. Egypt has
put in place a horizontal extension project for the reclamation and cultivation of 1.5 million
acres, along with programs for agricultural industrialization [113].

Finally, because of the possibility of infrastructure damage or degradation, food
systems, particularly those in poor nations, face a significant danger from the anticipated
effects of climate change. Transporting food and supplies may be a challenge for local
suppliers in this situation [121,122]. Therefore, all of these factors must be taken into
account in all nations’ adaptation efforts to climate change [122]. The hazards of climate
change affect every element of the food system in Egypt. With the bulk of the population
residing in the Delta and along the coast, agriculture is essential to Egypt’s GDP and food
production. Geographical distribution has a greater effect on the food chain since the delta
and coastal regions are both at risk of drowning in the next decades. As a result, climate
change has an impact on and is sensitive to Egypt’s food system. Global food systems and
food security are significantly and directly impacted by climate change as well. The FAO
highlighted possible effects on the following elements: food system assets, activities, food
availability and accessibility, livelihoods, and policies and regulations [57]. The anticipated
consequences of climate change are posing a growing danger to food security, especially to
the availability of dietary protein. Due to aquaculture’s substantial contribution to global
food security, nutrition, and livelihoods, its effects on the industry have been thoroughly
investigated and assessed on both a regional and worldwide level [19].

6. Effect of Climate Change on the Sustainability of the Fish Farm Sector in Egypt

Sustainable development focuses on the management and conservation of natural
resources and the orientation of technological and institutional changes in such a manner as
to ensure the attainment and continued satisfaction of human needs for present and future
generations [123]. As a concept, sustainable aquaculture is the practice of aquaculture
that emphasizes environmental, economic, and social sustainability to enhance capacity
building and utilize land for the aquaculture industry successfully. Similarly, sustainability
can refer to the management of financial, technological, institutional, natural, and social
resources to assure a consistent supply of human needs, not just for today but also for
future generations [124], which refers to the management of institutional, environmental,
financial, technological, and social resources to guarantee a steady supply of human needs
for both the present and future generations [125]. Aquaculture may compete with other
food-producing sectors for the same resources or be impacted by pollution from those
sectors [46]. The sustainability of aquaculture has been debated for decades. Potential
issues include habitat destruction, the use of marine ingredients in feeds, freshwater usage,
using wild juveniles for farm stocking, influencing wild gene pools through farm escapees,
and the excessive loss of stock through disease and associated overuse of antibiotics, which
are environmentally non-degrading, technically appropriate, economically viable, and
socially acceptable. Although the aquaculture industry is expanding in Egypt, the fish
culture sector is also facing some problems, such as environmental degradation, water
scarcity, limited availability of land for aquaculture, high input costs, etc. Thus, sustain-
ability in the aquaculture sector is more needed nowadays. Concerns about nutrition and
sustainability are significantly related; feed consumption, species choice, and the adapt-
ability of production systems to climate change are crucial for both [126]. Environmental,
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economic, and social sustainability indicators may be used to evaluate the sustainability
of aquaculture systems. The effective use of natural resources and pollution are exam-
ples of environmental sustainability indicators, pollution prevention, and biodiversity
conservation [125]. In Africa, Egypt is regarded as one of the top nations for aquaculture.
Additionally, Egypt has a mixed economic system that combines a range of individual
freedoms with centralized financial planning and governmental supervision [127]. Egypt
is a classic example of a developing nation that is seriously at risk from climate change and
has severe challenges to its capacity to maintain its economic, social, and environmental
sustainability. As a result, the competitiveness of Egypt is under tremendous fundamen-
tal strain. Increasing dangers to national security can also be used to characterize these
tensions. They are propelled by an expanding population, increasing demand, and the
limitations imposed by a limited resource base. If not handled swiftly and forcefully, they
could escalate into true crisis situations. The whole aquaculture value chain is sensitive
to the effects of climate change, despite certain elements of this being unclear [128,129].
Aquaculture is not an exception to the fact that the viability of food production systems
is progressively being threatened by climate change [1,42]. According to the IPCC [42],
climate change consequences and solutions are directly related to sustainable development,
which strikes a balance between environmental preservation, economic success, and social
well-being. This implies that aquaculture output cannot be sustainable without addressing
the consequences of climate change.

Although many constraints are facing fish farmers in Egypt, including climate change,
there is a rapid expansion in aquaculture. Egypt has increased its aquaculture production
significantly to become the first major producer in Africa, although the share of Africa is
still low at about 2.7% of world aquaculture production [1]. Fish aquaculture farms are con-
sidered as the main source of Egyptian fish production, which represents about 79.2% [108].
Fish production represented 16.25% of the total Egyptian agricultural GDP [108]. Aqua-
culture is an effective solution to reduce the gap between fish production and demand in
Egypt. Despite the economic importance of aquaculture, some fish farmers have abandoned
it due to some challenges that make the project unprofitable. In Egypt, parts of the vast Nile
Delta are dotted with man-made, open-air ponds stocked with tilapia, perch, and other
fish. In Egypt, aquaculture has become increasingly popular in recent years, as breeding
and technological improvements make each pond more productive and profitable. Fish
farming produces more protein and revenue per acre than crop farming, and with a lower
water and carbon emission footprint per kilo of product. One kilogram of farmed fish
requires about 1000 L of water to produce, while the same weight of rice or wheat can
require two to four times the volume of water [130]. Moreover, fish farmers are not really a
consumer of water; they are a user of water. While in agriculture, water is only used once,
fish farmers are able to use it several times. However, water scarcity and rising supply
costs—the problems that loom over the Delta at large—are threatening to capsize the fish
farming industry in Egypt. With a rapidly growing population, an unstable global supply
chain for food imports, rising temperatures, and limited land and water resources, Egypt
could still find a promising path to food security and economic growth in pisciculture, but
only if it can be undertaken by a smarter sustainability process [131]. Aquaculture plays
a crucial role in Egypt’s economic development, contributing substantially to achieving
the Sustainable Development Goals. However, contexts are increasingly changing and
are characterized by shifts in dietary needs, more integrated value chains, globalization,
population dynamics, and climate change. An enhanced understanding of aquaculture’s
performance under these rapidly changing contexts is necessary. Yet, the ability to generate
the required knowledge is often constrained by a lack of accurate data about the integrated
on-farm performance of aquaculture systems. In efforts to address this gap, in Egypt,
farmers practicing tilapia monoculture stocked smaller fingerlings than their polyculture
counterparts, reaching the same harvest weight and obtaining a 20% higher yield than un-
der polyculture. Tilapia monoculture was 42% more profitable and 18% more cost-effective
than polyculture systems. There were no significant differences in productivity, profitability,
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and cost-effectiveness across different farm sizes. There is also a notable increase in the
adoption of modern extruded feed. However, there is a growing trend in incidences of
abnormal fish mortality. Farmers’ perceptions of climate change and its impacts on tilapia
aquaculture are very low. Similarly, farmers’ awareness of fish food safety certification is
very low and only a few are interested in participating in such schemes if established [130].
Thus, the need for continued efforts and investments to promote aquaculture in Egypt is
necessary. Specifically, the results on the cost-effectiveness of tilapia culture present evi-
dence about the scalability of tilapia in Egypt. At the same time, interventions to promote
the wide-scale adoption of aquaculture and the best management practices might help to
reverse the trends in abnormal fish mortality in the immediate and medium term. In the
long term, breeding for resilience traits will be crucial. There is also a need for increased
access to climate information services to improve farmers’ perceptions of climate change
and its impacts in order to facilitate timely adaptation.

7. The Mitigation of Negative Impacts of Climate Change on Fish Culture

The fastest-growing industry in Egypt is aquaculture, which is also the country’s
primary source of fish and animal protein. Fish farming in Egypt has gradually transitioned
from extensive to semi-intensive to intensive, with rapid development in the use of modern
technologies, such as the use of a recirculating aquaculture system (RAS), fish–plant inte-
grated system (such as aquaponics), fish–animal integrated system, and biofloc technology
(BFT), as well as enhanced farm management techniques. The demand for resources used
in aquaculture, including fish food, seeds, water, energy, and land, has risen as a result
of this strategy [108]. In addition, climate change is considered one such constraint as it
may have negative implications on the productivity of aquaculture. For alleviating these
severe effects of climate change on the fish farming sector not only in Egypt, but also
all over the world, there are two ways: the first is mitigation action, and the second is
adaptation action. Regarding mitigation action, we can mitigate climate change, which
involves reducing the concentration of gases from the winter effect; there is a sea reduction
in leaks or an increase in sinks. Aquaculture can produce wholesome food with a small
carbon footprint by concentrating on herbivorous species. Growing aquatic plants aids
in the removal of trash from contaminated waters, while raising shellfish such as oysters
and mussels is not only profitable but also contributes to the cleaning of coastal waters.
In contrast to the potential declines in agricultural yields in many parts of the world, the
climatic environment provides new opportunities for aquaculture in the medium term;
that is, farming more species [58]. In addition, Egypt has developed various policies and
measures to internalize renewable energy, energy efficiency, and reduce GHG emissions,
as endorsed by the UNFCCC. Technology transfer needs to mitigate the effects of climate
change in the medium term to include environmentally friendly technologies to protect
the Mediterranean coast in general and the low-lying coastal areas of the Nile Delta in
particular. Technical and financial support is urgently needed to establish research pro-
grams with teams from existing universities and research institutes [132]. Consequently,
the second strategy to cope with climate change is a possible adaptation option, to improve
the resilience of Egyptian aquaculture to the impacts of climate change which is imperative
for the future development and sustainability of the sector. Whilst Egypt considers all
possible adaptation options and regards adaptation as a key part of its climate change
policy [133], farmers need to adapt in order to protect their everyday operations, cope with
harsh weather, and ensure their revenue [134]. As a result, adaptation measures are taken
in Egypt to either mitigate or capitalize on the real and anticipated effects of climate change,
either by raising or decreasing a system’s resilience. To lessen the ecosystem’s overall
susceptibility to climate change, this may entail reprioritizing present activities and setting
new goals and objectives. In addition, adaptation action can take place in legal, regulatory,
institutional, or decision-making processes, as well as in on-site conservation activities. For
example, measures to restore or protect wetlands and riparian zones can help to moderate
or lower river temperatures, alleviate flooding and the erosive effects of extreme rainfall
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or rapid snowmelt, improve habitat quality, and allow species to migrate. Thus, the early
implementation of strategic adaptation measures can reduce severe impacts and avoid the
need for more costly measures in the future. The actions aim to: eliminate other threats and
reduce non-climate stressors that exacerbate the effects of climate change; establish, expand,
or adapt protected areas, habitat buffer zones, and corridors; and improve monitoring and
facilitate management under uncertainty, including scenario-based planning and adaptive
management.

Role of Modern Aquaculture (Integrated) Systems to Mitigate the of Impacts of the Climate Change

Global food demand will increase by 70–100% by 2050 [135], and the key role of the
agricultural sector in food security [136], one of the greatest issues of the 21st century, is to
find a way to produce more food using fewer resources and minimizing environmental
impacts [137]. Among the systems currently used by the agricultural sector, aquaculture
seems to be the most suitable and convenient for counteracting shortages in food pro-
duction [138]. In the integrated fish culture system, the main beneficiary is fish, which
utilize animal and agricultural wastes directly or indirectly as food. As integrated farming
involves the recycling of wastes, it has been considered an economic and efficient means
of environmental management. Moreover, diversifying food systems and integrated agri-
culture production systems can be important climate change adaptation measures [139].
In this respect, modern aquaculture systems reuse the same volume of water [140,141],
where the rate of water reuse ranges between 80 and 99%, therefore reducing water re-
quirements and the environmental impact of aquaculture [142]. The unification of a RAS
and aquaponics improves sustainability and ensures food sufficiency, providing various
significant economic and social benefits [143].

A. Recirculation aquaculture system (RAS)

The RAS is considered a promising intensive fish culture system. RAS is designed to
raise large quantities of fish in relatively small volumes of water by treating the water to
remove toxic waste products and then reusing it [144]. RAS is a technology where water is
recycled and reused after mechanical and biological filtration and removal of suspended
matter and metabolites. This method is used for the high-density culture of various species
of fish, utilizing minimum land area and water. RASs have become more numerous and
equally sophisticated as land-based aquaculture production has increased. The complexity
of the system gives rise to a good deal of health management issues, whereby the water
quality of the production system directly impacts the health of the fish. Additionally, the
challenges of using RAS in a seawater environment pose unique issues of water chemistry,
fish production biology, and health. Fish health management in RAS depends largely upon
the quality of the intake water for controlling the known obligate fish pathogens [145].
RAS technology is based on the use of mechanical and biological filters and the method
can be used for any species grown in aquaculture as shown in Figure 5. New water is
added to the tanks only to make up for splash out, evaporation, and that used to flush
out waste materials. The reconditioned water circulates through the system and not more
than 10% of the total water volume of the system is replaced daily. In order to compete
economically and to efficiently use the substantial capital investment in the recirculation
system, the fish farmer needs to grow as many fish as possible in the inbuilt capacity [144].
The management of recirculating systems relies heavily on the quantity and quality of feed
and the type of filtration. RASs have low direct land and water requirements and enable
high stocking densities but do require large energy inputs and thus have high production
costs and waste disposal challenges [146]. RAS technologies are typically beneficial when
advantages in fish performance outweigh the increased costs. Grow-out operations in RAS
are progressively focused on species with a high market value. In addition, RAS is an
invaluable alternative for preventing water pollution by diminishing both the volume and
the eutrophication potential of the effluents [147]. The development of a commercial-scale
RAS has been stimulated primarily by an interest in producing high-value warm water
fish and eels. RASs overcome the constraints imposed by temperate climates and other
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environmental factors by providing a controlled, predictable, and biosecure environment for
the cultured species [148]. Thus, RAS is an eco-friendly, water efficient, highly productive
intensive farming system, which is not associated with adverse environmental impacts,
such as habitat destruction, water pollution and eutrophication, biotic depletion, ecological
effects on biodiversity due to captive fish and exotic species escape, disease outbreaks, or
parasite transmission. Moreover, RASs operate in an indoor, controlled environment, and
thus, are only minimally affected by climatic factors, including rainfall variation, flood,
drought, global warming, cyclones, salinity fluctuation, ocean acidification, and sea level
rise. However, energy consumption and GHG emissions are the two most stringent limiting
factors for RASs. Despite these potentials and promises, RASs have not yet been widely
practiced, particularly in developing countries, due to their complex and costly system
designs. Further research with technological innovations is needed to establish low-cost,
energy-efficient RASs for intensifying seafood production, reducing GHG emissions, and
adaptation to climate change [149].Sustainability 2023, 15, x FOR PEER REVIEW 18 of 31 
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B. Aquaponics system

The integrated fish–plant system is named an aquaponics system, where aquaponics
is a symbiotic integration of two mature disciplines: aquaculture and hydroponics. It is a
hybrid food technology system that helps mitigate climate change through the combination
of fish tanks and crops. The name “aquaponics” derives from a mixture of two words; aqua
from aquaculture, which is the farming of aquatic organisms, and ponics from hydroponics,
which uses water instead of soil to grow plants [150,151]. Many different food products can
be grown using a combination of plant and fish farming in an aquaponics system. Reusing
water after mechanical and biological filtration and recirculation provides local healthy
food that can support the local economy [152]. Plant roots and rhizobacteria take nutrients
from fish manure in the water and absorb them as fertilizers to hydroponically grow plants.
In return, hydroponics acts as a biofilter stripping off ammonia, nitrates, nitrites, and
phosphorus. Then, the water can be recirculated, fresh and clean, into the fish tanks in a
closed cycle as shown in Figure 6. Aquaponics is a sustainable production system with
two methods of cultivation, plants and fish. It combines traditional aquaculture, which
is the breeding of aquatic animals such as fish, crayfish, and shrimp, with hydroponics,
where plants are grown in water in a symbiotic environment. It combines conventional
aquaculture, or the tank-rearing of aquatic animals, with hydroponics, the growing of
crops in nutrient-rich water [153]. Clearing land for crops, artificial fertilizers, insecticides,
herbicides, and larger livestock herds accounts for almost one-quarter of anthropogenic
GHG emissions. Meanwhile, the aquaponic technique produces crops and raises fish
without relying on toxic chemical pesticides, synthetic fertilizers, genetically modified
seeds, or practices that degrade soil, water, or other natural resources. More specifically,
aquaponics is a hybrid food technology system that has the potential to remove the negative
environmental impact of current farming techniques [154]. This system is a valuable
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alternative to both traditional agriculture, fishing, and fish farming. Its advantages include
water conservation, sustainability, and the eliminated need for soil [155]. In addition,
aquaponics achieves the automatic and digital monitoring of aquaculture systems by
controlling and mitigating abiotic factors. Generally, aquaponics systems achieve savings
by requiring less water quality monitoring, less physical land, and the sharing of equipment
such as pumps and heaters [151]. The operational cost savings for commercial use would
also be evident through the elimination of insect and weed control. Moreover, aquaponics
can be a strong alternative system to conventional agriculture and land reclamation in
Egypt. Although the cost of aquaponics can be seen as expensive, especially for small
farmers and startups, the profit per acre can reach 30 times more than the profit from
land reclamation or conventional agriculture [156]. In developing countries or places
that are frequently and heavily affected by climate change issues such as Egypt, the use
of aquaponics delivers a source of food that is unaffected by climate change. Utilizing
aquaponics systems could mitigate climate change and significantly add to increased food
security to the benefit of people [157].
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C. Biofloc technology (BFT)

Successful fish farming is entirely dependent on the physicochemical and biological
qualities of water. Consequently, water quality control is required for optimum pond
management [159]. Some studies suggest that the ratio between nitrogen (N) and carbon
(C) in the water during the period of aquaculture should be controlled by implementing
successful BFT [160]. Thus, BFT is an integrated system as shown in Figure 7, and the
quality of this system, which depends on the biotic composition of biofloc and the quantity
of suspended solids, is checked with Imhoff cones. For checking the biotic composition of
biofloc, water collected from the system is reserved in Imhoff cones for precipitation. In this
respect, BFT is a newly emerging frugal technology for fish cultivation in which nitrogenous
wastes generated from fish/shellfish and unconsumed feed can be converted to protein-rich
feed in the form of biofloc [161]. It was developed to improve ecological control over aquatic
animal production or to treat wastewater, but now it has gained importance as an approach
in aquaculture [162]. This operates the system on the principle of increasing carbon-to-
nitrogen ratios, through the addition of an exogenous carbon source that consequently
stimulates natural heterotrophic bacterial growth in the system, which converts them
into microbial protein [163,164]. It is realized that fishmeal being used in aquaculture
production systems as a protein source for the formulation of fish and shrimp feed can
be significantly replaced by biofloc meal [165]. In addition, the sustainable approach of
such a system is based on the growth of micro-organisms in the culture medium, the least
amount or zero water exchange, high dissolved oxygen level, and a high C:N ratio; thus,
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it can be considered an environmentally friendly strategy and an important tool against
the drastic effects of climate change [166,167]. Therefore, BFT has been widely used to
maximize tilapia production for its ability to support high-density cultivation, to improve
water quality, and, simultaneously, recycle feed and protein production in the same culture
unit [168,169]. Moreover, Kuhn et al. [170] reported that microbial floc meal in tilapia diets
significantly increase weight gain. Biofloc consumption by fish could contribute about 50%
of the dietary protein requirements of Nile tilapia [171].
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D. Integrated multi-trophic aquaculture (IMTA)

To avoid or alleviate the negative effects posed by aquafarming, integrated multi-
trophic aquaculture (IMTA) is proposed as a potential bio-mitigation approach. IMTA aims
to achieve the sustainable development of aquaculture and improve the productivity of
intensive monoculture through reusing waste as food resources. In this integrated system,
the targeted species are co-cultivated with others that have dissimilar feeding habits in
different trophic levels [173]. Various species of nutrient absorber, suspended feeder, de-
posit feeder, and other organic extractive organisms could be considered as the candidates
to be co-cultured with targeted species (finfish, e.g., red sea bream Pagrus major, Atlantic
salmon Salmo salar) in an IMTA system. Waste released from fish farms could offer food
sources for inorganic and organic nutrient extractive species. For instance (Figure 8), as
particulate organic waste (e.g., fish fecal matter, waste fish feed) mainly sinks down to the
sea bottom, deposit feeders (e.g., Japanese sea cucumber Apostichopus japonicus, giant Cali-
fornia sea cucumber Parastichopus californicus) will ingest it as food, consequently mitigating
the problem of hypoxic bottom water due to increased oxygen consumption during the
bacterial decomposition of excessive organic matter. As another form of aquaculture waste,
dissolved nutrients (e.g., phosphorus, nitrogen) cause eutrophication, which increases the
risk of harmful algal blooms. Planting nutrient absorbers (e.g., seaweeds Gracilaria chilensis,
Laminaria japonica, Ulva ohnoi) could minimize this risk through their competition with
phytoplankton for resources and harvesting macroalgae periodically will speed up the
removal of dissolved nutrients [174]. Meanwhile, the supplement, suspension feeders,
and other organic extractive species are capable of further filtering the phytoplankton,
as well as the dispersed small particle organic materials from both fish food and feces
in the water column. From an environmental point of view, these modern fish farming
systems represent a novel technology that improves production efficiency, while mitigat-
ing environmental impacts (pollution load, including GHGs emissions), diversifying fish
production, animal welfare in aquaculture systems, climate change studies, soil depletion,
technologies that mitigate the emergence of animal diseases or parasites, and reducing the
use of antibiotics, chemical fertilizers, new feed ingredients, and carbon footprint [175,176].
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These systems also prevent the release of aquaculture waste that pollutes water bodies
(eutrophication), allowing greater control of the water and production, which makes food
safer against possible residues [151,177]. These integrated systems not only reduce waste
but also increase productivity by using by-products from crops, livestock, fish systems, and
other waste as inputs for different subsystems. This also reduces farmers’ dependence on
agro-industrial products such as commercial inorganic fertilizers and formulated pelleted
feed.
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By applying the concept of circularity, integrated agricultural systems can thus mini-
mize energy and materials use, reduce environmental impacts, and create new business
opportunities, as well as achieve more sustainability in the aquaculture sector [179]. Fur-
thermore, traditional integrated agriculture–aquaculture (IAA) systems are semi-intensive,
with limited feed and nutrient inputs and minimal use of electricity. This means that
the GHG emissions from traditional IAA are negligible. Furthermore, in livestock–fish
systems, where the manure of farm animals such as chickens is converted into nutrients
for fish, methane and nitrous oxide emissions produced by decomposing animal waste
are avoided. The Intergovernmental Panel on Climate Change (IPCC) has found that IAA
systems can play an important role in making food systems more resilient while reducing
GHG emissions [139]. By providing more protein for household diets, they may also reduce
the demand for other kinds of meat production, including less sustainable forms of aqua-
culture. Ahmed et al. [180] estimated that converting 25% of the world’s aquaculture area
(4.5 million ha, of a total of 18 million) to agriculturally eutrophic impoundment and IAA
would increase carbon storage by 95.4 million tons per year, which will consequently lead
to mitigating the negative effects of climate change on this imperative sector. Particularly,
in Egypt, IAA provides a proven method to increase production efficiency. An example
is the tilapia farms, where integrated systems for horticulture and aquaculture focus on
water use, especially in a region considered the most water-scarce in the world. With
looming water wars if this crisis is not handled correctly, the efficient use of water such
as these tilapia farms is much needed. One type of system is aquaponics, in which fish
and plants are grown together and the nutrient-rich water resulting from fish waste is
used as a fertilizer for the plants, instead of leaving the system. This is a perfect example
of how interconnected interactions within an ecosystem, including humans, can serve to
better address sustainability concerns. Adopting integrated aquaculture as a strategy not
only increases output productivity and efficiency in a sustainable manner, it also plays
a major role in reducing the sector’s vulnerability and increasing its resilience to climate
change, as well as offering a resilient solution to increased food security [181]. IMTA is
a system that feeds species with species that remove organic substances and extractive
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species that are inorganic, which use aquaculture waste for their development. Therefore,
one of the key strategies currently being used is encouraging IMTA, a novel process of
growing finfish alongside shellfish such as oysters and marine plants such as seaweeds.
Interestingly, we are seeing more applications of this system in many forms, which are
environmentally friendly [182]. Thus, IMTA is considered to be more sustainable than con-
ventional monoculture systems because it may combine several species. A few examples
include the recent announcement by the South Asian Association for Regional Cooperation
(SAARC) countries of introducing IMTA as a means to reduce the impacts of climate change
on the sector, trials in Europe focusing on culturing lobsters alongside salmon, a vision to
have a rainforest in the ocean, or better yet, an effort to carbon capture more CO2 than is
produced by the Netherlands each year [183,184].

8. Conclusions

Climate change is the major global challenge today, and the world is becoming more
vulnerable to this change. Climate change is expected to exacerbate in occurrence and inten-
sity in the future, which results in negative impacts on social, economic, and environmental
aspects. Specifically, Egypt’s large population makes it one of the countries most affected
by the negative effects of climate change. Egypt is particularly vulnerable to the impacts of
climate variability and change, particularly with respect to water security, agriculture, fish
culture and livestock, increasingly adverse conditions to public health, human settlements,
and energy demand and supply. In addition, climate change could have significant adverse
economic impacts in Egypt. The country is heavily dependent on the Nile River (which
accounts for 96% of the water resources available), which may decrease in flow [185,186].
The negative effects of climate change adversely impact not only the agriculture sector in
general, or the fish culture sector in particular, but also human health. Egypt has recently
created a number of national programs in the fields of climate protection and adaptation to
climate change. Out of a total budget of USD 324 billion, Egypt’s mitigation and adaptation
projects will cost around USD 211 and USD 113 billion, respectively, in addition to energy
efficiency initiatives, wind energy initiatives, and environmentally friendly transportation
initiatives. Other initiatives, such as biogas projects, landfills, and recycling facilities, try to
use trash as fuel and promote complete waste management. As part of an integrated model
for climate change mitigation and adaptation initiatives, they also include wastewater
treatment facilities, sewer lining projects, seawater desalination, and water rationalization.
This also includes the implementation of natural gas supply projects, waste management,
sewage treatment plants, and afforestation.

Even though aquaculture plays an essential role in the Egyptian food system, account-
ing for approximately 80% of total fish production [108], climate change already affects
aquaculture and the impacts are likely to increase in all aspects of this vital sector. In order
to reduce the possible dangers of climate change on fish productivity, it is crucial that
the Egyptian government and policymakers develop sound policies. Consequently, the
Egyptian government is also investing in establishing huge sea aquaculture systems in
coastal governorates to compensate for the lower yield from the open sea due to climate
change. The Berka Ghalion aquaculture complex in Kafr El-Sheikh includes a fish hatchery,
454 fish ponds, 655 shrimps ponds, and 156 nursery ponds. The complex covers 4000 acres,
including a fodder factory and fish packaging factory offering 5000 job opportunities. The
government is also taking huge strides in the rehabilitation of Egyptian coastal lakes to
protect fisheries, especially the production of fish seed and the maximization of the use
of its natural lakes in the production of fish wealth. This also provides the restoration of
ecosystem services, thus combating climate change and loss of biodiversity. In addition,
the Ministry of Water Resources and Irrigation is introducing large investments through
the Shore Protection Authority (SPA), in cooperation with the UNDP with funding from
the Green Climate Fund (GCF) in upscaling an ecosystem-based approach, following an
ecosystem-based approach for the protection of low-lying lands in the Nile Delta. Finally,
we can summarize the possible solutions for adaptations against the negative effects of
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climate change on aquaculture in Egypt to achieve the sustainability of this imperative
sector in the following points:

a. Greater public awareness, especially among all related stakeholders to the fish farm-
ing sector in Egypt, must be raised about the problems of climate change and its
negative effects on the fish sector;

b. Using environmentally friendly aquaculture techniques such as RAS, aquaponics,
BFT, or cage farming systems;

c. Using groundwater and effluent discharge in order to overcome the present and
future anticipated limitations of fresh water and brackish water;

d. Researchers should start to evaluate the economic feasibility and optimum usage of
novel proteins as fishmeal substitutes. Furthermore, the improvement of local raw
materials to be used in fish feed formulation is also highly recommended;

e. The creation of new fish strains with increased salinity tolerance or increased temper-
ature tolerance to cope with alterations by climate change;

f. The easier solution is to diversify the production to a heat-tolerant fish species or
gradually increase the production of fish species such as the African catfish, which
is more resistant to higher temperatures, has a larger thermal window, and better
responds to thermal stress;

g. Increasing the production of fish seeds in hatcheries, as well as the genetic selection
of seeds that adapt to new environmental conditions;

h. Reducing energy use through energy conservation and introducing possible renew-
able energy approaches.
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Abstract: Water has complex cost dimensions and is considered a scarce commodity under a reduced-
recycle-reuse system with a full cost recovery strategy. The impact of externalities from the social,
economic, and ecological aspects of exploiting water resources are often not accounted into the
pricing mechanism. We discuss the current work model as well as a pricing strategy for a water
infrastructure program with a full cost recovery strategy. Single and multi-block pricing models
are created, and their effect on water pricing is discussed. The impact of externalities is accounted
for, and respective cost components, namely, environmental cost, opportunity cost, and ecological
imbalance cost are included in the water pricing, to analyze the impact on the cost of produced water.
A comparison under the normalized, single-block and multi-block pricing strategy are discussed and
the payback period is found. It is seen that the unit cost of potable and non-potable water is brought
down from 0.94 USD/m3 and 0.51 USD/m3 to 0.62 USD/m3 and 0.29 USD/m3, respectively using
a multi-block pricing strategy. It is recommended that policy interventions in a full cost recovery
water pricing strategy should consider the cost of externalities with a multi-block pricing system for
breakeven in water infrastructural investments.

Keywords: water pricing; urban infrastructure; multi-block pricing; externality costing; single-
block pricing

1. Introduction

Water scarcity is a huge challenge across the globe, especially in the region of the
Middle East and North Africa (MENA), affecting cropping patterns and decisions on the
import and export of cereals [1]. Over-consumption of water, non-metering, exploitation
of new water resources, treatment cost of below-par quality water, and transformation of
resources, demand a shift in egalitarian pricing strategy in water management programs [2].
It is found that addressing the energy, water, and food (WEF) nexus as a single entity shall
address the water crisis in line with constraints, possible policy interventions, and meet
sustainable development goals [3]. Analysis models to analyze the efficiency of water usage
in the urban-peri-urban region in line with the WEF nexus to assess the importance of
water usage optimally have proved successful [4]. Reformed price structures, direct benefit
transfers, demand-side management, and the use of efficient technologies at the source are
mechanisms that can compensate for the higher price demands. Water use and recycling
for application in the WEF nexus is important to address the use of water efficiently
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including agriculture which is found as the optimized way to address scarcity [5,6]. Two
strategies that can address water scarcity are (i) providing incentives and taxation to meet
the additional cost of water infrastructure and (ii) adopting pricing strategies with price
discrimination [7]. Water pricing should focus on the socio-economics of the region and be
aptly priced to keep the sustainable initiatives considering the naturally available resources
and new technology [8]. Flat rate, uniform rate, block rate, and complex rate structures are
the basic types of water pricing explored for urban-municipal corporations [9]. However,
different pricing models were studied and experimented with to improve demand-supply
management. Full cost recovery in water management programs with environmental
cost components directly proportionated to respective impacts is an effective method of
control [10]. The full cost with efficient use is the crucial strategy for optimal use of water
resources in urban area water management programs [11]. The increasing block pricing
is not idle for developing countries, considering the social justice for use of water. It is
better to consider the old pricing strategy with rebates and discounts [12]. High uniform
water pricing can be a direct intervention to curtail water use, while its impact on social
rights for water to meet minimal needs can be questioned [13]. Increasing block pricing,
which is a mix of efficient pricing strategy and egalitarian pricing philosophy, is an effective
mechanism to curtail water waste, however, the sizing of blocks in a multi-tier social
structure will be critical [10].

An exhaustive study on water management programs in a few cities across the globe
shows that non-metered flat pricing privileges consumers to use water till the marginal
benefit becomes zero resulting in aggregate consumption mismatches [2]. The study
shows that pricing below the ‘full cost’ results in the ineffectiveness of water management,
while the cities which used an increasing block pricing strategy have resulted in meeting
social inequality and motivating the individual user to use water efficiently. The multi-
block pricing system has shown effective results to bring a conscious effort to reduce the
consumption of water [14]. The impact of block pricing, to improve water use efficiency,
conclude that identifying the size of block and price slabs is difficult in a divergent socio-
economic group [15].

The pricing structure for any naturally available resource should be based on the social
parameters, environmental conditions, and cost recovery mechanism [7]. The water pricing
should be done on three principles which are equality, efficiency, and environment [16,17].
Sustainable use of water is to use exhaustible renewable resources within their regener-
ation limits while having the rational judgment to use non-renewable resources or their
availability for prolonged periods. Any impact whose reason can be traced back to human
involvement and whose cost is not accounted for among the economic decision-makers can
be considered an externality. The type of event, the scale of impact, system boundaries, and
the social group determine the decision-making for reactive or pro-active decision-making
and actions [16,17].

Water consumption and pricing strategy should consider water to be administratively
priced to include the cost of externalities, as an incentive or subsidy [16]. There is a strong
interlinking between energy, water, and food nexus, and sustainable initiatives should
move immediately from concept to practice [18]. Along with block pricing, non-pricing
interventions, such as raising social conscience for water use are proven as successful
initiatives [13]. A range of options including pricing, restrictions, awareness, and efficient
technologies can effectively control supply-demand management, for the benefit of suppli-
ers and customers [16]. The full cost pricing and efficient use of water alone cannot control
the sustainable use of water, but policy and instrumental changes to consider water as a
limited natural resource are mandatory [19].

The literature survey concludes that earlier efforts for full cost recovery pricing have
not taken the cost of externalities into the water pricing system for the water management
scheme to be self-sustainable. In the current work, an urban water management program
with water sources such as natural reservoirs, recycled water, and desalinated water are
considered as water sources to meet the potable and non-potable requirements of the
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city. The possibilities of levelized cost, single-block, and multi-block pricing systems are
explored. Efforts are made to create a sustainable water pricing model, for different water
quality levels for multiple water requirements. Considering the high capital cost of water
infrastructural projects, the cost of externalities is included in the water pricing model, for
a better cost breakeven. Social costs due to greenhouse gas emissions, opportunity costs
due to depleting naturally available water resources, and ecological imbalance are costs ac-
counted for impacts due to externalities. The structure of this paper adopted the following
methodology: (1) Design the objective function to minimize the water infrastructural cost
for efficient demand-supply management in a multi-resource variable demand environ-
ment; (2) Identify the unit cost of produced water under a single-block pricing strategy;
(3) Identify the externalities and corresponding impacts whose costs can be accounted;
(4) Structure an appropriate multi-block pricing slab to motivate efficient utilization of
water; (5) Account the ‘cost on externalities’ into a multi-block pricing model to identify
the impact on the cost of produced water. Identify policy interventions required for a full
cost recovery pricing model in water infrastructure programs.

2. Design of the Water Infrastructure Model

The water infrastructure model for a greenfield industrial city with a full cost recovery
strategy is modeled. Treated river water and desalinated seawater are considered potable
water resources, while treated sewerage and industrial effluent are considered non-potable
water resources. A water treatment plant (WTP) is considered for treating river water to
potable standards. Since the river water is not a perennial source, water from a seawater
reverse osmosis (SWRO) desalination plant is considered the second source of potable water.
To promote sustainable activities, a renewable energy-based hybrid technology desalination
plant, termed energy-efficient desalination (EED), is considered the third source of potable
water. The produced water from WTP, SWRO, and EED is expected to provide potable water
to total dissolved solvent (TDS) levels less than or equal to 200 ppm. The wastewater after
human needs for washing and sanitation from residential and industrial establishments is
recycled to reuse standards of 500 ppm and less by a sewerage treatment plant (STP). A
common effluent treatment plant (CETP) recycles wastewater from industrial processes to
TDS levels less than or equal to 500 ppm.

2.1. Assumptions Considered in the Water Management Program under Study

The assumptions considered for the design of the water management program are:

i. The water consumption per head is taken as 200 LPD (higher by 25% than normal
standards) considering the future developments in a Greenfield project.

ii. The availability of the water in the river is seasonal and cannot meet the potable water
requirement through all seasons. Hence the water treatment plant (WTP) is sized
40 MLD, half the size of the total potable water requirement for the city. The potable
water network for the city is based on an 80 MLD design.

iii. To increase the reliability of potable water supply, seawater desalination is considered
the second source of supply, with the size allotted at 50% of the total potable water
requirement for the city. Out of 40 MLD, 35 MLD will be met by conventional seawater
reverse osmosis (SWRO) technology, while 5 MLD will be met by a renewable energy
powered, hybrid technology energy-efficient desalination (EED) plant.

iv. The recycled, treated water from the sewerage treatment plant will be the first source
for the non-potable applications. The sizing of the STP is done based on the con-
sumption of 80 MLD potable and 320 MLD non-potable by the city population. The
non-potable water distribution network is designed based on STP sizing.

v. It is assumed that 80% of potable and non-potable water consumption can be recycled,
which makes 320 MLD in total. However, to meet any uncertainty or shortfall, an
additional 40 MLD of industrial effluent is treated by a common effluent treatment
plant (CETP) to a quality of <500 TDS, for supply as a non-potable requirement.
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vi. It is assumed that the water requirement for the process applications of industries is
met by the federal administration on a chargeable basis. This water network is not
considered in the current study.

vii. The cost of the potable and non-potable utility network lines, and sewerage/effluent
collection network lines are not considered for the current analysis. It is assumed that
this cost is borne by the urban administration.

The technology considered for the STP is a sequential batch reaction, automated
to address variable parameters which are generally used by large municipalities. The
common effluent treatment plant (CETP) is based on an activated sludge process (ASP),
trickling filter (TF) technology and a tertiary treated reverse osmosis plant, which is an
established combination for industrial effluent treatment. The water treatment plant is on
the technology of settling, floatation, adsorption, ultrafiltration, and disinfection, ideal for
surface water, including river water treatment. The seawater desalination plant considered
in the analysis is multi-pass reverse osmosis technology, which is widely accepted [20–23].
The renewable energy-based, energy-efficient desalination plant will use combinations
of technologies with reverse osmosis after the first pass to increase the recovery rate.
The plant will operate on solar photovoltaic power, without battery backup, hence triple-
sized, to operate on design size during sunlight hours [24]. The water infrastructure for
a Greenfield city is modeled with the design conditions, costs, and assumptions from
previous studies [20,25–30]. The parameters for design and modeling are described in
Tables 1 and 2, respectively.

Table 1. Design parameters and assumptions are considered for problem modeling.

Population 2 Million Individuals

Potable water requirement (person/day), drinking and cooking 40 L

Water for sanitation (person/day)—Non-potable 80 L

Water for washing (person/day)—Non-potable 80 L

The efficiency of STP (BOD removal rate) 90%

The efficiency of CETP (BOD removal rate) 90%

Life of the plants 25 years

Interest on investment 4%

Discount rate/Return rate 4%

Acceptable total dissolved solids (TDS) for drinking <200 ppm

Acceptable TDS for washing <500 ppm

Acceptable TDS for sanitation <500 ppm

Table 2. Cost parameters of various water infrastructures.

Source

Capital
Expenses

USD/MLD
(Million)

Yearly
Operational

Expenses (%)

Operational
Expenses

USD/MLD
(Million)

Water Treatment Plant (WTP) 0.4 8 0.03

Seawater Reverse Osmosis (SWRO) Plant 1.2 14 0.17

Energy-Efficient Desalination (EED) 5.14 6.5 0.33

Sewerage Treatment Plant (STP) 0.64 7 0.04

Common Effluent Treatment Plant (CETP) 1.36 12 0.16
[31–35].
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While the capital cost of the EED is the highest, the operational cost of the SWRO
and CETP is the highest. The operational cost and the trend of operational cost with a 5%
annual increase are shown in Figures 1 and 2, respectively.
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Figure 2. The trend with a 5% annual increase.

It is seen that there is a considerable difference between the components regarding
capital cost and operational cost. This shows that there will be a considerable difference
between various components concerning payback and the levelized cost of production.

2.2. Formation of the Objective Function for Multi-Resource and Variable Demand
Allocation Model

The objective of the problem formation is to reduce the total cost of the water in-
frastructure program, by optimally allotting the capacities for each water source. The
parameters and attributes used for modeling the problem statement are represented in
Table 3, and the abbreviations used are as defined at the end of the paper.
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Table 3. Parameters and attributes of the problem statement.

S N

Sources ATC per
Capacity

of the
Plant

Demands

Water
Source
Index

Total
Water

Available
TDS

Water
Demand

Index

Total
Water

Required
TDS

1 WS1 Wa1 WsTDS1 ATCS1 WD1 Wr1 WdTDS1

2 WS2 Wa2 WsTDS2 ATCS2 WD2 Wr2 WdTDS2

3 WS3 Wa3 WsTDS3 ATCS3 WD3 Wr3 WdTDS3

· ·· ·· ·· ·· ·· ·· ··· ·· ·· ·· ·· ·· ·· ··· ·· ·· ·· ·· ·· ·· ··· ·· ·· ·· ·· ·· ·· ··· ·· ·· ·· ·· ·· ·· ··· ·· ·· ·· ·· ·· ·· ··
· ·· ·· ·· ·· ·· ·· ··· ·· ·· ·· ·· ·· ·· ··· ·· ·· ·· ·· ·· ·· ··· ·· ·· ·· ·· ·· ·· ··· ·· ·· ·· ·· ·· ·· ··· ·· ·· ·· ·· ·· ·· ··

N WSn Wan WsTDSn ATCSn WDm Wrm WdTDSm

WS = Water source, WD = Water demand, Wr = Water required (MLD), TDS = Total dissolved solids
(ppm), WSTDS = TDS of water at the source (ppm), WDTDS = TDS of water required at the demand (ppm),
ATCi = Annualized total cost of source ‘i’, it includes annualized capital and operating cost for the ith

source (USD).

The objective function of the problem is written as in Equation (1). The objective
function is to minimize the overall cost meeting the demand with the optimized allocation
of resources.

Minimize ∑n
i=1 ∑m

j=1 ATCi ∗ Wi,j (1)

where,
i = index for number of water sources from 1, 2, 3 . . . . n
j = index for number of water demands from 1, 2, 3 . . . . m
Wi,j = allocation of W resource from ith source to jth demand
The constraints for the objective function are expressed through Equations (2)–(5);

Equation (2) states that each demand is satisfied completely by all the sources in TDS for
the source is lower than or equal to the minimum limiting value of that demand:

∑m
j=1 ∑n

i=1 Wi,j − WDj = 0 (2)

Each source is less than or equal to addition of all demands if TDS for source is lower
than or equal to minimum limiting value of that demand, as indicated through Equation (3).

∑n
i=1 ∑m

j=1 Wi,j − WSi ≤ 0 (3)

Allocation of source and demand is feasible only when TDS for source is lower than or
equal to a minimum limiting value of the demand TDS as explained through Equation (4),
while the non-negativity constraint is expressed as in Equation (5):

For f easible Wi,j allocation, TDSi ≤ TDSj (4)

Non-negativity constrains:

∑m
j=1 ∑n

i=1 Wi,j ≥ 0 (5)

The objective function is solved using a linear programming problem (LPP), simplex
algorithm, and the tot of infrastructure cost is derived.

3. Water Pricing on Single-Block Theory

The following assumptions are made to determine the cost of potable and non-potable
water under single-block pricing.

50



Sustainability 2022, 14, 14495

1. The cost of each source needs to be recovered completely so that economic feasibility
will be established.

2. Water is considered a social commodity, and everyone has an equal right to water,
irrespective of consumption quantity.

The unit cost of water under the single-block pricing strategy is found using Equation (6):

WiCBi = ATCi (6)

The unit cost of water derived with a single-block price analysis is listed in Table 4.
With the single-block approach pricing, it is found that the cost of water produced from
SWRO and EED is multi-fold higher than the cost of water produced from WTP. Adopting
a single-block pricing strategy will not be a viable option, considering breakeven in water
infrastructure investments. Since the supply of a minimum quantity of water to meet
social needs is a commitment, water cannot be higher priced to meet the infrastructural
cost. Therefore a multi-block pricing strategy with increasing block tariff is investigated,
considering the costs due to the impact of externalities.

Table 4. The unit cost of produced water from various resources in a single-block pricing strategy.

Source Cost of Water (USD/m3)

WTP 0.02

SWRO 0.79

EED 2.00

STP 0.26

CETP 0.75

4. Externality Components in Water Pricing

The environment cost, opportunity cost, and ecological system imbalance costs are the
various externalities considered to account for the multi-block pricing strategy approach.
The cost of emission of greenhouse gases (GHG), the opportunity cost of water from
natural resources, and the cost incurred due to damage to ecological systems are taken as
externalities in the current paper.

4.1. Environment Cost

Environment cost is defined as the cumulative monetary unit of the effects of envi-
ronmental impacts through socio-economic activities to obtain water as a resource. The
environmental impacts and their effect on cost structure are very complex to have a stan-
dard method of calculation [19].

For the current study, cost due to emission of greenhouse gases (CEGHG) is accounted
which is determined as units of electricity consumed from conventional energy sources for
the generation of 1 L of water * cost of electricity produced by renewable energy source,
which is mathematically given as in Equation (7):

CEGHG =
(

The total energy required for the process − Energy used from the renewable energy
Quantity of water generated

)
×

Cost of energy generated per unit by renewable energy sources in India
(7)

The cost of the impact of the emission of GHG per unit of electricity (1 kWhe) generated
from conventional sources is considered equivalent to the cost of green energy, which is
USD 0.064/kWh [36]. The cost due to the emission of greenhouse gases by each water
source is found using Equation (7) and is represented in Table 5.
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Table 5. Cost per MLD on produced water considering emission through conventional electricity.

Source Power Consumption
(kWh/MLD)

Cost
(USD/m3)

Water treatment plant (WTP) 345 0.02

Seawater reverse osmosis plant (SWRO) 5000 0.32

Sewerage treatment plant (STP) 476 0.03

Common effluent treatment plant (CETP) 546 0.04
[37–39].

4.2. Opportunity Cost

Marginal opportunity cost is defined as the economic benefits lost in not allotting the
additional unit of water for the second-best alternative for economically productive use.
Hence estimation of opportunity cost is important in the process of efficient allocation of
water while assessing the future infrastructure investments in water programs [40]. In the
current work, the opportunity cost is considered as the cost of not allotting the freshwater
(water from the river) for agricultural produce. The benefits that could have been recovered
by using this water for the next better option, agriculture is 0.2 USD per m3, considering
the water requirement of 10 mm per square meter per day, with a yield of USD 2857 per
acre per year [41–43]. The equation for opportunity cost is described in Equation (8):

CO = Income from yield per acre of land per year/Water requirement per year per acre of land (8)

4.3. Ecological System Imbalance Cost

Though seawater desalination is a reliable source of potable water, the brine rejection
will have large environmental impacts, affecting the local ecology and marine life at the
intake and reject locations. The ecological system imbalance cost due to desalination is
defined as the change in gross domestic production (GDP) in the catchment area of the
project due to the introduction of a technology derived per liter of desalinated water [44].
Advanced seawater reverse osmosis (SWRO) technologies have a 45–55% recovery ratio,
with brine management costs accounting for 20–60%, of the produced water. Not much
study is done on the direct impact on GDP due to brine rejection (Venkatesan, 2015), hence
the ecological imbalance cost is taken as 20% of the cost of water produced by SWRO and
EED, as indicated in Equation (9).

CE = The cost to ecology due to brine = cost f or brine management
= 20% o f the cost o f produced water by SWRO and EED in single
−block pricing

(9)

5. Multi-Block Water Pricing Strategy

In a multiple block pricing system, water is considered a social and economic com-
modity. In this paper, two-block pricing is explored with quantity in block 1 taking care
of minimum water requirement for potable requirements, considering water as a social
commodity alone. To avoid the wastage and overuse of water, a second block is proposed
setting only 10% of the total water quantity. The objective of the multi-block pricing strat-
egy is to (i) Promote low-quality water for non-potable applications; (ii) Restrict usage of
potable water beyond the social needs; (iii) Recover investments in water infrastructure;
(iv) Self-sustainability of water infrastructure projects, to avoid incentives and subsidies.
The quantities of water requirements allotted in each block for various applications are
shown in Table 6.
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Table 6. Allocation of water quantity in multi-block scenario.

Potable Water Non-Potable

Block 1 0 to 25 L Block 1 0 to 125 L

Block 2 >25 L Block 2 >125 L

Water consumption in
Block 1 72 MLD Water consumption in

Block 1 288 MLD

Water consumption in
Block 2 8 MLD Water consumption in

Block 2 32 MLD

Total water consumption 80 MLD Total water consumption 320 MLD

The relation between the cost of potable water in block 1, to the cost of non-potable
water in block 1 and the cost of water in block 2 is provided in Table 7. The multiplying
factor is based on the quality of water, application to meet social causes, and measures for
misuse or overuse of water.

Table 7. Relation of cost components in blocks 1 and 2 concerning potable water in block 1.

Cost Components Relation with CPWB1

Cost of potable water in block 1 CPWB1

Cost of potable water in block 2 CPWB2 1.5 × CPWB1

Cost of non-potable water in block 1 CSWWB1 0.6 × CPWB1

Cost of non-potable water in block 2 CSWWB2 0.75 × CPWB1

Considering the externalities in multi-block pricing, the cost balance of water is
represented in Equation (10):

CB1 + CB2 + CEGHG + CO + CE = ATCSTP + ATCCETP + ATCWTP + ATCSWRO + ATCEED (10)

The socio-economic cost of potable water in Block 1 is found using Equation (10) and
the cost of potable and non-potable water in block 1 and block 2 are found using the relation
of potable water in block 1 concerning other water components as in Table 7. The calculated
values of potable and non-potable water in different blocks are indicated in Table 8.

Table 8. Cost component due to various factors in block 1 and block 2 water pricing.

Cost of Water under Various Portfolios Cost
(USD/m3)

The socio-economic cost of potable water in Block 1 0.41

The economic cost of potable water in Block 2 0.62

The socio-economic cost of non-potable water in Block 1 0.25

The economic cost of non-potable water in Block 2 0.31

The opportunity cost of water resources 0.04

Cost due to ecological imbalance due to brine 0.08

To obtain the cost competitiveness among various water sources and promote sus-
tainable sources, while calculating the cost of produced water from each source, the cost
of emission of greenhouse gases (CEGHG), opportunity cost (CO), and cost due to effect of
brine discharge (CE) are considered as an externality cost component.

The cost of producing unit water in multi-block pricing strategy from WTP, SWRO,
and EED are given in Equations (11)–(13), respectively. The average cost of producing
potable water is given in Equation (14). The cost of producing unit water for washing and
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sanitation from the STP and CETP are given in Equations (15) and (16), respectively. The
average cost of producing water for washing and sanitation is given in Equation (17).

Cost of unit water from Water Treatment Plant,

CWWTP

=
(

CPWB1 ∗ WWTPB1 + CPWB2 ∗ WWTPB2 + CEGHG ∗ WWTP + CO ∗ WWTP
WWTP

) (11)

Cost of unit water from seawater reverse osmosis process,

CWSWRO =

(
CPWB1 ∗ WSWROB1 + CPWB2 ∗ WSWROB2 + CEGHG ∗ WSWRO + CE ∗ WSWRO

WSWRO

)
(12)

Cost of unit water from seawater through energy-efficient desalination process,

CWEED =

(
CPWB1 ∗ WEEDB1 + CPWB2 ∗ WEEDB2 + CE ∗ WEED

WEED

)
(13)

Average Cost of potable water per unit liter,

CPW =

(
WWTP ∗ CWWTP + WSWRO ∗ CWSWRO + WEED ∗ CWEED

WWTP + WSWRO + WEED

)
(14)

Cost of unit water produced through a sewerage treatment plant,

CSWWSTP =

(
CSWWB1 ∗ WSTPB1 + CSWWB2 ∗ WSTPB2 + CEGHG ∗ WSTP

WSTP

)
(15)

Cost of unit water produced through a common effluent treatment plant,

CSWWCETP =

(
CSWWB1 ∗ WCETPB1 + CSWWB2 ∗ WCETPB2 + CEGHG ∗ WCETP

WCETP

)
(16)

The average cost of non-potable water,

CNPW =

(
WSTP ∗ CSWWSTP + WCETP ∗ CSWWCETP

WSTP + WCETP

)
(17)

Based on Equations (11)–(17), the cost of water from various resources under a multi-
block pricing system considering the externalities is mentioned in Table 9.

Table 9. Cost of water under Multi-block pricing strategy.

Source Capacity
(MLD)

Cost of Water
(USD/m3)

Water Treatment Plant 40 0.57

Seawater Reverse Osmosis Plant (SWRO) 35 0.77

Seawater Energy-Efficient Desalination (EED) 5 0.51

The average cost of potable water 0.66

Non-potable water—Sewerage Treatment Plant (STP) 320 0.28

Non-potable water—Common Effluent Treatment Water (CETP) 40 0.29

The average cost of non-potable water 0.28

It is seen that the cost of producing water from the SWRO is brought close to the cost
of water from WTP. Similarly, the cost of produced water from the EED has become cheaper
than the water produced from the WTP. The average cost of produced water is brought to
USD 0.66/m3. Similarly, the cost of recycled water from the STP and CETP are brought to
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almost the same, with the average at USD 0.29/m3. To improve cost competitiveness and to
promote green energy sources, cross-subsidy may be given among various water resources.

6. Results, Discussions, and Policy Interventions

Water pricing is predominately based on a single-block strategy without considering
the externalities of the system. However, the current study has compared the feasibility
of multi-block pricing against single-block taking into consideration the externalities. The
comparison of three scenarios, namely, levelized cost, and single-block and multi-block
pricing strategies are shown in Figure 3. It is found that the levelized cost strategy cannot
be considered a correct approach considering the high pricing for potable and non-potable
components. The single-block pricing has brought down the price component considerably,
but there is a huge disparity between the pricing of potable and non-potable components.
The produced water from WTP is very much affordable, while the produced water from
EED cannot be sold. Similarly, the water produced from STP is cheap, while the CETP-
produced water is high-priced. The payback period for the single-block pricing strategy as
shown in Figure 4, shows that few components in the potable and non-potable system may
not be feasible with high payback periods. The multi-block pricing strategy has included
the environment, opportunity, and cost towards the ecological imbalance thus making the
unit cost of the produced water better than under the single-block and levelized cost pricing
strategy. Large water infrastructure projects will have an impact on society, economy, and
ecology, which are often not accounted into the cost economics.
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The average cost of three potable and two non-potable sources under scenarios
of levelized, and single-block, and multi-block pricing strategies are considered and
depicted in Figure 5. It is seen that the multi-block pricing has shown a better sell-
able pricing strategy with potable and non-potable water sources at USD 0.62/m3 and
USD 0.29/m3, respectively.
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The payback period as indicated in Figure 6 shows that it is better to consider the
potable and non-potable components as blocks than consider them individually. The
multi-block pricing strategy has a higher payback, but the unit pricing can be normalized.
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Water is a social commitment to society and becomes the priority for urban administra-
tions to native populations. Hence the financial impact of externalities often skips the cost
assessment. However, a multi-block pricing strategy, factoring the impacts of externalities
can normalize the cost of externalities and provide workable business models.

The following policy interventions are suggested:

(i) The outcome of the study indicates that multi-block pricing can be recommended
with a full cost recovery objective. The full cost recovery requires considering the
externalities due to the use of conventional power as a penalty or the use of renewables
as an incentive.

(ii) The use of recycled water should be subsidized in a multi-block pricing philosophy
which will extend the areas of use of recycled water. An accountable difference in the
unit price of fresh and recycled water can make a difference in water consumption.
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(iii) Incentivizing water from the high levelized cost of water (LCOW) resources and
penalizing the use of low LCOW water resources in a multi-block water pricing
system could normalize the unit cost of produced water. Cross subsidies should be
considered from the cost breakeven perspective, effects of externalities, and depletion
of naturally available resources.

7. Conclusions

In this research, single-block and multi-block pricing strategies were utilized to formu-
late a water infrastructure issue in a multi-resource variable demand context. The objective
function is framed to minimize the overall cost, and the problem statement and constraints
are specified. Demands are satisfied by the optimal distribution of resources. The issue
statement was resolved using the linear programming problem approach. Investigated is
the effect of single-block and multi-block pricing strategies. The goal of the single-block
pricing method is to allocate the generated water’s unit cost to completely recover the
cost. While considering multi-block pricing, the impact of externalities of the project is
considered. The impacts due to emission of greenhouse gases, the opportunity cost of
naturally available water resources, and the cost due to ecological imbalance because of
seawater intake and brine rejection are the externalities considered. While considering the
size of the blocks, the following are given priority (i) water is considered more a social com-
modity than an economic one; (ii) encourage maximum use of recycled water; (iii) obtain
breakeven on investments in water infrastructure projects. The single-block pricing strategy
shows that the unit cost of water produced by SWRO and EED is many times higher than
the unit cost of water produced by WTP. Hence the investments made on high CAPEX
water infrastructure may not breakeven. The analysis of the multi-block pricing strategy
shows that the high unit cost of produced water from SWRO and EED can be normalized.
Similarly, the high unit cost of recycled water from CETP can be normalized to that of
recycled water from STP.

Multi-block pricing blocks must be scaled to enforce optimal water usage and to
maximize the use of recycled water, with water being considered a social commodity.
Water infrastructure projects include externalities that the water price system does not take
into account. The high manufacturing costs can be made more reasonable by including
cost factors for externality implications. By including the impact of externalities into a
multi-block pricing method, the high capital expenditure for integrating renewable energy
into water infrastructure projects may be normalized. The significance of governmental
action to require the inclusion of the cost of externalities in pricing models is stressed by
the paper’s conclusion. Future studies may examine the application of dynamic pricing
in water management plans, taking into account the hours when renewable energy is
available, the hours when water use is at its highest, and the amount of electricity used by
dependable water sources.
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Abbreviations

WWTPB1 Quantity of potable water with block 1 pricing underwater treatment plant production
WWTPB2 Quantity of potable water with block 2 pricing underwater treatment plant production
WWTP Quantity of water produced by the water treatment plant
WSWROB1 Quantity of water with block 1 pricing under seawater reverse osmosis treatment produce
WSWROB2 Quantity of water with block 2 pricing under seawater reverse osmosis treatment produce
WSWRO Quantity of water produced by seawater reverse osmosis method
WSWEEDB1 Quantity of water with block 1 pricing under seawater energy-efficient desalination method
WSWEEDB2 Quantity of water with block 2 pricing under seawater energy-efficient desalination method
WSWEED Quantity of water produced by seawater energy-efficient desalination method.
WSTPB1 Quantity of water with block 1 pricing under sewerage treatment plant produce
WSTPB2 Quantity of water with block 2 pricing under sewerage treatment plant produce
WSTP Quantity of water produced by the sewerage treatment plant
WCETPB1 Quantity of water with block 1 pricing under common effluent treatment plant produce
WCETPB2 Quantity of water with block 2 pricing under common effluent treatment plant produce
WCETP Quantity of water produced by the common effluent treatment plant
CPWB1 Cost of potable water in block 1
CPWB2 Cost of potable water in block 2
CWWTP Cost of water from the water treatment plant
CWSWRO Cost of water from seawater reverse osmosis process
CWSWEED Cost of water from seawater energy-efficient desalination process
CWSTP Cost of water from the sewerage treatment plant
CWCETP Cost of water from the common effluent treatment plant
CPW The average cost of potable water
CSWW The average cost of water for sanitation and washing
CS Sustainability cost
CEGHG Cost due to emission of greenhouse gases
CEE Cost due to environmental effects
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Delineation of Salinization and Recharge Sources Affecting
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in the Northwest Coast, Egypt
Hesham A. Ezzeldin
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Abstract: Salinization of coastal aquifers is a serious issue affected by climate change and enhanced
by overexploitation of groundwater resources. This research aims to explore the hydrogeochemical
processes that cause salinization of groundwater in coastal aquifers, such as the area located between
Barrani and Baqbaq, on the northwestern coast of Egypt. Various techniques were applied, including
Gibbs plots and hydrochemical facies diagrams (HFE-D), ion ratios and stable isotope bivariate plots,
statistical analyses, a groundwater quality index for seawater intrusion (GQISWI), and a seawater
mixing index (SMI). Based on the total dissolved solids (TDS), groundwater can be classified into
four groups: slightly saline (9%), moderately saline (45%), highly saline (43%), and salty water
(3%). The geochemical properties were further catergorized on the basis of other parameters and
ion ratios, such as Caexcess, Nadeficit, Na/Cl, Cl/HCO3, and Br/Cl, which suggest the influence of
cation exchange, seawater, and marine sediment dissolution. Additionally, stable isotopes indicated
two groups. One of these has relatively high salinity and low isotopic content and is affected by the
leaching and dissolution of marine deposits. The other group is enriched in δ18O and δD content,
with much higher salinity due to mixing with seawater and evaporation. The GQISWI categorizes
groundwater as saline and mixed (55 and 41%, respectively), followed by saltwater (4%), whereas
the SMI calculations indicate that about 10% of the groundwater samples are impacted by seawater.
Finally, the areal distribution of GQISWI and SMI identified some patches along the coastline as
well as other inland places located about 12.5 km away from the sea that have undergone saltwater
intrusion. In conclusion, overexploitation of groundwater should be avoided because the amount of
annual rainfall is very limited.

Keywords: groundwater salinization; ion ratios; stable isotopes; seawater mixing index (SMI);
northwest coast

1. Introduction

Water demand has increased, especially in coastal areas, with the rapid growth of
residential, agricultural, industrial, and tourism activities. Coastal aquifers are considered
one of the main sources of freshwater supplies in many countries worldwide, especially
in the Mediterranean [1]. The geological heterogeneity as well as spatial and temporal
variability in flow patterns play a critical role in governing the distribution of fresh and
saline waters in the coastal aquifers [2]. Salinization of groundwater takes place in many
coastal aquifers [3–5]. It has been found through previous studies that sources and causes
of groundwater salinization in coastal aquifers are due to several processes. Among these
are water–rock interactions, cation exchange, redox reactions, carbonate and evaporate
mineral dissolution, wastewater disposal, and intrusion of fossil seawater and modern
seawater induced by groundwater overexploitation [6–9]. All of these are linked to climate
change’s effects on precipitation and patterns of recharge as well as to evapotranspiration,
which in turn puts pressure on the coastal aquifer systems. This likely speeds up the
quantitative and qualitative degradation of groundwater. Therefore, in order to support
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the sustainable management of coastal resources in the near future, it is urgent that we
enhance our understanding of the spatial distribution of groundwater salinity and the
factors controlling changes [10].

The most important process that degrades groundwater quality in coastal areas is
the excessive abstraction of groundwater, which reduces freshwater discharge to the sea
and creates a local water table depression, causing seawater upwelling [11–13]. This
phenomenon is known as seawater intrusion, and it is considered one of the main reasons
limiting the use of groundwater in coastal areas. When reviewing the literature around
the world, it was found that the phenomenon of seawater intrusion has been documented
in North America [14,15], Australia [16], Europe [17], South America [18], and Africa [19].
Recently, developing countries along the Mediterranean Sea in North Africa are facing
environmental pressures resulting from high population growth, rapid urbanization, and
insufficient water sector services, which necessitate identifying effective solutions to address
these problems [20,21].

Many authors have conducted regional geomorphological studies on the Northwest-
ern coast of Egypt, [22–24]. The geology and subsurface geology were also studied by
others [25–27]. AbdelMogheeth [28] and Atwa [29] studied the hydrogeology and water
resources of the Northwestern coastal zone, focusing on hydrogeology and hydrochemistry.
Additionally, the hydrogeology of the El-Salloum area, located to the west of the study area,
was investigated by Salem and Mohamed [30], who concluded that the main water bearing
formation is of Middle Miocene age. Other studies in the Mediterranean basin concluded
that water resources are primarily found in alluvial Pleistocene aquifers connected with
stream deltas and within karst aquifers scattered across elevated coastline ridge zones [31].
Groundwater extraction from the Pleistocene oolitic and Miocene fractured limestone
aquifers is the primary source of freshwater supply in the study area. Such aquifers receive
significant recharge during the winter, where depressions extending between elongated
coastal ridges serve as sites for groundwater replenishment [32]. Two types of factors
primarily affect the chemical evolution of groundwater during flow: natural and anthro-
pogenic activities. Natural factors include aquifer lithology, geological structures, and
recharge conditions. Anthropogenic activities primarily relate to agricultural intensity,
industrial and/or sewage water discharge, and groundwater overexploitation, which in
turn take part in groundwater salinization, especially in coastal aquifers [33,34].

The sources and mechanisms of the groundwater salinization must be evaluated
for the effective management of groundwater resources, especially in arid and semi-arid
regions. However, various sources of salinity make determining the origin and mecha-
nism of groundwater salinization extremely complex [35]. There are many factors that
cause seawater intrusion, namely aquifer properties, anthropogenic activities, recharge
rates, variable density flow, and effects relating to global climate change, such as higher
surface air temperature, lower annual precipitation, and sea level rise. The multiplicity
of such effects makes seawater intrusion a complicated hydrogeological process [36–39].
Therefore, the use of groundwater chemistry and stable isotopes (such as δ18O and δ2H)
along with the previous geophysical and hydrogeological studies is very useful to identify
groundwater recharge sources as well as to assess the geochemical processes that lead to
groundwater quality deterioration in arid regions [40–42]. Additionally, stable oxygen-18
and deuterium isotopes can be considered among the tools used in water management,
as they are used to identify factors affecting groundwater quality such as evaporation,
precipitation, and mixing processes [43,44]. A basic assumption in the use of isotopic and
chemical techniques in tracking sources of salinization is that the fingerprint of the original
source is preserved during the salinization process [45]. However, the original isotopic
composition, as well as the chemical composition of the salinity source, could change
as a result of evaporation, dilution, mixing, or rock–water interactions. For this reason,
chemical and isotopic signatures of reference waters as end members (such as seawater,
rainwater or paleo-groundwater) should be monitored in the studied groundwater. To
achieve the main objective of this study, multiple approaches, such as hydrochemical facies
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evaluation, ion ratio relationships, statistical techniques, and salinity mixing indexes are
applied for a realistic interpretation of the results. This work aims to shed light on the
causes of groundwater salinization and propose some solutions to mitigate or limit the
aggravation of such problems. The overarching goal of this work is to help better predict,
manage, and respond to environmental contaminants that threaten human health. In light
of this, a clearer picture will be provided to decision-makers and/or water authorities that
enables them to take the necessary measures and precautions to confront such problems.

2. Study Area

The study area extends from Sidi Barani in the east to Baqbaq in the west, for a distance
of about 35 km. It extends also for about 9 km south of the Mediterranean shore line, as
shown in (Figure 1). It lies between Latitudes 31◦15′00′′ and 31◦40′00′′ N and Longitudes
25◦25′00′′ and 26◦25′00′′ E, with an area of about 32 km2.
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Figure 1. Study area showing the geographic location of the sampled groundwater wells (the
sampling points are shaded purple for the Quaternary aquifer, while those related to the Miocene
aquifer are shaded green).

3. Geomorphological and Geological Aspects

Geomorphologically, the landforms within the study area reflect the influences of
endo-genetic factors (e.g., faulting, folding, lithologic features, etc.) and exo-genetic factors
(e.g., climatic conditions, weathering, deposition, erosion, etc.) [46,47]. These factors result
in the emergence of various landforms, such as tablelands, ridges, depressions, and dunes
as well as drainage lines, all of which are affected by the distribution of surface runoff in
addition to the accumulation and storage of groundwater. Three main geomorphologic
units were identified: the southern tableland, the piedmont plain, and the coastal plain [27]
(Figure 2). The southern tableland extends southwards to the Qattara Depression, with
a maximum elevation of 250 m above sea level. The northern bounding slopes of this
tableland are usually dissected by the drainage lines that discharge to the coastal plain.
The piedmont plain, with low land and hills, is a transitional zone between the tableland
to the south and the coastal plain to the north. Its elevation ranges from 30 to 90 m above
sea level, while it varies between 2 and 25 kilometers wide. The inland depressions can
be seen within this plain in between the ridges [48]. The coastal plain occupies a narrow
strip of land that extends parallel to the Mediterranean Sea, with elevations ranging from
0 to 50 meters above sea level. The existence of alternating low-lying ridges separated
by narrow depressions along the coast reflects the influence of lithologic and structural
conditions as well as the fluctuation of sea level [23].
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Geologically, the study area, which is a part of the northwestern Mediterranean coast,
is mainly underlain by sedimentary rocks ranging in age from Tertiary to Quaternary [23].
The Miocene deposits are represented by Moghra and Marmarica Formations. The Moghra
Formation is composed of argillaceous limestone intercalated with sand and shale related to
fluviatile to fluviomarine deposits, while the overlying shallow marine rocks belong to the
Marmarica Formation. It is formed of fracture white limestone and a lower grey calcarenite
interbedded with clay lenses. The overlaying Quaternary deposits are exposed in the study
area. They are formed by a thin cover of drift sands and loamy deposits covering mainly
low-lying areas and the floors of narrow valleys dissecting the tableland (Figure 3). The
study area’s climatic conditions are typically arid, with a long, hot, dry summer, a mild
winter with little rainfall, high evaporation, and moderate to high relative humidity, with a
mean annual rainfall of 155 mm [49].
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Figure 3. Surface geology map.

Hydrologically, the Quaternary and Miocene aquifers are considered as the two main
water-bearing formations in the area under consideration. The Quaternary carbonate
aquifer comprises wadi fill and oolitic limestone deposits, with a thickness ranging from
10 m to about 40 m [50,51]. It is mainly recharged from the infiltration of the precipitation
over its outcropping rocks [50]. The Quaternary aquifer is directly connected to the Mediter-
ranean Sea, which has a significant impact on groundwater salinity [51]. Groundwater, in
this aquifer, exists under unconfined conditions and is represented by six groundwater sam-
ples. The depth to water ranges from 3.15 m (well 6) to 9.30 m (well 2), while the water level
ranges between 2 m below sea level (well 1) and +4.7 m (well 3). The Miocene limestone
aquifer of middle Miocene age (Marmarica Formation) is the main water-bearing formation

64



Sustainability 2022, 14, 16923

in the study area. It is mainly composed of successions of chalky, marly, argillaceous, and
dolomitic limestones interbedded with clay lenses. The groundwater in this aquifer exists
under two conditions: perched groundwater, where the water level is above mean sea
level, and main water table, where the water is free or semi-confined. The perched water
table is recharged indirectly by the overlying fractured rocks, while the fractured free to
semi-confined aquifer is indirectly recharged by natural groundwater movement from
south to north [51]. The degree of recharge depends on the nature of the fault from which
this aquifer derives its water. The depth to water ranges from 16 m (well 11) to 72 m (well
41), whereas the water level ranges between 5.3 m below sea level (well 12) and +8 m (well
33). Despite the fact that there is a general relationship between water level and salinity
because salinity frequently rises with the direction of water flow, Figure 4 shows that the
relationship between the two variables is not clearly defined in each of the Quaternary and
Miocene aquifers. This characteristic could mean that other hydrological factors, rather
than the absolute water level, have a significant impact on the salinity of the water, as is the
case in some localities within the study area, which showed perched aquifer conditions.
In general, the figure shows a general direction of groundwater flow from southeast to
northwest.
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different water levels. The red circles represent the areas with the highest water level, while the green
circles represent the areas with a low level of groundwater.

According to Morad et al. [51], the maximum discharge from the Quaternary and
Miocene aquifers in the Barrani area is 52,200 m3/day and 135,000 m3/day, respectively.
A hydrogeological cross-section extending from the southeast to the northwest towards
the city of Baqbaq, with a distance of about 50 km (Figure 5), indicates that groundwater
recharge is possible, with precipitation on the tablelands to the south and flowing to the
Mediterranean Sea to the north. Because the karst aquifer’s rocks are mostly fractured,
recharge is possible and increasing along the drainage lines, where these drainage lines act
as water collectors [52].
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and rainfall recharge opportunities.

4. Methodology

Fifty-eight groundwater samples were collected, throughout 2021, from all the avail-
able water points. These water points represent shallow hand dug and deep wells. The
Quaternary aquifer was represented mostly by hand dug wells (6 samples), while the
Miocene aquifer was primarily represented by drilled wells (52 samples). All the studied
groundwater wells are private, with the exception of three governmental wells (12, 23, 44),
which have desalination plants installed. Additionally, two water samples representing the
local rainfall and the Mediterranean Sea were collected during the winter of 2020 to be used
as reference waters. The rainwater sample (59) was collected from the rain gauge station
located in the support center of the Desert Research Center in the Sidi Barani area, while
the seawater sample (60) was collected from the Mediterranean Sea. The field activities
included depth to water measurements and geographic locations of the wells, in addition
to measuring the hydrogen ion activity (pH) and electrical conductivity (EC). During the
field trip, only one water sample was collected from each well in order to perform the
necessary chemical analyses. Another set of water samples was collected from selected
wells for the purpose of conducting stable isotope analyses. The collected water samples
were analyzed for major and minor ion concentrations (such as Ca, Mg, Na, CO3, HCO3,
SO4, Cl, SiO2, and Br), in addition to environmental stable isotopes including δ18O and δ2H.
The concentrations of both CO3 and HCO3 were measured by the titration method using
0.01 normal H2SO4. The concentrations of the other major and minor ions were detected
using ion chromatography (Dionex, ICS-1100, Thermo Fisher Scientific Inc., Waltham,
MA, USA). All of the aforementioned analyses were conducted according to the methods
adopted by Rainwater and Thatcher, Fishman and Friedman, and the American Society for
Testing and Materials [53–55] at the Laboratory of the Desert Research Center, Egypt. The
results of all of the analyzed water samples were within the acceptable error limit (±5).

The concentration of stable isotopes for some selected water samples were estimated
according to the method described by Coplen et al. and Coplen [56,57] at the Center
for Stable Isotopes at the University of New Mexico, USA. The results were reported
in delta per mille (‰) notation for O-18 and deuterium (2H) to identify the recharge
sources as well as the factors affecting groundwater quality change. The assessment of the
different hydrogeochemical and mixing processes were studied using multiple techniques,
including the groundwater quality index for seawater intrusion (GQISWI), hydrochemical
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facies evaluation diagram (HFE-D), ionic ratios and stable isotopes relationships, principle
component analysis (PCA), and salinity mixing index (SMI) model. The software program
Aquachem version 10 was used to identify the chemical water types, while ArcGIS desktop
version 10.2 software, (Environmental Systems Research Institute, Inc. “ESRI”, Redlands,
CA, USA, was used to construct maps.

4.1. Gibbs Diagram

This diagram, a simple plot of the total dissolved solids (TDS) versus the weight ratio
of Na/(Na + Ca) or Cl/(Cl + HCO3), is used to identify the relationships between the
chemical water composition and the types of the rocks in which the water circulates [58].
Three distinct fields, including precipitation dominance, evaporation dominance, and rock
weathering dominance, constitute the segments in the Gibbs diagram.

4.2. Hydrochemical Facies Evolution Diagram (HFE-D)

This diagram was suggested by Gimenez Forcada [59] as an alternative to other hy-
drochemical diagrams such as the piper diagram, to clearly identify the hydrogeochemical
changes in groundwater during recharge and saltwater intrusion processes. The importance
of this diagram is that it helps in the identification of the salinization–freshening phases
in coastal aquifers. In addition, it contributes to a clearer identification of possible groups
of samples and their evolution trends in the aquifer [60,61]. In this diagram, four main
facies are defined, namely NaCl, CaCl2, NaHCO3, and CaHCO3. Each group is divided
in turn into four other subfacies, resulting in sixteen subdivisions. These subdivisions are
the following: 1. Na–HCO3/SO4, 2. Na–MixHCO3/MixSO4, 3. Na–MixCl, 4. Na–Cl, 5.
MixNa–HCO3/SO4, 6. MixNa–MixHCO3/MixSO4, 7. MixNa–MixCl, 8. MixNa– Cl, 9.
MixCa–HCO3/SO4, 10. MixCa–MixHCO3/MixSO4, 11. MixCa–MixCl, 12. MixCa–Cl, 13.
Ca–HCO3/SO4, 14. Ca–MixHCO3/MixSO4, 15. Ca–MixCl, 16. Ca–Cl [62]. The facies in
this diagram are determined by the percentage of Ca and Na cations, as well as by HCO3
(or SO4) and Cl− anions, in relation to the sum of cations and anions. The term Mix is used
for the facies names to indicate that the percentage of the cations or anions is less than
50% but greater than the percentage of any of the other cations and anions considered. For
example, if a sample is plotted in subdivision 6, it belongs to MixNa–MixHCO3/MixSO4,
which means none of the Na, HCO3, and SO4 ions reached 50%, yet Na% remains greater
than Ca and Mg, and similarly, HCO3 and SO4 will be greater than Cl. In addition to the
mixing processes, the diagram also explains both the direct and reverse exchange reactions.

4.3. Correlation Coefficients (Ion–Ion Relationships)

Changes in the chemical composition of groundwater are affected by many factors,
such as rock–water interaction, mixing, and ion-exchange processes. Some parameters and
ion ratios calculated in meq/L (such as Caexcess, Nadeficit, Na/Cl, Mg/Ca, SO4/Cl, and
Br/Cl) are addressed. They were correlated with each other as well as with the TDS in
bivariate diagrams in order to distinguish between the mixing mechanisms of fresh water
and saline water from other chemical reactions, such as rock weathering and ion exchange.

4.4. Principal Component Analysis (PCA)

Principal component analysis (PCA) is a data transformation technique that attempts
to visualize a simple underlying structure that is assumed to exist within a multivariate
data set [63]. It quantifies the relationship between different variables by computing the
correlation matrix for the entire data set. As a result, the data set is easily summarized
without losing much information [64]. When using this technique, data sets are first
standardized, and then the correlation matrix is created. The eigenvalues and factor
loadings for the correlation matrix are determined and a scree plot is drawn. The extraction
factors are based on the variances and co-variances of the variables. The eigenvalues and
eigenvectors are evaluated, which represent the amount of variance explained by each
factor. An eigenvalue greater than 1 is set as a criterion to extract factors [65]. Finally, by the
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process of rotation, the loading of each variable on one of the extracted factors is maximized,
and the loadings of all the other factors are minimized. These factor loadings are useful in
grouping the water quality parameters and providing information for interpreting the data.
This study considered pH, EC, Na, K Ca, Mg, Cl, CO3, HCO3, and SO4 as water quality
parameters. Statistical Package for the Social Sciences (SPSS) version 16 was used for the
statistical analysis.

4.5. Groundwater Quality Index for Seawater Intrusion (GQISWI)

The GQISWI index was developed by Tomaszkiewicz et al. [66] as another tool, calcu-
lated according to Piper [67], to interpret groundwater quality change (in terms of seawater
salinization). Equation (1) is developed from Equations (2)–(4):

GQISWI =
GQIPiper (mix) + GQI f sea

2
(1)

GQIPiper (mix) =
(

Ca2+ + Mg2+ + HCO−3
)
× 50 (in % meq/l) (2)

GQI f sea = (1− fsea)× 100 (3)

where
GQIPiper (mix) is the freshwater seawater mixing index of the piper diagram;
GQIfsea is seawater fraction index.
The seawater fraction (fsea) is calculated according to the following equation:

fsea =
mCl sample −mCl f resh

mCl sea −mCl f resh
(4)

Chloride ion is used as a conservative parameter, where mCl sea −mCl f resh is equal
to about 35‰ (grams of salt per kilogram) seawater, based on the concentration of Cl−

in mmol/L [66,68]. GQISW is a numerical indicator used to interpret data from the Piper
diagram as well as seawater intrusion. It ranges from 0 to 100, with 100 representing
freshwater and 0 representing seawater.

4.6. Seawater Mixing Index (SMI)

The seawater mixing index (SMI) is applied to calculate the degree of seawater mix-
ing [69]. Major ion compositions, including (Cl, SO4, Na and Mg), are used to calculate this
index according to the following equation:

SMI = a× CNa
TNa

+ b× CMg

TMg
+ c× CCl

TCl
+ d× CSO4

TSO4

(5)

The constants a, b, c, and d are estimated based on the relative concentration proportion
of Na+, Cl−, Mg2+, and SO4

2− in seawater and recorded as 0.31, 0.04, 0.57, and 0.08,
respectively. C is the measured ion concentration in mg/L. T represents the values of
threshold of the selected ions, which can be estimated from the cumulative probability
curves by determining the inflection points for each ion. The water is said to be impacted
by seawater mixing if the SMI is more than 1 [70].

5. Results and Discussion

Groundwater characterization mainly depends on its chemical constituents. The con-
centrations of these constituents are mostly a result of the interaction between groundwater
and its host rocks. In this part, different aspects are addressed, including hydrochemical
characterization, salinization process identification, and mixing ratio quantification.
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5.1. Hydrochemistry and Its Prevailing Factors

The physical, chemical, and isotopic characteristics of groundwater samples from
the shallow Quaternary (samples 1 to 6) and deeper Miocene (samples 7 to 58) wells
are presented in Table 1 and Figure 6. The total dissolved solids (TDS) displayed high
variance, ranging from 1113 mg/L to 51,975 mg/L (Avg. 10,290 mg/L). The high values
and extreme outliers in TDS values are probably due to salt water. The major cations
followed the order Na (260–15,000 mg/L, Avg., 2738 mg/L) > Mg (46–2292 mg/L, Avg.,
500 mg/L), or Ca (47–1887 mg/L, Avg. 423 mg/L), while the major anions are of the order
Cl (406–29,200 mg/L, Avg., 4786 mg/L) > SO4 (200–4300 mg/L, Avg., 1778 mg/L) > HCO3
(49–460 mg/L, Avg., 174), indicating that groundwater is dominated by two hydrochemical
types: Na-Cl and Na-SO4. Groundwater samples collected from the Quaternary and
Miocene aquifers were classified into four groups according to USGS [71]. Group A, which
is classified as slightly saline water (5 samples, and its percentage is 9%), ranged from 1000
to less than 3000 mg/L. Group B (26 samples, about 45%), with salinity ranging from 3000
to 10,000 mg/L, is classified as moderately saline water. Group C (25 samples of about
43%), whose salinity ranged from 10,000 to 35,000 mg/L, is classified as highly saline water.
Finally, group D, with a very high salinity (more than 35,000 mg/L), is represented by two
samples of about 3%. The majority of the studied groundwater samples, which mainly
belong to the Miocene aquifer, are represented by Group B and C, while almost all the
Quaternary samples belong to Group D. The hydrogen ion activity (pH) values reveal that
groundwaters are neutral to slightly alkaline, with a mean pH value of 7.18. The water
type shown in Table 1 is mainly characterized as a Cl–Na type, except two samples are of
Cl-SO4-Na type, indicating advanced evolutionary stages of groundwater.
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5.2. Groundwater Salinization and Mixing Processes

Different geochemical mechanisms, including rock–water interaction, evaporation,
and precipitation, were identified when water samples were plotted on Gibbs diagrams
(Figure 7). It is clearly shown on these diagrams that the water chemistry of almost all
the Quaternary and Miocene groundwater samples is mainly controlled by evaporation-
precipitation processes and seawater intrusion, plotted in the upper right corner of the
diagram. It is also apparent that most of the samples with Na/(Na + Ca) or Cl/(Cl + HCO3)
ratios greater than 0.6 and TDS values greater than 5000 mg/L were mainly affected by
saline water mixing or evaporation. This plot showed also that few samples were located
in the rock dominance region, indicating that rock–water interaction has little impact on
groundwater chemistry.
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Groundwater samples were plotted in the Hydrochemical Facies Evolution Diagram
(HFE-D); seawater and freshwater were connected through a mixing line (Figure 8). It is
shown that the dominant water facies type is Na-Cl, where almost all samples were plotted
in subdivision 4, and only two samples are of Mix/Na-Cl, located in subdivision 8. This
means that Na ions exceed 50% of the total percent of cations as is also the case with respect
to Cl ions. Samples can be divided into two groups. The first group is located below and to
the right of the seawater/freshwater mixing line, indicating seawater/saltwater intrusion.
The other group is situated down to the left of the line. While it still has the same facies,
it is somewhat affected by recharge from fresh water. This diagram also indicates that a
group of samples were subjected to direct cation exchange, with Na ions being released
to the solution, while other samples were affected by an inverse cation exchange reaction.
Delineation of the salinization processes in the study area will be more clearly elucidated
in the following sections.
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5.2.1. Ion Ratios and Correlation Coefficients

Ionic chemical ratios are useful for the identification of different hydrochemical pro-
cesses affecting water quality as well as the impact of seawater intrusion on groundwater
chemistry [72,73]. The ion ratios selected are summarized in Table 2.

Table 2. Ranges and average values of some ratios of the studied groundwater samples.

Ratio Na/Cl Mg/Ca SO4/Cl Br/Cl

Quaternary aquifer
Range 0.60–1.4 1.5–3.1 0.09–0.61 0.0044–0.0087

Average 1.00 2.33 0.33 0.0061
Miocene aquifer

Range 0.65–1.7 0.75–4.13 0.04–1.69 0.0013–0.0143
Average 0.92 1.95 0.36 0.0058

Rain 3.64 0.72 1.5 0.0312
Sea 0.77 4.59 0.11 0.0065

The Na/Cl ratio is less than unity in the majority of the Miocene samples and in half
of the Quaternary samples, while the rest of the samples showed values greater than unity.
The relationship between Cl and Na/Cl (Figure 9A) showed that many samples plot on
the 1:1 line, indicating the role of halite dissolution as a major process contributing to
groundwater salinization [68]. A few samples showed slight increases in sodium relative to
chloride, reflecting the effect of recharge from rainwater and/or ion exchange. The majority
of samples plot slightly below that line, with a higher chloride content compared to sodium,
indicating the probability of seawater intrusion.
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Figure 9. (A–D) Bivariate plots of some ion ratios vs. TDS; (E) Nadeficit meq/L vs. Caexcess meq/L plot.

The Mg/Ca ratio is used to interpret the impact of the aquifer matrix dominated
by carbonate rocks as well as the effect of seawater on groundwater; it tends to be 1 in
freshwater and approaches 5 in seawater [74,75]. In Figure 9B, there are three groups. The
first is a group with slightly lower salinity (less than or equal 5000 mg/L) and a higher value
of Mg/Ca, reflecting cation exchange and recharge from freshwater. The second group,
which represents the majority of samples, has higher values of TDS as well as Mg/Ca.
This group is mainly affected by marine rock–water interaction and seawater intrusion
processes. The third group, with lower Mg/Ca and relatively higher Cl content, indicates
a long residence time in carbonate rocks and recharge from fresh water. The SO4/Cl
ratio is considered as evidence of the influence of marine deposits as well as seawater on
groundwater, with values below unity in almost all samples (Figure 9C). As Br and Cl
are relatively conservative in hydrological systems, the Br/Cl ratio is used to distinguish
whether groundwater salinity is of marine or non-marine origins [76]. As shown in both
Table 2 and Figure 9D, the Br/Cl ratios of most of the studied groundwater samples are
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within the normal seawater range (0.0040–0.0070) as salinity increases, with a mean value of
about 0.006, indicating that the salinization of these groundwaters resulted from dissolution
of marine sediments and mixing with seawater.

The slight decrease of the Br/Cl ratio with higher salinity is likely due to interaction
with rocks rich in evaporites. On the other hand, samples with relatively low salinity
but with a higher Br/Cl ratio suggest the impact of anthropogenic activities on ground-
waters [77]. This could be explained as a result of the impact of the on-site wastewater
disposal on groundwater, as some residents resort to using abandoned wells for sewage
in the area under consideration. The relationship between Nadeficit and Caexcess in basinal
fluids is presented according to Davisson et al. and Davisson and Criss [78,79] using two
parameters:

Caexcess = 2[Cameas − (Ca/Cl)SW × Clmeas]/40.08 (6)

Nadeficit = [(Na/Cl)SW × Clmeas − Nameas]/22.99 (7)

A straight Nadeficit Caexcess regression line with a 1:1 slope, known as the Basinal Fluid
Line (BFL; [79]), is plotted for the majority of basinal brines in the world, showing water–
rock interaction with a net cation exchange ratio of 1 Ca for 2 Na (Figure 9E). This diagram
shows the various chemical processes that the groundwater has undergone. Such processes
include (i) halite dissolution with a trend that extends from the origin (0,0 point) towards
the negative quadrant of the plot; (ii) cation exchange for the samples plotted on the 1:1
line; and (iii) seawater evaporation after calcite precipitation following a nearly horizontal
trend, with a slope of 0.123. Further evaporation with a decrease in Na concentration will
result in the precipitation of halite, as indicated by the samples plotted slightly above the
seawater sample.

5.2.2. Saturation Indices

PHREEQC version 3 [80] calculated saturation indices by comparing the chemical
activities of the mineral’s dissolved ions (ion activity product, IAP) with their solubility
product (Ksp). The saturation indices (SI) for selected minerals, including anhydrite,
calcite, dolomite, gypsum, and halite, were calculated to confirm the precipitation and
dissolution of these minerals. They have negative values when the minerals tend to
dissolve, positive values when the minerals tend to precipitate, and zero values when the
water and minerals are in chemical equilibrium. The minerals chosen were based on the
major ions encountered in the study area’s groundwater. Figure 10 depicts a bivariate
diagram of SI values for anhydrite, calcite, dolomite, gypsum, and halite against the
chloride concentration of the studied groundwater samples. It shows a positive correlation
between Cl concentration and SI values. The plot shows that groundwater samples are
undersaturated with respect to calcite and dolomite, with 78% and 40%, respectively. All
samples exhibited undersaturation in relation to anhydrite, gypsum, and halite. The
positive values of the calculated SI with respect to calcite and dolomite were about 22% and
60%, respectively, and the negative values of SI for all groundwater samples with respect
to anhydrite and gypsum suggest that these salts have a major role in the enrichment of
groundwater with calcium and sulphate.

This figure also shows that there are three groups; group I, with intermediate Cl
concentration; group II, with a higher Cl concentration; group III, with much higher Cl con-
centration, which reached or exceeded the seawater values (as in samples 1 and 11). Group
I is plotted near the midway between the recharge water (rainwater) and the seawater,
indicating the leaching and dissolution of marine sediments. gp II is closely plotted next
to seawater, reflecting mixing with seawater as a result of groundwater overexploitation
and scarcity of recharge from precipitation. Finally, gp III includes seawater and samples
subjected to the dissolution of salt marches rich in evaporates.
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Figure 10. Relationship between Cl in mg/L and saturation indices for selected minerals.

5.2.3. Stable Isotopes

Environmental stable isotopes such as Oxygen-18 and deuterium are good indicators
for tracing the recharge sources and the origin of groundwaters, as they do not participate in
geochemical reactions except in geothermal systems. Isotope exchange usually takes place
within geothermal water systems only at elevated temperatures (>250 ◦C) [81]. The stable
isotopic compositions of the collected water samples are listed in Table 1. The isotopic content
of the Quaternary samples ranged from−4.39 to 0.26‰ (Avg. −2.65) for δ18O; from−21.80‰
to 1.40‰ (Avg. −13.30) for deuterium. For the Middle Miocene aquifer, δ18O values ranged
from −6.65‰ to 2.60‰ (Avg. −4.56‰) and ranged between −35.30‰ and 5.10‰ (Avg.
−25.31‰) for deuterium. The plot of δ18O versus δD for the studied groundwater samples is
shown in Figure 11a. The global meteoric water line GMWL [82], described by the equation
δD = 8 δ18O +10‰, and the corresponding line for Mediterranean precipitation MMWL [83],
described by the equation δD = 8 δ18O +22‰, are shown as references. It is shown that
most of the groundwater samples plot very close to the Mediterranean meteoric water line
(MMWL), indicating recharge from Mediterranean precipitation. According to Olive [84], if
there is mixing between the coastal groundwater and seawater, the water samples will plot on
a mixing line (ML) with the equation δD = 5.5 δ18O + 0.0‰.
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Table 3. Correlation matrix for selected parameters. 

Variable pH TDS Ca Mg Na K CO3 HCO3 SO4 Cl Br SiO2 δ18O δD SMI GQISWI 
pH 1.00                
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Figure 11. (a) δ18O‰ vs. δD; (b) TDS vs. δ18O‰.
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The distinctive trend expressing the mixing of groundwater with more evaporated
water (seawater) is represented by the mixing line (ML) (Figure 11a). This line is described
by the equation δD = 5.45 δ18O − 0.46‰, which is similar to the equation proposed by
Olive [84]. It is shown that almost all groundwater samples were situated on that line and
can be divided into two groups. First is the group with depleted isotope values, indicating
that it is of meteoric origin. The other group, with more enriched in δ18O and δD values, is
assumed to have been exposed to mixing with seawater and/or the fractionation during
evaporation from the shallow groundwater aquifers. The purpose of using the relationship
between TDS and δ18O is to distinguish between samples that were exposed to evaporation
from those that were subjected to leaching and dissolution. It is noted from Figure 11b that
the majority of groundwater samples, characterized by relatively high salinity, were mainly
subjected to leaching and dissolution of marine deposits. The remaining group of samples,
of much higher salinity, was affected by dissolution of evaporites (such as halite, anhydrite,
and/or gypsum).

5.2.4. Principle Component Analysis (PCA)

Principle component analysis was applied to identify relationships between different
variables, including pH, TDS, Ca, Mg, Na, K, CO3, HCO3, SO4, Cl, δ18O, δD, SMI, and
GQISWI, and to extract different factors affecting groundwater quality (Tables 3 and 4).
The correlations established between the selected parameters (Table 3) show that there
is a strong correlation between TDS and the concentrations of the variables Ca, Mg, Na,
SO4, Cl, Br, δ18O, δD, and SMI (r2 ≥ 0.7), indicating that such variables are enriched due
to mineralization processes. The high correlation between TDS and both δ18O and δD
is evidence of the exposure of groundwater to evapoconcentration processes. Although
the aquifer matrix is dominated by carbonate rocks, bicarbonates are not correlated with
calcium, indicating a source other than calcite dissolution. Meanwhile, calcium is well
correlated with SO4 (r2 ≥ 0.53), suggesting gypsum dissolution. The factor loadings of the
correlation matrix were defined based on eigenvalues that exceeded unity [65].

Table 3. Correlation matrix for selected parameters.

Variable pH TDS Ca Mg Na K CO3 HCO3 SO4 Cl Br SiO2 δ18O δD SMI GQISWI

pH 1.00
TDS 0.00 1.00
Ca 0.07 0.94 1.00
Mg −0.04 0.95 0.93 1.00
Na 0.01 1.00 0.92 0.92 1.00
K 0.04 0.14 −0.03 0.06 0.15 1.00
CO3 −0.10 0.23 0.19 0.22 0.24 −0.32 1.00
HCO3 −0.14 −0.45 −0.45 −0.38 −0.46 −0.32 0.17 1.00
SO4 −0.01 0.65 0.53 0.63 0.63 0.33 0.05 −0.19 1.00
Cl 0.00 0.99 0.94 0.95 0.99 0.10 0.25 −0.47 0.57 1.00
Br −0.03 0.99 0.93 0.94 0.99 0.13 0.30 −0.39 0.63 0.99 1.00
SiO2 −0.12 −0.12 −0.08 −0.02 −0.14 −0.10 −0.01 0.43 −0.12 −0.11 −0.12 1.00
δ18O 0.00 0.77 0.66 0.66 0.79 0.32 −0.04 −0.63 0.60 0.75 0.73 −0.32 1.00
δD −0.01 0.74 0.61 0.60 0.77 0.28 −0.03 −0.56 0.58 0.72 0.70 −0.32 0.98 1.00
SMI −0.01 1.00 0.94 0.95 1.00 0.12 0.24 −0.48 0.60 1.00 0.99 −0.12 0.77 0.74 1.00
GQISWI −0.03 −0.97 −0.87 −0.90 −0.98 −0.29 −0.19 0.53 −0.64 −0.96 −0.96 0.18 −0.82 −0.79 −0.97 1.00

Three factors, with a total cumulative variance of about 80%, were assigned to explain
changes made to groundwater (Table 4). Such factors are presented in two biplots to
clearly illustrate their correlation with the different variables (Figure 12). The first factor
f1 (Figure 12a), with about 60% of the total variance, has high positive loading with the
variables TDS, Ca, Mg, Na, Cl, and SO4, δ18O, δD, and SMI and also has strong negative
loading with GQISWI. This strong correlation can be interpreted as a result of different
mechanisms. Among these are (1) rock–water interaction, (2) cation exchange, and (3)
seawater intrusion. The second factor f2 (Figure 12a) accounts for 11% of the total variance,
which has a moderate positive loading with SO4, δ18O, and δD as well as high positive
loading with K. This suggests evaporation and dissolution of evaporites occurred in the
shallower aquifers. The third factor f3 (Figure 12b), with about 9% of the total variance, is
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positively correlated with HCO3 and SiO2. This factor represents the freshening and the
impact of the weathered silicate minerals on groundwater.

Table 4. Factor analysis from rotated component matrix.

Variable Factor 1 Factor 2 Factor 3

pH −0.059 −0.076 −0.524
TDS 0.995 −0.016 −0.056
Ca 0.926 −0.15 −0.096
Mg 0.954 −0.082 0.051
Na 0.988 −0.007 −0.084
K 0.143 0.822 0.002
CO3 0.253 −0.713 0.061
HCO3 −0.428 −0.339 0.626
SO4 0.676 0.318 0.111
Cl 0.985 −0.064 −0.075
Br 0.987 −0.068 −0.025
SiO2 −0.078 −0.07 0.806
δ18O 0.787 0.371 −0.313
δD 0.756 0.353 −0.299
SMI 0.99 −0.035 −0.079
GQISWI −0.968 −0.11 0.13
Eigenvalue 9.74 1.93 1.15
Total variance % 60% 11% 9%
Cumulative % 60% 70% 80%
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5.2.5. Groundwater Quality Index (GQISWI) and Seawater Mixing Index (SMI)

The GQISWI varies from 0 to 100, and the values above 75 can be considered as
freshwater, while when below 50, groundwater is classified as saline or seawater. If
groundwater has GQISWI values ranging between 50 and 75, it will be deemed as mixed
water. The calculated GQISWI values presented in Table 5 reveal that the study area is
dominated by saline and mixed groundwater (55 and 41%, respectively), followed by
saltwater (4%).
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Table 5. Classification of groundwater based on GQISWI and SMI.

Classification
According to GQISWI

GQISWI Classification
According to SMI

SMI

Range Sample% Range Sample%

Freshwater 75–100 0% Freshwater less than 1 90%
Mixed groundwater 50–75 41% Moderately polluted 1–6 10%
Saline groundwater 10–50 55% Seriously polluted 6–10 0%
Saltwater 0–10 4% Seawater 10–150 0%

The SMI was calculated when the cumulative probability percentages of Cl, SO4, Na,
and Mg ions were plotted against their concentration in mg/L (Figure 13). The inflection
points of each plot characterize the threshold values (T) of each ion that were substituted in
Equation (5) to calculate the SMI values for each groundwater sample. If the SMI value was
more than 1, the water may have been influenced by seawater mixing [69,70]. The results
of the calculated SMI show that about 90% (52 samples) of the groundwater samples are of
meteoric origin, and the remaining 10% (6 samples) are related to saline groundwater. This
hypothesis is compatible with the results obtained from the ion ratios and stable isotopes
analyses. It should be noted that the variation in SMI and GQISWI calculated values is
due to how each method characterizes groundwater. In other words, the SMI considers
seawater as a pollutant, and its percentage in groundwater is calculated, so that if the index
value exceeds unity, this indicates seawater intrusion. The GQI index, on the other hand,
classifies groundwater based on its origin and takes into account the changes that occurred
as a result of various geochemical processes, including intrusion of sea water.
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Figure 13. Threshold values (T) of (A) Cl, (B) SO4, (C) Na, and (D) Mg in the studied groundwater
samples. The intersection of the background concentration (highlighted in blue) and the trend line
representing the anomalous concentrations (highlighted in orange) indicates the regional threshold
of relevant element.
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The spatial distribution of the groundwater quality index (GQISWI) as well as the
seawater mixing index (SMI) were used as complementary tools to delineate the salinization
zones in accordance with the extent to which groundwater was affected either by freshwater
mixing with seawater or rock–water interaction. According to the spatial distribution maps
for GQISWI and SMI (Figure 14A,B), it was revealed that almost all the groundwater in the
study area is mainly of meteoric origin, which in turn reaches a progressive evolutionary
stage due to the interaction with marine sediments and mixing with salt water. Patches that
have undergone saltwater intrusion were identified in some locations along the shoreline
of the Mediterranean Sea. However, saline water was also identified in some other inland
locations west of the study area, about 12.5 km away from the sea.
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Figure 14. Iso-contour map of GQISWI and SMI. Figures (A,B) indicated the areas, which are thought
to be affected by seawater intrusion based on GQISWI, and SMI calculations, respectively.

6. Conclusions

This paper highlighted the different processes and mechanisms impacting groundwa-
ter salinization using multi-hydrochemical parameters and stable isotopes. The ground-
water in the study area is classified as brackish, saline, and highly saline water. Different
methods, including ion ratio relationships, isotope bivariate plots, evolution diagrams, and
statistical analyses, were applied to recognize the main geochemical processes controlling
the salinization processes. According to Gibbs classifications, groundwaters are dominated
by evaporation followed by rock–water interaction. The HFE-D indicated mixing with
saline water and the occurrence of both reverse and direct cation exchange. The correlation
of the ion ratios Na/Cl, Mg/Ca, SO4/Cl, and Br/Cl with TDS indicates the effect of marine
sediments and seawater as well as the anthropogenic activities on some of the studied
groundwater samples. Furthermore, the Nadeficit and Caexcess bi-plot revealed different
processes, including halite dissolution, cation exchange, and seawater evaporation after
calcite precipitation. The δ18O vs. δD and TDS vs. δ18O relationships revealed that some
samples were exposed to mixing with seawater and/or fractionation during the evap-
oration from shallow groundwater aquifers. The factors extracted by PCA suggest the
aforementioned processes, in addition to the impact of freshening and silicate weathering
on groundwater. The mixing with seawater was confirmed in some locations along the
coastline and extended to about 12.5 km away from shore in the Bqabaq area. Additionally,
statistical analyses as well as hydrogen and oxygen-18 stable isotope relationships iden-
tified the effect of recharge by rainwater in few locations. The findings from this study
can be used to enhance our understanding of the different hydrogeochemical processes
that led to the deterioration in the groundwater quality. Moreover, it sheds light on the
locations that have experienced groundwater quality deterioration as well as other areas
that are not or are little affected by seawater intrusion. This will enable the decision makers
to take the necessary measures to use groundwater in those areas in a way that ensures its
sustainability and does not lead to any further deterioration.
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Abstract: The groundwater resources in the Nile Delta region are an important resource for fresh-
water because of rising water demand due to anthropogenic activities. The goal of this study is to
quantify groundwater sensitivity to pollution in the Nile Delta by a modified GIS-based DRASTIC-LU
model. In this study, we utilized two types of modified DRASTIC-LU models, generic and pesti-
cide, to determine the groundwater vulnerability rates to contamination. The results of the generic
DRASTIC-LU model showed that the research region, except for the northwestern part with moder-
ate vulnerability of 3.38%, is highly and very highly vulnerable to pollution with 42.69 and 53.91%,
respectively. Results from the pesticide DRASTIC-LU model, on the other hand, also confirmed that,
except for the northwestern and southern parts with a moderate vulnerability of 9.78%, most the Nile
Delta is highly and very highly vulnerable with 50.68 and 39.53%, respectively. A validation of the
model generated was conducted based on nitrate concentrations in the groundwater and a sensitivity
analysis. Based on the nitrate analysis, the final output map showed a strong association with the
pesticide vulnerability model. Examining the model sensitivity revealed that the influence of depth
to water and net recharge were the most important factors to consider.

Keywords: GIS; Nile Delta region; modified DRASTIC-LU; groundwater vulnerability; geospatial
technique

1. Introduction

Groundwater is the lifeblood for plenty of rural people around the world, as well as
a critical component of worldwide food production. Approximately half of the world’s
drinking water and a large portion of the world’s irrigation water supply is derived from
groundwater. In Egypt, the depletion of groundwater for farming, industry, and residential
purposes has increased. Thus, reliance on groundwater and its quality are progressively
increasing day after day and became a huge issue of considerable environmental and
social concern. Particularly, there are numerous reasons that can seriously disturb the
groundwater quality, for example, rapid population growth, random planning, different
land-use–land-class patterns, and invalid drainage systems, including dumping waste
from industrial, agricultural, and rural regions. All these factors have made groundwater
pollution a hugely challenging problem [1,2]. Consequently, several techniques have
been established to assess the groundwater pollution potential, with the groundwater
vulnerability techniques being the most popular. Principally, groundwater vulnerability
describes the sensitivity of an aquifer system to deterioration because of an outside action.
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In the last few decades, a variety of models based on diverse techniques and proce-
dures have been utilized around the world. The modified DRASTIC-LU model based on
a geographic information system (GIS) is one of the most popular techniques applied to
monitor groundwater susceptibility to pollution depending on the aquifer’s hydrogeologi-
cal conditions. The DRASTIC evaluation was developed by [3], and it is an abbreviation
for seven hydrological elements: depth to water, net recharge, aquifer media, soil media,
topography, impact of the vadose zone, and aquifer hydraulic conductivity. This model
was later modified to improve the evaluation of groundwater vulnerability for a specific
aquifer system by adding new model elements that is the land-use layer [4–6]. The modified
DRASTIC-LU model consists of eight factors; each is given a relative weight between one
and five, and then separated into subclasses based on a grading scale of one to ten. Based
on its impact on the aquifer’s susceptibility to pollution, the most critical factor is given a
weight of five and the least significant is given a weight of one. Similarly, subclasses are
given ratings based on the kind of data, the range of data, and the rate of contamination
risk. Static ratings and weights are allocated to the parameters as a result. GIS has been
found useful when utilized in studies applying the DRASTIC model [7–17].

The modified DRASTIC model is distinguished by its ability to use a simple and
flexible criteria structure. The biggest disadvantage of this model is that the weights and
rates are originally assumed or based on the experiences of evaluation specialists. Some
researchers have offered various strategies to address this problem, including modifying
the structure’s weights and/or rates, deleting or adding other components, employing sen-
sitivity analyses and calibration procedures, and combination with the analytic hierarchy
process [4,18]. Shirazi and his coworkers used DRASTIC and GIS methodologies to assess
groundwater susceptibility in the Malaysian state of Melaka, and generated a risk map to
quantify the impact of land use on groundwater susceptibility [19]. Some other researchers
utilized the land-use factor in a modified DRASTIC model, including [4,8]. Many re-
searchers have suggested using nitrate as a sign of groundwater contamination to estimate
the accuracy of the susceptibility method and its relevance to the study region [18,20].

The major goals of this research are to (1) compute the modified DRASTIC vulnerability
value to acquire a groundwater susceptibility map for the research region, (2) use the
single parameter sensitivity analysis to detect the influence of each modified DRASTIC
input layer on the model, and (3) use map removal sensitivity analysis to detect the most
sensitive model factors. It is hoped that the yield of this work can be utilized as a helpful
guide for groundwater management and protection decision-making at both planning
and operational levels. It can also be applied to other portions of the world with similar
hydrogeologic and socio-economic settings.

The Study Area

The Nile Delta lies between longitudes 29◦30′ and 32◦00′ East and latitudes 30◦00′

and 31◦30′ North. It is surrounded by the Mediterranean Sea from the north, its apex is
Cairo from the south, the Suez Canal from the east, and Nubariya Canal from the west
(see Figure 1). It is situated in an arid climatic zone along the Mediterranean coast, with
an average annual precipitation of 150 mm/y. Although the Nile Delta only accounts for
roughly 2% of Egypt’s total area, it is home to almost 41% of the country’s people and over
63% of its agricultural land [21]. It is characterized by low relief.

The Nile Delta is comprised of Quaternary and Tertiary deposits. The Quaternary is
represented by Holocene and Pleistocene sediments. The Holocene consists of sand dunes,
coastal deposits, sabkha deposits and silty clay sediments capping the flood plain (Bilqas
Formation). The Pleistocene comprises desert crusts and graded sand and gravel that
contain the main water-bearing formation (Mit Ghamr Formation) (see Figure 2) [22,23].
The Tertiary, on the other hand, comprises sediments of Pliocene, Miocene, Oligocene,
Eocene, and Paleocene ages. The Pliocene sediments represent the lower limit of the major
water-bearing formation on top of the Miocene sediments [22,24,25]. In the study area, the
most significant regional aquifer is the Quaternary aquifer that is made up of Pleistocene
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sand and gravel interbedded with clay. It extends over the entire Nile Delta flood plain.
The Nile aquifer’s clay cap is a semi-confining layer that ranges in thickness from 5 to 20 m
in the south and the central parts of the Delta and reaches 60 m in the north [22,26]. The
Nile Delta has long been exposed to many geological, hydrogeological and geophysical
studies [21,23,27–32].
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2. Materials and Methods

The DRASTIC model is a numerical rating system created by Aller et al. (1987) [3] for
assessing the tendency of groundwater to contaminate. It depends on seven hydrogeologic
factors, namely, depth to water, net recharge, aquifer media, soil media, topography, impact
of vadose zone and hydraulic conductivity. Based on a range of values and interpretation
of obtainable data, each of these parameters is evaluated from 1 to 10. The ratings are then
multiplied by a relative weight ranging from one to five (Table 1). The most important
factor will have a weight of five, while the least important will have a weight of one. The
DRASTIC index (DI) is computed by multiplying and summing the rates and weights of
each factor as shown in Equation (1). Groundwater becomes more vulnerable as the DI
value increases [3].

DI = DrDw + RrRw + ArAw + SrSw + TrTw + IrIw + CrCw (1)

where D, R, A, S, T, I, and C are the seven factors of the DRASTIC method and subscripts R
and W represent the rating and weight of the factors.

Table 1. Weights of modified DRASTIC-LU factors.

Modified Generic
DRASTIC

Modified Pesticide
DRASTIC

Depth to water (D) 5 5
Net recharge (R) 4 4

Aquifer media (A) 3 3
Soil media (S) 2 5

Topography (T) 1 3
Impact of vadose zone (I) 5 4

Hydraulic conductivity (C) 3 2
Land use (LU) 5 5

Modified DRASTIC-LU model: by adding a new parameter to the generic and pesticide
DRASTIC model, a new DRASTIC-LU model was developed by Secunda et al. (1998),
Brindha and Elango (2015), and Allouche et al. (2017) [4–6]. The LU factor has been
assigned a weight of five (LUw = 5) as shown in Table 1. By adding the LU factor to
Equation (2), the DRASTIC-LU index model is calculated as follows:

The DRASTIC-LU index (Vulnerability Index) = DrDw + RrRw + ArAw + SrSw + TrTw + IrIw + CrCw+ LUrLUw (2)

where D = depth to water table, R = aquifer recharge, A = aquifer media, S = soil media,
T = topography, I = impact of vadose zone, C = hydraulic conductivity, LU = land use and
subscripts r and w represent, respectively, the rating and weight of these factors.

There are two types of modified DRASTIC-LU model, generic and pesticide to eval-
uate the groundwater vulnerability to contamination. Each of these two types includes
eight parameters.

We used the nitrate concentrations in groundwater to validate the model, where it is
considered as an effective indicator of pollutant migration from the surface to the ground-
water, predominantly in farming areas. We collected 121 representative groundwater
samples from the eastern side of Nile Delta where the sensitivity analysis method was also
applied to validate the model’s final output map.

3. Application of Modified DRASTIC-LU Model Using GIS

The GIS technique was used in this research to execute the modified DRASTIC-LU
model as shown in the flowchart of Figure 3 and described in the following steps:
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3.1. Data Layers Collection

Here, the modified DRASTIC-LU model was used to create a map of the groundwater’s
susceptibility to contamination in the Nile Delta area. The weights and ratings of the
modified generic DRASTIC model and modified pesticide DRASTIC model, were used.
This model consisted of eight factors and each factor was derived from different maps as
follows: depth to water (D) was produced from [33–35], the topography (T) was generated
using a digital elevation model (DEM) derived from SRTM global elevation data (1 Arc
second resolution, SRTM plus v3), and the aquifer media (A) were derived from [36].
Recharge (R) of the Pleistocene aquifer was created from [37], the hydraulic conductivity
(C) was from [38], the soil (S) was derived from [39], the vadose zone (I) was derived
from [40,41] and land use (LU) was from Sentinel-2 imagery at 10 m resolution by ESRI.

3.2. Management of Data Layers

Each of the data layers exploited to determine groundwater vulnerability was adjusted
using the following procedures:

1. The first phase entails that every data layer that has an impact on groundwater
vulnerability was digitized through turning of visible features on a map image into
editable features that can be given extra spatial and non-spatial properties. The
digitizing process began with the creation of new layers in ArcCatalog, followed by
the addition of features such as points, lines, or polygons to them in ArcMap.

2. The data was converted from vector features such as points, lines, or polygons to
raster data.

3. Interpolation by inverse distance weighting (IDW) was applied to convert the data
layers in the point feature to a raster surface [42,43], while rasterization was used to
convert the data layers in the polygon feature to a raster structure.

4. Reclassification of layers was defined as the replacing of input cell values with new
output cell values [42,44]. Every data layer was classed in this research according to a
general scale that illustrates its impact on groundwater contamination. For each data
layer, there were ten classes varying from ten to one, with ten representing the largest
pollution risk and one representing the least contamination risk. All data layers were
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reclassified using the spatial analyzer provided in ArcGIS program, as illustrated in
Table 2.

5. As a result of these steps, a relative weight ranging from 1 to 5 was given to the
reclassified layers, and all cell values in each layer were multiplied by their weight.
The most critical component was assigned a weight of 5, while the least important
was assigned a weight of 1, based on their influence on the aquifer’s susceptibility to
pollution [3].

6. The final step was analyzing data by overlapping all layers. The overlap method is
defined as “the spatial process of placing a thematic layer above another to form a
new layer”. All data layers were overlaid during this process to create a modified
DRASTIC-LU model for groundwater susceptibility to contamination as shown in
Equation (2).

Table 2. Ranges and ratings for modified DRASTIC-LU factors be according [3].

Parameter Range Rating

Depth to water

0.27–3.5 10
3.6–6.7 9
6.8–9.8 7
9.9–13 5
14–16 3
17–19 3
20–23 3
24–26 2
27–29 2
30–32 1

Net recharge (mm/day)

0.03–0.35 6
0.36–0.66 8
0.67–0.98 9
0.99–1.3 9
1.4–1.6 9
1.7–1.9 9
2–2.2 9

2.3–2.6 9
2.7–2.9 9
3–3.2 9

Aquifer media

Gravel and Gravelly sand 9
Sand dunes 7

Sand and Clay loams 5
Sabkha deposits 3
Nile alluvium 1

Soil

Dissected Limestone 10
Gravelly sand and Sand dunes 10

Sand and sand loam 9
Mixed sandy and Carbonate 9

Sand and clay loam 8
Urban 5

Clay loam 3
Silty Clay 1

Topography (slope) (%)

0–0.17 10
0.18–0.55 10
0.56–1.5 10
1.6–4.9 9
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Table 2. Cont.

Parameter Range Rating

Impact of vadose zone

Sand dunes 7
Sandy clay 5

Clayed sand 5
Sabkha Deposits 3

Silty clay 1

Hydraulic conductivity
(m/day)

15–32 1
33–50 2
51–67 3
68–85 4

86–100 5
110–120 6
130–140 7
150–150 8
160–170 9
180–190 10

Land use

Water 7
Agriculture 6

Urban 5
Desert 3

Limestone 1

4. Results and Discussion
4.1. Depth to Water Table (D)

The depth to groundwater parameter has a major influence on determining groundwa-
ter contamination risk. Groundwater tables that are deep have adequate residence time to
detoxify water as it flows within soil layers, making them less sensitive to contaminants [45].
The raster layer was divided into 10 classes by the spatial analyst (reclassify tool) in the
GIS environment, and ratings were assigned to the classes depending on their risk of
contamination as shown in Table 2. The depth to water map shows that the majority of the
Nile Delta region, especially eastern parts, are within a range from 0.27 to 9.8 m, where
this area has rates of 7, 9 and 10, indicating strong contamination capability as shown in
Figure 4a,b. The northwestern parts of the Nile Delta reflected high sensitivity to pollution
with rates from five to nine, while the southwestern parts of the area are distinguished by
low susceptibility to contamination with rates one to three due to the very high depth to
water. The central parts of the region around Tanta and Kafr El-shiekh Cities have rates
of five, seven, and nine, indicating strong contamination. These results are in agreement
with other published work reported from the northwestern and central portions of the Nile
Delta by Salem et al. (2019) and Metwally et al. (2022) [16,46], respectively.

4.2. Net Recharge (R)

The recharge rate varied between 0.03 and 3.2 mm per day (Figure 5a). As indicated
in Figure 5b, the research area’s net recharge was classified into three classes, with ratings
of six, eight, and nine, compatible with the DRASTIC rating regulation. The more recharge,
the more pollution is likely to be directed to the groundwater table. Most parts of the study
region show very high susceptibility to contamination with a rate of nine, probably due
to the presence of a large percentage of drainage and irrigation canals which leads to an
increase in the amount of recharge, while the northeastern and southwestern parts showed
rates varying from six to eight [35].

91



Sustainability 2022, 14, 14699

Sustainability 2022, 14, x FOR PEER REVIEW 8 of 19 
 

contaminants [45]. The raster layer was divided into 10 classes by the spatial analyst (re-
classify tool) in the GIS environment, and ratings were assigned to the classes depending 
on their risk of contamination as shown in Table 2. The depth to water map shows that 
the majority of the Nile Delta region, especially eastern parts, are within a range from 
0.27 to 9.8 m, where this area has rates of 7, 9 and 10, indicating strong contamination 
capability as shown in Figure 4a,b. The northwestern parts of the Nile Delta reflected 
high sensitivity to pollution with rates from five to nine, while the southwestern parts of 
the area are distinguished by low susceptibility to contamination with rates one to three 
due to the very high depth to water. The central parts of the region around Tanta and 
Kafr El-shiekh Cities have rates of five, seven, and nine, indicating strong contamination. 
These results are in agreement with other published work reported from the northwest-
ern and central portions of the Nile Delta by Salem et al. (2019) and Metwally et al. (2022) 
[16,46], respectively. 

 
Figure 4. The map indicates to the spatial distribution of (a) depth to water and (b) depth to 
groundwater rating map. 

4.2. Net Recharge (R) 
The recharge rate varied between 0.03 and 3.2 mm per day (Figure 5a). As indicated 

in Figure 5b, the research area’s net recharge was classified into three classes, with ratings 
of six, eight, and nine, compatible with the DRASTIC rating regulation. The more re-
charge, the more pollution is likely to be directed to the groundwater table. Most parts of 
the study region show very high susceptibility to contamination with a rate of nine, 
probably due to the presence of a large percentage of drainage and irrigation canals 
which leads to an increase in the amount of recharge, while the northeastern and 
southwestern parts showed rates varying from six to eight [35]. 

Figure 4. The map indicates to the spatial distribution of (a) depth to water and (b) depth to
groundwater rating map.

Sustainability 2022, 14, x FOR PEER REVIEW 9 of 19 
 

 
Figure 5. (a) Groundwater recharge map of the study area and (b) recharge rating map. 

4.3. Aquifer Media (A) 
The state of the rock, whether consolidated or unconsolidated, acts as an aquifer. 

The contaminant’s mobility through the aquifer is determined by the aquifer’s material 
[47]. The coarser media receive a higher rating than the finer media (Table 2). Overall, the 
larger the grain and the more fractures, the greater the permeability of the rock medium 
and the greater the risk of contamination to the aquifer. [48]. The generated aquifer media 
map in the research region shows that the region of the Nile Delta has a rate of one to 
nine as shown in Figure 6a,b. A huge part of the study region has silty clay and sand with 
clay loam as the Nile Delta region is completely covered by Quaternary deposits [49]. 

 
Figure 6. (a) Aquifer media layer and (b) rating map of aquifer media. 

4.4. Soil (S) 
USDA (2010) divided the Nile Delta soil into taxonomic groupings and the soil tex-

ture of these units that cover the Nile Delta region is divided into silty clay, clay loam, 
mixed sandy and carbonates, gravelly sand, gravel sand and sand dunes, and dissected 
limestone as indicated in Figure 7a [50]. The type of clay present in a soil, in addition to 
the grain size of the soil, have a significant influence on its contamination risk [3]. The soil 
medium has six classes, as shown in Figure 7b. The silty clay type dominates the soil 
texture in the eastern and middle regions. The northern section of the affected area is 
distinguished by clay loamy soil. Sandy soil dominates the southwestern portion and the 
northeastern part of the research region. 

Figure 5. (a) Groundwater recharge map of the study area and (b) recharge rating map.

4.3. Aquifer Media (A)

The state of the rock, whether consolidated or unconsolidated, acts as an aquifer. The
contaminant’s mobility through the aquifer is determined by the aquifer’s material [47].
The coarser media receive a higher rating than the finer media (Table 2). Overall, the larger
the grain and the more fractures, the greater the permeability of the rock medium and the
greater the risk of contamination to the aquifer [48]. The generated aquifer media map
in the research region shows that the region of the Nile Delta has a rate of one to nine as
shown in Figure 6a,b. A huge part of the study region has silty clay and sand with clay
loam as the Nile Delta region is completely covered by Quaternary deposits [49].

4.4. Soil (S)

USDA (2010) divided the Nile Delta soil into taxonomic groupings and the soil texture
of these units that cover the Nile Delta region is divided into silty clay, clay loam, mixed
sandy and carbonates, gravelly sand, gravel sand and sand dunes, and dissected limestone
as indicated in Figure 7a [50]. The type of clay present in a soil, in addition to the grain
size of the soil, have a significant influence on its contamination risk [3]. The soil medium
has six classes, as shown in Figure 7b. The silty clay type dominates the soil texture in the
eastern and middle regions. The northern section of the affected area is distinguished by
clay loamy soil. Sandy soil dominates the southwestern portion and the northeastern part
of the research region.
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4.5. Topography (T)

The slope map of the study region was calculated as a percentage from a digital
elevation model (DEM) (see Figure 8a). The research region was divided into four classes,
which reflected a relatively flat slope in keeping with the DRASTIC rating. The area was
given a 9 and 10 rating (see Figure 8b). The majority of the area is highly susceptible to
pollution, probably as a result of its low relief [16].

4.6. Impact of Vadose Zone (I)

The unsaturated zone (vadose zone) is defined as the soil zone above the water table
that is unsaturated or discontinuously saturated. Sorption, biodegradation, mechanical
infiltration and dispersion are all controlled by the soil type in the vadose zone [3]. The
vadose zone is assigned to the study area by the Bilqas Formation. As shown in Figure 9a,
the lithology of the formation varies from clayey sand in the south to sandy clay in the
centre to sandy facies in the north [40]. Figure 9b describes the effect of vadose zone
rating in the research region. The northern parts were given a rate of seven because they
demonstrated a high susceptibility to contamination due to their sandy facies. Because the
middle and southern regions have clayey vadose zones, they were assigned ratings of one
and five, respectively.
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4.7. Hydraulic Conductivity (C)

The pollutant movement is greatly influenced by hydraulic conductivity: the greater
the hydraulic conductivity, the higher the potential for contamination [3]. As demonstrated
in Figure 10a,b, hydraulic conductivity in the study region was classed into ten classes that
range from 15 to 190 m/day, with ratings of 1 to 10. The eastern parts of the Nile Delta
reflected high sensitivity to pollution with rates from 6 to 10 due to their high values of
hydraulic conductivity, while the western parts of the region revealed low sensitivity with
rates from 1 to 3 and the central parts showed moderate sensitivity with rates of 5 and 6.

4.8. Landuse (LU)

The land-use (LU) pattern has a substantial effect on the quality of the groundwater [4].
When the research region is primarily covered by farming fields, using LU as an input
may be a suitable way to analyze the susceptibility of aquifers. Contaminants infiltrate
groundwater in different ways depending on land usage. Most parts of the study region
are used for agricultural, according to the land-use classification. The second significant
section of the area is made up of urban areas. The remainder of the region is divided
into three categories: desert, water body, and limestone as shown in Figure 11a. Land-
use classification revealed that agricultural and urban activities had a huge influence on
groundwater contamination in the research region, where they represent 69.26 and 16.45%
with rates of six and five, respectively. Limestone and desert have less effect on groundwater
pollution with 3.04 and 2.92% with rates of one and three, respectively (Figure 11b). All
these results are compatible with published outcomes of [35,51].
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5. Creation of Vulnerability Map

The adjusted DRASTIC-LU Index [DI] was computed to build a vulnerability map by
adding the products of each factor’s ratings and weights using Equation (2) and the results
are shown in Figure 12a,b. When the value of DI increases, the relative pollution risk or
aquifer vulnerability rises with it [3]. The weights and ratings from the generic DRASTIC
model and the pesticide DRASTIC model were used to create two susceptibility maps.
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Figure 12a shows the susceptibility map formed by the generic DRASTIC-LU model,
while Table 3 shows the brief of susceptibility levels and percentage of each class. It is
shown that 53.91% of the study region has an extreme vulnerability to pollution, 42.69%
has high susceptibility to pollution, 3.38% has a moderate vulnerability and about 0.01%
has a low vulnerability.

Table 3. Generic DRASTIC-LU vulnerability classes.

Generic DRASTIC-LU
Vulnerability Level Area %

Legend

98 Low 0.01
99–130 Moderate 3.38
131–160 High 42.69
161–220 Very High 53.91

The vulnerability map of the pesticide DRASTIC-LU model illustrated in Figure 12b
and Table 4 shows that 39.53% of the research region has a very high susceptibility to
pollution around the eastern and western parts of the region, 50.68% has a high vulner-
ability, 9.78% covering the northeast and south parts of the study region has a moderate
susceptibility and 0.01% has a low susceptibility.

Table 4. Pesticide DRASTIC-LU vulnerability classes.

Pesticide DRASTIC-LU
Vulnerability Level Area %

Legend

120 Low 0.01
121–160 Moderate 9.78
161–190 High 50.68
191–260 Very High 39.53

5.1. Validation of the Vulnerability Map
5.1.1. Assessment the Status of Nitrate Pollution

Nitrate values were evaluated for 121 groundwater samples obtained from the eastern
parts of the research region to validate the vulnerability evaluation. NO3 values ranged
from 0.08 to 52.5 mg/L. Fertilizers, animal waste, and sewage all contribute to nitrate levels
in the water [52]. The nitrate data show a strong association with the pesticide vulnerability
DRASTIC-LU model (Figure 12b). This result shows that models that use the land-use
parameter are better at assessing an aquifer’s contamination vulnerability. All recorded
nitrate polluted wells were located in moderate to very high-hazard areas, according to
the confirmation test, and the dispersion of wells in moderate, high, and very high-risk
areas is revealed in Figure 12a,b. This is probably because most parts of the study region
are covered by farm areas, and thus the “agricultural runoff flow” significantly added to
the higher NO3 levels reported in the groundwater of the region. This is accompanied by
the effect of urban expansion, industrial discharges, and other sources.

5.1.2. Sensitivity Analysis of Modified DRASTIC-LU Model

A sensitivity analysis evaluates the level of doubt or variety in the final outcomes of a
model [53]. It may be useful to determine the most effective vulnerability indicators, and
then investigate how to deal with pollution and aquifer crisis management correctly. Single
component sensitivity analysis and map removal sensitivity analysis were performed in
this analysis.
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Single-Parameter Sensitivity Analysis Method (SPSA)

The theoretical and effective weights of the elements utilized to create the modified
DRASTIC-LU index were compared. The effective weight was calculated using Equation (3)
below [54]:

W = ((Pr× Pw)÷V)× 100 (3)

where W refers to the effective weight of every factor, Pr and Pw represent the rating value
and weight of each factor, and V indicates the total vulnerability index.

Results from the single component sensitivity method for the modified DRASTIC-LU
model are summarized in Table 5a,b. As shown in the table, the effective and theoretical
weights of the modified DRASTIC-LU elements did not match completely, and in some
cases were notably different.

Table 5. Statistics of sensitivity analysis according to a single parameter for:

(a) Generic DRASTIC-LU.

Index The Single Parameter Sensitivity Analysis

Generic
DRASTIC-LU

Theoretical
Weight

Theoretical
Weight % Effective Weight Effective

wt
Effective

wt %

Parameter Min. Max. Mean Standard
Deviation

D 5 17.8 2.94 35.9 21.9 8.93 6.15 21.9
R 4 14.2 14.04 30.0 21.5 3.10 6.02 21.5
A 3 10.7 1.69 20.1 7.51 5.34 2.10 7.51
S 2 7.14 1.05 15.0 5.26 4.58 1.47 5.26
T 1 3.57 4.74 8.33 6.22 0.71 1.74 6.22
I 5 17.8 2.65 22.1 11.2 6.54 3.16 11.2
C 3 10.7 1.88 18.7 8.62 2.97 2.41 8.62

LU 5 17.8 2.62 23.08 17.6 3.15 4.94 17.6

(b) Pesticide DRASTIC-LU.

Index The single Parameter Sensitivity Analysis

Pesticide
DRASTIC-LU

Theoretical
Weight

Theoretical
Weight % Effective Weight Effective

wt
Effective

wt %

Parameter Min. Max. Mean Standard
Deviation

D 5 16.1 2.42 31.8 19.3 8.24 6.01 19.3
R 4 12.9 12.6 25.5 18.7 2.82 5.80 18.7
A 3 9.68 1.38 15.3 6.38 4.42 1.98 6.38
S 5 16.1 2.48 28.2 10.8 9.00 3.37 10.8
T 3 9.68 11.9 21.1 16.2 2.02 5.04 16.2
I 4 12.9 1.72 15.3 7.93 4.63 2.46 7.93
C 2 6.45 1.02 11.6 5.05 1.92 1.57 5.05

LU 5 16.1 2.17 20.6 15.4 2.91 4.77 15.4

The most impactful factors in vulnerability evaluation by the generic DRASTIC-LU
model were depth to water and net recharge, with average effective weights of 21.96 and
21.51%, respectively. The depth to water and net recharge further exposed a high impact
on susceptibility evaluation in the pesticide DRASTIC-LU model, with average effective
weights of 19.39 and 18.72%, respectively. To optimize the DRASTIC-LU index’s factor
selection, the obtained modified DRASTIC-LU index values needed to be revised by apply-
ing the SPSA and weights evaluation. The new effective weight of the eight parameters
had to be applied to obtain SPSA DRASTIC-LU index as shown in Figure 13a,b. A con-
trast of the SPSA DRASTIC-LU map with the nitrate concentration values reveals that the
SPSA-DRASTIC-LU model is more valid than the DRASTIC-LU model.
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Figure 13. Validation of vulnerability map generated by (a) SPSA Generic DRASTIC-LU and (b) SPSA
pesticide DRASTIC-LU model.

Map Removal Sensitivity Analysis Method (MRSA)

The map removal process, as published via Lodwick et al. (1990) [55] evaluates the
susceptibility of the modified DRASTIC-LU index by eliminating one or more components
at a time. This is achieved using Equation (4):

S =

{
(

V
N
− V′

n
)/V

}
× 100 (4)

where
S = sensitivity evaluation
V = disturbed susceptibility index (actual index resulting from the application of all eight factors);
V′ = disturbed vulnerability index (a lower number of factors were used to estimate the
susceptibility index.) N and n = sum of data layers applied to compute V and V′.

Table 6a displays the outcomes of the sensitivity analysis of the MRSA method and
the variation of the susceptibility index for the modified DRASTIC-LU model. The factor
of depth to water showed a higher mean variation than the other factors, due to the strong
sensitivity of the susceptibility index in the generic DRASTIC-LU model to the absence
of these factors. Furthermore, hydraulic conductivity was the least effective factor in the
generic DRASTIC-LU model (a mean variation index of 0.61 percent).

Moreover, the depth to water was the highest vulnerable factor of all eight elements
applied in the pesticide DRASTIC-LU model, as the factor’s removal result was 1.37%.
After depth to water, the removal of soil and the influence of hydraulic conductivity factors
were significantly less sensitive to the vulnerability index, because the weights and mean
variation of these two factors were lower (1.26 and 1.06). Moreover, land use was the least
effective factor in the pesticide DRASTIC-LU model (a mean variation index of 0.50%).
Table 6b displays the conclusions of the multiple map removal sensitivity analysis method
after eliminating several DRASTIC-LU factor layers at a time.

Table 6. Statistics of sensitivity analysis upon:

(a) One Map Removal.

Variation Index % Variation Index %

Generic
DRASTIC-LU Min Max Mean Standard

Deviation
Pesticide

DRASTIC-LU Min Max Mean Standard
Deviation

D 0.00 3.35 1.62 0.8992 D 0.00 2.76 1.37 0.69
R 0.22 2.50 1.29 0.4429 R 0.02 1.86 0.89 0.40
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Table 6. Cont.

(a) One Map Removal.

Variation Index % Variation Index %

Generic
DRASTIC-LU Min Max Mean Standard

Deviation
Pesticide

DRASTIC-LU Min Max Mean Standard
Deviation

A 0.02 1.54 0.87 0.5703 A 0.01 1.59 0.90 0.59
S 0.04 1.64 1.05 0.6242 S 0.44 2.25 1.26 0.34
T 0.60 1.11 0.90 0.1008 T 0.00 1.23 0.54 0.28
I 0.00 1.41 0.82 0.4692 I 0.01 1.54 0.70 0.61
C 0.00 1.52 0.61 0.3338 C 0.12 1.64 1.06 0.27

LU 0.00 1.51 0.80 0.3212 LU 0.00 1.48 0.50 0.30

(b) Multiple map removal sensitivity analysis

Generic
DRASTIC-LU Variation Index % Pesticide

DRASTIC-LU Variation Index %

Removed Maps Min. Max. Mean Standard
Deviation Removed Maps Min. Max. Mean Standard

Deviation

DR 0.00 5.48 3.08 1.35 DR 0.00 4.52 2.28 1.23
DRA 0.17 5.62 2.72 1.36 DRA 0.00 4.27 1.69 1.05

DRAS 0.00 5.87 1.87 1.41 DRAS 0.00 5.26 1.76 1.29
DRAST 0.02 5.92 1.95 1.20 DRAST 0.06 8.11 3.09 1.85
DRASTI 0.00 8.40 1.77 1.44 DRASTI 0.00 9.96 2.42 1.74

DRASTIC 0.00 10.58 5.59 2.25 DRASTIC 0.00 10.33 3.53 2.09

6. Conclusions

The groundwater sensitivity to widespread pollution in the Nile Delta region was
evaluated by a GIS-based modified DRASTIC-LU method. The groundwater susceptibility
map was found to be the most cost-effective method for the detection zones of probable
groundwater pollution, especially given the disorganized and unconstrained expansion
of land and undesirable activities harming groundwater conditions. Here, two types of
modified DRASTIC-LU models, generic and pesticide, were utilized to evaluate the levels
of groundwater pollution vulnerability. Based on the results of the susceptibility map
developed by the generic DRASTIC-LU model, we divided the study region into four
susceptibility groupings for groundwater pollution: very high, high, moderate, and low
susceptibility. The ratio of vulnerability to pollution was found to be very high for 53.91%
of the area, high for 42.69%, moderate for 3.38%, and low for only 0.01%. The susceptibility
map formed by the pesticide DRASTIC-LU model, on the other hand, showed that around
39.53% of the study region seemed to have a very high susceptibility to pollution, 50.68%
had a high susceptibility, and 9.78% had a moderate susceptibility, and about 0.01% of the
research region had a low susceptibility.

The concentration levels of nitrates measured from the 121 groundwater samples
gathered from the eastern part of the study region varied from 0.08 to 52.5 mg/L.

The nitrate data show a strong association with the pesticide vulnerability model
DRASTIC-LU. The results of SPSA using the generic DRASTIC-LU model proved that depth
to water and net recharge had the greatest effect on the susceptibility evaluation, with a mean
of 21.96 and 21.51, while they represented 19.39 and 18.72 using the pesticide DRASTIC-LU.
Moreover, the results of the MRSA method by the generic and pesticide DRASTIC-LU models
showed that depth to water and soil had the largest influence on susceptibility, with mean
values of 1.62 and 1.05 (generic) and 1.37 and 1.26 (pesticide), respectively.

In light of the obtained results, it is recommended that there should be measures
put in place to: (1) establish effective environmental policies to preserve groundwater
from pollution; (2) improve the ecological integrity through the application of land-use
planning; (3) avoid the extra use of fertilizers in agricultural activities as they can quickly
penetrate groundwater.
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Abstract: The increasing demand for freshwater supplies and the effects of climate change in arid
and hyper-arid regions are pushing governments to explore new water resources for food security
assurance. Groundwater is one of the most valuable water resources in these regions, which are
facing water scarcity due to climatic conditions and limited rainfall. In this manuscript, we provide an
integrated approach of remote sensing, geographic information systems, and analytical hierarchical
process (AHP) to identify the groundwater potential zone in the central Eastern Desert, Egypt. A
knowledge-driven GIS-technique-based method for distinguishing groundwater potential zones
used multi-criteria decision analysis and AHP. Ten factors influencing groundwater were considered
in this study, including elevation, slope steepness, rainfall, drainage density, lineament density, the
distance from major fractures, land use/land cover, lithology, soil type, and the distance from the
channel network. Three classes of groundwater prospective zones were identified, namely good
potential (3.5%), moderate potential (7.8%), and poor potential (88.6%) zones. Well data from the
study area were used to cross-validate the results with 82.5% accuracy. During the last 8 years, the
static water level of the Quaternary alluvium aquifer greatly decreased (14 m) due to excessive over
pumping in the El-Dir area, with no recorded recharges reaching this site. Since 1997, there has been a
noticeable decline in major rainfall storms as a result of climate change. The current study introduces
a cost-effective multidisciplinary approach to exploring groundwater resources, especially in arid
environments. Moreover, a significant modern recharge for shallow groundwater aquifers is taking
place, even in hyper-arid conditions.

Keywords: remote sensing; weighted overlay model; analytical hierarchical process (ahp); thematic
layers; climate change

1. Introduction

Groundwater is an important and vital source of freshwater supplies and sometimes a
key issue in a country’s socio-economic development, especially in places that fall within
arid/hyper-arid belts [1,2]. About 2.5 billion people worldwide depend completely on
groundwater to fulfill their basic water needs [3]. The demand for freshwater resources is
expected to rise, with global water deficiency expected to reach 40 % by 2030 [4]. Because
of the increased demand for freshwater in arid and hyper-arid regions, governments are
looking for alternate water resources. Egypt is dependent on the Nile for 98.26% of its
annual water demand [5]. The Grand Ethiopian Renaissance Dam has complicated the
problem, and it may result in a major water shortage for the Nile River’s downstream
countries, whose populations are heavily reliant on the river’s water [6]. Furthermore,
Water resource demand has risen in recent decades as a result of population, economic, and
agricultural growth.

Traditional methods for identifying, delineating, and mapping groundwater potential
zones depend on expensive and time-consuming ground surveys using geological, geo-
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physical, and hydrogeological tools [7–10]. Geospatial tools, on the other hand, are quick
and inexpensive for producing and modeling useful data from a wide variety of geoscience
fields [11–14]. The geographic information system (GIS) and remote sensing have proven
to be extremely effective tools in groundwater exploration on their own. For groundwater
potential zone identification, several GIS techniques have been used. They are beneficial
in fuzzy logic analysis [15], analytical hierarchical processes (AHPs) [16], multi-influence
factor analysis [7], etc. Satellite data with moderate and high spatial resolutions provide
indirect information on groundwater storage. A small to great amount of information
about indirect parameters can be gained from these satellites [17,18].

Several writers have published articles about employing remote sensing and GIS
approaches to produce groundwater potential zones (Table 1). According to [19], the
significant factors influencing groundwater accumulation are classified into three categories,
including (a) major water supplies, including the water source and the possible contribution
to the groundwater (e.g., rainfall and the distance from the channel network); (b) possible
infiltration pathways (e.g., lithology (geology), lineament density, the distance from a major
fracture, soil type, and land use/land cover); and (c) opportunity, which refers to the
amount of time available to infiltrate the water supply; (e.g., elevation, slope steepness,
and drainage density).

The main problems in the study area are the arid condition and water scarcity, which
require a good plan for groundwater exploration and the sustainable management of water
resources. The mapping of groundwater potentiality is highlighted in the early planning.
This study uses the AHP model in a GIS environment to identify groundwater potential
zones. The results of this study will have a significant influence on the early planning of
groundwater exploration since it could provide preliminarily accurate information on the
best location to target to drill good potential groundwater wells. After that, the use of
geophysical techniques is a later step to confirm the results of the model before starting the
drilling process, especially in an arid location which has no groundwater information.

In this paper, a cost-effective multidisciplinary research approach comprises the integra-
tion of the geographic information system, satellite and well log datasets as well as thematic
layers produced from ArcGIS and field data to identify groundwater potential zones (poten-
tiality mapping) in dry wadies in arid environments. This approach was achieved through
the following: (1) extracting suitable thematic layers; (2) integrating all thematic layers using
the analytical hierarchical process (AHP) and initiating a groundwater potential map for the
study area based on the extracted thematic layers; (3) validating the applied model using the
measured static water level during field trips to estimate the accuracy of obtained results; and
(4) carrying out a frequency analysis for the historical rainfall data over 39 years to understand
the rainfall behavior and identify the return period of the average annual precipitation, which
could affect the groundwater recharging of the shallow aquifers in the study area. Finally, this
manuscript provides a cost-efficient research approach for potential aquifer mapping in arid
and hyper-arid environments, which could be a replicable model used in similar places that
have the same conditions as our study area.
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2. Site Description

The study area is located in the Nile valley, east of the cities of Idfu and Esna (Fig-
ure 1a). It crosses through the center of the Eastern Desert in a NE–SW direction. Geo-
graphically, it is bounded by the longitudes 32◦33′ and 34◦15′ E and the latitudes 24◦52′

and 25◦37′ N. It has a wide surface area that reaches around 8000 Km2. The area’s relief
ranges from + 1043 m at the upstream portion to +74 m in the downstream parts. The
central Eastern Desert is classified as an arid to hyper-arid region with an annual mean
precipitation of about 8 mm/year, while the maximum air temperature was 43.7 ◦C and
the minimum air temperature recorded during the period from 1981 to 2019 was 3 ◦C [60].
Geomorphologically, the Eastern Desert is separated into four major morphologic units,
including the Red Sea crystalline mountains, the southern Sandstone plateau, the northern
dissected limestone plateaus, and the narrow coastal plain. According to [61], the study
area is mostly located on the Nubia Sandstone’s southern sandstone plateau (Figure 1a).
On the regional scale, the study area can be divided into two distinct topographic zones.
The first is rugged, with high relief, and is made up of basement rocks. The second zone
has low relief and is made up of sedimentary rocks. This zone slopes gently westward
towards the Nile River and rises further east more steeply towards the basement range.
Wadi Abadi and its subbasins, (e.g., El Baramya, Um Tanduba, El Shaghab, and El Myah)
are located to the south of the study area. Among the studied catchments, Wadi Abadi has
the largest drainage network, which covers about 6700 km2. It extends 200 Km to the east
until reaches the Red Sea mountainous terrains. To the north of the Abadi basin, many
Wadies dissect the area from the east to the west, including Nuzul, El-Shikh Ali, Domi,
Salah Nasr, Al-Mafallis, Hilal, Abu-Almahamid, El-Shaykh Nagar, Salim Judah, El-sharwna
El-keblya, El-sharwna El-baharya, Kelabya, El-sabil, El-Dir, and El-Foley (Figure 1b). These
Wadies are mostly cut in the sandstone plateau and do not reach the basement terrains.
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Figure 1. (a) General map of Egypt illustrating the geographic location of the study area associated
with the nearest meteorological rain gauge stations (A: Aswan, B: Idfu, C: Luxor, D: Marsa Alam,
and E: Hurghada); (b) close-up view of the different wadies dissecting the study area trending in an
east–west direction.

3. Geological Setting

The East Esna–Idfu region is dominated by sedimentary succession ranging in age
from Precambrian to recent. The exposed rock units are represented by a sedimentary
succession underlain by Precambrian basement rocks. Taref Sandstone is a member of
the Nubia Formation that overlies Precambrian rocks. Upper Cretaceous rocks lie non-
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conformably on top of Precambrian basement rocks and are divided into four formations,
including (from bottom to top) Nubia Sandstone, Quseir variegated shale, then Duwi
and Dakhla formations [62]. The exposed sedimentary successions in the area are mainly
marked by Upper Cretaceous rocks, and they mainly consist of Nubia Sandstone Fm. and
Quseir Fm., covering the majority of the investigated area. The geological map shows the
distribution of the rock units along Wadi Abadi (Figure 2).
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on a geological map of the study area.

4. Methodology and Data

The current manuscript used several types of data to define the groundwater potential
zones in the study area. In Figure 3, a flow chart illustrates the integrated approaches that
were used to create the final map of groundwater potential zones during the current study.
Four types of satellite remote sensing data were prepared for digital image processing,
along with geologic maps [62] and fieldwork data, to create the groundwater characteristic
layers needed to generate the potential groundwater map. The remote sensing data sources,
included (1) a Landsat-8 Operational Land Imager (OLI) satellite image acquired on 1 July
2021 with a 30 m spatial resolution as well as a panchromatic band with a 15 m spatial
resolution; (2) sentinel-2A satellite image data with a 10 m spatial resolution acquired on 29
June 2021; (3) Shuttle Radar Topography Mission (SRTM)s’ Digital Elevation Model (DEM)
of 1 arc-sec data with a 30 m resolution downloaded from [63]; and (4) The Modern-Era
Retrospective Analysis for Research and Applications, version 2 (MERRA-2) Rainfall data of
the last four decades over 39 years between January 1981 and December 2019 downloaded
from [60]. MERRA-2 precipitation values were calibrated by the nearest meteorological
rain gauge stations (Idfu, Aswan, Luxor, Hurghada, and Marsa Alam) and were obtained
from the Egyptian meteorological authority. Principal component analyses (PCA), band
ratio, and false color composite techniques were all used in this study to analyze spatial
data. Lithology, lineament, major fractures, and soil type layers were all generated using
these techniques. SRTM-DEM, sentinel-2A (verified by Google Earth), and MERRA-2
data were used to create elevation, slope steepness, drainage density, land use/land cover,
distance from the channel network, and rainfall layers. To create these thematic layers,
remote sensing and GIS techniques were used in different software environments, including
ArcGIS 10.8 and Envi 5.1.
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zone map.

The most popular and well-known knowledge-driven GIS-technique-based method
for distinguishing groundwater potential zones is a multi-criteria decision analysis using
the analytical hierarchical process (AHP) [16,54]. This method helps in the integration
of all thematic layers. This study included a total of ten different thematic layers. The
ArcGIS 10.8 software was used to convert each continuous layer into a thematic layer with
about five classes. Some guidelines were taken in the GIS model, including (1) based on
their respective contributions to the occurrence of groundwater, assigning the following
weight values (5, 4, 3, 2, or 1) to each class within the layer, with the greatest value going
to high-potential areas; (2) ten groundwater parameters were integrated using an index
overlay model; and (3) model validation using the static water level in the field. The
weighting of these influencing factors was based on their reaction to the occurrence of
groundwater and an expert viewpoint. A high weight parameter represents a layer with a
large impact on groundwater potential, whereas a low weight parameter represents a layer
with a minimal impact. The relative importance values of each parameter were assigned
according to Saaty’s scale (1–9). In addition, the weights were assigned based on a review
of previous studies and field experience. According to Saaty’s relative importance scale, a
value of 9 indicates extreme importance, 8 indicates very strong importance, 7 indicates
very strong to extreme importance, 6 indicates more than strong importance, 5 indicates
strong importance, 4 indicates more than moderate importance, 3 indicates moderate
importance, 2 indicates weak importance, and 1 indicates equal importance.

All of the thematic layers were compared to one another in a pair-wise comparison
matrix (Table 2). The classes of each thematic layer ranking were awarded a score from 1 to
5 based on their proportionate effect on groundwater potentiality. Table 3 illustrates the
criteria weight percent of the thematic layers associated with the rank and area of each class
within every thematic layer. The following steps were used to calculate the consistency
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ratio (CR): (1) the Eigen vector technique was used to calculate the principal Eigen value
(L) (Table 4), and (2) Equation (1) was used to obtain the consistency index (CI):

Lmax = 100/10 = 10

CI =
Lmax − n

n− 1
(1)

where, n denotes the number of analyzed parameters.

Cl = (10 − 10)/(10 − 1) = 0

Table 2. Pair-wise comparison matrix of the ten thematic layers used in the current study.

Them

A
ssigned

W
eight

Elevation

Slope

R
ainfall

D
rainage

D
ensity

Lineam
ent

D
ensity

M
ajor

Fractures

LU
LC

Lithology

SoilType

C
hannel

N
etw

ork

C
riteria

W
eight

C
riteria

W
eight

(Percent)

Elevation 3 3/3 3/3 3/5 3/4 3/6 3/3 3/2 3/7 3/8 3/3 0.068 6.8%
Slope 3 3/3 3/3 3/5 3/4 3/6 3/3 3/2 3/7 3/8 3/3 0.068 6.8%

Rainfall 5 5/3 5/3 5/5 5/4 5/6 5/3 5/2 5/7 5/8 5/3 0.113 11.4%
Drainage Density 4 4/3 4/3 4/5 4/4 4/6 4/3 4/2 4/7 4/8 4/3 0.091 9.1%

Lineament
Density 6 6/3 6/3 6/5 6/4 6/6 6/3 6/2 6/7 6/8 6/3 0.136 13.6%

Major Fractures 3 3/3 3/3 3/5 3/4 3/6 3/3 3/2 3/7 3/8 3/3 0.068 6.8%
LULC 2 2/3 2/3 2/5 2/4 2/6 2/3 2/2 2/7 2/8 2/3 0.045 4.5%

Lithology 7 7/3 7/3 7/5 7/4 7/6 7/3 7/2 7/7 7/8 7/3 0.159 15.9%
Soil Type 8 8/3 8/3 8/5 8/4 8/6 8/3 8/2 8/7 8/8 8/3 0.181 18.2%
Channel
Network 3 3/3 3/3 3/5 3/4 3/6 3/3 3/2 3/7 3/8 3/3 0.068 6.8%

Table 3. Factors influencing groundwater potential zones were classified associated with the area of
each class.

Thematic Layer Criteria Weight (%) Class Rank Area km2 Area (%)

(1) Elevation
(DEM) 6.8

74–208 (ma.s.l) (Very Low) 5 1122.4 14.1

208–302 (ma.s.l) (Low) 4 2903.2 36.4

302–407 (ma.s.l) (Moderate) 3 1768.6 22.1

407–534 (ma.s.l) (High) 2 1324.8 16.6

534–1043 (ma.s.l) (Very High) 1 866.5 10.9

(2) Slope
Steepness
(Degree)

6.8

0–3.6◦ (Flat) 5 3299.9 41.3

3.6–7.6◦ (Gentle) 4 2601.6 32.6

7.6–12.9◦ (Moderate) 3 1308.9 16.4

12.9–20◦ (Steep) 2 598.1 7.5

20–67.1◦ (Very Steep) 1 177.1 2.2

(3) Drainage
Density 9.1

1.112–1.171 (km/km2) (Very Low) 1 2586 32.4

1.171–1.215 (km/km2) (Low) 2 2213.2 27.7

1.215–1.259 (km/km2) (Moderate) 3 1840.6 23.1

1.259–1.326 (km/km2) (High) 4 1200 15

1.325–1.434 (km/km2) (Very High) 5 145.7 1.8
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Table 3. Cont.

Thematic Layer Criteria Weight (%) Class Rank Area km2 Area (%)

(4) Rainfall 11.4

2.33–3.46 (mm) (Very Low) 1 4608.3 57.7

3.46–4.15 (mm) (Low) 2 1706.5 21.4

4.15–5.08 (mm) (Moderate) 3 912.8 11.4

5.08–6.21 (mm) (High) 4 415.3 5.2

6.21–7.67 (mm) (Very High) 5 342.6 4.3

(5) Lineament
Density 13.6

0.27–0.47 (km/km2) (Very Low) 1 1784.7 22.3

0.47–0.67 (km/km2) (Low) 2 3531.7 44.2

0.67–0.87 (km/km2) (Moderate) 3 885 11.1

0.87–1.08 (km/km2) (High) 4 1114.7 14

1.08–1.28 (km/km2) (Very High) 5 669.3 8.4

(6) Distance from
Major

Fractures
6.8

<200 (m) (Very Near) 5 212.2 2.7

200–400 (m) (Near) 4 231.5 2.9

400–600 (m) (Intermediate) 3 242 3

600–800 (m) (Far) 2 245.7 3

800–1000 (m) (Very Far) 1 148.7 3.1

(7) Lithology 15.9

Wadi Deposits (Quaternary)
Different types of soil 5 810.3 10.1

Taref Fm. (Paleozoic–Cret. “Turonian”)
Sandstone, fine to medium grained 4 526.1 6.6

Issawia Fm. (Pliocene)
Sandy clays, marls, shales, siliceous brecciated
limestone, and conglomerates

3 114.6 1.4

Duwi Fm. (Upper Cret. “Maastrichtian”)
Phosphate beds with black shale, marl, and
oyster bed sandstone.

3 1339.6 16.8

Tarwan Fm. (Paleocene)
White Chalk and chalky limestone 3 164.4 2.1

Thebes Group (Eocene)
Chalk and chalky limestone bed rich in chert
beds

3 3.6 0.1

Quseir Fm. (Upper Cret. ”Campanian”)
Varicolored shale, siltstone, and flaggy
sandstone

2 1535.1 19.2

Dakhla Fm. (Upper Cret. ”Maastrichtian”)
Dark grey shallow marine marl and shale with
intercalated limestone

2 1004.3 12.6

Esna Fm. (Paleocene)
Green to grey shales with gypsum veinlets
altered with a marl bed

2 142.8 1.8

Precambrian Basement rocks
Igneous, metamorphic, and metasediments 1 2344.7 29.4

(8) Land
Use/Land Cover 4.5

Wadi Deposit 5 685.7 8.6

Natural desert grassland 5 29.7 0.4

Cultivated Land 4 104 1.3

Mining Area 2 106.7 1.3

Barren Land 1 7059 88.4
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Table 3. Cont.

Thematic Layer Criteria Weight (%) Class Rank Area km2 Area (%)

(9) Soil Type
(according to

in-filtration rate)
18.2

Index 1 (Very high)
5 218.8 2.7Infiltration capacity equilibrium = 13.8mm/min

Index 2 (High)
4 271.3 3.4Infiltration capacity equilibrium = 4.5mm/min

Index 3 (Moderate)
3 122.9 1.5Infiltration capacity equilibrium = 2mm/min

Index 4 (Low)
2 213.4 2.7Infiltration capacity equilibrium = 0.53mm/min

Index 5 (Very low)
1 7158.9 89.7Not Soil “Rock”

(10) Distance
from Channel

Network
6.8

0–600 (m) (Very Near) 5 63.2 0.8

601–1200 (m) (Near) 4 38.6 0.5

1201–1800 (m) (Intermediate) 3 35.4 0.4

1801–2400 (m) (Far) 2 39 0.5

2401–3000 (m) (Very Far) 1 43.4 0.5

Table 4. The results of the consistency ratio.

Theme

Elevation

Slope

R
ainfall

D
rainage

D
ensity

Lineam
ent

D
ensity

M
ajor

Fractures

LU
LC

Lithology

SoilType

C
hannel

N
etw

ork

W
eight

Sum
(V

alue)

L

Elevation 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.682 10
Slope 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.682 10

Rainfall 0.114 0.114 0.114 0.114 0.114 0.114 0.114 0.114 0.114 0.114 1.136 10
Drainage
Density 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.091 0.909 10

Lineament
Density 0.136 0.136 0.136 0.136 0.136 0.136 0.136 0.136 0.136 0.136 1.364 10

Major Fractures 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.682 10
LULC 0.045 0.045 0.045 0.045 0.045 0.045 0.045 0.045 0.045 0.045 0.455 10

Lithology 0.159 0.159 0.159 0.159 0.159 0.159 0.159 0.159 0.159 0.159 1.591 10
Soil Type 0.182 0.182 0.182 0.182 0.182 0.182 0.182 0.182 0.182 0.182 1.818 10
Channel
Network 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.682 10

The consistency ratio was defined using Equation (2), as follows:

CR = CI/RC (2)

where RCI is the value of the random consistency index, whose values were taken from
Saaty’s standard (Table 5).

CR = 0/1.49 = 0

According to [64], a CR of 0.10 or less is appropriate for the analysis to continue. If
the consistency value is larger than 0.10, the judgement should be revised to identify the
sources of inconsistency and correct them. If the CR value is 0, it means that the pair-wise
comparison has a perfect level of consistency. All ten thematic layers were combined in
ArcGIS software using the weighted overlay analysis approach of Equation (3) to build a
groundwater potential zone map for the research region [16,65].
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Table 5. Saaty’s ratio index for various N values.

The Indices of Consistency of Randomly Generated Reciprocal Matrices [64]
The Matrix’s Order

N 1 2 3 4 5 6 7 8 9 10

RCI
value * 0.00 0.00 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49

* Random Consistency Index.

GWPZ =
n

∑
i
(XA × YB) (3)

where, GWPZ refers to the groundwater potential zone, X denotes the weight of the
thematic layers, and Y denotes the rank of the thematic layer class. The thematic map is
represented by the A term (A = 1, 2, 3, . . . , X), and the thematic map classes are represented
by the B term (B = 1, 2, 3, . . . , Y). The final groundwater potential zone map was divided
into three groups: poor, moderate, and good.

Soil infiltration tests and sieve analyses were carried out in locations with different soil
types that were selected based on the discrimination created by PCA technique to measure
the infiltration capacity and calculate the hydraulic conductivity and specific yield using
the Hazen method [66]. Sampling cores were made in Nubia Sandstone water-bearing rock
at two different hand-dug wells located within Wadi Abadi to measure the actual porosity
and permeability using a KA-210 gas permeameter and porosimeter and to identify the
homogeneity of the major aquifer in the study area related to groundwater potentiality.
A prediction of the rainfall return period for the future was made using the hydrologic
engineering center (HEC) software to understand the behavior of rainfall and its impact on
the aquifer potentiality in the study area. In order to undertake a frequency analysis and
other statistical calculations, the HEC software supported a number of statistical software
packages, such as HEC-DSSVUE and HEC-SSP2.2. HEC-DSSVUE allows users to edit and
manipulate data in an HEC_DSS database file. HEC-SSP performs statistical analyses of
hydrologic data.

5. Results and Discussion
5.1. Hydrogeological Condition

In the study area, three major aquifers have been identified; (a) an unconfined Quater-
nary alluvium aquifer; (b) a semi-confined Nubia Sandstone aquifer, which was detected in
the middle and downstream of the Abadi basin; and (c) a Precambrian fractured basement
aquifer. The inspection of well log data for three drilled wells illustrated that the Nubia
Sandstone aquifer is the main water-bearing formation in the Abadi basin. This aquifer was
tapped by 16 water points located at the main course of the wadi. Moreover, the fractured
basement was tapped by six water points at the upstream portion of Wadi Abadi. Based on
new drilling activity in the study area, two well log data points (well 8 and well 9) were
obtained to illustrate the subsurface succession of the Nubia Sandstone aquifer, which is
represented by the Taref Sandstone Formation. The cross-section (Figure 4) shows that
the total penetrated thickness is about 360 m of fine to medium Sandstone with sandy
shale and/or shale lenses. The two drilled wells fully penetrate the total thickness of the
sandstone to the basement rocks at 425 m and 416 m at well 8 and well 9, respectively. The
flow of groundwater generally runs from east to west. The depth to water ranges from
55 m to 44 m. The total dissolved salts in the three aquifers range from 1241 to 5826 mg/L.
On the other hand, the Quaternary aquifer was detected in the Wadi El Dir area and was
tapped by 11 water points. The depth to water ranged from 20 m to 63 m. The water level
data of the three aquifers were used to validate the result of the tested model.
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Figure 4. Schematic hydrogeological cross section (A–A’) illustrates the subsurface lithological
composition of the Nubia Sandstone aquifer at Wadi Abadi.

5.2. Preparation of Thematic Layers Influencing Groundwater Recharge

Remote sensing satellite data were utilized in this work to construct ten thematic
factors (features) that govern groundwater potentiality. These features are elevation, slope
steepness, drainage density, rainfall, lineament density, the distance from major fractures,
lithology, land use/land cover, soil type, and the distance from the channel network. The
paragraphs that follow explain in detail how each factor was generated from satellite data
as well as the link to groundwater potentiality.

5.2.1. Elevation

Elevation has an indirect and inverse proportion to groundwater potentiality. As a
result, greater elevations promote more recharge and assure groundwater supplies in a
watershed’s lowland parts. Mountainous areas typically contribute to recharging low-lying
confined aquifers. [67,68]. Water tends to accumulate more at lower elevations than at
higher elevations.

The digital elevation model (DEM) (Figure 5a) of the study area and SRTM-DEM data
were used. The DEM is classified into five zones (Figure 5b) in the study area. The elevation
ranges from 74 to 1043 m a.s.l. Very high elevations and the highest elevations are located
in the eastern part, where basement rocks exist. Low-elevation zones encourage water
accumulation and infiltration. The altitudes were reclassified into five groups depending
on their ability to store and collect surface water. These classes included the following: very
low (74–208), low (208–302), moderate (302–407), high (407–534), and very high (534–1043)
elevations, covering around 14, 36, 22, 16.6, and 10.8 percent of the surface area, respectively.
Very low and low elevations were given high weights. High and very high elevations were
awarded low weights according to their relation to groundwater recharge.
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Figure 5. Digital elevation model and its derivatives. (a) SRTM-DEM data of the study area;
(b) Elevation class map for the study area; (c) slope steepness map in degrees extracted from the
digital elevation model.

5.2.2. Slope Steepness

Slope has a significant impact on the occurrence and movement of surface water and
groundwater. Therefore, the slope can be a significant factor in runoff and infiltration.
Groundwater prospecting areas were determined using the slope layer as an important
feature [23]. Because the surface runoff resulting from precipitation flows quickly down to
low-lying areas during rainfall storms, high slopes make a non-significant contribution to
groundwater recharge.

The slope ranges from 0◦ to 67.14◦ (Figure 5c). From the slope map, the high slope
steepness that ranges from 20.1 to 67.144 degrees is located around the main streams of the
Abadi watershed, in the basement rocks, and in the northern area close to the limestone
plateau. On the other hand, low-slope zones are preferable places for water accumulation
and infiltration. The slope steepness values were classified into five categories based
on their ability to store water. The slope steepness classes included the following: very
gentle (0–3.6), gentle (3.6–7.6), moderate (7.6–12.9), steep (12.9–20), and very steep (20–67.1),
covering approximately 41, 32.5, 16, 7, and 2 percent of the area, respectively. Very gentle
and gentle slopes were given high weights. The steep and very steep slopes were awarded
low weights since they do not give enough time for surface runoff to infiltrate and reach
the shallow aquifer.
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5.2.3. Density of Drainage Network

The drainage pattern and density provide excellent indicators of the hydrogeological
properties of the land. Several factors influence the shape of the drainage pattern in
a drainage basin, including the structure, climate, topography, soil type, geology, and
vegetation [69,70]. The main patterns that characterize the study area are parallel and
dendritic drainage patterns. In the upper and middle parts of the wadies, especially the
largest one (Wadi Abadi), a dendritic drainage pattern can be seen, whereas a parallel
drainage pattern characterizes the lower part near the outlets on the Nile River. The
drainage networks in the investigated area (Figure 6a) were derived from SRTM-DEM data
and processed in ArcGIS software using spatial analyst tools. The drainage density is the
total length of streams per unit of area [71].
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Figure 6. (a) Thematic layer of drainage networks of the study area extracted from DEM in the
ArcGIS environment; (b) Drainage density map of the study area to illustrate the density distribution
of the streams.

Several studies have found that the density of stream networks is inversely related
to the rate of recharge processes [29,51], but other researchers have stated that the high
drainage density reveals a high infiltration capability due to the highly dissected land
surface [28,43,50]. In this research, we linked high-density locations to increased suitabil-
ity for recharging and infiltration capacity. The average drainage density of the study
area was 1097 km/km2. The investigation and analysis of the drainage density map
(Figure 6b) showed that high-drainage-density zone is located in the northwestern and
eastern parts of the study area. Based on the availability of recharging and the infiltration
capacity, the generated drainage density map was classified into five categories: very
low (1.11–1.17 km/km2), low (1.17–1.21 km/km2), moderate (1.21–1.25 km/km2), high
(1.25–1.32 km/km2), and very high (1.32–1.43 km/km2), covering around 32, 27.7, 23, 15,
and 1.8 percent of the studied surface area, respectively. Very high drainage density areas
and high-drainage-density areas were given high weights. Low-drainage-density areas
and very low drainage density areas were awarded low weights.
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5.2.4. Precipitation (Rainfall Distribution)

In this study, The Modern-Era Retrospective Analysis for Research and Applications,
version 2 (MERRA-2) for precipitation data were used to evaluate the amount of precipita-
tion in the study area and to generate the rainfall layer used in the GIS model. Following
the introduction of NOAA-18 in 2005, MERRA had no new satellite observation sources.
MERRA-2, on the other hand, includes a slew of extra satellite observations both before and
after this period. MERRA-2 is the latest atmospheric reanalysis of the modern satellite era
produced by NASA’s Global Modeling and Assimilation Office (GMAO) [72]. It is made
available on a worldwide grid with a spatial resolution of 0.5◦ of latitude by 0.5◦ of longi-
tude. MERRA-2 provides data beginning in 1981, so it is better than TRMM, which provides
data beginning in 1997 because MERRA-2 has more historical data, and the MERRA-2
dataset produces more accuracy than the TRMM dataset [73,74].

To validate the MERRA-2 precipitation in the study area, two different methods were
used in this research. First, the calibration of MERRA-2 with values from the nearest
metrological rain gauge stations (Idfu, Aswan, Luxor, Hurghada, and Marsa Alam) using
10 values in different years with associated rainfall events. This validation was carried
out using the following method: (a) drawing a scatter plot between MERRA-2 and the
data of the metrological rain gauge stations, which showed a high R2 value (R2 = 0.98)
(Figure 7a); (b) for land stations close to the study area, by validating the nearest rain
gauge station (Idfu) on 14 January 1997 (rain gauge = 4.7, while MERRA-2 = 4.29) and in
May-2020 (rain gauge = 5.4, while MERRA-2 = 5.27), MERRA-2 gave high accuracy; and
(c) calibration of Hurghada station in October-2016 (rain gauge = 51.6, while MERRA-2 = 36.9)
and Aswan station in May-1993 (rain gauge = 0.5, while MERRA-2 = 0), which showed that
MERRA-2 is a conservative (underestimating) value. For the second method, we used daily
soil moisture index (SMI) data available from [75], but unfortunately the lack of data before
2007 prevented the confirmation of all storms. Therefore, we are focused on the storm
of 26–27 October 2016 by measuring the SMI during and after the effects of the storms
(Figure 7b,c).

Figure 7d illustrates the rainfall accumulation comparison between the upstream
and downstream regions of the study area during a 39-year period (1981–2019). The
topographic effects were strongly reflected in the rainfall distribution. The upstream parts
of the basin (1043 m a.s.l.) received significantly more rainfall than the lower parts of
the basin, which received <20 mm near the Nile River. Despite the paucity of rainfall in
the study area, occasional flash flood events are recorded in the study area once every
3 to 4 years, especially in the Eastern Desert. These flash floods are very important for
recharging groundwater aquifers. Many storms occurred in the last four decades. The
investigation of the obtained rainfall data showed that the biggest rainfall storms that led
to flash floods occurred in 1986, 1993, 1997, and 2016. Climate change has had a significant
impact on the reduction in large rainfall storms since 1997.

The rainfall thematic layer (Figure 7e) was constructed using monthly MERRA-2
average annual rainfall data for 39 years (from January 1981 to December 2019) for gridded
points and interpolated a raster surface from points using kriging ArcGIS software. The
rainfall map was then classified into five zones based on the amount of rainfall. The very
low (2.33–3.46 mm), low (3.46–4.15 mm), moderate (4.15–5.08 mm), high (5.08–6.21 mm),
and very high (6.21–7.67 mm) rainfall classes covered around 57.7, 21, 11, 5, and 4 percent
of the land, respectively. The very high rainfall class and the high-rainfall class were given
high weights. The low-rainfall class and very low rainfall class were awarded low weight.
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Marsa Alam) associated with R2; (b) Daily soil moisture index (SMI) during the major storm on 26 
October 2016; (c) Daily soil moisture index (SMI) after the major storm on 28 October 2016; (d) A 
comparison of accumulated annual rainfall between the upstream and downstream parts of the 
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structure lineaments in the study area. Moreover, the associated rose diagram for these 

Figure 7. (a) Scatter plot of ten values in some rainfall events for validation of MERRA-2 precipitation
by meteorological rain gauge stations near the study area (Idfu, Aswan, Luxor, Hurghada, and Marsa
Alam) associated with R2; (b) Daily soil moisture index (SMI) during the major storm on 26 October
2016; (c) Daily soil moisture index (SMI) after the major storm on 28 October 2016; (d) A comparison
of accumulated annual rainfall between the upstream and downstream parts of the study area during
the 39 years from 1981 to 2019; (e) Average annual rainfall map of the last four decades (1981–2019).

5.2.5. Structure Lineament Density

Lineament is a significant feature to be considered when investigating groundwater
potentiality. Cracks, fissures, faults, shear zones, and joints are formed as a result of the
tectonic stress/strain. These linear features, which are considered secondary porosities, are
responsible for infiltrating surface runoff and recharging shallow groundwater aquifers.
High lineament density correlates strongly to high groundwater potentiality [76–78]. In
the eastern part of the study area, basement complex rocks have undergone significant
polyphase deformation. Joints, faults, folds, foliations, shear zones, and rock cleavages are
all caused by these deformations. Remote sensing data, such as the panchromatic band of
Landsat 8 as well the Landsat 8 band combination (7,5,3) were associated with a published
geological map [62] to visually extract structure lineaments.

The analysis and investigation of Figure 8a display the spatial distribution of the
structure lineaments in the study area. Moreover, the associated rose diagram for these
linear features in basement rocks and soft rocks illustrates the major trends of the lineaments.
Three significant major trends emerged from the rose diagrams. The NW–SE trend formed
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as a result of Red Sea tectonic activity. Furthermore, the NE–SW direction is considered the
major structural trend controlling the formation of Wadi Abadi. Moreover, the inspection
of a hand-dug well in the Nubian sandstone aquifer (well no. 11) showed the subsurface
continuity of that trend in the subsurface succession (Figure 8d). The creation of the porous
and permeable zone for probable recharging processes and managing groundwater flow is
structurally related, which creates a conduit acting as pipes transferring both groundwater
and surface water. Moreover, the NW–SE and NNE–SSW trends that characterize the
Arabian-Nubian Shield across the Eastern Desert of Egypt have been detected in the study
area (Figure 8e). The lineament density was computed using Equation (4) of [79].

Ld =
∑i = n

i =1 L
A

(km−1
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density map; (c) The NW–SE trend of fracture set in Nubia Sandstone exposures in Wadi Abadi; (d) 
The NE–SW trend of fracture was detected at the Nubia aquifer at the bottom of hand-dug well 11 
in Wadi Abadi; (e) The trends of dominated fractures are NW–SE and NNE–SSW, which cross Wadi 
Abadi. 
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tion of the rose diagram for these major fractures illustrated that the NNW–SSE trend is 
the dominant trend in soft rocks. This trend is mainly related to the effect of tectonic ac-
tivity as a result of Red Sea opening. Moreover, the investigation of Landsat images with 
the extracted major faults in the arcGIS environment showed that the NNW–SSW trend 
formed a major graben in the southern part of the study area, especially at Wadi Abadi 
(Figure 9c,d). This graben was formed along the extension of the red sea trend, where two 
major faults running through the sandstone plateau were mapped. As a subsided block, 
the two faults bound the Quseir formation, which is composed of shales and siltstone of 
the Upper Cretaceous between two main blocks of the Nubian Sandstone (Taref For-
mation). This structural feature reflects the degree of deformation and tectonic reactiva-
tion in the study area, which have positive impacts on enhancing the recharging process 
for the shallow aquifer from surface runoff and the precipitated rainfall during a major 
event. Furthermore, the WNW–ESE trend is the dominant trend in the basement rocks in 
the Arabian-Nubian Shield’s extension. In this study, the areas closest to major fractures 
(400 m) were the most promising for effective infiltration, but as distances increased fur-
ther than 1000 m, the effect of this parameter vanished (Figure 9b). The area affected by 
this factor covers about 15% of the study area. 

Figure 8. (a) Structure lineament network extracted from Landsat image and geologic maps. Rose
diagrams for lineaments in basement and sedimentary rocks are also shown to illustrate the major trends
controlling the groundwater recharge and flow; (b) Thematic layer of structure the lineament density
map; (c) The NW–SE trend of fracture set in Nubia Sandstone exposures in Wadi Abadi; (d) The NE–SW
trend of fracture was detected at the Nubia aquifer at the bottom of hand-dug well 11 in Wadi Abadi;
(e) The trends of dominated fractures are NW–SE and NNE–SSW, which cross Wadi Abadi.

The estimated average lineament density was 0.67 km−1 for the whole study area,
while the recorded values of the lineament density for the basement and soft rocks were
1 km−1 and 0.51 km1, respectively. The higher values of lineament density in basement
rocks positively affect the creation of porous and permeable zones favorable for probable
recharging processes from precipitation and surface runoff. While the formation of the
Nubia Sandstone aquifer was mainly based on its primary porosity between the classic
sediments of the aquifer matrix, it was also affected by structural lineaments, raising its
potentiality for aquifer recharging. According to these results, the lineament density is
one of the most important factors affecting groundwater potentiality in the study area. A
lineament density map (Figure 8b) was created by grading the study area by 10 min and
splitting it into polygons, then calculating the lineament density for each polygon using
the kriging method to interpolate a raster surface from points. The lineament density map
was classified into five numerical groups. These classes were very low (0.27–0.49 km−1),
low (0.49–0.67 km−1), moderate (0.67–0.87 km−1), high (0.87–1.03 km−1), and very high
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(1.03–1.28 km−1). The percentage values of each lineament density class area were around
22, 44, 11, 13.9, and 8 percent of the total surface area of the studied locations, respectively.
The very high and high lineament densities were given high weights. The low and very
low lineament densities were awarded low weights.

5.2.6. Distance from Major Fractures

In hydrogeological studies, the distance from major fractures is also an important
criterion because significant hydrogeological zones must be mainly located close to major
linear structures [47]. The extracted map of major faults (Figure 9a) shows the major linear
fractures affecting the basement and sedimentary rocks in the study area. The investigation
of the rose diagram for these major fractures illustrated that the NNW–SSE trend is the
dominant trend in soft rocks. This trend is mainly related to the effect of tectonic activity
as a result of Red Sea opening. Moreover, the investigation of Landsat images with the
extracted major faults in the arcGIS environment showed that the NNW–SSW trend formed
a major graben in the southern part of the study area, especially at Wadi Abadi (Figure 9c,d).
This graben was formed along the extension of the red sea trend, where two major faults
running through the sandstone plateau were mapped. As a subsided block, the two faults
bound the Quseir formation, which is composed of shales and siltstone of the Upper
Cretaceous between two main blocks of the Nubian Sandstone (Taref Formation). This
structural feature reflects the degree of deformation and tectonic reactivation in the study
area, which have positive impacts on enhancing the recharging process for the shallow
aquifer from surface runoff and the precipitated rainfall during a major event. Furthermore,
the WNW–ESE trend is the dominant trend in the basement rocks in the Arabian-Nubian
Shield’s extension. In this study, the areas closest to major fractures (400 m) were the most
promising for effective infiltration, but as distances increased further than 1000 m, the effect
of this parameter vanished (Figure 9b). The area affected by this factor covers about 15% of
the study area.
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its, which are composed of friable sand and gravel, are great aspects for groundwater re-
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teristics. The Taref Sandstone Formation, which is exposed at the surface in some areas 
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aquifer. 

Figure 9. (a) Major fractures in basement and sedimentary rocks. Rose diagrams are also shown for
major fractures, illustrating the main trends; (b) Thematic layer illustrate the distance from major
fractures classes and values; (c) Close-up view from a satellite image illustrating the faulting processes,
which controls both groundwater movement and aquifer recharge; (d) Cross section of the exposed
rock, illustrating a graben structure formed as a result of two major faults trending NNW–SSE.
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5.2.7. Lithology

The thematic layer of lithology is essential in groundwater potential mapping because
the porosity and permeability of the surface layer mainly control the infiltration of the
precipitated water into the shallow groundwater aquifers [56,57]. The interpretation of the
false color composite (FCC) of the Landsat 8 band ratios (3/5, 1/4, and 1/6) associated with
a published geological map [62] were used in the lithological discrimination of various rock
units (Figure 10a,b). The eastern part of study area is dominated by massive crystalline
basement rocks, while the western part is occupied by the Cretaceous/Tertiary succession.
The basement rocks, Nubia Sandstone, Upper Cretaceous/Tertiary succession, and Quater-
nary deposits cover about 29.36, 6.59, 53.9, and 10.15% of the total area, respectively. The
porosity and permeability of the Nubia Sandstone Formation and Wadi deposits, which are
composed of friable sand and gravel, are great aspects for groundwater recharge. On the
other hand, shale and basement rocks have very low permeability characteristics. The Taref
Sandstone Formation, which is exposed at the surface in some areas (Figure 10c), dips to
the east under the other sedimentary succession to form the Nubia aquifer.
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study area. The examination of microfacies associations that influence the porosity and 
permeability in Nubian Sandstone rocks is illustrated in the Supplementary Material. 
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affects various hydrologic components (surface runoff, infiltration, evapotranspiration, 
and interception). An LULC map (Figure 11a) was created using a visual interpretation 
technique that was based on sentinel-2A and verified by Google Earth satellite imagery. 
Wadi deposits and natural desert grassland are examples of LULC classes that hold sig-
nificantly higher proportions of water than barren land, rocky surfaces, and mining areas 
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Figure 10. (a) False color composite (FCC) of Landsat 8 band ratios (3/5, 1/4, and 1/6); (b) Modified
geological map (Figure 2) based on band ratios describing the lithology in Table 3; (c) Field photo
illustrating primary sedimentary structure cross-bedding in Nubia Sandstone in Wadi Abadi.
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The porosity and permeability were measured in a core sample from the Nubia
Sandstone aquifer at well no. 11 and well no. 18. The measured porosity ranged from
31.02% to 38.36%, while the permeability ranged between 21 millidarcy and 2000 millidarcy.
This result illustrates that the Nubia Sandstone aquifer has a different character, with small
changes in porosity and extreme changes in permeability from site to site through the
study area. The examination of microfacies associations that influence the porosity and
permeability in Nubian Sandstone rocks is illustrated in the Supplementary Material.

5.2.8. Land Use/land Cover (LULC)

Groundwater recharging is influenced by the land use/land cover types [52,80–83]. It
affects various hydrologic components (surface runoff, infiltration, evapotranspiration, and
interception). An LULC map (Figure 11a) was created using a visual interpretation tech-
nique that was based on sentinel-2A and verified by Google Earth satellite imagery. Wadi
deposits and natural desert grassland are examples of LULC classes that hold significantly
higher proportions of water than barren land, rocky surfaces, and mining areas [18,40].
There are five main classes in the study area: barren land, Wadi deposits, mining areas,
cultivated land, and natural desert grassland, which cover 88.4, 8.6, 1.3, 1.3, and 0.4 percent
of the total area of the studied locations, respectively.
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5.2.9. Soil Type

Soil types determine the amount of water that may percolate into subsurface forma-
tions and hence influence groundwater recharge [35,39]. A PCA was created from a Landsat
8 satellite image to distinguish between the different soil types in the Quaternary deposits
in the study area. A simplified soil type map was created for the study area based on the
field investigation and infiltration test (Figure 11b). The details of the soil types identified
in the investigated areas are summarized in Table 6. Sandy gravelly soil infiltrates more
rapidly than loamy fine sand soil.

Table 6. The soil types of the study area and their properties, which describe the colors in Figure 11b.

Index Soil Type

1

• Sandy gravelly soil.
• Infiltration capacity equilibrium is about 13.8 mm/min.
• Calculated hydraulic conductivity is 7.144 × 10−3 cm/s (very high permeability).
• Calculated specific yield (effective porosity) = 31.4%.

2

• Sand to loamy sand soil.
• Infiltration capacity equilibrium is about 4.5 mm/min.
• Calculated hydraulic conductivity is 4.84 × 10−3 cm/s (high permeability).
• Calculated specific yield (effective porosity) = 26%.

3

• Loamy sand soil.
• Infiltration capacity equilibrium is about 2 mm/min.
• Calculated hydraulic conductivity is 4.84 × 10−3 cm/s (moderately permeability).
• Calculated specific yield (effective porosity) = 30%.

4

• Loamy fine sand soil associated with pebbly coarse sand in some parts.
• Infiltration capacity equilibrium is about 0.53 mm/min.
• Calculated hydraulic conductivity is 1.01 × 10−3 cm/s (low permeability).
• Calculated specific yield (effective porosity) = 22%.

5 • Rock land

5.2.10. Distance from Channel Network (DCN)

Groundwater recharge is also influenced by the distance from the surface channel
network and water bodies [46,84,85]. In the study area, this factor has a low weight because
there is a small contribution of recent Nile water recharge to the Quaternary aquifer but
no recent Nile water recharge to the Nubia aquifer [86]. A visual interpretation technique
that was based on sentinel-2A and verified by Google Earth satellite imagery was used to
extract the channel network. The prepared map (Figure 11c) was divided into five classes,
considering acceptable buffer distances from the channel network or water bodies. There
was no effect from this factor above 3000 m in distance from a channel network or water
body. The main tributaries of Wadi Abadi were considered in this thematic layer, where the
main course of the wadi was affected the groundwater recharge, but the locations outside
the main channel were less affected.

5.3. The Rainfall Pattern and Return Period in Light of Climatic Change

In light of climatic changes, which have a related impact on water resources, it is
necessary to use historical rainfall data in a return period method to identify the rates of
rainfall in the future. The repeated maximum precipitation events have a direct relation to
the recharging process of the shallow aquifer. A return period analysis for the historical
rainfall data during the last four decades was carried out. The calculated results, along
with the SWAT model, are useful for estimating the runoff as well as the transmission
losses (recharge) for future maximum precipitation events [14,87]. Equation (5) was used
to calculate the recurrence interval for precipitation events:

Rp =
N + 1

M
(5)
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where Rp is the return period, M is the rank of the data corresponding to the event, and N
is the number of years of data.

The HEC-DSSVue and HEC-SSP 2.2 programs were used to identify the return period
using various statistical distributions. Kolmogorov–Smirnov and chi-square tests were
used to evaluate the degree of fitness of probability distribution models with the observed
data. Acceptable distributions were graded using two statistics: the mean relative deviation
(MRD) and the mean square relative deviation (MSRD), as described in Equations (6) and
(7). On the observed data, the distribution with the smallest MRD and MSRD fits the best.

M.R.D =
∑n

i=1|x− x̂ |
(N−m)

(6)

M.S.R.D =
∑n

i=1 (x− x̂ )2

(N−m)
(7)

where x represents the observed data, x̂ represents the estimated value, N represents the
number of data points, and (m) denotes the number of parameters of the distribution [88].
From an analysis of the average annual accumulation of the study area, an exponential
function (Figure 12a) fit the rainfall dataset (1981–2019) best, depending on the MRD
and MSRD. The exceedance probability versus the rainfall is illustrated in Figure 12b.The
calculated return period rainfall values in Wadi Abadi each 2, 5, 10, 20, and 50 years were
2.95, 6.89, 10.07, 13.25, and 17.39 mm, respectively (Table 7). The lithologic nature of
Wadi Abadi is composed of nearly 40% massive rocks (carbonate and basement), which
promotes surface runoff from the smallest amount of precipitation. Consequently, the
aforementioned amounts of precipitation will participate in creating surface runoff and
recharging the shallow aquifer through the transmission losses.
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warming and climate change at a local scale. They offer the effects of the climate change 
information with a higher resolution. By analyzing the biggest precipitation events in the 
last four decades in the Abadi basin, the largest precipitation was about 48 mm in 1986, 
and this has not been repeated (Figure 13). Since 1997, this area has lacked high precipita-
tion for about 20 years (Figure 7d). The recent major precipitation in 2016 was only 7.25 
mm. It is expected that a detected major storm (maximum precipitation in one day) could 
enhance the groundwater recharge to the shallow aquifer in the Abadi basin. On the other 
hand, the decrease in the precipitation amount could cause the aquifer to deteriorate over 
time due and reduce the groundwater recharge. The amount of precipitation based on the 
return period for the next 50 years is only 17.4 mm. The predicted low recharges due to 
the effects of climate change need more groundwater management for sustainable devel-
opment. The other wadies, especially in the Esna area, suffer from the reduction in the 
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Figure 12. (a) Different types of statistical distributions of rainfall data using HEC-SSP2.2 software
illustrate that an exponential function had the lowest error in fitting the rainfall dataset for the study
area; (b) The exceedance probability versus the rainfall using HEC-SSP2.2 software.

Table 7. The HEC-SSP2.2 software was used to calculate the 100-year return period.

Return Period
(Years)

Percent Chance
Exceedance Median (mm) Expected

Probability (mm)

Confidence Limits
Probability 5%

(mm)

Confidence Limits
Probability 95%

(mm)

2 50 2.934 2.952 3.759 2.196
5 20 6.812 6.894 8.728 5.099

10 10 9.746 10.074 12.487 7.295
20 5 12.679 13.245 16.246 9.492
50 2 16.557 17.393 21.215 12.395
100 1 19.491 20.477 24.974 14.591
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The Impact of Climate Change on Groundwater Recharge

Globally, water resources such as groundwater will be impacted directly and indirectly
by climate change [89,90]. The results can be used to evaluate the effects of global warming
and climate change at a local scale. They offer the effects of the climate change information
with a higher resolution. By analyzing the biggest precipitation events in the last four
decades in the Abadi basin, the largest precipitation was about 48 mm in 1986, and this
has not been repeated (Figure 13). Since 1997, this area has lacked high precipitation for
about 20 years (Figure 7d). The recent major precipitation in 2016 was only 7.25 mm. It is
expected that a detected major storm (maximum precipitation in one day) could enhance
the groundwater recharge to the shallow aquifer in the Abadi basin. On the other hand, the
decrease in the precipitation amount could cause the aquifer to deteriorate over time due
and reduce the groundwater recharge. The amount of precipitation based on the return
period for the next 50 years is only 17.4 mm. The predicted low recharges due to the effects
of climate change need more groundwater management for sustainable development.
The other wadies, especially in the Esna area, suffer from the reduction in the amount of
precipitation for the last four decades.
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experienced average annual precipitation through the last four decades of 7.67 mm, while 
the northwestern part of the study area in the El-Dir basin received only 91 mm. Moreo-
ver, the applied weighted overlay model of potential recharging zones illustrated that the 
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was detected from 2014, ranging from 2 m proximal to the Nile River to 14 m distal from 
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Figure 13. The precipitation and related recharge to the main aquifer in the Abadi basin in major
rainfall events in the last four decades.

5.4. Groundwater Potential Zone (GWPZ)

The groundwater potential zone (GWPZ) map was created using a weighted overlay
model that divided the study area into three classes: poor, moderate, and good potential
recharge zones occupying 7073.47 km2 (88.6%), 625.08 km2 (7.8%), and 281.23 km2 (3.52%)
of the total surface area of the studied locations (Figure 14). The downstream portion of
the studied wadies in the northwestern part of the study area near Esna has moderate
potentiality (Figure 14a). Good potential zones are concentrated in the southwestern part
(Figure 14b) and basement area (Figure 14c). The lineament density and major fractures
play a major role in the groundwater potential recharge in the basement area. The result of
the petrographic analysis illustrates that the Nubia Sandstone aquifer changes its character
throughout the study area and that major fractures play a significant role in groundwater
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movement and recharging processes. Based on a pumping test downstream of Wadi Abadi,
the values of transmissivity were calculated, and they ranged between 78 m2/day (well
19) and 346.3 m2/day (well 13). The return period and rainfall analyses were used to
predict the precipitation in the future for 100 years, illustrating that precipitation is limited
and groundwater potentiality should be managed. On the other hand, the analysis and
examination of the rainfall data over the study area for the last four decades using satellite-
based spatial and temporal precipitation (MERRA-2) data were carried out. Our analysis
showed that the largest precipitation events occurred in the Wadi Abadi basin, which
experienced average annual precipitation through the last four decades of 7.67 mm, while
the northwestern part of the study area in the El-Dir basin received only 91 mm. Moreover,
the applied weighted overlay model of potential recharging zones illustrated that the good
potential recharge areas are located in Wadi Abadi, especially in the upstream portion and
some sites in the downstream area (Figure 14b,c). However, the result of the weighted
overlay model of Wadi El-Dir showed that it falls within the moderate zone of potential
recharge for groundwater, but no recharging from groundwater reaching the aquifer was
observed, and a remarkable drop in the water level for the Quaternary aquifer was detected
from 2014, ranging from 2 m proximal to the Nile River to 14 m distal from the river Nile
(Figure 15). This drawdown could be related to two reasons: (a) low rainfall, which leads
to a low recharge rate, and (b) overpumping, where the locals use flood irrigation to farm
their lands. Therefore, more hydrological studies are required in order to determine the
hydraulic properties of the Quaternary aquifer and to identify the safe discharge from the
wells to protect the aquifer from deterioration.
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during the period from 2014 to 2021 at 5 wells in the Quaternary aquifer at Wadi El-Dir.

5.5. Model Validation

The water level data (depth to water) were detected at 40 observed wells (Figure 14a–c)
of the study area. The validation was based on (a) the depth to water and (b) the drawdown
in the water level through 7 years (2015–2021), which illustrates that the Wadi El-Dir area
suffers from a drop in the water level (2–14 m), so it shows moderate potential recharge.
On the other hand, the recorded drawdown in Wadi Abadi ranged from 0.5 m to 1.5 m
within the same period, taking into consideration that they had nearly the same discharge
for irrigation activity. (c) The high values of transmissivity in some wells downstream
of Wadi Abadi ranged from 78 m2/day (well 19) to 346.3 m2/day (well 13), reflecting
the high potentiality of the aquifer in this area. The poor zone mainly falls within the
highly mountainous and/or hilly areas that are not prospected locations for groundwater
exploration or development. The values used to validate the groundwater potential zone
map reflect the actual recharge condition and the groundwater potential in certain locations.
A comparison study was performed between the groundwater level in each well and
the groundwater potential zones. (Table 8). The validation conclusions show that about
82.5 percent of the wells correctly fit the zonation of the groundwater potential map.

Overall accuracy
= Number of correct Observation well location

Total number of Observation well location = 33
40 = 82

(8)
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Table 8. Groundwater level accuracy assessment of the GWPZ map.

S No.
Aquifer

type Basin Well Type Latitude Longitude
Depth to Water

(2015–2021) Groundwater
Level

Well Location
on GWPZ

Map

Validation
Remarks

2015 2021 Drawdown

1

Basement Abadi
Hand-
dug

25.29305 34.01715 21 - - Medium Poor Disagree
2 25.2962 34.01673 13.5 - - Shallow

Good
Agree

3 25.35523 33.8881 11.22 - - Shallow
4 25.39138 33.8192 3.31 - - Very Shallow
5 25.07295 33.79751 - 36.3 -

Medium Moderate6 25.06789 33.79088 - 32.8 -

7

Nubia Abadi

Drilled

24.99508 33.36889 - 60 - Medium/Deep
Moderate

Partially
agree8 24.99331 33.35946 - 55 -

9 25.02363 33.24399 - 44 - Medium Agree
10 25.06227 33.20951 - 32.3 - Medium Agree

11 Hand-
dug 25.05524 33.09096 8.5 10 1.5 Shallow Good Agree

12

Drilled

25.03958 33.07906 - 10.2 - Shallow Good Agree
13 25.03756 33.07654 8.7 10 1.3 Shallow Good Agree
14 25.03233 33.06653 7.5 8 0.5 Very Shallow Good Agree

15 25.03411 33.06639 10 11 1 Shallow Moderate Partially
agree

16 25.03237 33.06243 - 15.8 - Shallow

Good Agree
17 25.03537 33.062 - 4.2 - Very Shallow
18 25.02555 33.05486 8.6 10 1.4 Shallow
19 25.02591 33.05341 - 12 - Shallow
20 25.02426 33.04908 5 6 1 Very Shallow

21 Quaternary

Abadi

Hand-
dug

25.02464 33.04648 4 5.2 1.2 Very Shallow Good Agree

22
Nubia

25.02999 33.04420 - 6.7 - Very Shallow Good
Agree

23 Drilled 25.0296 33.04430 - 7.8 - Agree

24

Quaternary

Hand-
dug

25.0177 33.04155 3 4 1

Very Shallow Good

Agree
25 25.01735 33.04177 2.9 4.2 1.3 Agree
26 25.01964 33.03901 - 4.1 - Agree
27 25.0128 33.02373 - 3 - Agree

28 Al-
Mafallis Drilled 25.09834 32.85235 - 2.9 - Moderate Disagree

29 Nubia Hilal Spring 25.12756 32.81267 Flowing Very Shallow Good Agree

30

Quaternary

El-Dir
Drilled

25.33117 32.59856 18 20 2

Medium

Moderate

Agree

31 25.33142 32.59790 18 20 2
32 25.33219 32.60896 25 30 5
33 25.33567 32.61537 30 40 10
34 25.33562 32.61775 - 44.6 -
35 25.33738 32.61988 35 47 12

36 25.33968 32.63270 40 54 14 Medium/Deep Partially
agree37 25.34631 32.6385 - 63 - Medium/Deep

38 25.34867 32.611 - 32 -
Medium Agree

39 El-Foley 25.35972 32.57956 - 20 -

40 El-Sabil 25.30405 32.61621 - 36 -

6. Conclusions

An integrated approach using remote sensing datasets, including Landsat, sentinel
images, and a digital elevation model, along with field investigation and GIS modeling was
conducted to delineate groundwater potential zones in arid environments. The spatial anal-
ysis gained from the remote sensing datasets with geologic maps and field investigations
revealed that the study area is highly affected by the structure discontinuity appearing
in the extensive lineament network and major fractures. This fracture system, which is
considered a main factor in the applied GIS model, has a directly impact on groundwater
recharge and identifying potential zones. The major findings are (1) remote sensing and GIS
in conjunction with the AHP method are effective techniques for delineating a groundwater
potential map with accuracy (82.5%); (2) the analysis of historical rainfall data for last 39
years revealed that the study area had not received any significant precipitation since 1997,
which was nearly 20 years, due to the effects of climatic changes; (3) by comparing the
static water levels in 2014 and 2021 at five wells in Wadi El-Dir, there were drawdowns
in the water levels ranging from 2 to 14 m due to the excessive discharge and the lack of
rainfall in this area; and (4) the estimated porosity of the Nubia Sandstone aquifer in the
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middle and downstream parts of Wadi Abadi revealed that the porosity ranged from 31 to
38% and the permeability ranged from 21 to 2000 millidarcy.

The integration of remote sensing datasets with field investigations and GIS technolo-
gies is very effective for improving the results of preliminarily examinations for ground-
water exploration in areas where well data are scarce. The application of this approach is
cost-effective in arid environments and developing countries and could be applicable for
similar regions worldwide.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/su142416942/s1, Figure S1: Plan Polarized Light (PPL) and Cross
Nicol Polarize Light (XPL) thin sections for Nubia sand stone from hand dug well 11 and 18. Ref [91]
are citied in supplementary materials.
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Abstract: In arid areas, the forecast of runoff is problematic for ungauged basins. The peak discharge
of flashfloods and rainwater harvesting (RWH) was assessed by the integration of GIS, the RS tool
and hydrologic modeling. This approach is still under further improvement to fully understand
flashflood and rainwater harvesting potentialities. Different morphometric parameters are extracted
and evaluated; they show the most hazardous sub-basins. Vulnerability potential to flooding is
high relative to steep slopes, high drainage density, and low stream sinuosity. Using hydrologic
modeling, lag time, concentration time, peak discharge rates, runoff volume, rainfall, and total losses
are calculated for different return periods. The hydrologic model shows high rainfall rates, and steep
slopes are present in the southeastern part of the study area. Low rainfall rates, moderate–high
runoff, and gentle slopes are found in the central and downstream parts, which are suitable sites for
rainwater harvesting. An analytic hierarchy process is utilized for mapping the best sites to RWH.
These criteria use land-cover, average annual max 24 h rainfall, slope, stream order, and lineaments
density. About 4% of the basin area has very high potentialities for RWH, while 59% of the basin area
has high suitability for RWH. Ten low dam sites are proposed to impact flooding vulnerability and
increase rainwater-harvesting potentialities.

Keywords: climate change; rainwater harvesting; arid areas; metrologic analysis; hydrologic model-
ing; AHP

1. Introduction

Flashflood evaluation is an important issue for creating suitable development plans
in arid regions. Arid or semiarid areas may experience more floods than moist regions
with higher rainfall intensity [1]. They are one of the major natural hazards that cause
loss of life and economy [2]. In comparison to other natural hazards, flashfloods are the
most overwhelming and the highest of the natural tragedies that damage houses, irrigation
systems, streets, crops, and tapwater networks, besides causing economic damage in many
regions throughout the world. It is reported that nearly 44% of deaths caused by natural
hazards worldwide, especially in arid regions, are related to flooding events [3–6].

Although this natural hazard is mainly driven by unexceptional atmospheric condi-
tions, it is largely impacted by other non-climatic variables like topography, urban and
vegetation cover, and high-velocity water movements [7–9].

In arid regions, flashfloods are driven by a high variability of rainfall over space and
time. Rainfall in arid and semi-arid regions is sporadic and less frequent but more intense
when it occurs. Flashfloods commonly occur in valleys that are distinguished by their
dry state [10]. In arid regions, monitoring flashfloods is a challenge due to inadequate
observational data, absence of monitoring systems, and lack of infrastructure, especially in
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remote sites. Flashfloods represent a significant source of water in arid regions, and a small
part is infiltrated for groundwater [10,11].

The idea of rainwater harvesting (RWH) was used in various portions of the world
3000 years ago. Nevertheless, the utilization of RWH systems declined with the devel-
opment of technology in the twentieth century. The increasing usage of RWH methods
through the last two decades can be attributed to an increasing gap between rising water
demands attributable to population growth and declining water supplies due to prospec-
tive climatic changes [12–14]. This has resulted in increases in the focus of researchers on
the scientific parts and environmental influences of RWH methods [15]. Several methods
for RWH and artificial recharge have been proposed, involving the creation of surface
basins, the creation of deep channels, and the drilling of recharge wells [16–18].

In arid regions, climate change and the rising water demands for drinking and agri-
cultural and industrial purposes can increase the pressure on limited water resources and
clearly represent the water scarcity problems [19,20]. The overexploitation of groundwa-
ter in arid areas can cause a decline in water levels [21,22]. Because of the spatial and
temporal variability of rainfall in arid areas, normal groundwater recharge is not stable,
which constitutes a challenge to proper aquifer sustainability. RWH suggests a good
method for improving groundwater resources in these arid areas, which can assist in the
depletion of groundwater [14]. Several studies have been carried out related to RWH.
Mahmoud et al. (2014) [23] used the analytical hierarchy process (AHP) with five the-
matic layers to identify RWH-suitable areas in Egypt. Alataway and El Alfy (2019) [14]
assessed rainwater harvesting in central Saudi Arabia and determined artificial groundwa-
ter recharge potentialities in four dam reservoirs; they correlated the surface water level in
these reservoirs and water table measurements in five recharge wells. The AHP technique
was also used by Balkhair and Ur Rahman (2021) [24] to create a suitable map for RWH
sites in the basin of wadi Al-Lith, Saudi Arabia, where eight appropriate criteria were
applied. Ouali et al. (2022) [25] assessed the RWH in the Toudgha basin of southeastern
Morocco by using the APH method, wherein the RWH map provides good information to
decision-makers on water supply planning.

In the Eastern Desert, Egypt, groundwater is the main source for agriculture and drink-
ing. Drought, climatic change, overpumping and low annual rainfall rates are foremost
challenges to farmers. To increase the availability of water resources, harvesting techniques
can be used through the construction of low–high dams. Numerous studies were carried
out using geographic information system (GIS) and remote sensing (RS) for the assessment
of flashfloods [26–29]. Therefore, an assessment of the flashfloods and their drivers are
extremely important. The aim of this study is to build a framework for evaluating flashflood
risk and rainwater-harvesting potentialities in the east Bani Suef area, Egypt. The main
innovative aspects of the current study are to assess rainwater-harvesting potentialities.
Specifically, this study proposes an integrated approach, based on a geographic information
system (GIS), remote sensing techniques, and morphometric and rainfall–runoff modeling.
This study correlates the risk of flashfloods using a morphometric ranking method, as
well as the AHP method for the determination of suitable areas of rainwater harvesting in
low-terrain arid areas.

2. Study Area

The study area is located in the southeastern part of the Beni Suef Governorate between
latitudes 27◦10′ N and 28◦40′ N and longitudes 30◦85′ E and 32◦35′ E (Figure 1). It has
an area of approximately 10,646 km2, length of 178 km, and average width of 60 km. The
elevation varies between 26 m (asl) at the low-lying zone near the Nile River (western part)
and 1266 m in the northeastern part close to the Red Sea Mountains (Figure 1).
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Figure 1. Location map of the study area.

The studied area is situated in the arid zone in the Eastern Desert, with hot summers
reaching 40 ◦C, and cold winters with a minimum temperature near zero ◦C. Evaporation
rates range between 4.8 mm/day in winter to 12.4 mm/day in summer [30,31]. The average
annual rainfall ranges between 2.75 mm and >50 mm at the extreme southeastern part. In
the last 50 years, floods were recorded in 1969, 1980, 1984, 1985, 1994 and 2020. Nevertheless,
the volume of precipitation is quite low, and floods are the foremost natural risk in the
Eastern Desert [32,33].

3. Materials and Methods

The used methodology uses three consequent steps. The first one described the
morphometric parameters to evaluate the flashflood risk assessment. The second one
provided processes of rainfall–runoff modeling. A spatio-temporal lumped model is
used to evaluate the runoff volumes for each sub-basin. The third step determined the
good locations for rainwater harvesting (Figure 2). These steps were executed through
processing spatial data, counting digital elevation model DEM, RS, soil, and rainfall–runoff
data. Several software packages were used: ArcGIS 10.2 [34], ERDAS Imagine 2015 [35],
HyfranPlus [36], WMS 11.1 [37], HEC-HMS 4.5 [38], PCI-Geomatics 2015 [39], ENVI 4.5 [40]
and RockWorks 16 [41].

3.1. Rainfall Processing

Daily rainfall data were provided by the Directorate General of Meteorology (DGM)
in Egypt for the period 1979–2014. Data were provided for the Beni-Suef meteorological
station (29.04◦ N, 31.09◦ E). Given the lack of metadata for these observed data, it was
crucial to guarantee the accuracy and reliability of the data. The goal was to make weather
and climate variability the primary drivers of climate variability, rather than other non-
climatic variables (e.g., relocations of observatories, changes in instruments, observers
and observation practices, urbanization, etc.) [42]. Therefore, the data went through a
rigid quality assurance process. The process was designed to get rid of anomalies and
outlier values in the data. In order to test the homogeneity of the data, we applied relative
homogeneity tests (which consider data from neighboring stations) in order to identify
potential break points in the series. This procedure is recommended when there is a lack
of a convincing history and metadata for the meteorological records. In particular, we
used a semi-automated protocol by way of the R package HOMER, which is designed
for detecting and fixing inhomogeneities in monthly climatic data by means of relative
homogeneity techniques [43].
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In light of recent developments in numerical weather prediction modeling and data
assimilation, a growing number of reanalysis datasets are available, providing informa-
tion on a wide range of climate variables with enhanced spatial continuity and long
and continuous temporal coverage. Given the scarcity of local meteorological records
in the study domain, a decision was made to employ the National Center for Envi-
ronmental Prediction’s (NCEP) Climate Forecast System Reanalysis (CFSR) [44]. Based
on a fully coupled ocean–land–atmosphere model, the NCEP-CFSR reanalysis dataset
(https://www.ncdc.noaa.gov/data-access/model-data/model-datasets (accessed on 14
February 2022)) is used to assimilate and predict atmospheric states through the application
of numerical weather prediction techniques [44]. NCEP-CFSR (hereinafter CFSR) has been
widely used in hydroclimatic analysis and simulation, especially in regions with sparsely
distributed weather stations, due to its improved spatial resolution (0.5◦) and relatively long
time series (1979 onwards) [45] Herein, it is noteworthy that several reanalysis datasets
are available for research community, such as the National Centers for Environmental
Prediction reanalysis II (NCEP-2), the European Centre for Medium-Range Weather Fore-
casts (ECMWF) Interim Reanalysis (ERA-Interim), the Japanese 55-year Reanalysis Project
(JRA-55), and the National Aeronautics and Space Administration (NASA) Modern Era
Reanalysis for Research and Applications Version-2 (MERRA-2). However, in our study,
the preference was made to employ the CFSR dataset for characterizing flashfloods because
of its uniform spatial and temporal resolutions across a wide range of hydrometeorological
variables that contribute significantly to rainfall-harvesting assessment, including maxi-
mum and minimum air temperatures, precipitation, etc. In this work, the spatiotemporal
distribution of precipitation in each sub-basin within the study domain was analyzed
by selecting the adjacent gridded data. The events were assigned one of five fictitious
proposal storms with return periods of 5, 10, 25, 50, and 100 years. Then, we used statistical
frequency analysis to determine the maximum 24 h precipitation values for 5-, 10-, 25-,
50-, and 100-year return periods. Curves for five return periods were fitted using the
Log-Pearson type 3, method of moments (BOB), which provides the best-fit curve for the
used rainfall data with the smallest root-mean-square error (RMSE). Precipitation spatial
analysis for the five previous return periods was performed using the Kriging method.

In order to look at the possible impacts of climate change on rainfall-harvesting
capabilities, we assessed long-term changes (1979–2014) in a range of selected climatic
variables (e.g., maximum and minimum air temperatures, rainfall totals, relative humidity,
etc) (Appendix A, Tables A1–A3). Trends were assessed using the linear least squares
regression technique. For each variable and time series under study, we calculated the
slope to indicate the rate of change over the period of interest. To determine whether
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or not the observed changes were statistically significant at the 95% confidence interval
(p < 0.05), the modified Mann–Kendall statistic was used [44]. This is an example of a
non-parametric test, which does not presume anything about the data’s distribution in
advance. This metric’s positive values indicate an increasing trend, while its negative
values point to a declining trend. The impact of serial autocorrelation presented in the data
on trend detection is limited when using the modified Mann–Kendall test, as opposed to
the standard Mann–Kendall test. This is simply due to the fact that the sample size is taken
into account, and a correction factor is applied to the original variance formulation when
serial autocorrelation is present in the data [43,44].

3.2. Morphometric Analysis [45,46]

The ASTER Digital Elevation Model with 30 m resolution was obtained from the
United States Geological Survey (USGS, ASTER). The study area was covered by four
USGS DEM quadrangles. Analyses of the ASTER DEM was used to determine watershed
delineations, flow directions, flow accumulations, stream orders, morphometric parameters,
and ground surface slope.

The morphometric parameters were extracted for the main basin and its sub-basins.
These parameters were classified into three types: linear [47–50], areal [47,49,51], and
relief [47,49,51–53] (Appendix A, Tables A4–A6). Some morphometric parameters were
utilized to evaluate the flashflood hazard using the morphometric ranking method. The
morphometric ranking method was used to calculate the degree of the vulnerability to
flashflood for each sub-basin [10,54,55]. Fourteen morphometric parameters sensitive to
the flooding process were selected. All of these parameters were positively correlated to the
hazard degree of flood, while the length of overland flow (Lg), weighed mean bifurcation
ratios (WMRb), and mean bifurcation ratio (MRb) were inversely correlated. The morpho-
metric ranking score for each parameter was determined by the following equations:

Y =
(Ymax− Ymin)(X− Xmin)

(Xmax− Xmin)
+ Ymin (1)

For Lg, MRb, and WMRb showing an inverse correlation [56], the degree of hazard
was determined by utilizing the following equation;

Y =
(Ymax− Ymin)(X− Xmax)

(Xmin− Xmax)
+ Ymin (2)

where Y is the relative degree of hazard, and Ymax and Ymin are the highest and the lowest
limits of the projected scale. Xmax and Xmin are the maximum and minimum assessed
values of any parameter. X is the value of any parameter located between the maximum
and minimum values [56]. The score for flashflood hazard for each basin ranged from 1 to
5, which was dependent on the parameter relative to the susceptibility of flooding.

3.3. Image Analysis

Multi-spectral satellite images from September 2021 of the Landsat-8 was used (USGS,
https://earthexplorer.usgs.gov/ (accessed on 1 September 2021)). It was obtained from
USGS with a spatial resolution of 30 m (multi-spectral) and 15 m (panchromatic) and land
cloud cover of 0.06%. The mosaicking and clipping bands were made using spatial analyst
tools in ArcMap10.2. Resampling the multi-spectral bands with panchromatic band was
carried out to increase the spatial and spectral range resolution. Composites bands, band
rations, and principle component analyses were completed to determine the soil types,
curve number (CN), and land-use classes. Supervised classification was done after the
initial unsupervised classification [57,58].

The final output of the image analysis categorized the study area into different classes
with different curve numbers. This curve number is an experiential parameter applied as
a portion of the hydrology calculation. It predicts the direct runoff and infiltration from

137



Sustainability 2022, 14, 14183

surplus rainfall. Areas of low CN point to absorption, evaporation, surface storage, and
transpiration processes [59]. The higher values of CN point to impervious areas leading to
high runoff potentials. This variation based on slope, soil type, land-cover units, vegetation
potency, and moisture content [60].

3.4. Rainfall–Runoff Modeling

Rainfall–runoff modeling was done using the package HEC-HMS (Hydrologic Engi-
neering Center-Hydrologic Modeling Systems); it was established to simulate the processes
of rainfall–runoff into watershed systems [61]. It has flexible options for assessing the
penetration losses and hydrograph parameterizations [62].

Rainfall–runoff modeling uses various datasets such as DEM, land-use, soil type, and
meteorological data. The soil conservation service curve number (SCS-CN) method was
utilized. It calculates stream volume flow and create the hydrographs at the outlet of the
main basin and sub-basins. This technique uses Equations (3)–(6) as follows:

CNw =
ΣCNi ∗Ai

At
(3)

S =

(
100

CNw

)
− 10 (4)

Q =
(p− 0.25)2

(p + 0.8S)
f or Q > 0.2S : else Q = 0 (5)

Ia = 0.2S (6)

where CNw is the weight of CN, CNi is the CN of the same value in a sub-basin, Ai the
area of CNi in a sub-basin (km2), and At the total area of the sub-basin (km2). While S
is the potential maximum soil moisture retention depth, Ia is the initial abstraction loss
depth. Q is the direct runoff depth over the entire sub-basin for any return period, and
P is the precipitation depth for 24 h duration storm for any return period at the same
sub-basin. Moreover, the time of concentration, lag time, time to peak, and the maximum
of the discharge parameters are assessed by using Equations (7) [63] and (8) [64] as follows:

Tc =
5
3
+ TL (7)

where Tc is the time of concentration (h) of any sub-basin, and TL is the lag time (h) for the
same sub-basin.

Tp =
∆D
2

+ TL (8)

where Tp is the time to peak, and ∆D is the duration time for excess rainfall (h).

3.5. Mapping of the Suitable Potential Sites for RWH

The used methods for determine the suitable locations of RWH are based on GIS,
RS, and variables techniques. The analytical hierarchical process (AHP) technique was
used, and the professional knowledge of six experts was utilized (Table 1) and Appendix B,
Figure A1). It is one of the best-known and most commonly used multicriteria decision
analysis (MCDA) methods [65–67]. Although this method needs a lot of metrological,
morphometric, and land-use information, and it has a difficult validation process, it is a
significant method, since a different construction may lead to a diverse final ranking [68–70].
It chooses the required criteria by ranking the factors and the qualitative and quantitative
parameters [71]. It gives a framework, that can handle diverse opinions on determining
the elements of a decision and arrange the elements into a hierarchical construction [72].
AHP has the advantage of permitting a hierarchical structure of the criteria, which provides
users with a better focus on specific criteria and sub-criteria when allocating the weights.
Furthermore, it aids decision-makers in finding the one that best suits their needs and their
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understanding of the problem, whereas it decreases bias in the decision-making procedure
and provides group decision creation through agreement, utilizing the symmetrical mean of
the separate decisions. The integration of AHP with GIS gives an efficient and user-friendly
way of solving complex problems [60].

Table 1. Profiles of the experts.

Stakeholder Group ID Role Division Experience (Year)

Universities (UN) E1 Assistant Lecturer Hydrogeology 11

E2 Professor Hydrogeology 31

E3 Professor Meteorology 28

E4 Professor Environment 30

Water Research Center E5 Associate Professor Structural Engineering 25

Universities (UN) E6 Professor Soil 29

The land-cover, average of annual max 24 h rainfall, slope, stream order, and linea-
ments density were selected to determine suitable locations for RWH. The different data
categories were reclassified into classes, and each class was given a definite rank that will
impact RWH. The relative significance of different criteria are defined [69,73,74].

The rating rank is assigned to each layer based on the strength of significance [75]
(Appendix A, Table A7) for each criteria. The pairwise comparison diagonal matrix was con-
structed. Then the relative weights were computed by standardizing any rows and columns
for pairwise comparison diagonal matrices. However, a division of each component in
each column is calculated by the summation of that column. The eigenvectors of these
matrices are calculated by obtaining the mean of the normalizing matrix. Furthermore, the
eigenvector of the normalizing matrices is equal to the weight values of every criterion.
The pairwise comparison matrix is utilized in the description of weights for each criterion.
The principal eigenvector of the pairwise comparison matrix is determined to give a good
fit to the weight set. However, values of weight are absolute numbers ranging from zero to
one. Utilizing a weighted linear combination shows that the sum of weights is equal to one.

The final mapping of suitable locations for RWH was delineated by establishing the
AHP-GIS multi-criteria model, wherein the overlaying of the reclassified weighted raster
was done. This criterion divided the raster into five classes; excellent, very good, moderate,
poor, and unsuitable for RWH.

4. Results and Discussion
4.1. Morphometric Analysis

The study area was distinguished by composite and intertwining patterns that indicate
the morphotectonic growth of the drainage basins. It was divided into fifteen sub-basins
(Figure 3A). The morphometric analysis was classified into three morphometric attributes:
linear, areal, and relief characteristics.

4.1.1. Linear Characteristics

The stream orders (U) are the 9th and 7th of the main basin and its sub-basins, respec-
tively (Figure 3B). The high stream orders are related to the large areas and high discharge
of stream flow. The stream number (Nu) for the main basin is 162,577, while the values
for the 7th order sub-basins ranged from 2517 to 12,072 (sub-basins No. 4 and 10, respec-
tively), with an average of 6294 and a standard deviation of 3041 (Table 2 and Appendix C,
Table A8). The Nu of each order forms an inverse geometric sequence with order number
and a direct relation with the basin size (Appendix C, Table A8). The high stream number
value of sub-basin No. 10 referred to the small permeability and infiltration of the ground
surface. Moreover, the different geological structures in each sub-basin are the main reason
for the unequal stream number in each order.
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Table 2. Descriptive statistics of the linear characteristics for 15 sub-basins in study area.

Parameters Minimum Maximum Mean Std. Deviation

Stream number (Nu) 2517 12,072 6294.53 3041.13

Stream length (Lu) in km 836.82 3818.30 2029.51 952.60

Mean bifurcation ratio (MRb) 3.70 8.98 4.50 1.27

Weighted mean bifurcation ratio (WMRb) 3.55 5.72 4.50 0.64

Basin length (Lb) in km 23.80 73.56 41.87 13.82

Length of overland flow (Lg) in km 2.30 2.66 2.49 0.10

The stream total length (Lu) for the main basin is 52,577 km, whereas, the values for
the 7th order sub-basins ranged from 837 to 3818 km (sub-basins No. 4 and 10, respectively),
with an average of 2029 km and standard deviation 952 (Table 2 and Appendix C, Table A8).
The differences in the wadi length in these sub-basins are due to the variation of topography
and geological structures that exist in these areas.

The value of the weighed mean bifurcation ratios (WMRb) for the main basin was 4.35
while the values for the 7th order sub-basin ranged from 3.55 to 5.72 (sub-basins No. 5
and 13, respectively), with a mean of 4.50 and a standard deviation of 0.64. Both the MRb
(mean bifurcation ratio) and WMRb for the main basin and its sub-basins are >3 (Table 2
and Appendix C, Table A9). The high values of Rb indicate high mountainous areas and an
elongated basin shape with low flooding potentialities. The small Rb value of the 7th order
sub-basins indicate a circular basin shape with rapid hydrographic high peak flooding. These
results can be explained by the sub-basins No. 12, 13, 14, and 15, which are more vulnerable to
flooding (Appendix C, Table A9). The length of the main basin was 178 km, and the 7th order
sub-basins length ranged from 24 to 74 km (sub-basins No. 1 and 9, respectively), with an
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average value of 42 km and a standard deviation of 13.82 (Table 2 and Appendix C, Table A9).
The travel time of flood in sub-basin No. 9 is greater than in sub-basin No. 1, where the
sub-basin No. 9 has good priorities for groundwater recharge (Appendix C, Table A9). The
length of overland flow (Lg) indicates the flow length of the surface water before it reaches
the specified channel of the main basin; it is 2.47 km for the mean basin, whereas, for the 7th
order sub-basins, it ranged from 2.30 to 2.66 km (Sub-basins No. 13 and 6, respectively), with
a mean value of 2.49 and a standard deviation of 0.10 (Table 2 and Appendix C, Table A9).
The low values of Lg refer to a gentle slope with a longer flow path and more vulnerability to
flash flooding (Appendix C, Table A9).

4.1.2. Areal Characteristics

The main basin area is 10,646 km2, while the areas of the 7th order sub-basins range
from 159 to 789 km2 (sub-basins No. 4 and 10, respectively), with an average of 411 km2

and a standard deviation of 198 (Table 3 and Appendix C, Table A10). The sub-basins
are classified according to Horton (1945) into the category of large basins with an area
>100 km2, indicating the accumulation of a large amount of surface water.

Table 3. Descriptive statistics of the areal and relief characteristics of the main basin and its sub-basins.

Parameters Minimum Maximum Mean Std. Deviation

Basin area (A) in km2 159.01 789.01 411.32 198.15

Basin perimeter (P) in km 90.08 258.93 144.00 48.81

Drainage density (Dd) in (km/km2) 4.60 5.30 4.97 0.21

Stream frequency (Fs) 13.95 16.65 15.35 0.75

Texture ratio (T) in (km−1) 24.35 55.72 42.32 9.61

Relief ratio (Rh) 0.0046 0.0171 0.0084 0.0033

Basin slope (BS) 0.0406 0.1145 0.0620 0.0220

The basin perimeter (P) of the main basin is 808 km, whereas, the values for the 7th
order sub-basin ranges from 90 to 259 km (sub-basin No. 6 and 9, respectively), with an
average of 144 km and a standard deviation 49 (Table 3 and Appendix C, Table A10).

The drainage density (Dd) value of the main basin is 4.94 km/km2, while the values of the
7th order sub-basins ranged from 4.60 to 5.30 km/km2 (sub-basins No. 13 and 6, respectively),
with a mean of 4.97 and a standard deviation of 0.21 (Table 3 and Appendix C, Table A10).
The geological structure controls the areal distribution of drainage density in these sub-basins
(Figure 3c). The high values of drainage density indicated high runoff potentialities, whereas,
the low values indicate fractured rocks cover the ground surface. The high values of Dd
for sub-basins No. 1–6 and 14 refer to impermeable rocks and, in some localities, sporadic
vegetation (Appendix C, Table A10), while the low values of Dd refers to permeable rocks
and soils with a low relief. Therefore, sub-basins with low Dd values could be good sites for
groundwater recharge, while sub-basins with high values can form larger surface runoff.

The stream frequency (Fs) for the main basin is 15.27 km−2, while the values for the 7th
order sub-basins ranged from 13.95 to 16.65 km (sub-basins 13 and 5, respectively), with an
average of 15.35 and a standard deviation of 0.75 (Table 3 and Appendix C, Table A10). The
stream frequency is directly associated with lithological features; the basins with structural
hills have high values of Fs and low values with alluvial deposits. Most of these sub-basins
are distinguished by impermeable rocky areas with a low penetration capacity and a high
vulnerability to flashflood.

The texture ratio (Rt) value of the main basin is 201 km−1, while the values for the 7th
order sub-basins range from 24 to 55 km−1 (sub-basin No. 4 and 10, respectively), with a mean
of 43 km−1 and a standard deviation of 9.61 (Table 3 and Appendix C, Table A10). Sub-basins
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with lower values of Rt refer to plain basins with slight slopes [76,77], and these sub-basins
have proper locations for groundwater recharge, such as sub-basin No. 4 (Figure 3a).

4.1.3. Relief Characteristics

The relief ratio (Rh) of the main basin is 0.007, whereas, the values for the 7th order sub-
basins range from 0.005 to 0.017 (sub-basins No. 4 and 15, respectively), with an average
value of 0.008 and a standard deviation of 0.003 (Table 3 and Appendix C, Table A10). The
sub-basin No. 15 is like to experience large-scale flooding, and its high Rh value is directly
related to flooding and contrary to the time of concentration. This can be explained by the
presence of large areas of high-relief impervious limestone with a steep ground surface.

The slope value of the ground surface for the main basin is 0.056, while the values for
the 7th order sub-basins range from 0.041 to 0.115 (sub-basins No. 5 and 15, respectively),
with a mean of 0.062 and a standard deviation of 0.022 (Table 3, Appendix C, Table A10,
and Figure 3d). The basins with gentle slopes are characterized by a long concentration
time, little runoff, and small hydrograph peaks, such as sub-basins No. 2, 3, 4, 5, 6, and 11
(Figure 3d), whereas sub-basin 15 had a high slope value with a high amount of runoff and
a shorter concentration time to the hydrograph peak. Therefore, sub-basin No. 15 could be
more vulnerable to flooding events compared to other sub-basins.

Most of the sub-basins have a dendritic drainage pattern, reflecting little infiltration
and extreme runoff events, particularly in the highly terrain areas. The main trend of the
extracted liniments from Landsat image analysis is NW–SE, which is comparable with the
Red Sea trend (Figure 4A,B).
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4.2. Flashflood Hazard Assessment

The morphometric ranking method was used to define the degree of flashflood hazards.
It was carried out by an analysis of different scores of morphometric variables (Table 4).
The 7th order sub-basins were categorized according to flooding vulnerability by different
relative hazard degrees, which are divided into five classes: extremely high, high, moderate,
low, and very low (Figure 5). The low-flooding-susceptibility area is in sub-basin No. 4. On
the other hand, sub-basins No. 15, 14, 10, 9, and 3 show extremely high scores, representing
the most dangerous sub-basins.

The most hazardous and threatening sub-basins are located in the upper part of the
basin. The potential for vulnerability to flooding is high due to high slopes and a lack of
stream meanders. Several solutions must be carried out to protect the area. Three and six
sub-basins have a moderate and low-flooding-susceptibility degree, respectively.
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Table 4. Hazard degrees of the effective parameters.

Basin No
Relative Hazard Degrees of the Effective Parameters

Basin Hazard Degree
A Dd Fs Rr SI Rn Rt Ish BS ΣN ΣL Lg WMRb MRb

1 1.41 3.85 3.22 3.74 3.02 5.00 2.88 1.90 2.60 2.13 1.39 1.41 2.26 4.92 3

2 1.91 3.77 2.88 3.89 1.57 3.10 1.47 1.58 3.09 1.03 1.88 1.96 2.11 4.71 2

3 3.24 4.77 4.80 4.29 1.33 3.61 1.54 2.04 5.00 1.36 3.49 3.44 1.71 4.51 4

4 1.00 4.58 3.78 4.68 1.00 2.23 1.00 1.01 1.00 1.04 1.00 1.00 1.32 5.00 1

5 3.44 5.00 5.00 3.98 1.37 2.30 1.42 2.40 3.75 1.00 3.73 3.62 2.02 1.00 3

6 1.30 3.97 3.57 5.00 1.25 3.49 1.07 1.00 2.48 1.07 1.30 1.35 1.00 4.93 2

7 1.77 2.85 2.80 2.39 1.81 1.00 2.68 3.90 1.33 2.50 1.73 1.70 3.61 4.67 2

8 1.41 4.02 4.01 2.21 1.79 2.38 2.42 2.18 2.27 2.61 1.44 1.32 3.79 4.73 2

9 4.97 3.25 2.97 2.38 1.55 1.64 2.21 4.54 3.79 2.40 4.96 4.98 3.62 4.20 4

10 5.00 3.01 3.00 2.31 1.74 2.35 2.22 3.89 4.84 2.21 5.00 5.00 3.69 4.29 4

11 2.02 2.66 3.32 2.66 1.53 2.17 1.64 2.01 2.66 1.28 2.02 1.98 3.34 4.67 2

12 2.46 1.93 2.31 1.73 1.54 3.48 1.90 1.94 4.02 2.04 2.36 2.35 4.27 4.56 2

13 3.10 1.00 1.00 1.00 1.68 3.05 2.35 2.71 3.69 4.37 2.81 2.91 5.00 4.54 3

14 2.49 2.37 1.80 3.25 5.00 4.70 3.55 3.10 4.07 2.33 2.34 2.52 2.75 4.68 4

15 3.50 1.63 1.60 2.25 3.60 4.42 5.00 5.00 4.77 5.00 3.27 3.46 3.75 4.50 5

Sub-basin area (A), drainage density (Dd), stream frequency (Fs), relief ratio (Rr), slope index (SI), ruggedness
number (Rn), texture ratio (Rt), shape index (Ish), basin slope (BS), total stream number (ΣN), total stream length
(ΣL), length of overland flow (Lg), weighed mean bifurcation ratios (WMRb), mean bifurcation ratio (MRb).
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4.3. Rainfall–Runoff Modeling

Five hypothetical proposed storms were established for rainfall events with 5-, 10-, 25-,
50-, and 100-year return periods. The maximum 24 h rainfall data of the five return periods
ranges from 1 to 55 mm/year (Appendix B, Figure A2). The appropriate curves between
the return period and the historic 24 h rainfall depth was calculated with a confidence
level of about 95% (Figure 6). The southeastern part of the study area is characterized
by high rates of rainfall. Due to the prevalence of steep slopes in this area, rainwater
harvesting is unfavorable. The central part of this basin is characterized by low rainfall
rates, moderate runoff, and gentle slopes; therefore, potential sites for rainwater harvesting
can be delineated (Figure 3d).
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The CN values of the different land-use classes vary between 55 and 89 (Appendix C,
Table A11); they indicate vegetation, quarries, recent alluvium, weathered limestone, old
alluvium, and massive limestone (Figure 7A). The CN values were validated using field
observations and geological map. Also, band ratio (7/5, 3/2, 4/5), principal component
analysis (1, 4, 3), and composite bands (7, 6, 2) were used in confirming this validation
(Figure 7B–F).
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The different input factors of the constructed hydrological model were investigated.
To simulate the hydrological probability, the SCS-CN method was utilized (Appendix C,
Table A12). The hydrograph and peak discharge of each return period were calculated and
assessed at the outlet of each sub-basin (Table 5 and Figure 8). The values of the flood peak
increase with the increasing of return periods. The values of the peak discharge of sub-basin
No. 15 are the greatest compared to the other sub-basins. It ranged from 40.5 to 201.5 m3/s (5-
and 100-year return periods, respectively). Sub-basin No. 4 presented the lowest values of
peak discharge; it ranged from 1.8 to 4.3 m3/s (5- and 100-year return periods, respectively).
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Sub-basin No. 15 showed high vulnerability to flooding, as illustrated by morphometric
ranking (Table 4). For the main basin, the value of peak runoff discharge ranged between
60.3 and 358.3 m3/s, with a total volume of 102,478 m3 and 60826.4 m3 (5-year and 100-year
periods, respectively), (Figure 9).

Table 5. Peak discharge of runoff values (m3/s) for each sub-basin and each return period.

Basin No
Return Period (Year)

5 10 25 50 100

1 3.6 4.7 6 6.7 7.6

2 7.6 11.9 20 25.8 31.9

3 35 49.9 67.2 83.7 99.1

4 1.8 2.5 3.1 3.4 4.3

5 9.1 14.3 24.9 35.8 46.5

6 4.1 6.1 9.3 13.7 18.7

7 8.5 15.4 27.1 36.2 44.9

8 2.8 4.2 7.8 11.4 14.7

9 16.5 29.7 52 68.2 80.4

10 11.2 18.1 32.7 44.4 54.7

11 2.7 4.2 6.2 7.4 9.2

12 5.5 10.1 26.5 43.7 61.3

13 8.8 22.6 55.1 82.7 109.4

14 21.6 39.2 70.1 93.8 115

15 40.5 72.5 127.2 167.3 201.5

Main basin 60.3 95.9 188.4 273.7 358.3

The outcropped massive limestone rocks are highly affecting the hydrological setting.
They decrease the rate of infiltration and increase runoff, therefore leading to high flooding
events. Consequently, intensive rainfall storms can form high peak floods in short times,
which can threaten urban areas and agricultural areas (Appendix A, Figure A3). Therefore,
low dams are proposed at proper sites for protection. In areas covered with alluvium
deposits and gentle slopes, water can be harvested to recharge groundwater or is used
directly for domestic and agriculture purposes.

4.4. Multi-Criteria Decision Analysis for the Study Area

Five layers of information were used to assess flooding potentialities and in particular
propose suitable locations for RWH. Six units of land-cover were extracted using a super-
vised analysis of Landsat-8 images (Figure 10A). These six units were classified into six
classes; the hard massive and impervious unit took the high rate. The different land-cover
units had different scores, which were relative to rock type, permeability, and vegetation
cover: massive limestone, limestone with clay, quarries, old alluvial, recent alluvial, and
vegetation (6, 5, 4, 3, 2, and 1, respectively), (Figure 10B and Appendix C, Table A12).
The intensity of importance for land-cover ranged from 1 to 3, with a total value of 5.53
and an eigenvector of 0.21 (Tables 6 and 7). The average annual max 24 h rainfall was
extracted from a historical data log (1979 to 2014). The max 24 h rainfall distribution was
reclassified into five classes, wherein the high-intensity rainfall was taken as a high rate
(Figure 10C,D and Appendix C Table A12). The intensity of importance for rainfall criteria
with other criteria ranged from one to three, with a total of 5.67 and an eigenvector of 0.19
(Tables 6 and 7). Figure 10c shows the rainfall distribution in the study area, where the
higher values are recorded in the upstream area to the east, where it is characterized
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by steep slopes with high run-off events, therefore making it unsuitable for RWH. DEM
processing and analysis was used to extract the different slope classes (Figure 10E). The
rating criteria reclassifies the slope into five classes, wherein the low-slope areas result in
a high rate value (Figure 10F and Appendix C Table A12). The slope importance criteria
relative to other variables ranged from 0.14 to 1, with a total of 2.01 and a high value of the
eigenvector at 0.47 (Tables 6 and 7). Runoff flows very fast in steep areas in the upstream
basin, whereas a slow flow was recorded in the gentle-slope areas in the downstream basin.
The main stream order (U) is ninth (Figure 10G), and the order criteria rates and reclassified
basin into nine classes, wherein the ninth class has a high rate (Figure 10H and Appendix C
Table A12). The intensity of the importance value for stream order ranged from one to
seven, with a total value of 17 and an eigenvector of 0.06 (Tables 6 and 7). The nominated
best sites for RWH are close to the main stream; this has adequate economic feasibility
because it reduces the cost of construction (dam No. 1 and 2), and it can also collect a large
amount of rainwater. Lineament density was extracted from Landsat-8 image analysis
(Figure 10I). The lineament density map was reclassified into five classes, wherein the
high-density class has a high rate (Figure 10J and Appendix C Table A12). The lineaments
importance criteria in relation to other variables ranged from 1 to 5, with a total of 13 and
an eigenvector of 0.07 (Tables 6 and 7). The density of lineaments is an important factor in
locating RWH sites; areas with high lineaments density are suitable for RWH, as it assists
with rainwater infiltration to the groundwater.
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Table 6. Comparison matrix for the criteria for suitable locations for RWH.

Criteria Rainfall Land
Cover Slope Stream Order Lineaments

Land cover 1 1 0.33 5 3

Rainfall 1 1 0.33 3 3

Slope 3 3 1 7 5

Stream order 0.33 0.2 0.14 1 1

Lineaments 0.33 0.33 0.2 1 1

Total 5.67 5.53 2.01 17 13

Table 7. Normalizing the columns of the RWH criteria to obtain the normalized matrix.

Criteria Rainfall Land Cover Slope Stream Order Lineaments Egin Vector

Land cover 0.18 0.18 0.16 0.29 0.23 0.21

Rainfall 0.18 0.18 0.16 0.18 0.23 0.19

Slope 0.53 0.54 0.50 0.41 0.38 0.47

Stream
order 0.059 0.04 0.07 0.06 0.08 0.06

Lineaments 0.059 0.06 0.10 0.06 0.08 0.07

Total 1 1 1 1 1 1

Rainfall-Harvesting Map

The AHP multi-criteria method was used to determine the appropriate locations for
rainwater harvesting. The RWH map was constructed by overlaying reclassified maps,
which were selected by different criteria: land cover, average annual max 24 h rainfall,
slope, stream order, and lineaments density (Figure 10). Each of these parameters had its
relative weight according to the normalized matrix (Table 7).
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Figure 10. Criteria maps for the AHP of rainwater harvesting in the study area. (A) land cover; (B)
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Most parts of the northeast and southeast region have a high value of rainfall; slopes
and fine hydrological network. While the steep central parts of the basin are characterized
by gentle slopes with little rainfall. However, there low rates of rainfall in this area,
where the main stream passes through the central part of the basin. Therefore, these areas
are suitable sites for rainwater harvesting (Figure 11). Low-potential sites for rainwater
harvesting are distributed in different parts of the basin. They are affected by steep slopes
with little rainfall compared with other criteria. The ground surface slope has great impact,
more than other variables for delineating areas suitable for rainwater harvesting (Figure 3D).
The highly suitable sites for rainfall harvesting cover 6708 km2, while the moderate- and
low-suitability zones cover 3620 km2 and 319 km2, respectively (Figure 11B). Ten sites have
been proposed for dam construction to locate suitable dam reservoirs (Figure 11A); they
are dependent mainly on topography, average rainfall rates, and the economic importance
of the site. The values of peak discharge at dam No. 2 ranged from 44.0 to 288.5 m3/s
(5- and 100-year return periods, respectively). Dam No. 1 presents the minimum values of
peak discharge; it ranged from 0.9 to 2.0 m3/s (5- and 100-year return periods, respectively),
(Table 8, Figure 12 and Appendix C, Tables A13 and A14).
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Table 8. Peak discharge of runoff values (m3/s) for each dam and each return period.

Dam No
Return Period (Year)

5 10 25 50 100

1 0.90 1.20 1.60 1.80 2.00

2 44.00 84.60 164.70 229.00 288.50

3 4.00 6.20 9.50 11.90 14.10

4 5.70 8.80 14.80 19.70 23.80

5 1.60 2.30 3.10 3.50 3.90

6 17.30 24.70 32.80 37.90 41.90

7 5.20 7.50 9.80 11.40 12.60

8 3.10 4.70 6.00 6.90 7.60

9 2.30 4.00 6.90 9.00 11.00

10 11.40 18.90 29.00 36.40 43.20
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5. Conclusions

Predicting runoff events is a prodigious problem in ungauged arid areas, where the
monitoring of flashfloods is a big challenge due to inadequate observational data, the ab-
sence of monitoring systems, and a lack of infrastructure. The peak discharge of flashfloods
and RWH could be assessed by the integration of GIS, RS techniques, and hydrologic
modeling. Dlimate change and the rising of water demands for drinking and agricultural
and industrial purposes can increase the pressure on limited water resources. The study
area was divided into fifteen sub-basins. Most of the sub-basins have a dendritic drainage
pattern. The different morphometric parameters (linear, areal, and relief characteristics)
were extracted. They show that the most hazardous and threatening sub-basins were lo-
cated in the upstream zone of the basin (sub-basins No. 15, 14, 10, and 9). The vulnerability
potential for flooding is high in upstream areas. The steep slopes, high drainage density
and frequency, and the low degree of stream sinuosity are high relative to the possibility
of flooding.

The hydrologic model shows that high rates of rainfall and steep slopes are present in
the southeastern part of the study area. The high discharge peak is recorded in sub-basin No.
15 (40.5–201.5 m3/s for 5- and 100-year return periods, respectively), while the low peak is
in sub-basin No. 4 (1.8–4.3 m3/s for 5- and 100-year return periods, respectively). For the
main basin, the value of peak runoff discharge ranged between 60.3 and 358.3 m3/s, with
a total volume of 102,478 m3 and 60,826.4 m3 (5-year and 100-year periods, respectively).
Low rainfall rates, moderate–high runoff, and gentle slopes were found in the central and
downstream parts. Therefore, these areas are appropriate sites for rainwater harvesting. In
central and downstream areas covered with alluvium deposits and having gentle slopes,
water can be harvested to replenish groundwater or used directly for domestic and agriculture
purposes. An analytic hierarchy process (AHP) was applied for mapping the best sites to
RWH. This criterion used land-cover, average annual max 24 h rainfall, slope, stream order,
and lineaments density. The ground surface slope had a great impact, more than other
variables for delineating suitable areas for rainwater harvesting. About 4% of the basin area
had a very high potentialities for RWH, while 59% of the basin area had high RWH suitability.
Several solutions are recommended to be carried out to protect the area against flashflood
hazards. In the study area, ten low dam sites were proposed to impact flooding vulnerability
and rainwater-harvesting potentialities. This approach can be used successfully to delineate
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suitable sites for rainwater harvesting for proper adaptation practice against climate change
in similar arid conditions.
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Appendix A

Table A1. Maximum and minimum temperature trend.

ID Lon(x) Lat(y) Begin End
Max-Trend Min-Trend

LinTrend/Decade p-Value of t-Test LinTrend/Decade p-Value of t-Test

N276313 31.25 27.632 1979 2014 0.270 0.018 0.210 0.037

N276322 32.188 27.632 1979 2014 0.280 0.024 0.120 0.255

N276325 32.5 27.632 1979 2014 0.370 0.002 0.160 0.075

N279309 30.938 27.945 1979 2014 0.300 0.005 0.250 0.010

N279313 31.25 27.945 1979 2014 0.270 0.015 0.180 0.075

N279316 31.563 27.945 1979 2014 0.320 0.007 0.130 0.217

N279319 31.875 27.945 1979 2014 0.370 0.002 0.130 0.212

N279322 32.188 27.945 1979 2014 0.390 0.001 0.150 0.112

N283309 30.938 28.257 1979 2014 0.340 0.001 0.420 0.001

N283313 31.25 28.257 1979 2014 0.290 0.010 0.150 0.129

N283316 31.563 28.257 1979 2014 0.310 0.008 0.040 0.735

N283319 31.875 28.257 1979 2014 0.390 0.001 0.080 0.442

N283322 32.188 28.257 1979 2014 0.430 0.000 0.040 0.686

N286309 30.938 28.569 1979 2014 0.380 0.000 0.450 0.001

N286313 31.25 28.569 1979 2014 0.280 0.010 0.100 0.317

N286316 31.563 28.569 1979 2014 0.300 0.010 −0.050 0.660

N286319 31.875 28.569 1979 2014 0.420 0.001 0.040 0.723

N286322 32.188 28.569 1979 2014 0.310 0.011 −0.170 0.156

N289309 30.94 28.88 1979 2014 0.340 0.001 0.360 0.002

N289313 31.25 28.88 1979 2014 0.310 0.004 −0.030 0.788

N289316 31.56 28.88 1979 2014 0.410 0.000 −0.010 0.923

N289319 31.88 28.88 1979 2014 0.630 0.000 0.150 0.139

N292313 31.250 29.193 1979 2014 0.390 0.000 0.050 0.566

N292316 31.563 29.193 1979 2014 0.360 0.001 0.190 0.028

N292319 31.875 29.193 1979 2014 0.400 0.000 0.190 0.026

N295313 31.250 29.506 1979 2014 0.460 0.000 0.180 0.022

N295316 31.563 29.506 1979 2014 0.440 0.000 0.280 0.002

N295319 31.875 29.506 1979 2014 0.340 0.002 0.170 0.041
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Table A2. Precipitation and relative humidity trend.

ID Lon(x) Lat(y) Begin End
Precipitation Trend Relative Humidity Trend

LinTrend/Decade p-Value of t-Test LinTrend/Decade p-Value of t-Test

N276313 31.25 27.632 1979 2014 −8.520 0.015 0.000 0.000

N276322 32.188 27.632 1979 2014 −8.080 0.023 −0.010 0.018

N276325 32.5 27.632 1979 2014 −7.110 0.025 0.000 0.092

N279309 30.938 27.945 1979 2014 −6.880 0.039 0.000 0.000

N279313 31.25 27.945 1979 2014 −5.730 0.068 0.000 0.000

N279316 31.563 27.945 1979 2014 −5.270 0.079 0.000 0.198

N279319 31.875 27.945 1979 2014 −5.100 0.085 −0.010 0.054

N279322 32.188 27.945 1979 2014 −5.100 0.090 0.000 0.000

N283309 30.938 28.257 1979 2014 −5.080 0.107 0.000 0.000

N283313 31.25 28.257 1979 2014 −4.790 0.117 0.000 0.166

N283316 31.563 28.257 1979 2014 −4.690 0.158 0.000 0.000

N283319 31.875 28.257 1979 2014 −4.590 0.191 0.000 0.000

N283322 32.188 28.257 1979 2014 −3.990 0.205 −0.010 0.295

N286309 30.938 28.569 1979 2014 −3.900 0.209 −0.010 0.213

N286313 31.25 28.569 1979 2014 −3.900 0.215 0.010 0.147

N286316 31.563 28.569 1979 2014 −3.620 0.216 0.000 0.166

N286319 31.875 28.569 1979 2014 −3.530 0.239 0.000 0.638

N286322 32.188 28.569 1979 2014 −3.450 0.266 −0.010 0.175

N289309 30.94 28.88 1979 2014 −3.300 0.269 −0.010 0.444

N289313 31.25 28.88 1979 2014 −3.210 0.308 0.010 0.063

N289316 31.56 28.88 1979 2014 −2.500 0.360 0.000 0.498

N289319 31.88 28.88 1979 2014 −2.410 0.361 −0.010 0.291

N292313 31.250 29.193 1979 2014 −2.230 0.384 0.000 0.166

N292316 31.563 29.193 1979 2014 −2.220 0.387 0.000 0.166

N292319 31.875 29.193 1979 2014 −2.180 0.473 −0.010 0.152

N295313 31.250 29.506 1979 2014 −1.740 0.519 −0.010 0.161

N295316 31.563 29.506 1979 2014 −1.510 0.574 −0.020 0.059

N295319 31.875 29.506 1979 2014 −0.740 0.773 −0.010 0.072

Table A3. Sunshine and wind trend.

ID Lon(x) Lat(y) Begin End
Sunshine Trend Wind Trend

LinTrend/Decade p-Value of t-Test Amount/Decade Sig. Level

N276313 31.25 27.632 1979 2014 0.180 0.005 −0.030 0.084

N276322 32.188 27.632 1979 2014 0.190 0.004 −0.060 0.005

N276325 32.5 27.632 1979 2014 0.200 0.003 −0.090 0.002

N279309 30.938 27.945 1979 2014 0.230 0.001 −0.020 0.088

N279313 31.25 27.945 1979 2014 0.180 0.004 −0.020 0.048

N279316 31.563 27.945 1979 2014 0.150 0.013 −0.050 0.004

N279319 31.875 27.945 1979 2014 0.150 0.014 −0.070 0.000

N279322 32.188 27.945 1979 2014 0.210 0.003 −0.070 0.002

N283309 30.938 28.257 1979 2014 0.240 0.001 −0.010 0.387

N283313 31.25 28.257 1979 2014 0.200 0.004 −0.010 0.323

N283316 31.563 28.257 1979 2014 0.170 0.009 −0.040 0.006

N283319 31.875 28.257 1979 2014 0.170 0.008 −0.060 0.002

N283322 32.188 28.257 1979 2014 0.220 0.003 −0.070 0.001

N286309 30.938 28.569 1979 2014 0.240 0.001 0.010 0.528

N286313 31.25 28.569 1979 2014 0.180 0.005 −0.010 0.213

N286316 31.563 28.569 1979 2014 0.160 0.009 −0.050 0.001
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Table A3. Cont.

ID Lon(x) Lat(y) Begin End
Sunshine Trend Wind Trend

LinTrend/Decade p-Value of t-Test Amount/Decade Sig. Level

N286319 31.875 28.569 1979 2014 0.190 0.005 −0.050 0.001

N286322 32.188 28.569 1979 2014 0.240 0.002 −0.080 0.000

N289309 30.94 28.88 1979 2014 0.240 0.001 0.000 0.883

N289313 31.25 28.88 1979 2014 0.170 0.007 −0.020 0.063

N289316 31.56 28.88 1979 2014 0.170 0.011 −0.060 0.001

N289319 31.88 28.88 1979 2014 0.210 0.003 −0.060 0.000

N292313 31.250 29.193 1979 2014 0.200 0.003 −0.020 0.095

N292316 31.563 29.193 1979 2014 0.210 0.002 −0.040 0.005

N292319 31.875 29.193 1979 2014 0.240 0.002 −0.060 0.000

N295313 31.250 29.506 1979 2014 0.250 0.001 −0.010 0.281

N295316 31.563 29.506 1979 2014 0.250 0.001 −0.030 0.004

N295319 31.875 29.506 1979 2014 0.260 0.001 −0.040 0.004

Table A4. Linear aspects of the drainage watershed.

Morphometric Parameters Formula Reference

Stream order (U) Hierarchical order [1]

Stream Length (LU) km The total length of the stream of order (u) [2]

Bifurcation Ratio (Rb)
Rb = Nu/Nu + 1, where Nu = number of stream segments in order

[3]
(u), Nu + 1 = number of segments of the next higher order

Mean bifurcation ratio (MRb) The average of bifurcation ratios of all orders [1]

Weighted Mean bifurcation ratio (WMRb)

WMRb = Σ (Nu/Nu + 1)/ × (Nu + Nu + 1)
N

Where Nu = number of stream segments in order [4]

(u), Nu+1 = number of segments of the next higher

order, N = total number of streams involved

Basin length (Lb) km Extracted by the spatial analyst tool in ArcMap [3]

Length of overland flow (Lg) km Lg = 1/2 Dd, where Dd = drainage density [2]

Table A5. Areal aspects of the drainage watershed.

Morphometric Parameters Formula Reference

Basin area (A) km2 Extracted by the spatial analyst tool in ArcMap [3]

Basin perimeter (P) km Extracted by the spatial analyst tool in ArcMap [3]

Drainage density (Dd) km/km2 Dd = L/A, where L = total length of the stream, [5]
A = area of the basin

Stream frequency (Fs) km−2 Fs = ΣN/A, where ΣN = total number of stream segments
in all orders, A = area of the basin [5]

Texture ratio (T) T = ΣN/P, where ΣN = Total number of stream segments in
all orders, P = perimeter of the basin [2]

Shape index (Ish) Ish = 1.27 × Rf (Rf form factor) [2,3]
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Table A6. Relief aspects of the drainage watershed.

Morphometric Parameters Formula Reference

Relief ratio (Rh) Rh = Bh/Lb, where Bh = basin relief, Lb = basin length [3]

Basin slope (BS) Extracted by (WMS software) [2]

Drainage patterns (Dp) Stream network using GIS software analysis [5]

Ruggedness Number (Rn) Rn = Bh × Dd, where Bh = basin relief, Dd = drainage density [6]

Slope index (SI) SI = Bh/Lms, where Bh = basin relief, Lms = length of main stream [7]

Table A7. Scale for pair-wise comparisons [8].

Intensity of Importance Definition Description

1 Equally important Two factors contribute equally to the objective.

3 Moderately more important Experience and judgment slightly favor one over the other.

5 Strongly more important Experience and judgment strongly favor one over the other.

7 Very strongly more important Experience and judgment very strongly favor one over the
other. Its importance is demonstrated in practice.

9 Extremely more important The evidence favoring one over the other is of the highest
possible validity.

2, 4, 6, 8 Intermediate values When compromise was needed

Appendix B
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Appendix C

Table A8. Result of linear characteristics of the main basin and its sub-basins.

Basin
No U 1 2 3 4 5 6 7 8 9

1
Nu 2625 652 140 29 8 3 1

Lu (km) 556.29 275.67 149.07 82.28 56.47 13.16 7.12

2
Nu 3505 877 172 41 11 2 1

Lu (km) 776.29 382.13 194.00 110.30 51.87 27.41 8.80

3
Nu 5993 1997 362 80 16 6 1

Lu (km) 1348.86 669.64 318.08 168.54 81.74 37.71 33.26

4
Nu 1843 519 123 24 5 2 1

Lu (km) 434.04 222.36 85.16 42.72 28.17 11.98 12.39

5
Nu 6376 2034 543 73 15 4 1

Lu (km) 1430.07 669.93 348.81 182.92 89.67 30.04 39.11

6
Nu 2447 604 138 36 8 2 1

Lu (km) 577.43 257.21 144.54 65.79 18.14 22.07 12.21

7
Nu 3344 733 143 22 7 2 1

Lu (km) 699.06 326.43 163.55 62.02 56.98 42.07 10.49

8
Nu 2676 676 178 26 5 2 1

Lu (km) 549.64 244.73 155.16 54.20 53.85 5.80 11.42

9
Nu 9213 2300 354 93 15 5 1

Lu (km) 1994.32 894.01 437.24 211.35 125.83 65.09 75.56

10
Nu 9446 2123 386 90 22 4 1

Lu (km) 2023.56 901.20 401.82 242.77 140.58 48.76 59.62

11
Nu 3934 813 168 38 9 2 1

Lu (km) 833.14 359.14 178.75 102.65 51.98 23.56 19.43

12
Nu 4663 871 191 38 9 2 1

Lu (km) 972.49 440.32 206.93 114.37 66.52 34.78 7.63

13
Nu 5612 921 236 55 12 3 1

Lu (km) 1176.75 540.18 269.20 137.82 87.75 16.95 29.10

14
Nu 4553 881 204 54 12 3 1

Lu (km) 996.85 490.41 250.82 121.25 68.16 33.02 11.84

15
Nu 6427 1121 299 72 16 4 1

Lu (km) 1379.75 650.98 302.15 170.50 104.58 22.70 39.71

Main
basin

Nu 125,068 29,081 6835 1225 279 70 15 3 1
Lu (km) 27,120.47 12,688.2 6344 3193 1672.78 772.08 382.19 393 11.08

Stream order (U), stream number (Nu), stream length km (Lu).
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Table A9. Result of the linear characteristics of the main basin and its sub-basins.

Basin No U MRb WMRb Lb Lg

1 7 3.80 4.17 23.80 2.55

2 7 4.09 4.21 34.57 2.56

3 7 4.35 3.67 41.87 2.60

4 7 3.70 3.77 28.99 2.63

5 7 8.98 3.55 52.91 2.57

6 7 3.79 4.11 27.02 2.66

7 7 4.14 4.71 53.65 2.43

8 7 4.05 4.08 33.39 2.41

9 7 4.75 4.49 73.56 2.43

10 7 4.64 4.63 63.09 2.42

11 7 4.14 4.82 41.63 2.45

12 7 4.28 5.21 37.16 2.37

13 7 4.31 5.72 44.26 2.30

14 7 4.13 4.98 32.49 2.50

15 7 4.36 5.38 39.63 2.41

Main basin 9 4.40 4.35 177.72 2.47
Stream order (U), mean bifurcation ratio (MRb), weighted mean bifurcation ratio (WMRb), basin length km (Lb),
length of overland flow km (Lg).

Table A10. Results of areal characteristics and relief characteristics of the main basin and its sub-basins.

Basin No A P Dd Fs T Rh BS Dp

1 223.79 93.66 5.09 15.45 36.92 0.0105 0.0615 Dendritic

2 302.86 113.17 5.12 15.22 40.72 0.0060 0.0411 Dendritic

3 511.88 151.73 5.19 16.52 54.17 0.0063 0.0473 Dendritic

4 159.01 103.37 5.26 15.83 24.35 0.0046 0.0413 Dendritic

5 543.16 196.98 5.14 16.65 45.92 0.0059 0.0406 Dendritic

6 206.29 90.08 5.32 15.69 35.93 0.0048 0.0419 Dendritic

7 280.38 157.98 4.85 15.17 26.91 0.0098 0.0684 Dendritic

8 222.95 103.91 4.82 15.99 34.30 0.0090 0.0703 Dendritic

9 783.91 258.93 4.85 15.28 46.27 0.0083 0.0664 Dendritic

10 789.01 221.50 4.84 15.30 54.50 0.0084 0.0629 Dendritic

11 320.00 132.89 4.90 15.52 37.36 0.0066 0.0457 Dendritic

12 389.19 120.16 4.74 14.84 48.06 0.0074 0.0599 Dendritic

13 490.33 150.54 4.60 13.95 45.44 0.0088 0.1028 Dendritic

14 393.99 117.86 5.01 14.49 48.43 0.0126 0.0652 Dendritic

15 553.10 147.26 4.83 14.36 53.92 0.0171 0.1145 Dendritic

Main basin 10646.40 807.59 4.94 15.27 201.31 0.0070 0.0556 Dendritic

Basin area km2 (A), basin perimeter km (P), drainage density km/km2 (Dd), stream frequency km−2 (Fs), texture
ratio (T), relief ratio (Rh), basin slope degree (BS), drainage patterns (Dp).
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Table A11. Calculation of the input parameters of the HEC-HMS model for the basin.

Basin No A (km2) ΣA × CN CNw S (in) Ia (in) BS% FL (ft) TL (h) TC (h)

1 223 15,933.44 71.22 4.04 0.81 6.15 72,377.15 5.08 8.47

2 302 25,157.41 83.07 2.04 0.41 4.11 119,060.67 6.50 10.83

3 511 42,278.18 82.59 2.11 0.42 4.73 178,378.32 8.50 14.17

4 159 11,413.72 71.77 3.93 0.79 4.13 121,821.39 9.27 15.45

5 543 44,544.76 82.01 2.19 0.44 4.06 204,723.68 10.44 17.41

6 206 15,924.80 77.19 2.96 0.59 4.19 94,069.65 6.41 10.68

7 280 23,276.96 83.01 2.05 0.41 6.84 260,557.45 9.44 15.74

8 222 17,573.92 78.83 2.69 0.54 7.03 150,120.48 6.85 11.41

9 783 64,419.36 82.18 2.17 0.43 6.64 356,437.61 12.66 21.10

10 789 62,472.33 79.18 2.63 0.53 6.29 271,505.66 11.50 19.17

11 319 20,926.63 65.40 5.29 1.06 4.57 160,659.67 13.03 21.72

12 389 30,302.01 77.87 2.84 0.57 5.99 160,031.35 8.04 13.40

13 490 40,018.41 81.63 2.25 0.45 10.28 206,709.81 6.70 11.16

14 393 31,334.85 79.54 2.57 0.51 6.52 71,064.32 3.82 6.37

15 553 43,916.03 79.40 2.59 0.52 11.45 164,929.31 5.68 9.47

Mainbasin 10,646 829,384.58 77.90 2.84 0.57 5.56 765,364.20 29.14 48.57

Area (A), curve number (CN), soil moisture (s), initial abstraction (Ia), basin slope (BS), flow length (FL), lag time
(TL), time concentration (TC).

Table A12. Weighted RWH-suitable locations ranking in basin.

Decision Factors at Level 2 (i) Relative Weight at Level 2 of
Decision Factor i = RIW2 i

Decision Sub-Factors (j) at Level 3
(Cell Attribute) Ranking Decision

Land-cover units 0.2085

Vegetation 1
Recent Alluvial 2

Old Alluvial 3
Quarries 4

Limestone with clay 5
Massive limestone 6

Average of max 24 h rainfall depth (mm) 0.1852

5.875200748–6.75068903 1
6.750689031–7.658358574 2
7.658358575–9.030816078 3
9.030816079–10.76387215 4
10.76387216–12.63123417 5

Slope (degrees) 0.477

0–2.764199904 5
2.764199905–5.74103057 4
5.741030571–10.41890733 3
10.41890734–18.28624552 2
18.28624553–54.00821351 1

Stream order 0.0592

1 1
2 2
3 3
4 4
5 5
6 6
7 7
8 8
9 9

Lineaments density (km/km2) 0.0701

0–0.206917985 5
0.206917985–0.389492678 4
0.389492678–0.614668133 3
0.614668133–0.912873465 2
0.912873465–1.55188489 1
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Table A13. Calculation of the input parameters of the HEC-HMS model for dams.

Basin No A (km2) ΣA × CN CNw S (in) Ia (in) BS% FL (ft) TL (h) TC (h)

1 52.98 3670.83 69.29 4.43 0.89 3.80 63,692.77 6.15 10.26

2 4747.77 37,9441.81 79.92 2.51 0.50 5.91 729,000.85 25.56 42.60

3 7.53 642.97 85.44 1.70 0.34 10.72 18,217.73 0.83 1.38

4 39.07 3002.85 76.85 3.01 0.60 9.40 52,865.40 2.73 4.54

5 0.85 75.43 88.41 1.31 0.26 7.40 3026.79 0.21 0.35

6 22.17 1935.19 87.29 1.46 0.29 7.11 30,812.99 1.44 2.41

7 4.27 367.02 85.98 1.63 0.33 10.67 15,192.13 0.70 1.17

8 2.12 182.83 86.37 1.58 0.32 8.45 6726.45 0.41 0.68

9 3.99 335.43 84.15 1.88 0.38 15.91 12,422.02 0.52 0.87

10 23.01 1936.89 84.16 1.88 0.38 6.21 37,567.51 2.02 3.37

Area (A), curve number (CN), soil moisture (s), initial abstraction (Ia), basin slope (BS), flow length (FL), lag time
(TL), time concentration (TC).

Table A14. Characteristics of proposed dams.

Dam No Max Elevation
(m) Max Height (m) Max Storage

capacity (m3)
Max surface

area (m2)

1 107 24 2,653,602.08 291,793.19

2 103 23 10,720,852.86 1,489,698.49

3 565 20 1,629,981.86 296,494.06

4 693 18 1,189,841.62 154,441.31

5 705 17 1,107,544.42 157,873.34

6 660 18 3,421,759.67 501,554.30

7 711 19 2,716,737.12 295,154.51

8 740 22 4,905,677.69 581,781.67

9 710 22 2,277,794.88 261,692.23

10 650 20 2,411,787.02 284,858.42
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Abstract: The objective of this research was to analyse hydrological variability by conducting an
intensive analysis of extreme events, under dry and wet conditions. Drought conditions were
assessed using the Standard Precipitation Index (SPI) and Rainfall Anomaly Index (RAI), while the
Soil Conservation Service (SCS) method was used to simulate flooding at four stations. The SPI
results indicated that the amount of rainfall within the catchment area is near to normal, ranging from
64% to 75%, with some extremely wet exceptions which may cause flash floods. The RAI results also
indicated that the amount of rainfall within the catchment area is near to normal, but the extremely
wet category obtained the largest percentage (ranging from 36% to 50%) and the very wet category
had the lowest percentage (ranging from 9% to 36%). The simulated flooding, using SCS, tended to
slightly underestimate the observed streamflow, while the performance showed some weaknesses
when the observed flooding was less than 1 m3/s. The Nash–Sutcliffe Efficiency showed higher
performance at closer rainfall stations to the outlet, with values of 0.92 and 0.94. Distant stations
simulated floods that showed a lower level of efficiency, with values of 0.77 and 0.81. Given the fact
that hydrological extremes (dry and wet conditions) are connected, the findings of the two indices
and the SCS method are consistent and suitable for monitoring drought and flood events under
climate change.

Keywords: drought; flood; standard precipitation index; rainfall anomaly index; soil conservation
service-curve number

1. Introduction

Extreme hydrological conditions can lead to major natural disasters at global, regional,
and catchment scales, resulting in the loss of property, infrastructure, and life, as well as
causing poverty. The Sultanate of Oman suffers annual flood events, particularly along
coastal areas where the main cities and buildings are located. On the other hand, the
country is also suffering a significant regional drought [1]. It is important to provide
policy-makers with drought estimates, in terms of severity and duration [2].

Unlike flood frequency, drought only becomes obvious when it causes significant
damage [3–5]. However, droughts may have long-term adverse effects on the environment,
including social and economic aspects [6]. Undoubtedly, the recognition of hydrological
extremes in arid climate catchments, as a part of the integrated water resources system, is
not well understood and will depend on the level of research, development, and national
awareness of the problem’s significance. Furthermore, drought phenomena can be seen
in some other indicators, such as rainfall, streamflow, soil moisture content, and ground
water level [7].

Based on Kleist (1993), the time scale, duration, frequency, and intensity of droughts
become important themes in any drought analysis [7]. Many researchers have studied ex-
treme hydrological conditions in arid regions, particularly during drought events. Recently,
a regional study was conducted by El Kenawy et al. (2020), to assess drought in Oman
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using the Standard Precipitation Index (SPI) and Standardized Precipitation Evapotran-
spiration Index (SPEI) [1]. The results showed a significant increase of drought severity
for the last four decades, at the country level. Ali et al. (2019) achieved accurate drought
forecasts at a small scale on three agricultural plots, using a new multi-stage separation
model for estimating Standard Precipitation Index (SPI), at 1, 3, 6, and 12 monthly inter-
vals [8]. Similarly, Zhao et al. (2021) indicated that the SPI could better reflect annual and
seasonal dry weather and flood changes in the field of study based on long-term grade
measurements [9]. Tsesmelis et al. (2022) implemented the SPI to provide accurate results of
drought, at a spatiotemporal regional scale, for Greece [10]. To better perceive and charac-
terise agricultural droughts, Łabędzki (2007) used the 1–3 month SPI which greatly assists
the drought detection achieved by the 6-month SPI [11]. He recommended the use of more
than one index to evaluate drought risk levels. Kourgialas (2021) assessed hydrological
events in the north-western part of Crete (Greece) based on the SPI method, between 1960
and 2019 [5]. Interesting correlations were found between groundwater capacity levels
and several interrelated factors, such as rainfall, evapotranspiration, soil, available water
capacity, and runoff accumulation. Zhai et al. (2010) used the Rainfall Anomaly Index
(RAI), Bhalme–Mooley Index (BMI), the Standard Anomaly Index (SAI), and the Palmer
Drought Index (PDSI) to highlight local variations in climatic drought and wet conditions
in ten catchments, during the period 1961–2005 [12]. Tufaner and Özbeyaz (2020) applied
Machine Learning Algorithms to evaluate the Z index of drought phenomena in Palmer,
based on observed rainfall and soil moisture data [13].

The Soil Conservation Service (SCS) was used to effectively assess flooding for arid
catchments. Abushandi and Merkel (2011) and Abushandi (2016) applied the SCS method to
different arid regions in the Middle East [14,15]. However, there are always problems with
assessing hydrological behaviour in arid catchments due to hydrological complexities or
data acquisition accuracy. In addition, Shadeed and Almasri (2010) applied a GIS-based SCS-
CN approach to develop an estimate of four storm surface runoff events in Palestine [16].
The analysis by Alzghoul and Al-husban (2021) indicated that there is a strong correlation
between the curve number used in the SCS method and the values obtained from measured
runoff and the rainfall depth [17]. El-Hames (2012) applied an empirical method for runoff
prediction in arid and semi-arid catchments based on morphological data and SCS-curve
number [18]. The results were validated and calibrated from six different countries using
a significant number of rainfall events. Al-Ghobari et al. (2020) studied spatial runoff
behaviour due to different land cover types, slopes, and maximum retention, as they are
the major parameters for SCS [19]. Braud et al. (2016) tried to explain these phenomena
by presenting European and international flood warning systems [20]. The rainfall depth
is calculated by the reverse implementation of the hydrological model, based on iterative
rainfall inputs to obtain flood peaks. Furthermore, anthropogenic influences were studied
by Karagiorgos et al. (2016). They analysed the vulnerability components, including
physical and social factors, due to unexpected flooding [21]. The analysis was based on a
review of the disability assessment and focused on weaknesses as a framework for outlining
and evaluating the negative impact. Mahmood et al. (2017) used daily hydrological data for
the years 2013 and 2014, to understand the characteristic distribution of storm rainfall [22].

An estimation of flash flooding in the Wadi Al Jizzi catchment by Abushandi and Al
Sarihi (2022), using two different lumped models, showed that a statistical readjustment
was needed to avoid underestimation of the small flood values [23]. On the other side of
Oman, Al Ruheili et al. (2019) estimated flood damage in the floodplain in the southern
part of Oman under current and future conditions [24]. They also determined the flood
extent and amount of flood damage using the 3Di model for the year 2002 cyclone (ARB01).
While the study gives an overview of the political decisions contributing to the sustainable
development of resources, future assessment of the flood damage at catchment scales was
also performed.

Further research was based on the integrated implementation of lumped and dis-
tributed hydrologic models. Recently, Niyazi et al. (2020) evaluated the runoff compensa-
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tion equivalent using two models dealing with morphological parameters and hydrological
properties [25]. In addition, these models include the Watershed Modelling System (WMS)
and the Hydrological Modelling System (HEC-HMS). In addition, Saber et al. (2015) de-
veloped physics-based hydrological models adapted to flash floods, to help understand
hydrological processes and cope with water-related issues, such as the scarcity of water
and data [26]. An ecological assessment for a suggested distributed model of a river basin,
in which the wadi system (Hydro-BEAM-WaS) is coupled with remote sensing data, per-
formed well in the absence of high-quality ground observations. However, El Alfy (2016)
used a comprehensive approach to assess the effects of floods in urban areas, integrating
distributed models and forecast precipitation [27]. The flow model was developed as an
activity for capturing objects with daily precipitation measurements. The study showed
that rapid urbanisation has a negative impact on the hydrological process, as the sprawl of
alluvial channels is important. Jodar-Abellan et al. (2019) evaluated hydrological responses
using geographic information system tools (SWAT) in five basins of the Mediterranean
(south-eastern Spain) with pixel units from 10.2 to 200.9 km2 [28]. Furthermore, Aghabeigi
et al. (2020) compared the IHACRES model (Identification of unit Hydrographs And
Component flows from Rainfall, Evaporation, and Streamflow data) to the Complex SWAT
model for three watersheds: one dry and two semi-dry [29]. The SWAT model performed
better than the IHACRES model for some climate zones. Moreover, Abushandi and Merkel
(2013) simulated a single flood event in the northern part of Jordan, that occurred in the
year 2008, using two models: HEC-HMS and IHACRES, at an hourly scale [30]. An inte-
grating satellite reconnaissance to generate rainfall data (GSMaP_MVK +) was used. The
performance of the IHACRES lumped model had some errors, while the calibrated runoff
results had a good level of performance in the distributed HEC-HMS.

The Wadi Al Jizzi arid catchment in the northern part of Oman experiences extreme
rainfall storms and irregular flash floods due to topographical, climatological, and hydro-
logical complexities. This, however, destroys the infrastructure of the city at the outlet of
the catchment, arousing the need for an improved understanding of flood behaviour at a
catchment scale. Although the water is limited, the Wadi Al Jizzi catchment is particularly
sensitive to flash flooding due to the following field survey findings:

i. A series of basaltic mountains surrounding the catchment from the western part,
known as Al Hajar Al Gharbi.

ii. Hyper arid catchment characteristics, including a limited number of high-intensity,
annual storm rainfall events in a short time.

iii. The catchment is dominated by bare soil and very limited vegetation cover.

For the better planning, operation, and development of water, energy, and food
production, an understanding of extreme hydrologic conditions at a regional scale is an
important step. The shortage of both surface and ground water resources controls the
difficulties of present and future agricultural activities. Changing the negative impact of
flash floods into a fruitful source of water has not been achieved in many areas of Oman. In
fact, the main portion of flood water flows into the sea, after destroying the infrastructure.
The SPI and RAI methods were successfully applied to arid areas where the observed
hydrologic dataset is limited. While both methods are characterised by uncomplicated
generic structures, the SCS-CN requires more inputs to simulate wet seasons. Substantial
storm rainfall occurred in the upper part of Wadi Al Jizzi, causing serious damage to the
infrastructure of Sohar City, located at the catchment outlet. Furthermore, the frequency
of flash flooding has dramatically increased over the last 20 years and requires urgent
action. However, only a few studies have been conducted to investigate hydrologic wet
and drought severities in Oman. The aim of this research is to assess the behaviour of the
extreme drought and wet conditions in Wadi Al Jizzi, using the SPI and RAI for drought
evaluation and the SCS-CN model for wet seasons.
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2. Study Area

The catchment considered in this study is the Wadi Al Jizzi in the North Al Batina
Governorate in Oman, alongside the Sohar–Al Buraimi city highway and with a length
of 77.8 km. Wadi Al Jizzi represents a major valley in the region and ends in the Sohar
coastal outlet. The catchment area is around 870.5 km2, with an average slope of 0.56%.
The highest mountain around the catchment is more than 1000 m above sea level (Figure 1).
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Sohar is the major city located at the outlet of the Wadi Al Jizzi catchment, an area of
important crop production. Since the introduction of mechanical pumps, the development
of agricultural land has increased since the early 1970s.

There are many villages near Wadi Al Jizzi: some of them belong to Sohar City, and
some to Al Buraimi City. The villages belonging to Sohar are Al-Jahili, Al-Huwailat, Sahban,
Al-Farfar, Al-Khan, Al-Suhaila, Dhahran, Al-Arja, and others. The state of Buraimi includes
the villages of Al-Swadif, Al-Hail, Al-Rabi, Al-Wasit, Katana, Al-Daqiq, and others. The
major activity in these villages is agriculture and the water resource is groundwater [31].

The Wadi Al Jizzi catchment is characterised by the presence of many types of imper-
meable basaltic rocks (Figure 2), the most important of which are igneous rocks, which were
formed between 800 million years ago until the present [32]. Sedimentary and metamorphic
rocks are present in the region, as sediments of different ages were deposited and then
experienced several folding and cracking periods [33]. The soil type is mainly loamy soil
with small portions of sandy soil and clay, based on the physical tests conducted. The
catchment has only one dam, with an area of 2.7 km2, a length of 1350 m, a height of 14 m,
and a maximum volume of 5.4 × 106 m3 [34]. There were two purposes for constructing
this dam:

i. To recharge the ground water which has a water table level of 172 m underground, and
ii. To protect Sohar City from flash floods during wet seasons.

Generally, the area is considered as being a hyper arid, coastal area: hot and humid
during the summer, with an average temperature of 37 ◦C, and moderate in winter, with an
average temperature of 18.5 ◦C, except for highly elevated land, where the climate remains
mild throughout the entire year [35].

Localised thunderstorms occur high over the Al Hajar Al Gharbi Mountain range, in
the north of Oman, during the summer months and irregular droughts sweep across the
Arabian Peninsula. Rain occurs inland and on the coastal regions in the winter. Rainfall
is highly variable from one location to another and from one year to another. Orographic
impacts are sometimes affected by local patterns. The amount of surface runoff depends on
rainfall intensity and frequency. Apart from some short periods of data loss, records of the
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wadi runoff since 1984 are both efficient and complete. The runoff of surface water mostly
happens between January and April, which are the wet months. Such records are relevant
and could be used in statistical predictions. The catchment under study is classified as an
ephemeral stream where any water flow within the major wadi catchment is considered
as being in flood. The magnitudes of the flooding have been categorised as low, medium,
and high.
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3. Methodology
3.1. Rainfall and Runoff Data

Rainfall data are very limited within the catchment area. To conduct any accurate
hydrological analysis, continuous long-term rainfall data are required. In this research,
four meteorological stations were selected to provide daily rainfall rates collected from the
Ministry of Regional Municipal and Water Resource in Oman (Table 1). The average annual
rainfall varies from 98.4 mm (in Al Khan station) to 110 mm (in Al Farfar station), while the
average annual rainfall for the entire catchment is approximately 101 mm. The recorded
data periods of rainfall range from 24 years to 70 years. Figure 3 shows the monthly rainfall
distribution for the selected stations.

Table 1. Summary of selected meteorological stations.

Elevation Above Sea Level (m) Annual Rainfall Acquisition Period Station Name

524 99.0 1947–2017 Hayl Al Adhah

364 98.4 1982–2017 Al Khan

534 110.0 1974–2016 Al Farfar

459 98.6 1993–2017 Al Jizzi (Near the Dam)

The maximum daily rainfall of 248 mm was recorded in Hayl Al Adhah station in the
year 1988. The next highest daily value (242 mm) occurred in Al Khan station in the year
1996. However, there seems to be no clear influence on which month the maximum rainfall
may occur. The highest twenty daily rainfall rates (greater than 110 mm) were recorded
in all the stations at no specified months. A Pearson correlation was conducted to test the
relationship between maximum daily rainfall rates and showed a moderate relationship
between the stations, with an average of 0.66 indicating localised storm events in space
and time. The average standard deviation of daily rainfall was about 16.5. The area also
commonly experiences several years with very limited or no rainfall. Approximately 12%
of the stations’ records are affected by missing rainfall intervals. To bridge the gaps in data
acquisition periods between the four locations, a similarity analysis using cross-correlation
was implemented.
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Furthermore, 26 observed ephemeral runoff events from the Sallan monitoring station
were used for validation purposes (Figure 4), using differential pressure flowmeters located
at the outlet areas, between the years 1987 and 2007. The number of runoff records
ranges from one to four events per year, with an average of 1.3 per year. The individual
runoff is characterised by a sharp rise, to generate a narrow hydrograph and short time
lags, depending on soil antecedent conditions and rainfall intensity, in addition to the
topographic features.
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Figure 4. Runoff records from Sallan station for the period between 1987 and 2007.

Additionally, soil types were determined using double ring infiltration tests, conducted
at eight points within the catchment area, as shown in Figure 5.

In this research, a comparative analysis was conducted to understand drought condi-
tions. The SPI and RAI were used as they are the most extensively used drought indices for
hydrologic monitoring, water resource management, and drought prediction. Using two
well-reviewed indices should ensure the results’ accuracy.
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Figure 5. Infiltration boreholes and station locations within the catchment area.

3.2. Standard Precipitation Index (SPI)

The Standard Precipitation Index (SPI) has been used by many meteorologists and
climatologists all over the world for many years. Simple indices such as ‘percentage of
normal precipitation’ and ‘precipitation percentage’ were used, as well as more complicated
indices such as the Palmer Drought Severity Index. The American scientists McKee,
Doesken, and Kleist developed the Standard Precipitation Index (SPI) in 1993, after realising
that a lack of precipitation has different effects on underground water, groundwater storage,
moisture levels, precipitation, and streamflow. However, all methods performed in this
field have a single target, which is to identify the extreme scarcity of rainfall in a particular
area. For the purpose of analysing extreme hydrological changes, the Standard Precipitation
Index (SPI) was utilised. The equation for determining SPI is:

SPI =
xi − x

S
(1)

where xi is the monthly precipitation, x is the average precipitation, and S is the standard
deviation, while:

S =
xi − x

x
. (2)

Based on SPI values, the climate can be classified into one of seven classes, as in
Table 2. The classification is based on monthly rainfall values per year, over four selected
station periods.

Table 2. Climatic classification according to the SPI values [7].

SPI Value Category

SPI ≥ 2.00 Extremely wet
1.50 ≤ SPI ≤ 1.99 Severely wet
1.00 ≤ SPI ≤ 1.49 Moderately wet
−0.99 ≤ SPI ≤ 0.99 Near normal
−1.49 ≤ SPI ≤ −1.00 Moderately dry
−1.99 ≤ SPI ≤ −1.50 Severely dry

SPI ≤ −2.00 Extremely dry
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3.3. Rainfall Anomaly Index (RAI)

According to Costa and Rodrigues (2017), the Rainfall Anomaly Index (RAI) was devel-
oped by Rooy in the year 1965 and it uses a classification procedure to assign measures for
positive and negative precipitation classes [36]. The RAI considers two types of anomalies:
positive and negative. The equations for RAI are:

RAI = 3
[

N − N
M − N

]
f or positive anomalies (3)

RAI = −3
[

N − N
x − N

]
f or negative anomalies (4)

where:

N = Current monthly/yearly rainfall (mm),
N = Monthly/yearly average rainfall of the historical series (mm),
M = Average of the ten highest monthly/yearly precipitations of the historical series (mm), and
x = Average of the ten lowest monthly/yearly precipitations of the historical series (mm).

Based on the RAI values, the climate will be classified into one of six classes, as in
Table 3. The classification is based on monthly rainfall values per year, over four selected
station periods.

Table 3. Climatic classification according to the RAI values [37].

Criterion Classifications of RAI Intensity

Above 4 Extremely wet

2 to 4 Very wet

0 to 2 Wet

−2 to 0 Dry

−2 to −4 Very dry

Below −4 Extremely dry

3.4. Soil Conservation Service-Curve Number (SCS-CN) Method

The method of the SCS-curve number is simple, commonly used, and an efficient way
of determining the estimated amount of runoff from rainfall in a specific area. Although the
method is intended for individual storm events [30,38,39], the average annual runoff values
can be downscaled [40]. For this method, the input datasets are very small (i.e., precipita-
tion quantity and curve number). Moreover, the SCS method depends on the treatment,
hydrological conditions, the soil hydrological group, and land use of the area, as follows:

Q =
(P − Ia)

2

(P − Ia) + S
(5)

Ia = 0.2 S (6)

Q =
(P − 0.2 S)2

(P − 0.8 S)
(7)

S =
1000
CN

− 10 (8)

where:

Q = Runoff depth (mm),
P = Rainfall (mm),
Ia = Initial abstraction (mm),
S = Maximum retention after runoff begins (mm × 25.4 to convert from inches),
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CN = Curve number, and

Basic descriptive inputs must be efficiently converted into numeric values of CN,
reflecting the catchment runoff potential in the empirical SCS-CN model of hydrological
abstraction. The method considers the major characteristics of runoff-producing catch-
ments, such as soil type, land cover type, surface condition, and antecedent soil moisture
conditions, in order to determine CN values.

The Nash–Sutcliffe Efficiency was used to evaluate the good fit of simulated runoff
using the SCS method, in comparison to the observed runoff:

NSE = 1 − ∑T
t−1(Qm − Qo)

2

(
Qo − Qo

)2 (9)

Qm = Simulated runoff using SCS method (m3/s),
Qo = Observed runoff records (m3/s), and
Qo = Average observed runoff (m3/s).

Pearson correlation was used to find the relationships between several data types,
such as observed runoff in comparison with simulated runoff, and different drought classes
of RAI and SPI. In addition, the impact of the station’s elevation above sea level on average
rainfall was also tested using the Pearson correlation.

4. Results and Discussion
4.1. Drought Indices Analysis

All rainfall data were classified into categories ranging from extremely wet to ex-
tremely dry. The maximum SPI at a monthly basis (SPI1) value for Hayl Al Adhah Station
was 5.46 in May 1977, while the minimum SPI1 value was −0.65 in March and April (for
18 times in 39 years). However, the maximum SPI1 value for Al Khan Station was 5.27 in
July 1995, while the minimum SPI1 value was −0.87 in March (for 12 times in 36 years).
Furthermore, the maximum SPI1 value for Al Farfar Station was 5.85 in July 1995, while
the minimum SPI1 value was −0.66 in April (for 21 times in 43 years). The maximum SPI1
value for Wadi Al Jizzi Station was 4.1 in July 1995, while the minimum SPI1 value was
−0.82 in March (3 times in 25 years). It is worth mentioning that the average maximum
SPI1 value was 4.04, while the average minimum SPI1 was −0.69. Table 4 summarises the
maximum and minimum values of the four meteorological stations used in this study.

Table 4. Maximum and minimum SPI monthly interval values for each meteorological station.

Station Name SPI Boundary January February March April May June

Hayl Al Adhah Maximum 4.55 4.32 2.83 3.18 5.46 5.22
Minimum −0.59 −0.55 −0.65 −0.65 −0.29 −0.29

Al Khan Maximum 4.51 4.51 2.82 4.19 2.77 5.27
Minimum −0.44 −0.35 −0.57 −0.45 −0.58 −0.36

Al Farfar Maximum 4.99 3.14 4.11 3.12 5.11 5.08
Minimum −0.52 −0.60 −0.57 −0.66 −0.31 −0.39

Al Jizzi (Near the Dam) Maximum 4.55 4.32 2.83 3.18 5.46 5.22
Minimum −0.59 −0.55 −0.65 −0.65 −0.29 −0.29

Station Name SPI Boundary July August September October November December

Hayl Al Adhah Maximum 4.81 4.95 4.29 4.05 2.92 4.32
Minimum −0.33 −0.39 −0.38 −0.51 −0.49 −0.38

Al Khan Maximum 3.81 4.81 3.33 2.79 4.93 3.84
Minimum −0.47 −0.30 −0.58 −0.87 −0.41 −0.58

Al Farfar Maximum 5.85 4.04 3.96 3.33 5.15 4.87
Minimum −0.29 −0.47 −0.41 −0.46 −0.35 −0.33

Al Jizzi (Near the Dam) Maximum 4.81 4.95 4.29 4.05 2.92 4.32
Minimum −0.33 −0.39 −0.38 −0.51 −0.49 −0.38
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The SPI1 values were classified into several categories (Table 2), where the near-normal
category obtained the largest percentage, ranging from 64% to 75%, while the extremely
wet category obtained the lowest percentage, ranging between 2% and 9% (Figure 6). The
SPI1 results indicated that the amount of rainfall within the catchment area is in a near to
normal condition, with some extremely wet exceptions that may cause runoff. It is worth
mentioning that none of the stations showed dry or extremely dry categories of SPI1 values.
In another words, the hydrometeorological aspect of the catchment is characterised by a
limited number of extreme storms. However, there is high correlation between extremely
and severely wet classifications and runoff.
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Similarly, the Annual Rainfall Anomaly Index (RAI) was calculated for the four sta-
tions, to obtain the frequency and intensity of dry and wet seasons, between extremely
wet and extremely dry. Furthermore, the monthly RAI was determined to examine the
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distribution of rainfall in the years of highest anomaly. The RAI values were classified into
several categories (see Table 3); the extremely wet category obtained the largest percentage,
ranging from 36% to 50%, while the very wet category obtained the lowest percentage,
ranging between 9% and 36% (Figure 7). The RAI results indicated that the amount of
rainfall within the catchment area is in a near to normal condition. Unlike the SPI1 method,
RAI showed many extreme wet cases. However, not all extreme wet cases caused flash
floods. In addition, contrasting rainfall analysis using RAI recommends the use of SPI1
rather than the RAI method.
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In fact, whilst it is important to find the relationships between the wet condition of
drought indices and flood probabilities, it is a challenging task to identify and predict
severe droughts and flood phenomena in arid catchments.
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Similar to the SPI1, none of the stations showed extreme dry categories of RAI values,
while only one station (Al Farfar) showed a dry class. The maximum RAI value was 17.79
for Hayl Al Adhah station in the year 2009, whereas the minimum RAI value was 0.07
for Wadi Al Jizzi station for the same year. This, in fact, shows how the rainfall storms
are localised.

There is an agreement that both drought indices, SPI1 and RAI, showed almost the
same hydrometeorological aspects of the catchment, which is characterised by low rainfall
rates and a limited number of extreme storms. SPI1 and RAI were also compared for
selected hydrologic events which caused flash floods. However, the SPI1 showed a high
Pearson correlation between extremely and severely wet categories and observed runoff
(0.83), while the RAI was not able to detect the connection between runoff and extremely
and severely wet categories, with a Pearson correlation of around 0.52.

Similar findings introduced by Shadeed (2013) and Sienz et al. (2012) showed that
67.0% and 68.2% of drought occurrences are near normal class for arid catchments, respec-
tively [41,42]. However, the four stations under study showed almost similar trends of
drought severity. Several previously related studies have revealed that there is no evidence
supporting the suggestion that extreme droughts will always occur because of topographic
complexity for the same arid catchment. Although the droughts have been much more
obvious in recent years, Conradie et al. (2022) classified the topography at each station
according to its altitude. They concluded that the altitude was not an important determi-
nant of overall drought severity [43] and catchment areas of more than 2000 km2 showed
more hydrologic variability [44]. Furthermore, the high number of zero precipitations for
periods of 1 to 6 months is one important challenge when using drought indices for arid
catchments [45], referring to non-normal distributions. The non-normal distribution of the
SPI is caused by a high probability of no-rain cases [46].

The monitoring station density will improve the results and decrease the uncertainty
level. In comparison, Musonda et al. (2020) monitored the long-term global and drought
conditions in Zambia from 1981 to 2017 using the SPI method and showed that the number
of monitoring stations plays a major role in identifying drought [47]. Mehr and Vaheddoost
(2020) highlighted that longer monthly rainfall and adjusted temperature can provide
accurate drought rates using SPI and standardised precipitation evapotranspiration indices
(SPEI) at 3, 6, and 12 month intervals [48]. Drought was examined at a 3-month time scale,
covering the rainy season. The results (Figure 8) showed that 1996 presented the highest
value for all stations.
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4.2. Rainfall-Runoff Modelling
Soil Conservation Service-Curve Number (SCS-CN) Method

The soil type within the catchment area was classified as Sand and Loamy Sand soil,
based on the 8-point double ring infiltration field tests (Table 5).

Table 5. Double ring infiltration in situ tests conducted to identify soil types.

Location ID IR (mm/h) Soil Type

A1 176.69 Sand
A2 59.48 Loamy sand
A3 157.50 Sand
A4 244.29 Sand
A5 124.68 Loamy sand
A6 379.49 Sand
A7 123.54 Loamy sand
A8 157.70 Sand

Soils are classified into four Hydrologic Soil Groups (HSGs): A, B, C, and D, based
on soil infiltration rates (which is important for CN calculations). In accordance with the
U.S. Department of Agriculture, Soil Group A is characterised by high infiltration rates,
while the Soil Group B has moderate infiltration rates [49]. In addition, Groups C and D
are characterised by low to very low infiltration rates, respectively. This classification was
mainly based on the empirical experiments conducted by Cronshey (1986) of soil particle
sizes. Consequently, the classification of the infiltration rate was identified as Group B,
which is moderately low runoff potential. While the land use was described as an open
space, the CN for Group B soil is 69 [50].

In addition, the impact of the station’s elevation above sea level on average rainfall was
tested using the Pearson correlation, which gave a slightly significant value of around 0.59.
However, the maximum retention after runoff begins at 4.49 mm, while initial abstraction
is 0.90 mm. In addition, the antecedent soil moisture condition in the catchment fluctuates,
based on several factors:

i. Rainfall intensity and storm duration.
ii. Soil type and retention time.
iii. Temperature and other weather parameters.

As per Abushandi and Merkel (2013), there are three conditions of the Antecedent
Moisture Condition (AMC) [30]:

i. The soil moisture content is at welting point (soil profile is practically dry).
ii. Below saturation level: average condition occurred by some short rainfall storms

but not long enough to create a runoff.
iii. The soil profile is practically saturated or super saturated from antecedent rain-

fall storms.

Generally, the behaviour of simulated runoff follows the observed runoff in the SCS
method (Figure 9), while the performance showed some weaknesses when the observed
runoff was less than 1 m3/s. In most cases, the simulated runoff using SCS tends to slightly
underestimate the observed flood.

To simulate runoff using the SCS-CN method, the rainfall storms causing 26 runoff
events were selected on a storm basis. The Nash–Sutcliffe Efficiency (NSE) was used to
assess how perfectly the modelled SCS values compared with observed values. The NSE
showed high performance at Hayl Al Adhah and Al Khan stations, with values of 0.92
and 0.94, respectively. The SCS results at Wadi Al Jizzi and Al Farfar stations showed a
lower level of NSE, with values of 0.77 and 0.81, respectively. In reference to the station’s
distance from the outlet, it is obvious that Wadi Al Jizzi and Al Farfar stations lie at greater
distances from the outlet, which offers a chance for more water penetration and a higher
level of uncertainty.
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Based on the results, the Pearson correlation between the observed and simulated
floods, using individual stations, was conducted. As expected, Wadi Al Jizzi and Al Farfar
stations have lower values (Table 6).

Table 6. Pearson correlation coefficient of simulated versus observed runoff rates for the four
meteorological stations.

Simulated Runoff Using SCS Observed Runoff at Sallan Station

Hayl Al Adhah 0.80
Al Khan 0.81
Al Farfar 0.59
Wadi Al Jizzi 0.56

The most sensitive parameter which may impact the values of SCS is the rainfall and
its intensity. In addition, stream length influences the modelled values, coupled with curve
number values. Approximately 50% of runoff occurs mainly in the months of February and
March. The wet season starts in January to April with limited runoff in the summertime,
due to tropical cyclonic storms from the Indian Ocean. The runoff event durations take
place from a few minutes up to a couple of hours only. Nowadays, there are big efforts to
produce raw data for further extreme hydrologic identification. Satellite-based precipitation
products might be an alternative source of data to feed the Standard Precipitation Index
(SPI) or any other drought indices. This will bridge the gap of data scarcity in arid areas
(feeding lumped and distributed models) and allow possible drought and runoff risk
analyses. Of course, some satellite data may produce misleading results, as the hydrologic
algorithm simply does not reflect the variability of arid regions.

5. Conclusions

The application of the SPI and RAI showed the ability of both indices to identify
extreme wet or dry levels. The SPI1 had a clear identification of dry or wet season, in
connection to observed runoff records for the same periods. However, there was a consistent
hydrologic distribution among the four stations, in terms of drought classification. In other
words, distant stations from the outlet (closer to the mountains) have more extremely wet
cases than the ones closer to the outlet. This phenomenon has been reflected by the higher
performance of the Nash–Sutcliffe Efficiency for distant stations. Hence, rainfall intensity,
catchment topography, and storm duration are important parameters in forming wet events.
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The SCS runoff simulation method could assess runoff events in arid catchments, taking
into consideration that most of the simulated runoff is underestimated for all stations.
However, this issue can be solved by re-adjusting the value using a simple linear regression
model. The vital advantage of using the SCS runoff simulation method is the use of a
different curve number value, based on the stations distributed in the catchment area,
especially in regions with complex land cover types, and different stream lengths and soil
types. In general, this research method can be utilised to estimate extreme events in arid
areas if hydrological data are available. The performance of any model or indices on a
different storm event could be different based on the recording interval and, therefore,
the results will change accordingly. Sustainable development of the water sector during
this difficult time is complicated, with a growing demand for using non-renewable water
resources. Oman, as with many countries in the Middle East, is struggling to provide
enough quality water for its domestic and agricultural needs. Therefore, this study is
important for the understanding of hydrologic behaviour in arid catchments.
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Abstract: The Nile Delta is the most vital region of the desert-dominated country of Egypt. Due to
its prominent level of vulnerability to climate change’s negative impacts and its low capacity for
adaptation and mitigation, the current study aims to provide accurate quantification of temperature
change across the Nile Delta as an integral basis for sustainability and climate change impacts
assessment studies. This was achieved through monitoring urban dynamics and detecting LST trends
in 91 cities and their rural surroundings. The relevant local urban bias was discriminated from
regional/background changes present in diurnal/nocturnal temperature records. The temperature
records were then corrected/adjusted by removing this urban bias. Owing to the insufficiency of
ground-based meteorological observatories, the investigation utilized moderate resolution imaging
spectroradiometer (MODIS) land surface temperatures (LSTs) and Landsat-based datasets (2000–2021).
The widely used Mann–Kendall test (MKT) and Theil–Sen estimator (TSE) were employed to assess
trends in urban sprawl, LST time series, and the implied association. The analysis revealed that the
region has experienced dramatic urbanization, where the total urban expansion was greater than two-
thirds (69.1%) of the original urban area in 2000. This was accompanied by a notable warming trend
in the day/night and urban/rural LST records. The nocturnal LST exhibited a warming tendency
(0.072 ◦C year−1) larger than the diurnal equivalent (0.065 ◦C year−1). The urban dynamics were
positively correlated with LST trends, whereas the Mediterranean Sea appeared as a significant anti-
urbanization moderator, in addition to the Nile River and the prevailing northerly/northwesterly
winds. The urban–rural comparison approach disclosed that the urbanization process caused a
warming bias in the nighttime LST trend by 0.017 ◦C year−1 (21.8%) and a cooling bias in the daytime
by −0.002 ◦C year−1 (4.4%). All results were statistically significant at a confidence level of 99%. It is
recommended that studies of climate-related sustainability and climate change impact assessment in
the Nile Delta should apply a distinction of urban-induced local effect when quantifying the actual
regional temperature change.

Keywords: urban warming; urban bias; land surface temperature; MODIS; GAIA dataset;
Mann–Kendall test; Theil–Sen estimator

1. Introduction

It is incontrovertible that there is no other country in the world that is as reliant on
a mono-fluvial system, i.e., the Nile River, as Egypt. With a sizable population of more
than 100 million people and about 96% of desert lands, Egypt is one of the most densely
populated countries throughout the globe [1]. Although it constitutes just 2.4%, the Nile
Delta is the most vital region in Egypt. It supports 63% of the country’s arable land, yields
most crop production, and offers residence for nearly 50% of the population [2]. Under
these circumstances, the region’s resources are invaluable but, at the same time, scarce and
insufficient. Therefore, the studies concerning the environmental impact assessment and
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sustainable development are crucial to evaluate the overall region’s sensitivity to possible
hazards, notably impactful climate change.

Recent studies have been appraising possible impacts of past climate change and future
scenarios on the world environment [3–13]. Owing to their paramount importance, the low-
lying deltaic systems have broadly attracted special attention as land/sea interfaces and as
hotspots of climate change-related threats [8,9,14–17]. The Nile Delta was identified as one
of the most vulnerable regions to adverse influences related to climate change, including sea-
level rise and seawater intrusion [2,18,19], and accelerated coastal erosion [1], threatening
the agricultural and rural communities [20,21]. At the same time, the region’s adaptive
capacity and mitigative/adjustable capability with these implications are weak since its
marginal ecosystem can be described as fragile or highly susceptible to climate change.

Urban dynamics, on the other hand, are the most significant anthropogenic influence
on the atmospheric system after human-made climate change [22]. Realizing the long-term
dynamics of urbanization is increasingly significant for addressing the relevant environmen-
tal implications and sustainable development goals [23,24]. This issue has manifold critical
consequences on the environmental biophysical systems and the national socio-economic
sectors. In Egypt, the uncontrolled urban dynamics with high rates are complicated because
of the rapid population growth, accelerated national development, and scanty resources of
the arable lands [25,26]. So, the conversion of the Nile Delta’s cultivated lands to urban
LULC is one of the most irreversible negative human impacts. These urban dynamics over
the old deltaic lands severely damage the richest natural reservoir containing invaluable
agriculture-supporting resources and food-producing systems. In the current context, the
atmospheric system is not an exception, where diversified micro-scale modifications were
observed as a result of the urbanization process, including the conspicuous urban heat
island (UHI) [27,28]. It is a phenomenon that occurs when urban land uses/land covers
(LULC) replace the natural vegetation lands, causing a strong micro-scale overheating
within three layers of the cities, i.e., surface, canopy, and boundary layers, compared to
the surrounding environment [29]. The local effect of UHI can exacerbate the temperature
trend observed in the urban areas relative to that detected in the rural surroundings [30–32].

Considering the above-mentioned arguments, as accurate as possible quantification
of temporal temperature change can be counted as a fundamental ground for assessing
the expected environmental impacts of potential climate change on the Nile Delta’s water–
food–energy systems and the relevant concerns of sustainability. The accurate estimation of
temporal temperature changes requires unbiased temperature records. Many triggers are
well-recognized as contaminants that can introduce biases into the systematically observed
records of temperature [33–36], primarily the unavoidable processes of urban dynamics.

Early research works embarked on eliminating the systematic urban effect existing
in temperature records (e.g., [30,37–39]), where the city has been recognized long ago as
a serious contamination source of the climate signals [40]. This was originally triggered
and encouraged as an integral part of the wider scientific interest in the global climate
change issue. Correcting the urbanization effect should be conducted to provide bias-free
temperature records necessary for monitoring the actual long-term climate change, namely
“Macro and/or Large-scale and/or Background and/or Regional Component” of climate
change [41,42]. Advancements in the methodologies of urban bias removal can be divided
into the urban–rural comparison approach and the urban-based approach.

Kukla et al., (1986) demonstrated the early urban bias estimations by comparing
trends of air temperature datasets collected in urban environments and countryside sites
worldwide [37]. This technique was then mostly adopted in North America [37], the United
States [38], the Northern Hemisphere [39], Prague [43], and South Korea [44]. Jones et al.,
(1989) used linear regression between urban–rural temperature differences and population
growth to discover the urban effect in the United States and the Northern Hemisphere
temperature records [39]. The urban–rural distinction was initially based on population size,
population density, and census area categorization [45]. Later, satellite night-light metadata
was used for this purpose [46,47]. A new machine learning-based method was proposed
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by [48] to classify weather stations into rural/urban based on a satellite-based global LULC
product. They then estimated the urbanization contribution to the global/regional time
series of annual land mean/extreme temperature indices.

In case the reference rural stations are inadequate, another methodological approach
was invented based solely on the urban conditions. Some papers estimated urban bias
by utilizing the upper-air temperature records collected through atmospheric vertical
soundings, which are not sensitive to urbanization [22,49,50]. An innovative analysis drew
an analogy between air temperature trends in windy and calm weathers to extract the
net urban effect [51]. Yuan and Guo-Yu [52] developed a new method to adjust urban
bias in Beijing using linear correction between the accumulated urbanization effect and
surface air temperature. A similar work [53] connected trends of urban fraction around
weather stations to quantify the nexus between urban sprawl and urban warming in China.
Integration between remote sensing and weather observations was employed to assess
Brussels’ UHI effect on the summertime air temperature series of Uccle [54]. Bassett et al.,
created a statistical model to estimate the daily urban warming across Great Britain based
on the relationships between UHI intensity, urban fraction, and wind speed [55]. Recently,
Shi et al., (2021) corrected the urbanization bias at a typical station in the Yangtze River
Delta. The discussion suggested that the new satellite-based technology can be more
effective in correcting the urbanization effect around the station [32].

It has long been acknowledged that remote sensing is a robust system for monitoring
the Earth’s environmental conditions and ecological problems [56–60]. It consistently pro-
vides a long historical record of imagery acquired in diverse spatial/temporal resolutions,
which is essentially advantageous in the assessment of urban dynamics [61–63] and LULC
changes [64–66] over time. Satellites operating in thermal infrared (TIR) imaging have an
extraordinary prominence in terms of LSTs calculation and investigation [67,68], including
Landsat missions 4/5/7/8, the advanced space-borne thermal emission and reflection
radiometer (Terra ASTER), and Aqua/Terra MODIS. TIR satellites were designated to
supply thermal data in a high spatial sampling rather than any other data source. They are
specifically optimal for exploring and analyzing local-to-site thermal characteristics and
UHI effects [28,69–72]. Consequently, those systems overcome the rooted shortages that
devalue the ground-based observatory network of the atmospheric system, particularly
in developing countries’ regions, such as the Nile Delta, whose meteorological service
contains very few weather stations with limited capacity for micro-scale applications of
urban climate.

In addition, the localized nature of per-pixel LSTs makes TIR products remarkably
valid in separating the urban warming component from the regional atmospheric change.
On the contrary, in the case of ambient air temperature data measured systematically
by sparse, inadequate weather stations, the achievement of that local–regional thermal
separation is largely defective because of the well-mixed urban–rural air masses. This
air mixing prompts the urbanized contamination effect in meteorological stations located
within peri-urban and rural surroundings. This urban-induced corruption is mainly caused
by the horizontal outgrowth of the UHI effect beyond the city’s built-up zone, namely the
well-known phenomenon of the UHI footprint [73–77].

In this paper, we monitor the dynamics of the urban centers across the Nile Delta,
explore diurnal/nocturnal LST trends in both urban areas and rural surroundings, and an-
alyze the urbanization–warming nexus. Finally, the local-to-regional temperature changes
are discriminated using quantification of the urban bias. We utilized LST data products
acquired by Aqua/Terra MODIS sensors (2000–2021) and Landsat-based annual coverage
of urban settlements, namely the “Global Artificial Impervious Areas (GAIA)” dataset.

2. Materials and Methods
2.1. Study Area

The Nile Delta is a major physiographic division of Egypt. It is an inverted triangle-like
region situated in the northern territory of Egypt, as shown in Figure 1. Its southernmost
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tip is formed by the divergence of the Nile River’s main course into the eastern (namely
Damietta) and the western (namely Rosetta) distributaries. The northern arc-shaped edge
of the region stretched along the middle part of the Egyptian Mediterranean coastline.
The region spans latitudes between 30◦10′25.9”–31◦36′11.6” north and longitudes between
29◦22′35.7”–32◦33′15.8” east. Hence, it is located within the African subtropical zone, fully
influenced by Köppen’s hot desert climate BWh [78].
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Figure 1. Location map and geographical setting of the study area (the red box) using ESRI true-color
satellite images. The Nile Delta (the dark greenish cultivated surface) extends between the Western
and Eastern Desert surfaces (the yellowish surfaces). The urban system under consideration includes
91 urban centers symbolized using the natural breaks (Jenks) method into six categories according
to population size: small towns (37 centers), large towns (32 centers), small cities (12 centers),
medium cities (5 centers), large cities (4 centers), and megacities (single center). This method of
classification groups the original population data into similar natural classes of urban centers to
maximize the differences between classes. The limits of each population class were rounded for
generalization purposes.

The key aspect of the climatic conditions is the enormous evapotranspiration that
exceeds the rainfall amount, forming a vast arid zone as a part of the Northern African Sa-
hara, which is interrupted by the Nile River and its own Delta intrusion. Broadly speaking,
the region experiences warm-to-hot summers with mild winters. The westerlies dominate
the general wind system, acting as a temperature-moderating agent. Based on the spatial
average of climate data observed for the period 1976–2005 in 10 meteorological stations
within the Nile Delta, the annual maximum, minimum, and daily temperature normals
were 25.9 ◦C, 15.4 ◦C, and 20.4 ◦C, respectively. The summer maximum temperatures
frequently exceed 30 ◦C, while minimum temperatures in winters are usually above 5 ◦C.
The absolute maximum (highest) and minimum (lowest) temperature values observed
were 44.4 ◦C and 0.1 ◦C, respectively.

The region covers an onshore area of about 21,427.1 sq km, only 2.4% of Egypt’s
mainland [2]. The Nile Delta’s alluvial formation within a desert-dominated country makes
it the richest agricultural environment that offers a habitat for about 50% of the country’s
population. Considering the above-mentioned socio-economic impetus, the region has
been undergoing considerably intensified urban dynamics. The cultivated surface of the
Nile Delta plain is speckled with a wide variety of urban/non-urban settlements. The
urban system occupying the Nile Delta’s old lands includes 91 municipalities out of the
total 241 Egyptian urban settlements. Figure 1 illustrates their spatial distribution and
categories with respect to population size. The total population of the urban centers of
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interest is 14.2 million, with a considerable domain ranging between the smallest town of
Gamasa (3890 inhabitants) and the largest megacity of Alexandria (5,027,250 inhabitants).

2.2. Datasets Description and Analysis Procedure
2.2.1. Urban Dynamics Data and Mapping

Monitoring large-scale urban dynamics is crucial for numerous environmental ap-
plications on a changing globe. The practicality of big imagery data archives collected
by satellite remote sensing systems was frequently expanded to produce ready-to-use
long-term urban impervious surfaces and LULC products for mapping urban dynamics
worldwide [24,79–81]. The current study exploited the so-called GAIA dataset generated
by [81] to map and explore the urban dynamics across the Nile Delta in terms of urban
sprawl. It is a web-based repository that offers high-resolution (30 meters) raster layers of
the human urban/rural settlements’ footprints. The dataset has a planetary-scale spatial
extension, with temporal coverage spanning more than 30 years (1985–2018) at annual
intervals. Human settlements were extracted and mapped annually based on the full
image archive of Landsat satellite missions on the Google Earth engine platform. The
developers of GAIA reported that they evaluated the dataset using a five-year interval
sample, namely 1985, 1990, 1995, 2000, 2005, 2010, and 2015, and the overall accuracy was
+90%. The cross-comparison and temporal trend in GAIA agreed well with the similar
local, regional, and global datasets. The full dataset is freely downloadable and sharable
from http://data.ess.tsinghua.edu.cn (accessed on 5 January 2022).

After downloading, the preprocessing procedures involved clipping the dataset spatial
coverage by the Nile Delta’s boundary and transforming the layers from the geographic
coordinate system (GCS) of WGS 1984 to the commonly used projected coordinate system
(PCS) of Universal Transverse Mercator (UTM) Zone 36 N. Owing to its inclusion of
all settlement types, we masked GAIA raster layers to eliminate rural settlements. The
final outputs contained only the annual built-up footprints of the 91 urban centers under
investigation within the Nile Delta region. Because the GAIA dataset ends in 2018, the
yearly urban expansions up to 2021 were derived from 30-meter Landsat images using on-
screen digitizing. The area (sq km) of each urban settlement was computed on a year-to-year
basis during the study timeframe (2000–2021).

2.2.2. Vegetation Indices and Urban–Rural Distinction

The most straightforward approach of quantifying the urbanization effect is to compare
the urban areas with the neighboring rural environment that is considered free of the urban
influence. The current study adopted an urban–rural comparison approach for measuring
the local contribution of urbanization in the LST time series. So, it was necessary to
accurately distinguish the urbanized built-up zones and the rural vegetated surroundings.
Simply put, the Nile Delta’s urban built-up zones were extracted based on the GAIA
dataset [81] described before in Section 2.2.1.

As for the rural areas, since the standard height of the thermometer shelter is 1.5 m,
the maximum possible impact of the urbanized built-up area on the temperature data
under advection and turbulence conditions does not exceed 5 km [32,82,83]. Therefore, the
reference rural surroundings were delineated as well by creating a GIS Euclidean distance
analysis to determine the areas extending +5 km around each urban center. The rural
environments occupying the immediate vicinity (0–5 km) of the urban areas were neglected
so as to eliminate the well-recognized UHI footprint effect. Figure 2 shows an example of
the conceptual framework used to identify the urban center, the ignored ring buffer, and
the reference rural surroundings required for removing urban bias from the LST records.
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Figure 2. (a) The conceptual framework adopted in the study to identify (1) the urban area whose
temperature record endures the UHI signals and needs to be corrected (the red border), (2) the ignored
0–5 km rural surrounding which is affected by the UHI footprint (inside the yellow border), and
(3) the reference +5 km rural surroundings utilized for urban bias removal (outside the yellow border).
(b) The reference +5 km rural surroundings were selected based on Terra MODIS NDVI values. As
indicated by the left panel (a), the region is highly urbanized and numerous villages spread across its
surface. We used GIS-based processing to exclude these unfavorable built-up areas from the rural
benchmark zone to avoid introducing uncertainty to the analysis results. The illustrative mapped
example is for the small town of Sidi Salem.

As a matter of fact, the LST values in rural areas are expected to be largely affected by
the interannual variations of vegetation greenery/extent expressed in NDVI values. This
situation can introduce much uncertainty when comparing urban/rural environments to
measure the effect of urban expansion on LST. We neutralized the vegetation-induced LST
variations in the reference rural locations by exclusively utilizing the highly vegetated pixels
in which NDVI ≥ 0.65 and no significant trend was observed in the 22-year time series of
the NDVI dataset. It should be noted that the web-based accessible (https://earthexplorer.
usgs.gov/ (accessed on 14 January 2022)) Terra MODIS product of MOD13A3 V6.1 was
manipulated to identify vegetated areas in the reference rural zone located +5 km from each
city. The product involves the vegetation indices of the normalized difference vegetation
index (NDVI) and the enhanced vegetation index (EVI) provided monthly at 1 km spatial
resolution. More improvements were applied to the reference rural surroundings by
eliminating the pixels containing high water content or small built-up settlements, which
may elevate the errors in the analysis results.

2.2.3. LST Time-Series Construction

In determining the local response of temperature to urban dynamics, nine LST time
series were imperative for analysis, i.e., diurnal, nocturnal, and daily collections for urban,
rural, and area averaged LST values. Moreover, per-city LST records were crucial to analyze
the dependency of temperature bias on the city size and rates of urban dynamics. The work
relied entirely on satellite data acquired by Aqua/Terra MODIS sensors available for use at
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https://earthexplorer.usgs.gov (accessed on 9 January 2022). The imagery datasets cover a
continuous, relatively prolonged period of about 22 years (2000–2021). The Aqua/Terra
MODIS sensors detect four scenes a day for the study area, both in diurnal (≈10:00 AM and
02:00 PM) and nocturnal (≈10:00 PM and 02:00 AM) times. We drew Terra MODIS-derived
MOD11A2 and Aqua MODIS-derived MYD11A2 version 6.1 products, which provide an
average 8-day per-pixel LST and emissivity at 1 km spatial resolution.

Preprocessing for each imagery collection included sub-setting the study area, project-
ing the scene to PCS UTM Zone 36 N coordinate system, transforming the scene’s digital
numbers (DNs) to LSTs by the provided scale factor (0.02), and conducting emissivity
correction of LST using the supplied per-pixel emissivity values. Temporal and spatial
missing LST values were estimated using the inverse distance weight (IDW) interpolator
and forecasting function. Subsequently, the annual LST averages of daytime, nighttime, and
day imagery records were computed. Ultimately, the above-mentioned temporal daytime,
nighttime, and day LST records were spatially segmented using GIS zonal analysis to more
homogeneous urban, rural, and area-averaged composites.

2.2.4. Trend Analysis

Upward and downward trends are detectable in hydrometeorological time series using
different statistical parametric and nonparametric tests [84–88]. We applied the widely
used MKT [89,90] and TSE [91,92] to assess trends in urban sprawl and LST time series, and
the relevant intercorrelation. MKT is a rank-based, nonparametric test developed to detect
positive/negative monotonic trends in environmental impact assessments [93,94]. Unlike
the parametric methods, MKT is a distribution-independent test, i.e., it does not require the
data to be normally distributed, a presumption that is statistically rare in atmospheric data.
However, the dataset should have no serial correlation [95]. All LST trends were evaluated
at a statistical significance of 0.01 (confidence level of 99%).

The MKT statistic S is given by [94]:

S = ∑n−1
i=1 ∑n

j=i+1 sgn
(
Xj − Xi

)
(1)

where Xi and Xj are the values of sequence i, j; n is the length of the time series, and:

sgn (θ) =





+1 i f θ > 0

0 i f θ = θ

−1 i f θ < 0
(2)

The statistic S is approximately normally distributed when n ≥ 8, with mean and
variance as follows:

E(S) = 0 (3)

V (S) =
n (n− 1)(2n− 5)−∑m

i=1 Tii (i− 1)(2i + 5)
18

(4)

where Ti is the number of data points in the tied group and m is the number of groups of
tied ranks. The standardized test statistic Z is computed by:

Z =





S−1√
V(S)

S > 0

0 S = θ
S+1√
V(S)

S < 0
(5)

Although the MKT is robust, it does not provide a quantitative estimation of the trend
line’s slope, i.e., the magnitude of a positive or negative trend. For this purpose, trend
analysis utilized the TSE to compute the trend magnitude. The TSE was first outlined by
Theil (1950) and later expanded by Sen (1968). It is a nonparametric estimator and resistant
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to outlier data points. It uses medians to fit the trend line as an alternative to the parametric
mean-based method of least squares [96].

The TSE model for trend magnitude is conducted by calculating the slopes of all
possible combinations of data pairs as follows [97]:




n
V
2


 =

n(n− 1)
2

(6)

The final slope β̂1 is then defined as the median of all slopes:

β̂1 = median {B̃}, B̃ =
{

bij
∣∣bij
}
=

yj − yi

xj − xi
, xi 6= xj, 1 ≤ i < j < n (7)

Because the TSE computes the trend line’s slope alone, the model “intercept β̂0” can
be given by:

β̂0 = Ymedian − β̂1 × Xmedian (8)

where Xmedian and Ymedian are the medians of the measurements and of the response vari-
ables, respectively.

2.2.5. Local–Regional Warmings Separation

The annual average of micro-scale urban bias expected to exist in the city’s LST record
was computed by comparing trends of LST datasets collected in both urban environments
against countryside locations. This was achieved based on the following simple formula:

LST Biasurban = LSTurban − LSTrural (9)

where LSTurban and LSTrural are the average LST values in both urban and rural environ-
ments, respectively. The urban bias trend was then obtained by conducting trend analysis
on the 22-year record of the annual average LST biases. Ultimately, this urban-induced bias
trend was utilized to correct the original LST time series. Adjustment of the annual LST
average for the annual average of UHI intensity/bias was derived from [45]:

LSTcorr−i = LSTi − (LSTurban − LSTrural) (10)

where LSTcorr−i is the corrected annual LST average of the year i and LSTi is the observed
annual average of LST of the year i. Correction of the annual LST average for the trend of
UHI intensity/bias was calculated from [45]:

LSTcorr−i = LSTi − (UHIslope × i− istart

)
(11)

where UHIslope is the trend TSE slope of the annual UHI intensity record and istart is the
start year of the time series under investigation, i.e., 2000. Equations (10) and (11) can be
aggregated in the following one:

LSTcorr−i = LSTi −
{

LSTurban − LSTrural + [UHIslope × i− istart

]
(12)

The urban-induced bias of LST time series was then linked to the urban dynamics
time series to disclose the possible nexus between urbanization and local urban warming.

3. Results and Discussion
3.1. Urban Dynamics in the Overall Nile Delta

This section is intended to provide a holistic view of the observed temporal tendency
in urban dynamics across the overall Nile Delta and per-city time series on a yearly basis.
Figure 3 shows a mapping of the 22-year period (2000–2021) of urban dynamics across the
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Nile Delta, basically in terms of urban ground coverage. The temporal growth and trend
line of the total urban area and built-up increments (sq km) using MKT and TSE analysis
are also visualized. Analysis revealed that the total urban footprint in the Nile Delta
consistently grew from 455.47 sq km in 2000 to 770.23 sq km in 2021, at an average growth
rate of 14.99 sq km year−1 and a standard deviation of 22.85 sq km. Figure 3 indicates that
there was a perfect positive monotonous linear trend in the total urban area as calculated
from MKT analysis, where Kendall’s tau value was 1. According to TSE, the magnitude
of the trend line slope was 9.8 with a confidence interval of 9.74–9.9. This means that the
annual increment of urban expansion was 9.8 sq km year−1. The results were statistically
significant at a confidence level of 99%, where the computed p-value of MKT was < 0.0001,
or less than the alpha threshold (α = 0.01). It was observed, as well, that the largest annual
growth rates in the urban built-up were 106.6, 42.2, 22.1, 18.8, and 16.9 sq km, which were
detected in the years 2020, 2015, 2001, 2021, and 2014, respectively. The measured annual
expansions during the remaining years were mostly less than 10 sq km.
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These findings suggested that the Nile Delta has experienced a dramatic urbanization
process, in terms of urban sprawl, during the period 2000–2021. The total built-up zone of
about 314.8 sq km was appended as an urbanized extension to the base-year urban area,
i.e., 455.5 sq km in 2000. This expansion was estimated to be greater than two-thirds (69.1%)
of the original urban area during a relatively short time span (22 years). The main motives
behind the rapid urbanization were the natural population growth at an annual rate of
2–3%, the immense rural-to-urban people migration, and the fast national development
through modernization, industrialization, and diversification of the economic structure [25].
The exponential pattern of the population growth in the region implied sharper increases
over time [26]. In addition, the urban dynamics in the Nile Delta were tremendously
complicated and usually exceeded the expected rates because the urban development was
mostly informal, unplanned, and uncontrolled [98]. Considering its alluvial formation
within the desert-dominated surfaces, the Nile Delta’s richest agricultural environment
supports 63% of the country’s farmland and offers habitat for about 50% of the country’s
population. So, the region has undergone a considerable intensified human-induced
pressure, predominately the urban dynamics.
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It should be noted that those dynamic expansions in urban built-up zones implicitly
involved LULC alterations across the Nile Delta, specifically the urban encroachment over
the old rural lands fully enveloping the cities, as shown in Figure 3. This pattern of urban
expansion should be accompanied by exacerbated urban warming and prompting urban
bias in the temperature records. Similar studies have been investigating the observed LULC
changes and the relevant urban sprawl over rural farmlands. Throughout the Nile Delta,
urban settlements have expanded mostly at the expense of the fluvial lands dedicated to
cultivation rather than the barren lands or desert fringes.

Analysis of Landsat MSS and TM datasets (1972–1990) showed that urban expansion
of about 58% in 18 years was endangering the region’s agricultural lands [99]. In the period
from 1984–2006, the change detection technique applied to Landsat TM and ETM+ images
disclosed that the total urban expansion amounted to 689.2 sq km [100]. The expansion
was mostly at the expense of the vegetated lands, while the urban encroachment over the
nonarable soils was very limited. Landsat-derived estimation of urban expansion in the
middle Nile Delta between 1997 and 2017 was approximately 21.19% (from 1192.56 sq km
to 1445.33 sq km). This expansion implicitly referred to a decrease in rural environments
enveloping the cities by about the same size [25]. Radwan et al. [26] monitored changes in
the Nile Delta’s LULC during a 24-year period (1992–2015) using a multi-sensor dataset. A
dramatic urban expansion of about 746 sq km was detected in the region, leading to a loss
of the old, cultivated land at a rate of 31.08 sq km year−1. In the same period, 2061 sq km
of bare desert surfaces were reclaimed to be new farmlands at a rate of 85.88 sq km year−1.
Landsat 5/7/8 data were used to assess modifications of LULC classes for the Nile Delta
from 1987 to 2015 [101]. There was a continuous increase in urban, agricultural, fish farms,
and natural vegetation classes, while continuous decreases were detected in both water
bodies and barren sandy areas. The urban area had the highest increase during 2000–2015
(979.408 sq km with a rate of 34.8%) compared to the period 1987–2000 (531.126 sq km
with a rate of 47.6%). Overall, the total growing rates of LULC classes during the period
1987–2015 were 99% in urban areas and 25.8% in cultivated lands. By the 1990s, the total
area of lagoons and wetlands occupying the northern Nile Delta has declined by about 45%
of its observed size in the 1950s [2].

Figure 4 shows the urban classes according to the total growth in the built-up area
of each urban center (2000–2021) and the total number of urban areas per class. It is
notable that the vast majority of the urban centers (66 urban settlements) are located
in the first category, in which the total per-city expansion was 2 sq km or less. The
smallest urban expansion of about 0.21 sq km was recorded by the town of Kafr Saad
in the Damietta Governorate. On the other hand, the megacity of Alexandria occupied
a unique and prominent stature regarding the urban growth, where it was enormously
expanded by approximately 129.7 sq km. The second largest urban growth within the
period 2000–2021 was 15 sq km, which was observed in the city of New Damietta located
along the Mediterranean coast in the Damietta Governorate.

3.2. Day/Night and Urban/Rural LST Trends and the Nexus with Urban Dynamics

For this section of the study, the analysis aims at examining the inter-annual trends of
LST time series within the urban area, rural surroundings, and across the overall Nile Delta
on three timescales, i.e., the daytime, nighttime, and daily datasets. Figure 5 exhibits the
inter-annual variability and Kendall trend analysis for these time series. The LST data were
calculated based on Terra and Aqua MODIS imagery acquired during the period 2000–2021.
The descriptive statistics and MKT and TSE outputs for the 22-year LST time series are
displayed in Table 1. As illustrated in Figure 5, the LST series have consistently risen since
2000 and their inter-annual variability had a general increasing tendency through time
with different magnitudes for all the series. The descriptive statistics provided in Table 1
indicate that the lowest LST values throughout the time series were always measured in
the first quarter of the period, i.e., the years 2000 and 2005, whereas the highest readings in
LSTs were observed in the last quarter of the period, specifically in the years 2018 and 2021.
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This is a strong indicator of the warming phenomenon in the Nile Delta region, including
its urban and rural environments, in the daytime and nighttime hours. Furthermore, the
LST values in all datasets were homogeneous in terms of the statistical dispersion, where
the standard deviation ranged in a noticeably short domain between 0.4 ◦C and 0.6 ◦C.
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Table 1. Basic analysis outputs of descriptive and Kendall trend statistics for the rural, urban, and
overall Nile Delta’s diurnal, nocturnal, and daily LST time series (◦C) calculated based on Terra and
Aqua MODIS imagery acquired during the period 2000–2021.

St
at

is
ti

cs Item
Rural

LST (◦C)
Urban

LST (◦C)
The Nile Delta

LST (◦C)

Day Night Daily Day Night Daily Day Night Daily

D
es

cr
ip

ti
ve

Obs. 22 22 22 22 22 22 22 22 22

Min. 27.9
(2005)

13.5
(2000/5)

20.7
(2005)

29.9
(2005)

16.7
(2000/5)

23.3
(2005)

28.6
(2005)

14.7
(2000/5)

21.6
(2005)

Max. 29.7
(2021)

15.3
(2018)

22.4
(2021)

31.6
(2021)

18.6
(2018)

25.0
(2018/21)

30.7
(2021)

16.5
(2018)

23.5
(2021)

Mean 28.6 14.4 21.5 30.7 17.6 24.1 29.4 15.5 22.5
Std. dev. 0.4 0.5 0.5 0.5 0.6 0.5 0.6 0.6 0.5

Tr
en

d

K. tau 0.51 0.57 0.60 0.43 0.70 0.62 0.51 0.68 0.62
S 116.0 131.0 139.0 99.0 161.0 143.0 117.0 157.0 143.0

Var(S) 1254.7 1255.7 1255.7 1257.7 1257.7 1257.7 1257.7 1257.7 1257.7
p-value 0.001 <0.001 <0.001 0.006 <0.001 <0.001 0.001 <0.001 <0.001
alpha 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
Sen

Slope 0.050 0.067 0.050 0.045 0.078 0.062 0.065 0.072 0.063

Intercept −71.95 −119.64 −79.07 −59.92 −138.39 −99.85 −101.2 −130.0 −104.9

Regarding the overall Nile Delta’s LST datasets, the lowest and highest annual aver-
ages of LST were 21.6 ◦C (2005) and 23.5 ◦C (2021), respectively, with a period average of
22.5 ◦C and a standard deviation of 0.5 ◦C. It is clear that the Nile Delta’s daily record of LST
experienced substantial warming during the study period. Statistical analysis using MKT
discovered that daily LST had an upward trend, where Kendall’s tau value was 0.62, which
indicates the elevation of LSTs throughout the time, as shown in Table 1. TSE suggested
that the observed elevation rate in daily LSTs was 0.063 ◦C year−1, with a total warming
magnitude of 1.32 ◦C for the whole period. For the diurnal and nocturnal records, there
was an obvious tendency of LST amplification in both measures. The lowest LST values
were 28.6 ◦C in 2005 and 14.7 ◦C in 2000 for daytime and nighttime datasets, respectively,
whereas the highest readings in the daytime and nighttime LSTs were 30.7 ◦C in 2021 and
16.5 ◦C in 2018, respectively. The overall period means of diurnal and nocturnal LST were
29.4 ◦C and 15.5 ◦C, respectively, with a standard deviation of 0.6 ◦C for both measures.
According to TSE Analysis, Table 1 reports that diurnal and nocturnal datasets warmed
throughout the study period at rates of 0.065 ◦C year−1 and 0.072 ◦C year−1, respectively.
The total warming magnitudes in both measures were 1.36 ◦C and 1.51 ◦C, respectively.
The statistical analysis outputs were significant at a confidence level of more than 99%.
Table 1 specifies that p-values were <0.001 for all statistics.

It has become apparent that LST records collected during nighttime for the whole Nile
Delta exhibited a warming tendency slightly larger than the equivalent records derived
for the daytime. This aspect of the day/night LST trends was far greater observed in
both urban and rural environments, where the day/night warming rates in the urban
areas were 0.045 ◦C year−1 and 0.078 ◦C year−1, respectively, and in the rural areas were
0.050 ◦C year−1 and 0.067 ◦C year−1, respectively, as shown in Table 1. It is well-known
that a more apparent increasing trend can appear in the minimum temperature time
series than in the maximum temperature records. Similar studies in neighboring regions
have shown comparable findings with these results. In Kuwait [102], an investigation of
23-year air temperature data indicated that the minimum temperatures were rising at a
significant rate, while the maximum temperatures showed a decreasing trend. This contrast
supports a strong signal of the urban effect on temperature trends. Across the eastern
Middle East during the period 1983–2012, trends in temperature-related indices were
examined [103]. The results showed warming trends throughout the region. The nighttime
high-temperature extremes have risen at more than twice their corresponding daytime
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extremes. The minimum temperature indices exhibited a higher rate of warming than the
maximum ones in terms of intensity and frequency. However, unlike the previous studies,
Almazroui et al., (2013) [104] conducted a national-scale correlation analysis between
urbanization and atmospheric warming in Saudi Arabia by utilizing air temperature data
(1981–2010) for 24 weather stations and population census data. They reported that the
observed warming is not likely due to the urbanization process. The population increase
did not necessarily equate with the rising temperature trend. The largest population growth
was observed in two cities whose trends were not the highest. Large warming trends were
noticed in sites located near small cities with low population growth. In addition, in the
17 largest Mediterranean cities [105], the comparison between temporal trends of LST and
UHI, and urban population changes resulted in poor correlation (R = 0.28). The authors
reported that this result was expected because of differences in climatic conditions, city
structures, and human activities. We think that changes in population size are not a
reasonable indicator of urbanization in most cases.

On the urban/rural comparison basis, the Nile Delta’s urban areas constituted a
conspicuous positive UHI over the course of the day. The average annual nocturnal UHI
intensity was stronger (3.2 ◦C) than the diurnal one (2.1 ◦C), where the average annual LSTs
were 17.6 ◦C and 14.4 ◦C during the nighttime, and 30.7 ◦C and 28.6 ◦C during the daytime
for the urban and rural areas, respectively. In general, we found statistically significant (at
a +99% confidence level) positive trends in the inter-annual averages of daytime, nighttime,
and daily LST records within both urban environments and rural surroundings across the
Nile Delta. Based on the TSE, the LST upward trend was greater in the urban areas than
in the rural embracing outskirts of the nocturnal (0.078 ◦C year−1 and 0.067 ◦C year−1,
respectively) and the daily (0.062 ◦C year−1 and 0.05 ◦C year−1, respectively) scales. This
effect supports the role of urbanization in exacerbating the atmospheric warming in the
Nile Delta region, where it is more compatible with the fact that the UHI effect is a nocturnal
phenomenon. It is worth mentioning that the consistent LST pattern of the monotonous
upward trends within the diversified urban/rural environments emphasized the large-scale
nature of the regional atmospheric warming in the Nile Delta. However, the different trend
magnitudes for urban and rural LST series pointed out the local contribution of the urban
dynamics. So, the total detectable changes in the temperature records are a result of both
the background atmospheric factors and the microscale anthropogenic drivers, chiefly the
urbanization process.

Our findings concerning the nocturnal UHI and LST trend seem to be geographically
dominated in the wider near regions. For example, a unique work [105] analyzed MODIS
nighttime data (2001–2012) to investigate the characteristics and trends of the nighttime LST
and surface UHI in the 17 largest Mediterranean cities. In general, urban areas exhibited
higher LST values compared to non-urban surroundings, forming a UHI effect with an
average intensity of 1 ◦C. The strongest UHI intensities were 3.9 ◦C, 3.5 ◦C, and 2.8 ◦C in
Damascus, Alexandria, and Cairo, respectively. A warming trend was found for 82% of
the urban areas, while mixed positive and negative trends were detected in non-urban
surroundings. An overall increasing rate of a 0.1 ◦C decade−1 was detected in urban LST.
The higher positive trends appeared in the eastern Mediterranean cities, where the Nile
Delta extended.

On the other hand, the increasing trend of the diurnal LST records was slightly larger in
the rural fringes (0.05 ◦C year−1) than that found in the urban areas (0.045 ◦C year−1). This
unexpected urban-rural pattern in the diurnal LST trends was noticed in China [53] during
the period 1980–2009 using different datasets and methodology. The research used ERA-
interim reanalysis datasets of the average air maximum and minimum temperatures and
relied on an urban-derived approach to correlate the urban warming to the urban fraction
in 10 × 10 km around 753 weather stations. The urban growth enhanced the average
minimum temperature by +1.7 ± 0.3 ◦C, whereas the average maximum temperature
trend was slightly declined due to urbanization by −0.4 ± 0.2 ◦C. However, the study
provides no explanation for this situation. A recent study [106] discovered close results
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when employing similar datasets and procedures to the current study. It utilized two
decades (2001–2018) of Aqua/Terra MODIS imagery to investigate the day/night temporal
trends in LST and surface UHI for three diverse Indian cities (Lucknow, Kolkata, and Pune).
Positive trends of daytime (0.003 to 0.059 ◦C year−1) and nighttime (0.03 to 0.078 ◦C year−1)
LST records were observed in the cities, except in Pune City where urban cooling was
detected during the daytime. The increase in the aerosol concentration, the consequent
decrease in surface insolation and air temperature, and expanding the vegetative areas over
time were considered the primary reasons for the urban daytime cooling effect in Pune.

Despite the greater nighttime LST trend than the daytime opposite being a well-
documented feature of the urban centers, the same daytime/nighttime pattern of LST trend
was disclosed in the Nile Delta’s rural area as well. Table 1 shows that the detected trends
in the rural LST records were 0.05 ◦C and 0.067 ◦C during the day and night, respectively
(daily trend 0.059 ◦C). In fact, this discovery may be substantial proof indicating the
contamination of rural environments by the horizontal advection of the urban footprint
effect. This was noteworthy enough to make us skeptically reconsider the criteria by which
the rural surroundings were chosen as a reference thermal environment to which the urban
LST will be compared. For the purpose of verifying and validating our findings, we decided
to reiterate the analysis using remoter reference surroundings that are distant enough from
the potential contamination that may be caused by the Nile Delta’s urban system. An
idealized remote, human-activity-free barren area in the Western Desert was selected, as
shown in Figure 1. Interestingly, we almost found the same results where the day/night
trends of the desert LST records were 0.048 ◦C and 0.07 ◦C (daily average 0.059 ◦C), so
close to the rural reference trend magnitudes formerly reported. This referred to the high
trustworthiness of the methodology our research followed and the results we obtained.
Furthermore, this discovery distinctly indicated the fact that the greater nocturnal LST
trend than the diurnal one is not a rule confined to the urban areas.

Figure 6 presents a per-city assessment of the trend pattern observed in both day/night
LST records. It is clear that the first class, in which the nocturnal LST trend is greater
than the diurnal LST trend (Figure 6a), is the most common, where it included 68 urban
centers or three-quarters of the urban areas. The remaining quarter (23 urban centers)
was characterized by a nocturnal LST trend that is less than the diurnal one. All the
per-city LST series showed an increasing trend during the day and night. However,
just four urban centers had a decreasing trend in the diurnal LST series, including the
coastal cities of Gamasa (−0.042 ◦C), New Damietta (−0.041 ◦C), Idku (−0.026 ◦C), and
El-Borollos (−0.013 ◦C) (Figure 6a). It was noted that the results of the four cities were
statistically nonsignificant.

This finding demonstrates the significant role of the Mediterranean Sea in modulating
urban warming during the daytime. This role during the daytime can be proved as well by
the megacity of Alexandria. Among the 91 urban centers under investigation, Alexandria
City has the largest built-up area (roughly 285.1 sq. km), population size (more than
5 million inhabitants), and the greatest annual rate of urban growth (6.2 sq km year−1),
as shown in Figures 1 and 4. However, its annual trend slope of the diurnal LST was just
0.021 ◦C, making it one of the modest urban centers with an upward LST trend, as shown
in Figure 6a. This can be chiefly explained by its coastal location in the northwesternmost
point of the study area, where it immediately overlooks the sea. In the nighttime, Figure 6b
stressed the same effect of the Mediterranean Sea. It is clear that there was a remarkable
spatial pattern, in which the per-city annual magnitude (in terms of TSE slope) of the
nocturnal LST trend decreased in a generally south–north direction. This distribution
largely agrees with the maritime influence blowing from the north. Furthermore, this
role of the Mediterranean Sea is expected to be maximized because of the function of the
prevailing northwesterly and northerly winds in transferring the maritime effect into the
coastal urban areas.
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Evaluating the association between the maritime effects, in terms of the distance
between each city and the Mediterranean Sea coast, and the magnitudes of LST trends
using the Kendall correlation, unveiled a stronger positive connection between the two
variables during the nighttime (R = 0.67) than the daytime (R = 0.33). These significant
correlations (p-values < 0.0001) pointed out that the proximity to the maritime influences of
the Mediterranean Sea can explain 45% of the nighttime LST trend and 11% of the daytime
LST trend, as suggested by the coefficient of determination. Linear regression analysis of the
cities’ proximities to the Mediterranean Sea (independent variable) against their LST trends
(dependent variable) showed that the magnitude of the diurnal LST trends increased more
rapidly than the nocturnal LST trends with increasing the distance by which the city is far
from the sea. The increasing rates of LST trends were 0.005 ◦C per 10 km and 0.004 ◦C per
10 km in diurnal and nocturnal LST trends, respectively. Consequently, the Mediterranean
Sea and the related maritime leverage can be considered an anti-urbanization moderator
for the urban warming across the Nile Delta.

From the same perspective, the warming–limiting influence is expected to be found in
the urban centers located immediately beside or around the water surfaces of the Nile Delta
branches, i.e., the Rosetta and Damietta distributaries. It is worth noting that most of the
urban areas (16 out of 23) with a nocturnal LST trend less than the diurnal one are located
along the Rosetta and Damietta distributaries, as shown in Figure 6c. The concentrated
distribution pattern of such urban centers along the Nile River’s channels is consistent with
the above-mentioned discovery indicating that the water moderating effect is greater in
the nighttime than in the daytime. Since the riverine urban centers are subjected to double
water influence by the Mediterranean Sea and the Nile River, this is probably the reason for
reducing the nocturnal warming trend than the diurnal one in these centers. It should be
confirmed that the water influence of the Nile River is less noticeable than that produced
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by the Mediterranean Sea as suggested by the water body characteristics, e.g., surface area,
water depth, and salinity.

Regarding the urbanization–warming nexus, measuring the bivariate linear relation-
ship using the nonparametric Kendall rank correlation analysis, as shown in Figure 7,
unveiled a direct positive relationship between the annual urban expansion and urban LST
records. It was remarkable that the strength of association is stronger (the correlation coeffi-
cient R = 0.7) in the case of nighttime LST values, and weaker (R = 0.43) during the daytime,
with an average R of 0.62 in the daily LST dataset. The relevant coefficients of determination
(R2) were 0.49, 0.18, and 0.38 in the nighttime, daytime, and daily relationships, respectively.
All results were dependable in terms of the statistical significance at a confidence level of
99%, where the supplied p-values were <0.001 for all variables. This discovery emphasized
that the urbanization effect on temperature change throughout the region is a substantial
phenomenon. Interpretation of the coefficients of determination (R2) suggested that urban
dynamics have weak-to-moderate effects on the urban LST datasets, where these dynamics
can explain just 18%, 49%, and 38% of the inter-annual variations observed in the urban
LST records collected throughout the daytime, nighttime, and daily, respectively. This
non-strong relationship between annual urban sprawl and urban LST time series was
expected, where temporal changes in LST are caused not only by such urban expansion
but also by various biophysical and anthropogenic forcing factors. However, the stronger
connection between urbanization rates and nighttime LSTs than that in daytime ones can be
considered as hard evidence of the urbanization signals in the Nile Delta’s LST records. The
preponderance of evidence refers that man-made agents, particularly urban dynamics, are
mostly responsible for this warming. This is because the urbanization effect on temperature
and the relevant UHI pattern is fundamentally a nocturnal phenomenon [107–111] that
is attributable to the differential urban/rural cooling (rather than heating) rates, the high
thermal inertia of concrete and asphalt materials used in urban constructions, and the
anthropogenic heat emissions from transportation, residential and commercial buildings,
power plants, and industrial zones.

3.3. Urban Bias Estimation and Removal

The discovered findings in Sections 3.1 and 3.2 explicitly indicated that urban dy-
namics have had a profound impact on the Nile Delta temperature records over time.
The urbanization signals in the LST time series included a greater upward trend in the
nighttime than daytime LST records, larger urban warming than what existed in the sur-
rounding rural environments, and finally the statistically inferred urbanization–warming
nexus. Consequently, it is critical for studies concerning sustainability and climate change
impact assessment in the region to accurately provide basic quantification of the back-
ground temperature change over time through estimating and removing the local urban
bias contaminating the temperature time series. This removal has the ability of refining
temperature records from the possible overestimations of trend analysis resulting from the
urban influence.

Table 2 provides the observed day/night annual LST averages for the Nile Delta’s
urban/rural areas, the calculated year-to-year averages of UHI intensities, and the bias-free
LST record of the urban areas. Screening the annual averages of the observed LST values
suggested that urban LSTs were always greater than the rural ones, whether during the
day or night hours. Diurnally, the urban/rural LST averages ranged between 29/27.9 ◦C
and 31.6/29.7 ◦C, respectively. At nighttime, the lowest urban/rural LST averages were
16.7/13.6 ◦C, and the highest values were 18.6/15.3 ◦C, respectively. Accordingly, the Nile
Delta’s urban areas formed a positive UHI with average annual intensities between 1.7 ◦C
and 2.5 ◦C during the day, and 2.9 ◦C and 3.6 ◦C at night. This implicitly denoted that there
were annual urban-induced biases in the Nile Delta urban thermal environment by about
the same magnitudes of the above-mentioned UHI intensity. The average annual nocturnal
bias was stronger (3.2 ◦C) than the diurnal one (2.1 ◦C), where the average annual LSTs
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were 17.6 ◦C and 14.4 ◦C during the nighttime, and 30.7 ◦C and 28.6 ◦C during the daytime
for the urban and rural areas, respectively.
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With regard to the urban-derived bias observed in the temporal trend, the analysis
revealed that there have been significantly increasing trends in LST records measured
across the Nile Delta’s urban/rural areas during the study period (2000–2021). The greater
slope of the urban LST trend (0.078 ◦C year−1) than the rural LST trend (0.067 ◦C year−1)
throughout the nighttime indicated that there was a micro-scale bias in urban LST records
across the Nile Delta by about 0.011 ◦C year−1, which caused total additional warming in
the urban environment (overall warming 1.638 ◦C) compared to the rural surroundings
(overall warming 1.407 ◦C) by about 0.231 ◦C during the period 2000–2021. This spurious
urban-made warming trend constituted about 14.1% of the overall detectable warming in
the Nile Delta’s urban system. The urbanization influence on the nocturnal LST trend can
also be noticed from the increasing trend of the nocturnal UHI intensity (bias), estimated
by 0.017 ◦C year−1 (the total trend was 0.357 ◦C), as shown in Table 2 and Figure 8. Based
on the UHI intensity trend of 0.017 ◦C year−1, the urban bias in the nocturnal LST record
can be estimated to be 21.8% of the total observed warming in the Nile Delta.
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Table 2. The observed annual averages of the Terra/Aqua LST collected for the Nile Delta’s ur-
ban/rural areas during the daytime and nighttime. The table also contains the calculated year-to-year
averages of UHI intensities, and the bias-free LST record of the urban areas.

Year
Observed

Urban LST (◦C)

Observed
Rural LST

(◦C)

Calculated UHI
Intensity/Bias (◦C)

Corrected
LST (◦C)
for Trend

Corrected
LST (◦C) for
Trend/UHI

Day Night Day Night Day Night Day Night Day Night

2000 30.77 16.71 28.81 13.59 1.96 3.13 30.77 16.71 28.81 13.59
2001 30.78 17.07 28.56 14.09 2.22 2.99 30.78 17.06 28.56 14.07
2002 30.47 17.18 28.31 14.28 2.16 2.90 30.48 17.15 28.32 14.25
2003 29.96 16.93 28.25 14.05 1.71 2.88 29.97 16.88 28.26 14.00
2004 30.10 16.97 28.30 13.95 1.80 3.02 30.11 16.90 28.31 13.88
2005 29.94 16.69 27.85 13.55 2.09 3.14 29.95 16.61 27.86 13.47
2006 30.11 16.88 28.10 13.65 2.01 3.23 30.13 16.78 28.11 13.55
2007 30.29 17.25 28.20 14.15 2.09 3.10 30.31 17.13 28.22 14.03
2008 30.61 17.41 28.40 14.25 2.21 3.16 30.63 17.27 28.42 14.11
2009 30.70 17.42 28.50 14.20 2.20 3.22 30.72 17.27 28.52 14.05
2010 31.44 18.19 28.90 15.15 2.54 3.04 31.47 18.02 28.92 14.98
2011 30.15 17.11 27.95 13.90 2.20 3.21 30.17 16.93 27.98 13.71
2012 30.55 17.61 28.55 14.50 2.00 3.11 30.58 17.41 28.58 14.30
2013 30.60 17.61 28.65 14.30 1.95 3.31 30.63 17.39 28.68 14.08
2014 30.93 18.07 28.75 14.65 2.18 3.42 30.96 17.83 28.78 14.41
2015 30.62 17.88 28.55 14.65 2.07 3.23 30.65 17.63 28.59 14.40
2016 30.96 18.28 28.95 15.00 2.01 3.28 31.00 18.01 28.99 14.73
2017 30.98 17.74 28.90 14.15 2.08 3.59 31.02 17.45 28.94 13.86
2018 31.38 18.64 29.15 15.30 2.23 3.34 31.42 18.34 29.19 15.00
2019 30.53 17.91 28.80 14.60 1.73 3.31 30.58 17.59 28.85 14.28
2020 30.91 18.23 29.15 15.20 1.76 3.03 30.96 17.89 29.20 14.86
2021 31.65 18.34 29.65 15.20 2.00 3.14 31.70 17.99 29.70 14.85

Yearly
Trend 0.045 0.078 0.05 0.067 −0.002 0.017 — — — —

Total
Trend 0.945 1.638 1.05 1.407 −0.042 0.357 — — — —Sustainability 2022, 14, x FOR PEER REVIEW 20 of 26 
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Figure 8. Trend analysis using MKT of the diurnal and nocturnal UHI intensity/bias across the Nile
Delta (2000–2021).

Contrary to the nighttime record, the investigation discovered an unexpected cooling
bias in the daytime LST record of the Nile Delta, where the observed diurnal trends were
0.045 ◦C year−1 and 0.05 ◦C year−1 in the urban areas and rural outskirts, respectively.
This means that the urbanization process was responsible for diminishing the diurnal
LST trend in the urban areas by about −0.005 ◦C less than in the rural areas. Hence, the
overall warming trend in the urban areas of 0.945 ◦C throughout the study period was
underestimated by about 0.105 ◦C (11.1%) compared to the overall increasing trend of
1.05 ◦C in the rural surroundings. This was emphasized by the decreasing trend of the
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diurnal UHI intensity/bias by −0.002 ◦C year−1 (the total trend was −0.042 ◦C), Table 2
and Figure 8. Considering the UHI intensity trend of −0.002 ◦C year−1, the urban bias in
the diurnal LST record can be calculated to be just 4.4% of the total observed warming in
the Nile Delta.

In Table 2, estimations of the urban biases caused by both annual UHI intensity and
inter-annual UHI trend were calculated for each year, 2000–2021, using Equations (9)–(12).
The observed diurnal/nocturnal LSTs were then corrected with the aid of a bias-removal
adjustment process for each annual LST average. As mentioned earlier, all the yearly bias
estimates were always greater than zero and have grown since the year 2000. This process
of correcting the temperature records across the Nile Delta is highly recommended as an
initial preprocessing for studies of climate-related sustainability and climate change impact
assessment. After the correction procedure, the diurnal LST record of the urban areas has
increased to reverse the cooling urban effect during the daytime, whilst the nocturnal LST
record has decreased to remove the local urban warming.

Although the urban cooling effect in the daytime LST trend was tiny, it was also
completely unexpected. This was fundamentally because of the strong positive heat island
the urban areas formed in the Nile Delta region, as illustrated in Table 2. Within the diurnal
division of the day, it was clear that the urban settlements were always warmer than their
rural envelopes throughout the study period, in which the UHI intensity oscillated between
its minimum strength of 1.7 ◦C in 2003, and the maximum strength of 2.5 ◦C in 2010. This
conflict in urban effects among the positive intensities of annual UHI and the negative trend
of inter-annual UHI needs further research to be diagnosed and clarified. As a tentative
attribution of the diurnal urban cooling effect through time, we suggest the increasing
shading effect within the urban environment by buildings. Another possible cause is the
thermal inertia, i.e., the ability of urban material to absorb heat and store it subsurface
during the daytime, then release it later in the nighttime. This effect delays thermal
sensation and prevents overheating during daytime hours. In addition, the elevated levels
of the man-made pollutants and aerosols in the urban canopy and boundary layers can
increase the atmospheric albedo in the city rather than in the rural areas.

The same phenomenon was noticed in China [53] during the period 1980–2009 using
different datasets and methodology. The research used ERA-interim reanalysis datasets
of the average air maximum and minimum temperatures and relied on an urban-derived
approach to correlate the urban warming to the urban fraction in 10 × 10 km around
753 weather stations. The urban growth enhanced the average minimum temperature
by +1.7 ◦C ±0.3 ◦C, whereas the average maximum temperature trend declined slightly
because of urbanization by −0.4 ◦C ±0.2 ◦C. Based on this estimation, the local urban
warming represented about 9% of the overall regional warming trend in minimum temper-
ature and reduced the maximum temperature trend by 4%. However, the study provides
no explanation for this. A promising study [106] utilized two decades (2001–2018) of
Aqua/Terra MODIS imagery to investigate the day/night temporal trends in LST and
surface UHI for three diverse Indian cities (Lucknow, Kolkata, and Pune). Positive trends
in the inter-annual averages of daytime (0.003 to 0.059 ◦C/year) and nighttime (0.030 to
0.078 ◦C/year) LST records were observed in the cities, except in Pune City where urban
cooling was detected during the daytime. The increase in the aerosol concentration, the
consequent decrease in surface insolation and air temperature, and expanding the vegeta-
tive areas over time were considered as the primary reasons for the urban daytime cooling
effect in Pune. Nighttime UHI was positive for all cities (mean annual intensities ranged
from 1.34 ◦C to 2.07 ◦C). Statistically significant upward trends were observed in mean
annual UHI intensity (0.009 ◦C/year to 0.022 ◦C/year) for Kolkata and Pune. A downward
trend was observed over Lucknow.

The discoveries of this study were found to partially support the numerous investi-
gations adopting the significance of the urbanization process and the UHI effect on the
temperature records. For example, early studies assessed the significance of warming
produced by the local urbanization effect on large-scale mean temperature time series. The
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urban bias was identified by about just 0.1 ◦C in the Northern Hemispheric landmass’s
temperature datasets during 1904–1984 [39] and ranged between 0.15–0.26 ◦C/30 years
in China’s northern plains (1954–1983) using a statistical methodology of the rank-score
procedure [45]. In South Korea [44], estimations of urban trends were positive, indicating an
increasing trend in the urban bias over time. Warming trends oscillated from 0.039 ◦C/year
to 0.042 ◦C/year in the urban stations, while the rural areas had the minimum trend mag-
nitude (0.028 ◦C/year). Lately, in Great Britain, urbanization’s contribution to atmospheric
warming in the daily mean temperature was computed to be 0.02–0.06 ◦C (1961–2015) by
utilizing a statistical model linking the UHI intensity with urban fraction and wind speed.
More recently, 42 weather stations (2009–2018) in the western Yangtze River Delta were
selected to analyze the environmental factors dominating within a 5 km buffer around
the old and new station locations based on remote sensing technology [32]. The multiple
linear regression models between temperature data and the 17 environmental conditions
were efficient to correct the urbanization effect with an error range of 3.66–18.21%, and an
average error of 10.09%.

However, the upward LST trend of the Nile Delta’s urban areas at a smaller magnitude
than the nearby countryside in the daytime datasets minifies the urban contribution to the
climate change issue. The underestimation of the urban role in changing the temperature
record over time is a scientific thought that was suggested by some previous studies to the
degree that the urban effect can be fully neglected. This premise was reinforced by analysis
over the globe [51,112], world lands [113–116], global rural areas [117], and the contiguous
United States [46].

4. Conclusions

Under the circumstances of the paramount importance of the Nile Delta and its high
vulnerability to climate change and the relevant negative environmental impacts, and the
sharp insufficiency of the ground meteorological network, the main objectives of the study
were to employ the available satellite-based products of Aqua/Terra LSTs and Landsat
GAIA settlement coverage to detect and monitor urban dynamics across the Nile Delta,
explore the relevant changes in day/night and urban/rural temperature records, and
assess the possible local urban bias in those records. It was found that the region has been
subjected to an intensified LULC change because of the rapid urbanization resulting from
accelerated population growth. A dramatic increase in urban areas has taken place at the
expense of the rural fringes throughout the Nile Delta. The total urban expansion was
greater than two-thirds (69.1%) of the original urban area in 2000. This was accompanied
by a notable warming trend in the day/night and urban/rural LST records. The nocturnal
LST exhibited a warming tendency (0.072 ◦C year−1) larger than the diurnal equivalent
(0.065 ◦C year−1). The urban–rural comparison approach disclosed that the urbanization
process caused a warming bias in the nighttime LST trend by 0.017 ◦C year−1 (21.8%) and
a cooling bias in the daytime by −0.002 ◦C year−1 (4.4%). Correlation analysis detected a
positive nexus between the urban dynamics and LST trends. All the results were statistically
significant at a confidence level of 99%, where the p-value was always equal to 0.01 or less.

Based on these findings, the key research contribution was to provide accurate quan-
tification of the temperature change across the region. Identifying the local urban warm-
ing/cooling effect enables applying corrections to temperature records to estimate the
actual regional climate change. This separation of local and regional components of the
temperature change is of critical importance in the subsequent investigations concerning
the climate change impact assessment and sustainable development in the region. Con-
ducting the analysis in both daytime and nighttime scales enriched the research results and
widened its applicability. It should be noted that urban sprawl is a substantial factor caus-
ing temperature change over time and space. There are other driving factors controlling
such changes, such as sea–land interaction, the water body of the Nile River, micro-scale
aspects of climate, LULC types, building geometry, and anthropogenic heat emissions. The
current study’s scope focused on urban sprawl as a reliable measure of urban dynamics,
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in addition to some other mechanisms, including the maritime role, the Nile River effect,
and the prevailing winds. However, the concentrated domain of the study has no effect on
introducing uncertainty in the key research findings, i.e., the temperature trend analysis
and temperature record adjustments. The other driving factors of temporal temperature
change could be a topic for future research, particularly the LULC change. Promising
research works can integrate all measures of urban dynamics, e.g., intra-urban surface
configuration [118], population growth [104], and built-up sprawl, to provide a holistic
assessment of the urbanization–warming nexus.

The study concluded that the urban dynamic process, in terms of city sprawl, is a
dominant, substantial degradation mechanism of the urban thermal environments. It
can prompt a significant micro-scale bias in the temperature records of the Nile Delta
cities. Therefore, discriminating the local-to-regional components of these records is an
indispensable prior requirement to provide accurate quantification of the macro-scale
climate change acting as an integral basis for studies of sustainability and climate change
impacts assessment.
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Abstract: The Damietta Promontory is a distinct coastal region in the Nile Delta Egypt, which
comprises several communities with strategic economic projects. The promontory has experienced
numerous inundation crises due to anthropogenic intervention and/or sea level rise (SLR). The
recorded rate of erosion detected is from −18 to −53 m/yr., and −28 to −210 m/yr. along the
promontory’s western and eastern coasts, respectively, with a total loss of about 3 km during the past
century. It is critical to ensure sustainability of this coastal region in case of future climate changes
and expected SLR; accordingly, the state has implemented a long-term plan of coastal protection. The
current study updates the coastal changes and assesses the efficiency of the protection structures.
For such study, Ikonos satellite images of 1 m high-resolution were acquired on 30 July 2014 and
10 August 2022, respectively. These were compared to multitemporal Landsat images dated 30 June
2015, 29 September 1987, 15 October 1984, and the Landsat 4 MSS images dated 20 October 1972.
The results confirm the presence of accretion along the western jetty of the Damietta Harbor with an
average of +10.91 m/yr., while erosion of −4.7 m/yr. was detected at the east of the eastern harbor
jetty. At the detached breakwaters along Ras El-Bar, an accretion of +4 m/yr. was detected, and
then erosion was measured westward to the tip of the detached breakwaters with an average of
−1.77 m/yr. At the eastern coast of the promontory, eastward erosion was recorded with rates of
−44.16, −34.33, and −20.33 m/yr., respectively, then the erosion stopped after the construction of
the seawall. The current study confirms the efficiency of the detached breakwaters and seawalls as
coastal protection structures. However, the seawalls lack swimming-friendly long, wide beaches like
those found on the detached breakwaters. The groins seem ineffective with rips and reversed currents
like those at Ras El -Bar. To develop a fishing community at the Manzala triangle similar in nature to
Venice, it is recommended to extend the seawall to 12 km and then construct detached breakwaters
eastward to the El-Diba inlet. To secure sustainability of the coast, a continuous maintenance of the
protection structures to keep their elevations between 4–6 m above sea level (a.s.l.) is a critical task,
in order to reduce the potential risks that could arise from a tsunami, with sand nourishment as a
preferred strategy.

Keywords: assessment; protection structures; inundation; hazards; shoreline changes; Nile Delta

1. Introduction

The Nile Delta is a classical globally studied river mouth, formed from the interplay
of the River Nile and the Mediterranean Sea across the geologic time scale. The Nile
Delta has seen significant development in recent years as part of the national strategy for
sustainable development 2030 [1]. The Nile Delta coast is a subaerial part of the fluvio-
marine Bilqas Formation of the Holocene age [2]. The Holocene is composed of fluvial
sediments of prodelta clays and delta-front sands and silts, with marine and subaerial
coastal sediments such as beach ridges and coastal sand dunes [2]. The structural sequence
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shows a continuous prograding delta with a coarsening upward sequence [2,3]. Study of
the coastal geomorphology reflects that the delta beaches are described as having fine to
extremely fine sands and being fully dissipative, divergent, smooth, wide, gently sloped
beach faces [4]. Due to SLR and anthropogenic intervention, the Nile Delta coast is currently
neither dissipative nor divergent [3,4], and new wave and current patterns have resulted
in new coastal segmentations related to the direction of the shoreline, the relationship to
induced waves and currents, and the implemented protection structures. The studies of
LC/LU of the coastal Nile Delta reveals the presence of geomorphic units including the
beach ridges, coastal dunes, and interdune depressions with sabkhas [5,6]. Most of these
features were obliterated through the coastal development [5,6]. The beaches show cuspate
features, steep berm gradients, and shell distribution [4], and these features, supported
with the results of satellite images, help in reliable interpretation of coastal dynamics and
understanding the role of the interplay of different factors along the coast [4].

The Damietta Promontory (31◦27′55.15′ ′ N and 31◦2′13.51′ ′ E to 31◦22′22.8′ ′ N and
32◦2′32.66′ ′ E) was selected for the current study a number of reasons, including the fact that
it supports the economy through industries such as tourism and fishing and is expected to
attract additional investment. This area is prone to seasonal inundation, which may threaten
ongoing development. The Damietta branch of the Nile is like an artery that runs through
the body of the Damietta Promontory, and meets the Mediterranean Sea at the Damietta
mouth (Figure 1a), dividing the promontory into two coastal segments (Figure 1). The
western one is oriented NE–SW, comprising Ras El-Bar Resort and Damietta Harbor. The
eastern one is oriented NW–SE, and comprises Ezbet El-Borg City and the Manzala Lagoon
(Figure 1a,c), [7]. The Damietta branch, along with the historical branches, discharges more
than 150 million m3 of sediment into the Mediterranean annually [3]. Such huge discharge
has led to accretion, with the coast protruding into the sea for 2–3 km [4,5]. Of these
sediments, 0.6 to 1.8 million m3/yr. moves along the coast, forming the promontory [5].
The extension of the promontory into the sea reflects the quantity of discharge reaching the
coast from the Damietta branch relative to the drift by longshore transport [5].

The wave propagations at Ras El-Bar come principally from the NW (78%), NE (21%),
and SW (1%) directions [8]. The resultant longshore currents have SW and NE directions,
and are produced from N, NNW, and NW (50◦) and WWN (40◦) waves, respectively. On
the other hand, wave propagations at Ezbet El-Borg come from the N, NNW, and NE
(90◦), resulting in a unidirectional NE longshore current without reversals (Figure 1a) [7,8].
Additionally, ground subsidence of up to 5 mm/yr. [9,10] and SLR of 5–6.9 mm/yr [11]
both have contributed to coastline retreat [12,13] and a generally termed relative sea
level rise [14].

Ras El-Bar and Ezbet El-Borg cities (Figure 1a,b) comprise 10% of the Damietta
province’s total population of about 1,600,000, of whom 25,000 live at Ras El Bar, and
make their livelihood by serving from 250,000 to one million tourists and visitors a year
at resort facilities and by providing summer entertainment. On the other hand, Ezbet
El-Burg City is inhabited by 100,000 people, of whom 10,000 are anglers (1% of Egypt’s
total). It is one of the world’s most famous cities in the fields of fishing and shipping [15].
It is the base of Egypt’s largest fishing boat fleet, including boats of the traditional felucca
type. The city itself hosts 65% of the Egyptian naval fleet, approximately 926 fishing boats,
and receives a number of other ships, bringing the number of boats operating along the
Damietta coast to 1350 boats. The city is also home to a sardine-canning factory operated
by the Edfina Company [15].
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of the Damietta Harbor. The yellow rectangle refers to the location of Figure 5f–h, while the red 
rectangle refers to the location of Figure 5a–e (c). 

The fishing sector provides the main source of income for the locals. Many of the 
fishing boats venture far into the Eastern Mediterranean and the Red Sea [15]. In addi-
tion, the city has interesting historical values with several archaeology sites and possi-
ble underwater antiquities. The annual inundation of these cities by winter storms rep-
resents a critical crisis for these benefited people and influences their way of life. A 

Figure 1. Satellite image from 1972 of the Damietta Promontory with the western coast including Ras
El-Bar resort and Damietta Harbor, with the eastern coast comprising the Ezbet El-Borg fishing city
and the Manzala lagoon triangle (a,b). The black rectangle refers to the location of Figure 4c. The
situation at 2015 and comparison with 1984 satellite image showing segments of accretion in red color
and erosion in yellow (c) W.J. and E.J. are the western and eastern jetties of the Damietta Harbor. The
yellow rectangle refers to the location of Figure 5f–h, while the red rectangle refers to the location of
Figure 5a–e (c).

The fishing sector provides the main source of income for the locals. Many of the
fishing boats venture far into the Eastern Mediterranean and the Red Sea [15]. In addition,
the city has interesting historical values with several archaeology sites and possible un-
derwater antiquities. The annual inundation of these cities by winter storms represents a
critical crisis for these benefited people and influences their way of life. A possible SLR
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through climate changes may represent a catastrophic episode for these vulnerable areas
and residences [12,13,16].

In 1981, construction of the Damietta Harbor (Figure 1c) began in order to meet the
needs of increasing international trade in the Eastern Mediterranean [17]. It was also
planned to build the harbor inland to minimize the effects of waves and currents and to
avoid storm conditions [18]. The location of the harbor was selected along an embayment
with minimum wave energy and shoreline changes [19,20]. The navigation channel of
the harbor was protected by construction of two jetties, the western (WJ) and the eastern
(EJ), later extended to 1300 m and 600 m, respectively (Figure 1c) [21]. The annual net
rate of littoral drift on the western side of the harbor is about 1.43 × 105 m3 (accretion
with an average 2.13 m/yr.) while the annual net rate of littoral drift on the eastern side is
about 2.54 × 105 m3 (−92 m erosion on average over the past 45 years) (Figure 1c) [20,22].
Therefore, the harbor is threatened by problems of erosion along its eastern jetty and
sedimentation along its navigation channel. The orientation of the navigation channel and
its depth represent a sinking area receiving more west-to-east drifted sediments, reducing
the channel depth form 14 m to10 m, which impedes the navigation of ships along the
channel [23]. It is intended to construct a new section of harbor to increase its capacity
to accommodate the greater cargo trade and to ensure a depth of 18 m in the navigation
channel to allow passage of giant ships, required for transferring the products of the
liquid natural gas (LNG) plant, the methane and formaldehyde industry, and for a free
industrial zone [24].

In order to assess the coastal dynamic and shoreline changes, the current study’s
main novelty is the use of high-resolution Geo-Eye (Ikonos) satellite images that compare
to other Landsat images, and a real field investigation including identification of beach
and nearshore geo-features expressing the coastal dynamic and shoreline changes. Such
high-resolution results will offer ± 1 m accuracy of shoreline measurements, and allow an
excellent opportunity to assess the current situation and the efficiency of the protection
works. It will be a prototype for sustainable development of relevant fragile coasts suf-
fering erosion problems. Among the current study’s objectives are to: (1) update rates of
shoreline changes; (2) assess the implemented protection structures based on a comparison
of shoreline changes; (3) demonstrate their efficiency to protect the coast from inundation;
(4) determine the role of SLR, land subsidence, and the anthropogenic intervention in
creating the problem of coastal inundation; (5) propose a role model of investment of the
islands of the Manzala triangle; (6) confirm the role of Integrated Coastal Zone Management
(ICZM) as a sustainable approach in dealing with coastal areas.

2. Data and Methods

The resolution of satellite images is increasing: observations are becoming more
frequent, and this trend is expected to continue in the near future [25]. However, images
always contain some uncertainty, which is one of the most common challenges [25]. Thus,
quantitative uncertainty information associated with the data is required. It is also a
critical scientific effort for both data producers and end users, as the process will reveal
error characteristics that will guide further improvements in data production and rational
data use [26]. To avoid uncertainty of remote sensing results, the selected images should
not include more than 10% cloud. Geometric correction is used to correct the variation
between the actual location coordinates and the raw image data on the ground or target
image [27]. Geometric correction was performed through image-to-image geo-referencing
in the Universal Transverse Mercator Projection (UTM/zone 36 WGS 84). In the current
study, at least 10 prominent well-distributed ground control points (GCP) were selected in
the master images, located in the other images, and then a nearest-neighbor resampling
method was applied in addition to ground verification of several well-known points that
were easily identified and observed in the field. In the current study, three points were
detected and verified; one at the eastern jetty of the Damietta Harbor, the second at the
tip of the eighth breakwaters, and the third at the lighthouse of the western jetty of the
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Damietta branch of the Nile. It was considered for remote sensing applications to use
images taken at various dates prior to and after the construction of the protection structures
to demonstrate the efficiency of the structures in protecting the coast concerned. We needed
data from at least two dates to track changes in coastline locations. The impact of shifting
shorelines is not as obvious, and a large set of data is required to track changes in coastline
locations [27,28]. Atmospheric correction was applied using Fast Line-of-sight Atmospheric
Analysis of Spectral Hypercubes (FLAASH) as a method in ENVI for retrieving spectral
reflectance from hyperspectral radiance images. FLAASH incorporates the MODTRAN
radiation transfer model to compensate for atmospheric effects [27,29].

Multitemporal Landsat images were used in the current study (Table 1) to identify
environmental changes: (1) the Multispectral Landsat 8-OLI (dated 30 June 2015, path 176,
row 38), (2) the Landsat 5 TM (dated 29 September 1987 and 15 October 1984, path 176,
row 38), and (3) the Landsat 4 MSS (dated 20 October 1972, path 189, row 38). The data
were obtained from the USGS’s GLOVIS and EARTH EXPLORER websites [30]. All image
scenes were processed using ENVI 5.1 and arc GIS 10.4 software. These were compared
with the results deduced from the high-resolution 1 m ground IKONOS satellite images
acquired on 30 July 2014 and 10 August 2022, respectively. The image data were acquired
from the World Imagery Wayback—ArcGIS Living Atlas sites [31]. Images of the two
shorelines at different dates were extracted using photo-interpretation techniques covering
8 years (2014 and 2022, respectively).

Table 1. Satellite data acquired and utilized in the present study in a chronological order from 1972
to 2022.

Satellite Sensors Resolution (m) Date Spectral Bands

Landsat 4 MSS 60 20 October 1972

0.5–0.6 µm visible green
0.6–0.7 µm visible red
0.7–0.8 µm near infrared
0.8–1.1 µm infrared

Landsat 5 TM 30 15 October 1984
29 September 1987

0.45–0.52 µm visible blue
0.52–0.60 µm visible green
0.63–0.69 µm visible red
0.76–0.90 µm near infrared
1.55–1.75 µm infrared
10.4–12.5 µm thermal

Landsat 8 OLI 30 30 June 2015

0.43–0.45 µm coastal
0.45–0.51 µm visible blue
0.53–0.59 µm visible green
0.63–0.67 µm visible red
0.85–0.87 µm near infrared
1.56–1.65 µm infrared
10.6–11.1 µm thermal
11.5–12.5 µm thermal
2.10–2.294 µm infrared
0.503–0.676 µm panchromatic
1.363–1.384µm cirrus

IKONOS IKONOS 1–4 30 July 2014
10 August 2022

450–520 nm Blue
510–600 nm Green
630–700 nm Red
760–850 nm Near-IR
530–930 nm Panchromatic

The DSAS tool was used to determine the rate of shoreline displacement (Figure 2).
DSAS is an add-on for Esri ArcGIS that enables users to compute shoreline change rate data
from numerous coastlines with various dates [32,33]. This feature enables the creation of
transects along the shore that are positioned perpendicular to the baseline at the desired user
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spacing [34]. A new transect layer was made using the Digital Shoreline Analysis System
(DSAS) tool, with a transect spacing of 100 m. DSAS extracted the required data from the
input baseline, shoreline, and transect files covering a 5 km long section of shoreline.
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The methodology for calculating rates was based on observing how shorelines changed
over time. A quick and effective way for estimating the rate of shoreline changes is the end
point rate (EPR) (Figure 2). The mean annual rate of shoreline change (meters per year) for
the oldest and most recent coastlines is calculated by dividing the distance of shoreline
movement by the amount of elapsed time [35]. EPR is one of six methods used by DSAS to
calculate rate-of-change statistics for a time series of shoreline vector data [36]. EPR is used
to assess the annual rate of shoreline alterations for periods between 2014 and 2022. Similar
assessments and predictions of shoreline change using EPR and linear LRR tools in DSAS
have been utilized on the Andhra Pradesh coastline in India [37].

3. Results and Discussion

The global SLR in most of the world’s oceans and seas, including the Mediterranean,
may have serious consequences on the low-lying land of fragile coasts, including the
Nile Delta. The studies of coastal changes along these vulnerable coasts are usually of
global interest. Such studies update our understanding of SLR in the context of climate
change, land subsidence, and other anthropogenic interventions. This section is dedicated
to disclosing the current high-resolution Geo-Eye (Ikonos) satellite images compared with
the historical results in order to update the records, determine the changes, understand
the situations that led to the implementation of several protection structures, and then
to recommend the preferred model for coastal stability. The recorded results are listed in
Figure 3 and compared with the current study’s results.
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Figure 3. Summary of the recorded data base of shoreline changes along the Damietta Promontory
(references are listed in the last column) compared with the current results (first raw). The erosion is
given in negative values while accretion rates expressed in positive values [1,4,5,8,16,22,38–48].

3.1. The Coastal Dynamics and Protection Structures

To measure the coastal dynamics and shoreline changes we must take into considera-
tion some aspects of interest, among which are the physical conditions and the nature of
coastal materials and whether these are rocks or soft sediments, and the orientation of the
coastline in relation to waves and currents [4]. While the western side of the promontory
is oriented NE–SW, and most waves come from NW propagation, these have resulted in
two opposing SW and NE longshore currents. The eastern one is oriented NW–SE and the
waves oriented N, NNW, and NE have resulted in a unidirectional NE longshore current
(Figure 1a) [7,8]. The presence of bidirectional currents may little impede the drifting of
sediment, which does not apply in the unidirectional current [4]. This may explain why
erosion along both sides of the promontory appears different: while the recorded rate of
erosion on the promontory’s western coast was between −18 and −53 m/yr., at the same
time, rates of −28 to −210 m/yr. were detected on the promontory’s eastern coast [5,7,8].

Since 1902, coastal changes have been attributed to the development of numerous
barrages and dams to regulate water flow, which altered the river system. The promontory
then underwent erosion and shoreline retreat (Figures 1a, 3 and 4a), with rates of −53 m/yr.
and −210 m/yr., on the promontory’s western and eastern coasts, respectively [38,39].

213



Sustainability 2022, 14, 15415

Sustainability 2022, 14, x FOR PEER REVIEW 8 of 20 
 

Since 1902, coastal changes have been attributed to the development of numerous 
barrages and dams to regulate water flow, which altered the river system. The prom-
ontory then underwent erosion and shoreline retreat (Figures 1a, 3 and 4a), with rates 
of −53 m/yr. and −210 m/yr., on the promontory’s western and eastern coasts, respec-
tively [38,39].  

 
Figure 4. Comparison of satellite images of 1984 and 2015 showing the values of eroded and 
accreted coast in meters. The yellow bar shows the location of the seawall at “b” (a). The seawall 
constructed in 2000; A–A´ is a location of cross section along the seawall (b) illustrated section 
at (c) [14], with basalt, dolomite and tetrapod dolos of 3 tons (c). The two jetties at the Damietta 
branch river mouth (d). The red circle and yellow rectangle at (b,d) refer to the eastern and 
western jetties at the Damietta branch, respectively. 

Figure 4. Comparison of satellite images of 1984 and 2015 showing the values of eroded and accreted
coast in meters. The yellow bar shows the location of the seawall at “b” (a). The seawall constructed
in 2000; A–A’ is a location of cross section along the seawall (b) illustrated section at (c) [14], with
basalt, dolomite and tetrapod dolos of 3 tons (c). The two jetties at the Damietta branch river mouth
(d). The red circle and yellow rectangle at (b,d) refer to the eastern and western jetties at the Damietta
branch, respectively.

From 1909 to 1980, these rates changed to−18 m/yr. and−28 m/yr., respectively [5,7].
Beginning in 1972, the promontory’s erosion rates increased to−23 m/yr. and−52 m/yr. on
the west and east promontory coasts, respectively [7]. This was strongly linked to the entrap-
ment of sediment discharges after the construction of the Aswan High Dam [40,46,49,50].

214



Sustainability 2022, 14, 15415

This confirms that the problem of erosion along the Nile Delta coast is old and started as
early as the start of the 20th century, which enforced the state to react to the problem and
build several protection structures. Some of these structures were damaging to the coast
due to several physical and geological conditions.

The history of protection structures began around 1929, when the Damietta estuary
was constantly subjected to sedimentation and shifting of the river mouth because of
longshore drift, causing shoaling in the estuary and preventing fishing boats from entering
across the river mouth to the sea and vice versa [46,51]. This prompted the construction of
two jetties of 240 m and 290 m in length (Figure 4d), to keep the river mouth open [7,8,51],
which were later renewed in 2007. Between 1984 and 1991, the promontory retreated by an
average of −196 m (e.g., −28 m/yr.), and total erosion of the promontory from 1984 to 2015
was calculated as −1631 m (Figure 4a), with an average erosion rate of −20.61 m/yr. [7,8].
Other results detected between 1971 and 1990 were that the shoreline retreated −24 m/yr.
to the west, and −41 m/yr. to the east of the promontory [5,43], and the lengths decreased
by −1.9 km to the west, and −3.3 km to the east [5,43]. Rates of erosion were recorded at
−15 m/yr., −39 to −11 m/yr. [16,51], and at −47.99 m/yr., −43 m/yr. and −53.30 m/yr.
near the promontory’s tip [41,42,51] (Figure 3), which led to the building of a seawall at the
eastern promontory.

A 6 km long and 4 m a.s.l. seawall was constructed along the eastern side of the
Damietta Promontory in 2000 [42,43,52] (Figure 4a,b). It is made up of prefabricated 4 to
7 tons dolos alternated with carbonate and basaltic rocks to protect the promontory from
erosion (Figure 4c) [47,49]. However, severe erosion was detected at the down-drift of
the seawall [53] (Figures 4a and 7c for comparison), which led the state to add 6 km in
length to the wall to cover the erosional coast at the tip of the Manzala lagoon (the Manzala
triangle, Figure 1b). The erosion then transferred eastward, eroding a considerable part of
the Damietta Spit (Figures 1b and 2a). Rates of erosion between −24 m/yr. to −65 m/yr.
were detected at the sand spit from 1972 to 2018 (Figure 3), [44,45,48].

In 1963, a concrete seawall was constructed (Figure 5a) along the western side of
the promontory at the Ras El-Bar resort to reduce erosion along the southern edge of
the western jetty of the Damietta Promontory. This seawall was subjected to sediment
undermining, which caused a partial collapse (Figure 5a). The seawall was later rebuilt as
a rip-rap structure that stands around 3.5 m a.s.l. (Figure 5b) [48,53]. To the west of this
seawall, three 120 m long concrete groins were built in 1971. These were constructed as
prefabricated blocks that were protected by concrete dolos (Figure 5c), but when erosion
persisted, the groin’s blocks broke and fell. Two of these groins were replaced in 2010,
and they were extended to form a small bay with a tiny exit (Figure 5d) [4,49]. Some of
the drifting sands ended up in this bay, forming a new sandy beach with a highly safe
swimming location.

Until 1990 Ras El-Bar coast was still eroded, with rates up to −83.20 m/yr. recorded
prior to the construction of the detached breakwaters [4,49] (Figure 3). Four detached
breakwaters were built between 1991 and 1994. By the year 2000, four more breakwaters
were added, bringing the total number to eight (about 400 m from the shoreline and a depth
of 4 m b.s.l.). Each breakwater is 200 m long, with a 200 m space, and 3 m elevation a.s.l.
(Figure 5e). Beyond these breakwaters, a shadow area was created with reduced (only 25%)
wave energy (Figure 5e), ensuring coastal accretion of +4 m/yr. (Figures 6 and 7b), and a
total area of 0.46 km 2 (Figure 1d).
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Figure 5. The coast west of the promontory at Ras El-Bar showing the concrete seawall. (a) The yellow
rectangle refers to the lighthouse; the modified 1200 m seawall extends westward of the Damietta
Nile branch. (b) One of the three 120 m long concrete groins that were constructed to the west of the
seawall at “b” and (c) later renewed. (d) The successful detached breakwaters that create shadow
zones of 25% of the waves’ energy. (e) Eastward evidence of erosion including shell accumulation,
cuspate beach “red arrows” (f) at the coast east of the harbor eastern jetty (see Figure 1c yellow area),
with developed rip currents (yellow arrows) (g) and waves rolled mud balls along the eroded coast
(pink arrows) (g), [4]. The new Y groins east of the harbor jetty (blue arrows) (h) with accretion along
the groins and erosion along the spaces in between.
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Figure 6. Comparison of summer houses at Ras El-Bar during inundation in 1986 where water sea
water attacks the houses and they lose the swimming beaches, and later in 2000 after the construction
of the detached breakwaters the same house have regained a wide sandy beach (a–d). Partial collapse
“red arrows” and sedimentation “yellow arrow” at the protection structures, such collapse lowered
the elevation of the breakwaters to less than 1 m a.s.l. (e,f).

The beach in front of the summer residences inundated during 1986 was restored as a
wide flat beach during 2000 (Figure 6a–d). The detached breakwater structures showed
rates of accretion of +12–14 m/yr. [16,53], and up to 21 m/yr. [49] (Figure 3). According to
El-Asmar [49] a new reversing eddy current formed westward of the detached breakwaters
resulted in erosion on the coast with an annual rate of −4.7 m/yr., and a total erosional
area of 0.57 km2 (Figure 1d). The development of a cuspate beach with shell accumulations
and rip currents (Figure 5f,g) confirm the evidence of such erosion [4].
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Figure 7. GeoEye (Ikonos) satellite images captured 30 July 2014 and 10 August 2022 showing the
changes in three coastal zones A, B, and C (a) the erosion and accretion around the Y-groins (a) and at
the detached breakwaters Area B (b). The changes after the construction of the seawall “the yellow
bar location” and erosion to the down drift “pink shadow” and at the sand spit (c).
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Inspection of this area of the coast shows evidences of sediments undermining sands,
resulting in local subsidence (Figure 6e) of the detached breakwater with considerable
sedimentation around the breakers’ body (Figure 6f). At the present time, the elevation of
these breakers reached in some places less than 1 m (Figure 6e–f). Annual sand nourishment,
as well as maintenance and support of the breakwaters with replenishment materials to
secure their elevation at not less than 6 m, are critical tasks.

To protect the Damietta Harbor from physical conditions (waves, currents, and littoral
drift), two jetties were built in 1981; these jetties are the western (WJ) and the eastern jetties
(EJ). From 1984 to 1987, the shoreline west of the western jetty accreted at an average rate of
+13.00 m/yr. (Figure 3). From 1987 to 2015, it displayed continuous accretion of +12.4 m/yr.
(Figure 3). Later, the accretion continued at a rate of +15 m/yr. at the west of the harbor’s
western jetty [16,53]. Other rates were reported as +9–16 m/yr. and an area of +0.244 km2

up to 2018 [8,16,22,44,47,51]. During the years 1984 to 1987, the coastline at the eastern
jetty increased by an average of +10.13 m/yr. (Figure 1c EJ; Figure 7a Area A). A few years
later, the erosion along this coast reached an average of −4.7 m/yr. (Figure 3), which threat
the inland body of the eastern harbor’s jetty. This prompted the 2014 announcement of
construction of a new project by Egyptian General Authority of Coastal Protection.

3.2. High Resolution Geo-Eye (Ikonos) Satellite Images

More than 20 years of monitoring this coastal area has been supported by research,
ICZM, and coastal geomorphology, and supplemented with data from Geo-Eye (Ikonos)
satellite images taken on 30 July 2014, and 2 August 2022, with a ground resolution of 1 m.
In addition, a massive database was compiled through long-term research along the Nile
Delta’s coast. These enabled a more accurate assessment of the current coastal situation
at the Damietta Promontory, as well as an evaluation of the protection structures put in
place to ensure sustainability in the face of climate change and sea-level rise. The data
collected from the Geo-Eye (Ikonos) satellite images of the western and eastern coasts of
the Damietta Promontory from 2014 to 2022 are listed in Figure 3, and satellite images are
illustrated in Figure 7. It is worth mentioning that no results have been detected for the
area west of the harbor’s western jetty (Figure 1c WJ), due to the ongoing construction of
the harbor extension.

During 2014, four Y groins were built, three of the groins designed to be 170 m in
length and the fourth 120 m, with 400 m space in between (area A, Figure 7a). The satellite
images ensure the actual lengths at 188, 177, 149, and 125 m from east to west, respectively
(Figures 5h and 7a), whereas the gaps set at 430 m. Erosion areas between groins east of
the eastern jetty are −14,434m2, −15,762m2, and −18,456m2 with an average of −2405,
−2626, −3076 m2/yr. (Figures 3 and 7a). While areas of accretion were observed at the
groin bodies (Figure 7a) with areas of +2345 m2, 2590 m2, 7517 m2 and 10,587 m2 (Figure 7a,
Area A) and an average of +391, +432, +1253, +1765 m2/yr. (Figure 3). These are about
to create tombolos. It was the first time the Y groins have been used as a protection
structure along this coastal region. It is too early to evaluate their performance, with
new figures on erosion/accretion. However, sand nourishment for the groin’s gaps is
important [54,55]. The favored solutions include ideas that combines both hard and soft
structures, such as detachable breakwaters with sand nourishment to secure beaches safe
for swimming [54–56].

The current study has proven that the groins cannot protect the beach when rip
currents are present (Figure 5g) or from two opposing currents. Sand undermining has
caused fracture and collapse (Figure 5c) and groins have failed to maintain the shoreline
against erosion. A similar conclusion emerged when 15 groins were constructed along
the Rosetta Promontory, which negatively affected the coastal morphology of the Rosetta
Promontory [57,58], with an average of −30.8 m/yr. lost [50]. There are 47 traditional
groins covering a total length of 3652 m and another 31 groins covering a coastal length of
4421 m at R. Morto Nuovo, Italy. Most of these groins are either completely or partially
submerged, and the coast lost resort and tourism facilities [59].
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The detached breakwaters seem to be relatively effective in protecting the coast [54,56,60]
and freeing up more beaches for swimming. Both the submerged and emerging detached
breakwaters are successful protective measures that keep beaches safe, which is a re-
quirement of the tourism industry and recreational beaches [56,60]. The constraint of the
detached breakwater is the adjustment of the shadow area beyond the breakers’ body to
prevent tombolo formation, as seen in Tunisia [59] or at Baltim and Port Said (Figure 8a,b).
If they comply with environmental regulations and address drowning issues, detached
breakwaters meet communities’ preferences for long-term coastal protection [61] while also
providing recreational facilities needed by the tourism industry.
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While sand nourishment has been unsuccessful along the Port Said coast (Figure 
8c), the current study recommends the use of sand nourishment, which is the least 
expensive method of coastal protection [45,54]. The success of sand nourishment de-
pends on the coastal nature (coastal extension and beach gradient), the presence of 
plenty of sand (unit sand volume m3/m, per meter of the beach length) and a critical 
point is the size of the sand used compared with the native sediments. Unsuccessful 

Figure 8. Two photos showing the unsuccessful detached breakwaters at Pot Said (a), and at Baltim
(b) due to short length of the shadow area. Field photos showing unsuccessful sand nourishment
along El-Gamiel tourist village at Port Said the waves attacked the coast and obliterated all sands
due to the non-efficient quantities of sands m3/m and the grain size (c). Finally, the coastal dunes
natural defense measure subjected to erosion (d) at Baltim, threats the International coastal road and
the Burullus coast.

While sand nourishment has been unsuccessful along the Port Said coast (Figure 8c),
the current study recommends the use of sand nourishment, which is the least expensive
method of coastal protection [45,54]. The success of sand nourishment depends on the
coastal nature (coastal extension and beach gradient), the presence of plenty of sand (unit
sand volume m3/m, per meter of the beach length) and a critical point is the size of the
sand used compared with the native sediments. Unsuccessful sand nourishment cases
were mentioned in Israel [62], and explained as a result of the presence of wide coasts with
strong waves that dredge most sands, and the use of small-grain sand—the size should be
1.5–2 times that of the native beach sands [62]—insufficient sand sources due to environ-
mental restrictions of quarrying, and the lack of maintenance and replenishment [62]. On
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the Dutch coast, sand nourishment is considered a strategic approach and a state trend for
coastal protection. By 2000, the area of sand was increased from 6.4 to 12 million m3/yr.,
adding to the coastline 432 km, which enabled the coastal zone to stay in equilibrium with
sea level rise [63].

It is interesting to shed some light on the problem of coastal sand dune quarrying.
Natural sand dunes and backshores along the coast of the Mediterranean region act as
natural defense measures, reducing erosion and shoreline retreat [64]. Removal of these
dunes is a risky course [28]. Most of the dunes along the Nile Delta, between Baltim
and Damietta, have been removed for urbanization [65], including the construction of
recreational resorts and new communities [66,67]. Such anthropogenic intervention, while
claiming to be sustainable development and investment in the tourism industry, is actually
a major threat to the environment and the stability of the coast. Due to the lack of awareness
of ICZM, several strategic projects were built in inconvenient coastal areas. Focusing on
human demands for entertainment and investments such as tourism-accommodating
beaches and recreational facilities in face of strategic industries imply risks and pollution.
Such imbalance causes deterioration of highly vulnerable systems, compromising both
ecosystem integrity and health, as well as tourism itself [68].

Finally, a discussion about the possible inundation scenarios of the northern Nile Delta
coast seems very interesting. Recent research has postulated two scenarios of 0.5 m and
1 m SLR of future inundated land areas and the affected populations. The extreme scenario
of SLR to 1 m will affect about 3900 km2 of cropland, 1280 km2 of vegetation, 205 km2 of
wetland, 146 km2 of urban areas at the northern borders, and cause more than 6 million
people to lose their houses [69]. However, a more optimistic scenario is based on the
measurements of a SLR gauge and referred to a value ranges between 6.7–6.9 mm/yr. [70].
An interpolation process has been performed for the SLR rates up to year 2050 (a time
period of 35 yeas) has been calculated at 0.24 m. In addition to the average subsidence
rate (calculated at Damietta Promontory to be 2.6 mm/yr., which appears consistent with
the global positioning system rate of 3.5 mm/yrm. Accordingly, the areas vulnerable to
inundation by year 2050 will be 38.40 km2, 3.80 km2, 5.20 km2, and 2.60 km2 for the urban,
agricultural lands, fishing farms, and bare areas, respectively [70].

Tenths of papers have been devoted to the effect of SLR and land subsidence since 1988,
when Stanley and his colleagues [9–11] published their pioneering studies on the Nile Delta
subsidence scenarios, with suggested inundated areas. Since then several scenarios have
been published, estimating future inundation of hundreds of kilometres and the migration
of millions of people from their first homes to other areas to the south [11–13]. A 35 years pe-
riod has passed (1988 to 2022) during which a SLR equal to 0.33 m. is supposed to inundate
1/3 of the suggested areas, a case that has not yet occurred. The present situation undoubt-
fully forced us to conclude that such a gradual increase in SLR is a secondary player and the
predicted 2050 [70] scenario will be similar to that of Stanley [9–11] unless a new strong and
rapid player, such as Tsunami [71], enters the game. Therefore, the anthropogenic factors
are strongly involved. Such as compaction of the Holocene sediments (8000 to 2500) [13],
and urban-induced loading at major cities (12 to 20 mm/yr.). The major cities such as
Cairo, Tanta, Mahala, Mansoura, Damietta, and Port Said, show estimated subsidence are
around 6.4 ± 0.4 mm/year, 4.0 ± 0.6 mm/year, 4.8 ± 1.0 mm/year, 10.0 ± 1.2 mm/yr.,
10.3 ± 1.6 mm/yr., and 4.9 ± 1.6 mm/yr. respectively [72,73]. In addition, the role of
groundwater overexploitation (16 to 20 mm/yr.) that recorded at newly reclaimed lands
and most agricultural lands (like Menoufia governorate) [74], and high subsidence rates (up
to 0.7 mm/year) over onshore gas fields, particularly the Abu Madi [74]. The localization
of subsidence signals on InSAR and GPS imited at the big cities [75], and about 15.56% of
the coastal cities are affected by subsidence [76], the subsidences related to anthropogenic
activities seem to be more effective rather than SLR [76].
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4. Conclusions

Owing to its historical values, economic resources of oil and gas and dense population,
the Nile Delta is a traditional global model for delta research. Several scenarios of inunda-
tion due to SLR are emerging, however; inspection of several areas of the coast confirms
the role of anthropogenic interventions in coastal erosion problems rather than SLR and
land subsidence. In unawareness with the ICZM several economic projects, resorts, and
profession communities were constructed in inconvenient coastal areas, which were later
subjected to erosion. These led the state to implement a plan for coastal protection. The
current study used high-resolution satellite images to detect the shoreline changes at the
Damietta Promontory and to assess the efficiency of the implemented protection structures
in securing sustainability of the coast against SLR and climate changes.

• The current study confirms the efficiency of detached breakwaters in protecting the
coast, with annual sand nourishment preferred in order to secure wide and gently
sloped beaches convenient for swimming. However, the dimensions of the breaker
bodies, gaps, and shadow areas must be taken into considerations.

• Seawalls, on the other hand, are effective in protecting the coast-facing non-available
beaches. The case presented was at the promontory facing the Manzala triangle, where
the seawall may offer stability of the coast against most storms, which allows better
investments for the islands along the Manzala triangle in a model similar in nature to
that of Venice, Italy.

• The seawall at the Damietta Promontory should be extended to the El-Diba Inlet,
the ancient mouth of the Nile’s Mendisian branch. Additionally, we encourage the
presence of detached breakwaters to offer water circulation within the Manzala triangle
and restore beaches for the new resort communities.

• Sand nourishment is the preferred way for protection; this depends on the presence of
a suitable source of sand of the right grain size.

• Due to the absence of continuous maintenance, several areas of collapses are observed
and parts of the breaker body reached an elevation of less than 1 m a.s.l. Such a
situation represents a great risk and continuous maintenance is a critical task to keep
the elevation of the breakers not less than 6 m a.s.l. in order to impede tsunamic waves.

• The groins failed in protecting the coast in cases where there are multidirectional cur-
rents or rip currents perpendicular to the coast due to the resultant sand undermining,
resulting in collapse as seen at Ras El-Bar.

• It is still too early for the Y groins to be evaluated; however, these create a new pattern
of erosion between groins and accretion along the groins’ bodies that will transform
the groins to tombolos.

• The protection structures must be built to cover an entire cell or sector, not just a small
segment. A segment of coast between two bodies of water or outlying headlands is
referred to as a segment in this definition.

• Building the protection structures in an opposite direction to currents is not recom-
mended. Such a situation creates unusual waves and currents that may threaten the
works.

• The current study confirms the role of anthropogenic intervention rather than SLR by
comparing the 35 year time period from 1988 postulated by Stanley and another 35 year
period of a new scenario for SLR through to 2050. In fact, nothing has changed along
the coast since 1988, except the construction of protecting structures. The historical
changes are linked to the entrapment of the discharge rather than action of SLR in
addition to some anthropogenic activities along the coast near big cities. However, a
sudden tsunami is not ruled out.
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Abstract: Due to diverse hydroclimatic conditions and human interventions, the Middle East hosts
a variety of active sources of sand and dust storms (SDS). Discrimination of different types of SDS
sources is the most important factor for adopting optimal mitigation measures to combat SDS. This
study employed a binary mask-based modeling framework to identify Middle East SDS sources.
Accordingly, using time series of remotely sensed data of land surface and atmospheric aerosol
parameters, SDS sources covering an area of 1 million Km2 were identified with an overall accuracy
of 82.6%. Considering the type of land use and spatial-temporal changes in water bodies, SDS
sources were categorized into seven types in terms of origin. Desert sources have the largest share
(>79%), whereas hydrologic sources accounted for about 8.4%. The results showed that water bodies
had a declining trend after 2000. The occurrence of two severe drought periods in 2000–2001 and
2007–2012 led to a 52% decrease in water bodies and a 14–37% increase in SDS emission compared to
the pre-2000 period. The latter drought period also led to a sharp decrease in groundwater resources
across the region. Our results revealed that natural circumstances and drought actively contribute to
the depletion of water resources that led to the formation of SDS sources in the Middle East, while
the role of anthropogenic factors is predominant in the case of hydrologic SDS sources.

Keywords: sand and dust storms; hydrology; surface and ground water changes; spatial-temporal
analysis; remote sensing; Middle East

1. Introduction

Middle East (ME) is the most affected region by climate change with a significant
contribution (15–20%) to global SDS emission [1]. Accordingly, as a prominent feature of
this region, SDS has affected climatic parameters [2,3], human health [4,5], socio-economic
factors [6], and terrestrial and marine ecosystems [7]. ME is the second most SDS-affected
region in the world after North Africa. Considering its location within the subtropical high-
pressure belt of the Northern Hemisphere and its expansive deserts [8], ME is experiencing
SDS events in hot and dry seasons. However, the maximum activity period varies in
different regions of ME. SDS events generally occur in the northwestern parts of the region
in winter and spring. In addition, the most intense events form in the southwestern parts
of the region in the summer [9].

SDS events are driven by a mixture of natural and anthropogenic factors [10]. Natural
factors such as topographic diversity, climatic variability, and several seasonal effective
air masses have created a highly complex situation in this region [11]. With mean annual
precipitation of less than 200 mm, most parts of the Middle East suffer from dry and semi-
arid climates. Therefore, water scarcity has been a lasting problem in the region with serious
consequences for the stability and development of the region’s economy [12]. The spatial-
temporal patterns of precipitation and temperature vary to a great extent across the region
with over 1800 mm along the Caspian Sea in Northern Iran and zero annual precipitation in
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some desert areas in Central Iran and Saudi Arabia [11]. In addition to climatic conditions,
global warming, climate change, and drought occurrence have intensified the spatial-
temporal frequency of SDS events in the region [13,14]. Mismanagement of water, soil, and
vegetation resources in different parts of the ME, especially in Iran, Iraq, Syria, and Turkey
are recounted as anthropogenic factors affecting the SDS occurrence and intensity over the
past few decades [13,15].

Numerous studies have explored the identification of the ME SDS sources, mostly
identifying local scale sources in, e.g., Khuzestan [16] and Razavi Khorasan [17] provinces
in Southwestern and Northeastern Iran, respectively. Other studies have been conducted on
the catchment scale, for instance, the Euphrates River Basin [18], the Central Iran Basin [15],
and the Tigris and Euphrates Rivers Basin [19,20]. Rashki et al. 2021 [21] identified and
characterized the SDS sources in Iran on a national scale. Some studies such as [22–25]
investigated ME SDS sources on a regional scale. As reported in the literature and by [10],
the highest density of SDS sources is in the northern and northwestern parts of Iraq between
the Tigris and Euphrates rivers and along the Syrian–Iraqi border. Considering the location
of the mountains and the direction of the dominant regional wind (Shamal wind) [26], these
sources affect Iraq as well as Iran and Kuwait, in the spring and summer. These sources are
generally located in lands with extensive desert cover, low population density, and sparse
agriculture along rivers. Iraq, Saudi Arabia, and the Persian Gulf margins, respectively,
experience the greatest number of SDS events [10].

SDS occurrence is essentially a function of geographic and hydroclimatic conditions.
Therefore, SDS sources located in different geographical regions may have different ori-
gins and types. Furthermore, various environmental parameters such as wind speed,
evapotranspiration, precipitation, soil physicochemical properties (e.g., soil moisture, tex-
ture, and organic matter), vegetation cover, and topography are known as effective SDS
drivers [19]. These drivers are interactively involved in the formation of SDS. For instance,
water resources affect vegetation cover and are recognized as an essential factor in SDS
emission [27]. Water bodies (e.g., rivers, wetlands, and permanent and seasonal lakes)
accumulate fine-grained sediments, which are highly susceptible to wind erosion. These
erodible lands are so-called “hydrological SDS sources”. As confirmed by the literature,
changes in water resources (e.g., Urmia Lake [28,29], Hamoun Lakes [30,31], and Iraq’s
lakes and wetlands [13]) have played a key role in the Middle East SDS emission. There-
fore, it can be argued that the hydrological cycle parameters (e.g., precipitation, surface
runoff, evapotranspiration, soil moisture, river flows, and surface water and groundwater
resources [32]) have a determining role in the formation of SDS sources, which calls for
further investigations.

A wide range of natural and anthropogenic factors contribute to the formation of SDS
sources in the ME [22]. In addition to the identification of SDS sources, discriminating
between types of sources is an essential way to adopt mitigation measures. Discrimination
and characterization of SDS sources can provide useful information for better understand-
ing and management of this environmental hazard. In this regard, at the basin scale,
recently [15] identified SDS sources in Central Iran using remote sensing data and char-
acterized them in terms of their origin. SDS is naturally a highly dynamic phenomenon
driven by the large-scale interactions of environmental parameters of Earth’s ecosystems,
which highlights the importance of identifying SDS sources at the regional scale. In [22],
the authors identified the ME SDS sources and categorized them by their origin on a re-
gional scale using atmospheric aerosol indices. This approach relied on the thresholding
of atmospheric aerosol indices, which is not accurate enough and so the location of the
identified sources is not entirely reliable.

Remote sensing methods are equipped with special capabilities for spatial-temporal
modeling of SDS from the local [15] to global scales [33,34]. Previous studies have devel-
oped different approaches for SDS source identification using remote sensing data. They
can be in three categories, namely aerosol loading-based [35], spectral indices-based [36],
and susceptibility mapping [19]. Some innovative approaches have recently been devel-
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oped, including the multi-step binary masking approach proposed by [15]. This approach
benefits from not only simplicity but also provides more acceptable results considering the
inclusion of the main SDS drivers and atmospheric aerosol indices in the modeling process.

Considering the effects of water resources on SDS activity in the Middle East, the main
goal of this study is to identify hydrologic SDS sources. To achieve this goal, SDS sources
are identified and then categorized based on their origin. Then, the long-term changes in
surface and ground water in the hydrologic SDS sources are analyzed.

2. Materials and Methods
Methodology

As illustrated in Figure 1, the developed methodology to characterize hydrological
SDS sources of the Middle East using remote sensing data can be summarized in three
main steps. In the first step, SDS sources were identified by using a combination of
atmospheric aerosol indices and land surface parameters (e.g., vegetation cover, wind
speed, soil moisture, and soil sediment thickness) based on a multi-step masking approach.
The second step involved categorizing the identified SDS sources in terms of their origin
and type based on different land cover classes. In the final step, focusing on hydrologic
SDS sources, spatial-temporal patterns of changes in surface and ground water resources
were analyzed.
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• Identifying SDS sources (Stp. 1)

This study used a multi-step binary masking procedure [15] to identify SDS sources in
the Middle East. In general, SDS sources are associated with long-term dense atmospheric
aerosol content. However, a high aerosol content does not necessarily correspond to an
SDS source. As [15] acknowledged, taking advantage of the spatial-temporal patterns
of effective environmental parameters (i.e., SDS drivers) in combination with satellite
atmospheric aerosol indices in a modeling framework can be useful to improve the accuracy

229



Sustainability 2022, 14, 15352

of identified SDS sources. Because in this way, the long-term conditions of the atmosphere
and the Earth’s surface are simultaneously considered to identify SDS emission sources.
Accordingly, the preliminary SDS sources map was produced using atmospheric aerosol
indices. Then, the accurate SDS sources map was generated by accounting for other effective
SDS drivers through binary masks.

Sentinel 5 satellite was launched on 13 October 2017, by ESA to perform atmospheric
measurements to be used for air quality, ozone, and UV radiation, and climate monitoring
and forecasting. By thresholding, the mean absorbing aerosol index (AAI) of the Sentinel 5
(OFFL/L3_AER_AI) in the period from 11 July 2018 to 1 June 2022, the preliminary SDS
sources map was generated. AAI is an aerosol index based on wavelength-dependent
changes in the UV radiation for a specific wavelength pair (354 and 388 nm) during Rayleigh
scattering. It is calculated from the difference between the observed top of the atmosphere
reflectance and the modeled reflectance (the theoretical reflectance calculated from an
atmosphere with only Rayleigh scattering). Positive values of AAI indicate the existence
of UV-absorbing aerosols such as dust and smoke in the atmosphere. Moreover, ozone
absorption is extremely low in the wavelengths used to produce the AAI product. Unlike
aerosol optical depth (AOD) measurements that are highly affected by cloud cover [37],
the AAI can be calculated even in cloudy conditions [38]. The mean AAI map shows
the overall spatial patterns of atmospheric aerosol over a four-year period in the study
area. An appropriate threshold must be defined to separate SDS from other aerosols when
attempting to identify SDS sources using atmospheric aerosol indices [39], since only high
atmosphere aerosol content in a region could not be an accurate indicator for identifying the
emission sources. Therefore, surface SDS drivers must be considered to identify accurate
SDS sources.

To identify SDS sources, it could be assumed that future sources will be created by the
same past drivers and conditions [17]. Various environmental parameters play a role in
the formation of SDS sources [40]. There is no specific rule for choosing these drivers [17].
In this study, the most important drivers including vegetation status, wind speed, soil
moisture, and soil sediment thickness, which are mainly employed in the literature, were
considered. Accordingly, MODIS 16-day normalized difference vegetation index (NDVI)
(1 km spatial resolution) (MOD13A2.v006), TerraClimate monthly average 10 m wind speed
and monthly soil moisture (4 km) [41], and global 1 km gridded thickness of soil [42] were
used as SDS drivers. The 4-years mean maps (11 July 2018 to 1 June 2022) were obtained for
all parameters except for soil thickness. There are four main stages in SDS formation from
an emission source: start, maximum lifting, cutoff, and dispersion. Satellite imagery can be
used to identify SDS sources with high accuracy in the initial stages (start and maximum
lifting) via visual interpretation. By creating a color composite image (RGB), SDS events
and their emission sources can be discriminated from other phenomena in the satellite
image through image interpretation keys, including shape, size, pattern, tone, texture,
etc. Based on the approach proposed by [19], a total of 1014 SDS hotspots were identified
via visual interpretation of MODIS-Terra/Aqua sub-daily true-color composite images
(RGB143) from 2018 to 2022 (Figure 2). Here, 70% of SDS hotspots were used as training
samples for histogram analysis and determining appropriate thresholds for generating
preliminary SDS sources maps and binary masks from SDS drivers. Histogram slicing and
thresholding were performed based on the histograms of SDS drivers in hotspots. The
appropriate thresholds were determined at the 99% confidence interval, and values outside
this interval were assumed to be errors or outliers. Accordingly, the maps of SDS drivers
were separated into two binary classes 0 (no SDS) and 1 (SDS). In the next step, the bitmaps
were masked from the preliminary SDS sources to obtain the accurate SDS sources map,
which was validated using the remaining 30% of SDS hotspots.

230



Sustainability 2022, 14, 15352Sustainability 2022, 14, x FOR PEER REVIEW 5 of 19 
 

 
Figure 2. SDS sources of Middle East. The colored solid dots are SDS hotspots identified using visual 
interpretation of MODIS-RGB images used for histogram analysis (70%: black dots) and accuracy 
assessment (30%: green and red dots). 

• SDS Source Discrimination (Stp. 2) 
The global lakes and wetlands database (GLWD), global surface water (GSW), and 

MODIS-land cover 2020 map (MCD12Q1.006) were used to attribute the identified SDS 
sources to the land cover type and surface conditions. GLWD is obtained from an aggre-
gation of the best maps, data, and information available for global-scale lakes and wet-
lands using GIS functions [43]. GSW was produced using the time series of Landsat 5, 7, 
and 8 images from 16 March 1984 to 31 December 2020. Each pixel is classified into water 
and no-water classes using an expert system. The monthly GSW data available from 1984–
2020 are applicable to change detection purposes [44]. The change detection map demon-
strates the spatial-temporal pattern of changes in surface water. This makes it possible to 
identify intermittent lakes and wetlands and discriminate the corresponding SDS sources. 

The identified sources were discriminated in terms of origin by overlaying the SDS 
sources map on different land cover classes. Ephemeral water bodies (wetlands, lakes, 
and rivers) contribute to SDS emissions [13]. Therefore, GLWD and GSW products were 
used to discriminate hydrologic SDS sources. Here, hydrologic SDS sources correspond 

Figure 2. SDS sources of Middle East. The colored solid dots are SDS hotspots identified using visual
interpretation of MODIS-RGB images used for histogram analysis (70%: black dots) and accuracy
assessment (30%: green and red dots).

• SDS Source Discrimination (Stp. 2)

The global lakes and wetlands database (GLWD), global surface water (GSW), and
MODIS-land cover 2020 map (MCD12Q1.006) were used to attribute the identified SDS
sources to the land cover type and surface conditions. GLWD is obtained from an aggrega-
tion of the best maps, data, and information available for global-scale lakes and wetlands
using GIS functions [43]. GSW was produced using the time series of Landsat 5, 7, and
8 images from 16 March 1984 to 31 December 2020. Each pixel is classified into water and
no-water classes using an expert system. The monthly GSW data available from 1984–2020
are applicable to change detection purposes [44]. The change detection map demonstrates
the spatial-temporal pattern of changes in surface water. This makes it possible to identify
intermittent lakes and wetlands and discriminate the corresponding SDS sources.

The identified sources were discriminated in terms of origin by overlaying the SDS
sources map on different land cover classes. Ephemeral water bodies (wetlands, lakes, and
rivers) contribute to SDS emissions [13]. Therefore, GLWD and GSW products were used
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to discriminate hydrologic SDS sources. Here, hydrologic SDS sources correspond to the
margins and beds of permanent, seasonal, and dried lakes, wetlands, and rivers. Coastal
SDS sources were discriminated by proximity analysis based on shorelines.

• Surface and ground water changes (Stp. 3)

Surface and ground water resources in hydrologic SDS sources were analyzed through
Landsat and Gravity Recovery and Climate Experiment (GRACE) satellite data. The
normalized difference water index (NDWI) [45] based on Landsat 5, 7, and 8 data from
1984 to 2022 was used to extract surface water and assess their spatial-temporal changes. In
this index, values greater than zero are assumed as water [45].

Monitoring of the groundwater changes based on GRACE data was performed through
three products from different data processing centers, namely CSR (UT Center for Space
Research), GFZ (GeoForschungsZentrum Potsdam), and JPL (NASA Jet Propulsion Labora-
tory) [46]. These centers are part of the GRACE Ground System and produce the level 2
data used in this dataset. The values of these three products are slightly different. There-
fore, the average of these products from April 2002 to July 2017 was used to detect the
spatial-temporal changes in the underground water level.

3. Results
3.1. Identification and Attribution of SDS Sources

Histogram analysis based on reference SDS hotspots (Figure 2) was performed and the
thresholds of 0, 0.15, 2.7 m/s, 5 mm, and 3 m at a 95% confidence level were determined
for AAI, NDVI, wind speed, soil moisture, and soil thickness, respectively. Based on the
thresholding of the average AAI map, a preliminary SDS sources map was produced for
the Middle East. The binary masks of SDS drivers were then multiplied in the preliminary
SDS sources map to obtain the accurate SDS sources (Figure 2). By using the reference SDS
hotspots, the overall accuracy of the SDS sources map was obtained at 82.6%, which shows
the reliability of the results. The green dots (Figure 2) are SDS hotspots that correspond
correctly to the identified SDS sources. In contrast, the red dots are incorrectly identified
as SDS sources. Despite the acceptable accuracy, it is worth noting that uncertainty is an
inevitable part of modeling process. However, the precise amount for each independent
parameter is unknown. Nevertheless, the accuracy assessment shows the overall uncer-
tainty (17.4%) imposed on the model by the input parameters. Finally, the SDS sources
were categorized into seven groups in terms of origin and type (Figure 3).

Table 1 shows the area of identified SDS sources by type and country. The largest
and smallest sources corresponded to the desert (~79.1%) and coastal wetland (~0.9%),
respectively. Saudi Arabia hosted the largest SDS sources (~41%) in the Middle East.

According to Figure 3, hydrologic SDS sources include permanent lake, intermittent
lake/wetland, and freshwater marsh & floodplain classes. Coastal wetlands are also
considered SDS sources with a hydrological origin. They are not highly affected by human
activities and climatic events (e.g., drought) since they can benefit from seawater, unlike
other hydrologic sources. Therefore, coastal wetlands were considered independently in
this study. In terms of area, in total, hydrologic SDS sources cover 8.4% of the ME, of
which the largest area (~5.9%) is corresponding to intermittent lake/wetland (Table 1).
Intermittent lake/wetland SDS sources were identified in all countries listed in Table 1
with the largest area belonging to Iran (~41%). Meanwhile, permanent lake SDS sources
were observed only in Iran (~68%), Iraq (~26%), and Syria (~6%). Freshwater marsh &
floodplain sources were observed only in Iraq (~77%) and Iran (~23%). Overall, Iran (41%),
Iraq (21%), Oman (14%), and Saudi Arabia (13%) have the largest area of hydrologic SDS
sources (Table 1). Sources in Oman and Saudi Arabia correspond to only the intermittent
lake/wetland class.
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Table 1. The area (km2) of different types of SDS sources in the Middle Eastern countries.

Country Desert Permanent
Lake

Freshwater
Marsh &

Floodplain

Coastal
Wetland

Pan, Brackish
& Saline
Wetland

Intermittent
Lake/Wetland

Coastal
Land Total %

Bahrain - - - 12 - 31 43 86 <0.1
Egypt 201,503 - - 1938 3068 2755 6476 215,739 19.9
Iran 14,934 7362 3685 2972 9555 26,392 16,000 80,899 7.5
Iraq 74,858 2834 12,282 - - 3974 695 94,643 8.8

Jordan 936 - - - 999 440 30 2406 0.2
Kuwait 5972 - - 743 - 395 6042 13,152 1.2
Oman 108,898 - - 415 10,977 13,192 12,572 146,053 13.5
Qatar - - - 148 372 241 8417 9179 0.9
Saudi

Arabia 396,711 - - 2720 7528 12,117 24,562 443,639 41

Syria 3039 698 - - 157 522 - 4416 0.4
UAE 10,980 - - - 7137 805 6843 25,765 2.4

Yemen 38,386 - - 448 - 3531 3434 45,800 4.2
Total 856,215 10,894 15,966 9397 39,793 64,397 85,114 1,081,776 100

% 79.1 1.0 1.5 0.9 3.7 5.9 7.9 100
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3.2. Temporal Analysis of Surface and Ground Water Changes in Hydrologic SDS Sources

The temporal pattern of water area changes in the ME lakes and wetlands was ex-
tracted using the long-term data archive (1984–2022) of Landsat 5, 7, and 8 satellites
(Figure 4). The temporal pattern of SDS in the same period was obtained using the reanaly-
sis MERRA-2 dust scattering AOT 550 nm, monthly 0.5 × 0.625 deg product (Figure 4).
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Figure 4. The temporal pattern of changes in water bodies and SDS levels in the Middle East. Blue
graph shows the surface water area changes and the brown and black graphs are dust scattering and
its moving average, respectively.

As shown in Figure 4a,c, the lakes generally had an increasing trend before 2000 and
a decreasing trend after 2000. The first drop in the lakes area occurred in the 2000–2001
period. The second drop can be seen from 2007 onwards, which continued nearly until
2012. Disregarding the seasonal changes, Mesopotamian wetlands exhibited an almost
steady trend in the pre-2000 period (Figure 4b). Still, a decreasing trend can be seen since
the 1990s, with the highest reduction observed in 2001. From 2003 to 2007, there has been a
moderate increasing trend, which again reversed after this period. The second sharp drop
occurred in 2008–2009 period and continued until 2012. A sharp and sudden increase can
be seen after 2019 in Iran and Iraq due to the increase in rainfall and floods [47].

Dust scattering AOT temporal pattern shows a smaller change in the pre-2000 com-
pared to the post-2000 period. In terms of seasonal patterns, extreme peaks can be seen after
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2000, especially in spring and summer (brown graph in Figure 4). Regardless of seasonal
changes, as indicated by the dust-scattering AOT moving average (black graph in Figure 4),
SDS has increased by an average of 18.4% since 2000.

The correlation between changes in water bodies and SDS was calculated at −0.72,
−0.64, and −0.39 for Iraqi lakes, Mesopotamian wetlands, and Hamoun Lake, respectively.
Negative values indicate an inverse correlation between water body changes and SDS. The
correlation is high for Iraqi lakes and Mesopotamian wetlands while it is low for Hamoun
Lake. The correlation analysis showed an inverse but not very strong relationship between
the area of water bodies and SDS emission.

Figure 5 shows the Mann–Kendall test for trend analysis of surface water area and
dust scattering AOT. Where the z-value equal to −3.15 indicates that surface water has
experienced a decreasing trend, while 3.18 for dust scattering AOT shows an increasing
trend. These findings are approved by the Sen’s estimate lines of both graphs.
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Figure 6 shows the temporal pattern of monthly changes in the groundwater level
using GRACE data for SDS sources. The temporal signals of groundwater level changes in
SDS sources indicate a high correlation. Accordingly, all SDS sources, except for freshwater
marsh & floodplain, had an almost identical temporal change pattern, but their levels of
change are different. Overall, a clear decreasing trend can be seen in the groundwater level
of the ME SDS sources since 2008. The highest negative changes occurred in hydrologic SDS
sources, particularly in freshwater marsh & floodplains. The least changes were observed
in desert sources.
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3.3. Spatial Analysis of Surface and Ground Water Changes in Hydrologic SDS Sources

The spatial pattern of changes in the surface water area (including lakes, wetlands,
and rivers) was acquired for two periods before 2000 (1984–1999) and after 2000 (2000–2020)
using GSW data (Figure 7a). The increasing and decreasing changes are illustrated in blue
and red, respectively. As shown in Figure 7b, the highest changes in surface water occurred
in Iran, Iraq, Turkey, and Egypt, respectively. In Iran, negative changes were roughly three
times more than positive changes. For Iraq, negative changes were almost twice the positive
changes. For all countries except Egypt, the decrease in surface water was greater than
the increase. Negative changes in surface water in Iran were about 30% more than in Iraq,
twice as much as in Turkey, and three times as much as in Egypt. The highest density of
surface water changes was detected in the hydrologic SDS sources of Iraq, especially the
southwestern areas and Mesopotamian wetlands (Figure 7a).
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The spatial pattern of total groundwater level changes in the Middle East was extracted
from April 2002 to July 2017 (Figure 8a). The variation of groundwater level in this
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period is between −10 and +3 m. The highest decrease and increase in groundwater level
were observed for the northwestern regions of Iran and the western regions of Turkey,
respectively. In hydrologic SDS sources, the groundwater level has mainly decreased. On
the other hand, the spatial pattern of the groundwater level shows far fewer changes in
desert SDS sources. Groundwater level changes by country are presented in Figure 8b.
On average, the highest drop in the groundwater level occurred in Iraq, Iran, and Syria,
respectively. Additionally, the largest area of hydrologic SDS sources can be found in Iraq
and Iran. In addition, permanent lakes and freshwater marsh & floodplain SDS sources are
located only in these three countries. The lowest decrease in groundwater level occurred in
Oman. Oman has the largest area of hydrologic SDS sources after Iran and Iraq (Table 1).

Sustainability 2022, 14, x FOR PEER REVIEW 12 of 19 
 

were observed for the northwestern regions of Iran and the western regions of Turkey, 
respectively. In hydrologic SDS sources, the groundwater level has mainly decreased. On 
the other hand, the spatial pattern of the groundwater level shows far fewer changes in 
desert SDS sources. Groundwater level changes by country are presented in Figure 8b. On 
average, the highest drop in the groundwater level occurred in Iraq, Iran, and Syria, re-
spectively. Additionally, the largest area of hydrologic SDS sources can be found in Iraq 
and Iran. In addition, permanent lakes and freshwater marsh & floodplain SDS sources 
are located only in these three countries. The lowest decrease in groundwater level oc-
curred in Oman. Oman has the largest area of hydrologic SDS sources after Iran and Iraq 
(Table 1). 

 
Figure 8. Groundwater level changes in the Middle East from April 2002 to July 2017, obtained from 
GRACE monthly data (a) and average changes by country (b). 
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GRACE monthly data (a) and average changes by country (b).

4. Discussion
4.1. Characterization of Middle Eastern SDS Sources

The occurrence of SDS in different regions and from different emission sources exerts
various impacts on the environment. Therefore, combating SDS in different sources requires
specific mitigation measures [48]. Accordingly, an essential step for the proper management
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of SDS sources is identifying the source type. In desert sources, for example, common miti-
gation measures include stabilizing soil surface by mulching, planting climate-compatible
shrubs and trees, using windbreaks, creating mechanical and biological barriers (e.g., dead
vegetation), and employing other soil and plant resource management methods [48]. On
the other hand, hydrologic SDS sources, including lakes, wetlands, and rivers, demand
water resource management [27,49]. Water resource management in countries with shared
basins such as Iran, Iraq, Turkey, and Syria could be undertaken through joint efforts.

The accurate identification of SDS sources is considered a challenging task. In the
last few decades, various approaches have been used to identify and discriminate the
SDS sources in ME. Most of these approaches fall under the atmospheric aerosol loading-
based category (e.g., [21,22,35]). In these approaches, a region with a high concentration of
atmospheric aerosols is generally considered an SDS source. The aerosol loading-based
approaches often detect SDS events regardless where they are emitted from. Due to the
highly dynamic nature of SDS, detected events may originate from more distant regions.
Accordingly, using only atmospheric aerosol indices such as AOD and AAI may lead to
errors in modeling and significantly reduce the accuracy of identifying SDS sources. To
tackle this problem, by considering the multi-year average of thresholded atmospheric
aerosol indices and SDS drivers through a supervised approach (by taking advantage of
the SDS hotspots identified by visual interpretation), it is possible to identify SDS sources
with satisfactory accuracy. However, compared to previous studies that have identified
SDS sources only based on aerosol indices, the present approach gives more reliable results.

Most of the Middle East is located within the global desert belt given its low annual
precipitation [50]. Here, as the results showed, over 79% of the identified SDS sources are
in the desert class. SDS sources of Saudi Arabia, Egypt, Oman, and Yemen are mainly
sandy deserts. Those in Iran, Iraq (especially Mesopotamian wetlands), and Syria are
generally composed of fine-grained alluvial sediments. The larger size of the sources does
not essentially mean greater activity and SDS emission. Accordingly, despite the high
area, desert SDS sources in Saudi Arabia, Egypt, Oman, and Yemen they have low activity
in terms of SDS frequency and intensity. Previous studies indicate that the highest SDS
activity occurs in the northern and northwestern parts of Iraq and along the Syrian–Iraqi
border [25]. This issue is dependent on the source type, particle diameter, time, duration,
and intensity of erosive winds. Fine-grained particles (e.g., SDS sources in the alluvial
plains of Iran, Iraq, and Syria) are lightweight and are easily detached from the Earth’s
surface and lifted into the upper layers of the atmosphere, so they can travel over long
distances [51]. These fine-grained SDS particles are easier to detect in satellite images due
to their durability and the longer movement of the plume in the atmosphere.

The spatial-temporal analysis of water bodies showed that that both surface water
(Figures 4 and 6) and groundwater (Figures 5 and 8) have decreased in the Middle East,
which reveals the instability of the water balance conditions in the region. The results
show that the water balance in hydrologic SDS sources is more negative than in other
sources. In this regard, both surface water and groundwater resources have experienced
severe reductions. Regarding coastal SDS sources, it is worth mentioning that these sources
are influenced by the sea and its physicochemical reactions. Although they are consid-
ered hydrologic sources, reduction in their groundwater levels is not evident since they
are recharged by the sea. Desert SDS sources have experienced much less groundwater
depletion than other sources, which may be attributed to limited agricultural and low
groundwater exploitation in these areas.

4.2. Influence of Drought on SDS Sources in Middle East

The long-term analysis of surface water changes in hydrologic SDS sources showed a
relatively sharp decrease in the 2000–2001 and 2007–2012 periods compared to pre-2000.
Further examination revealed that these two periods correspond almost to two very severe
drought periods hitting the ME in the last 50 years [47,52]. As shown in Table 2, surface
water resources in the first and second drought periods have decreased by 51% and 52.9%,
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respectively, compared to the pre-2000. Hamoun Lakes have experienced a very severe
decrease (over 72%) in both drought periods compared to other water bodies. Iraqi lakes
and Hamoun Lake experienced a sharper decrease in the second period compared to the
first. In contrast, the Mesopotamia wetlands show a lower decline in the second period.

Table 2. Surface water changes and dust scattering AOT from hydrologic SDS sources during
drought periods.

Name Pre-2000 First
Drought

Change in First
Drought Compared to

Post-2000 (%)

Second
Drought

Change in Second
Drought Compared to

Pre-2000 (%)

Water area
(km2)

Iraq lake 3942 3037 −23.0 2496 −36.7
Marshes 3343 1275 −61.9 1699 −49.2
Hamoun 3535 990 −72.0 899 −74.6

Total 10821 5301 −51.0 5094 −52.9

AOT

Iraq lake 0.19 0.22 12.0 0.26 33.3
Marshes 0.13 0.15 18.1 0.18 40.6
Hamoun 0.24 0.27 13.5 0.33 37.9

Mean 0.19 0.21 14.5 0.26 37.3

In the first and second periods, dust scattering AOT in water bodies increased by
14.5% and 37.3%, respectively, compared to the pre-2000 (Table 2), which the greatest
increase occurred in Mesopotamian wetlands in both episodes. This increase in SDS from
hydrological sources mainly occurred in spring and summer. This can be attributed to
the predominance of seasonal wet conditions and regional wind regimes (e.g., Shamal
Winds). Interestingly, SDS occurrence is a response to drought-induced climatic conditions
(Figure 6), since the increase in SDS does not exactly coincide with the decrease in water
bodies, and, generally, a rather irregular time lag is observed between the two. This
is essentially because there is a delay between the reduction of water bodies and their
complete desiccation and the erodibility of their substrate sediments. The duration of
this time lag is a function of the hydroclimatic conditions and the soil’s physicochemical
properties. Therefore, based on correlation analysis, there is no straightforward statistical
relationship between water area changes and SDS activity. It can be argued that, in general,
the reduction of surface water in most cases (especially during drought episodes) has been
accompanied by an increase in SDS activity and vice versa. Another possible reason for the
lack of a high correlation between surface water changes and SDS activity is the effect of
human activities.

There was no information available about groundwater changes before 2002. Still, the
effect of the second drought period on the reduction of ground water levels is clearly visible
in Figure 8. The continuation of the decreasing groundwater trends after 2012 is likely due
to insufficient aquifer recharge resulting from low precipitation and overexploitation. It can
be argued that periodic droughts have directly affected the water balance and hydrological
resources of the Middle East, leading to increased SDS activity.

A severe flood occurred in 2019 in the central and eastern regions of the Middle East,
including Iran and Iraq [53], which caused the temporary restoration of wetlands and
lakes in these regions (Figure 6). However, after that, the area of water bodies has been
decreasing. The connection between surface water reduction and SDS occurrence means
that the continuation of these conditions will intensify SDS activity in the Middle East in
the future.

4.3. Influence of Human Interventions on Middle Eastern SDS Sources

Human intervention and exploitive intentions have always been artificial agents ma-
nipulating the environment. The population of the ME countries is estimated at 460 million
in 2022, which is a significant growth compared to the previous decades. The rapid pop-
ulation growth in the past few decades has intensified the demand for water, food, and
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energy [12,54]. This has in turn increased and intensified water diversion projects (e.g., the
construction of dams, pumping stations, irrigation canals, or other man-made structures
that modifies the natural flow of a waterway) in the region to provide drinking water,
expand agricultural lands, meet industrial uses, and hydropower energy [13]. In addition,
the non-cooperation of countries, war, and insecurity in Iraq, Syria, and Yemen [55,56] have
also contributed to the mismanagement of water resources and SDS in the Middle East.

Turkey’s GAP projects on the Tigris and Euphrates Rivers and Egypt’s dam construc-
tion on the Nile River are among the most intrusive anthropogenic activities affecting water
resources in the Middle East. However, SDS sources in Egypt are mostly non-hydrologic
(Figure 3) and this project has not so far affected SDS activity to a great extent. Still, the
formation of new hydrologic SDS sources, particularly on the margins of the Nile in the
future is not far-fetched. However, GAP dam construction projects have already reduced
the environmental water right of wetlands and led to the drying of some lakes downstream.
The same has happened in Iran due to the mismanagement of water resources in basins
located in Central Iran [15]. Accordingly, as shown in Figure 3, some SDS sources in
Southern and Central Iraq and Central and Eastern Iran have hydrologic origins. It can be
concluded that human intervention has played a key role in the formation of hydrologic
SDS sources and a limited role in coastal and desert sources.

Despite the occurrence of severe drought episodes in the region, there have been cases
of increase in surface water resources in countries such as Egypt and Turkey (Figure 4).
The analysis of the past 40-year trends does not show a significant increase in their pre-
cipitation. Therefore, this increase has been mainly due to human activities such as water
diversion projects on the Nile River in Egypt and the Tigris and Euphrates Rivers in Turkey.
Nevertheless, these projects have reduced the amount of downstream water flow and have
disrupted the natural hydrological balance of their respective basins and sub-basins. On
the other hand, the creation of artificial surface water resources may trigger the formation
of new SDS sources in the future, as happened in the case of the artificial lakes of Tharthar,
Habbaniyah, and Razzaza in Iraq. Therefore, the increase in surface water resources does
not necessarily ensure SDS control in long term. Streams and rivers carry and deposit
fine-grained sediments in lakes, wetlands, and floodplains. The permanent or seasonal
desiccation of these water bodies accompanied by erosive winds prompts the formation
of new SDS sources. This accentuates the critical importance of protecting natural and
artificial surface water sources from instabilities caused by hydroclimatic conditions and
human intervention to combat SDS.

5. Conclusions

This study investigated the Middle East as one of the global sand and dust storms
(SDS) sources focusing on hydrological parameters. First, the SDS sources were identified
using remote sensing data and a multi-step binary mask approach with an overall accuracy
of 82.6%. The sources were categorized into seven classes based on land cover type, which
included desert, permanent lake, freshwater marsh & floodplain, coastal wetland, pan,
brackish & saline wetland, intermittent lake/wetland, and coastal land.

According to the findings, desert sources (over 79%) have the highest area of SDS
sources. Hydrologic SDS sources including the permanent lake, intermittent lake/wetland,
and freshwater marsh & floodplain accounted for 8.4% of SDS sources in the Middle East.
The largest area of hydrologic SDS sources belonged to Iran (41%), Iraq (21%), Oman (14%),
and Saudi Arabia (13%).

Our results revealed that Iran, Iraq, Turkey, and Egypt showed the highest amount
of decreasing and increasing surface water changes, respectively. The highest density of
surface water change was observed in those of the Mesopotamian wetlands in Southern
Iraq. The highest decrease in groundwater was observed in Iran and Iraq, which includes
the highest areas of hydrologic SDS sources.

The correlation analysis showed an inverse but not very strong relationship between
surface water changes and SDS activities. The temporal pattern of changes in surface waters,
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including wetlands and lakes, showed a declining trend in the post-2000 compared to the
pre-2000 period. Similarly, SDS activities have increased by an average of 18.4% since 2000.
In the 2000–2001 and 2007–2012 periods, severe droughts corresponded to the shrinking of
surface water up to 51% and 52.9%, respectively. SDS activities in surface water in the first
and second periods increased by an average of 14.5% and 37.3%, respectively. Overall, it
can be argued that periodic droughts have negatively affected the water resources in the
Middle East, leading to an increase in SDS activity, especially from hydrologic SDS sources.

Despite the occurrence of severe drought episodes in the region, human interventions
such as water diversion projects have reduced the water flow to downstream regions,
which caused the SDS activities. For instance, the Mesopotamian wetlands of Iraq have
experienced the highest density of hydrologic SDS sources, which is the consequence of
anthropogenic activities upstream.

In general, it can be concluded that the main causes of SDS sources formation in the
Middle East consist of natural factors such as the predominance of drought. Specifically,
the hydrologic SDS sources are suffering from mismanagement of water resources, which
greatly contributes to SDS activities.

The most important challenge of this approach was the identifying SDS hotspots
using visual interpretation. Because these hotspots, as a training dataset, strongly affect
the accuracy of the binary mask-based model. To perform this task, the interpreter must
have sufficient knowledge about SDS and the study area. In addition, in general, visual
interpretation is a time-consuming and expensive process, especially on a large scale.
However, this approach can be extended to other areas, and in this way, global SDS sources
can be discriminated.
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Abstract: The Gulf Cooperation Council (GCC) is a union occurring in the arid subtropical belt of the
world. Contemporary climate change is a serious environmental issue at the regional and global levels.
The main purpose of this study was to investigate the changes and trends in the regional climate in
the GCC countries in terms of the land surface temperatures and surface anomalies, precipitation,
and sea surface temperatures over the first two decades of this millennium. Research data exclusively
relied on satellite remote sensing. Spatial, statistical, and cartographic analyses were performed to
extract, manipulate, and display thematic maps reflecting the changes and trends of the regional
climate. The results showed that notable climate changes were obvious and frequent throughout the
GCC countries, with symptoms influencing the atmosphere, lithosphere, and the hydrosphere of
the region. However, a prominent gradient in the severity of climate change occurred from north
to south. Remarkably, serious impacts were observed in Kuwait and eastern Saudi Arabia, while
the least effects were recorded in Oman. The study denotes the competence of remote sensing for
monitoring regional climate change.

Keywords: greenhouse gases; geospatial analysis; remote sensing; Arabian Peninsula

1. Introduction

The global CO2 emissions increased from 6 billion tons in 1950 to 22 billion tons in
1990 and eventually approached 34 billion tons in 2020 [1]. As it contains more than 60%
of the world’s population, Asia is the largest contributor of CO2 in the world, with about
53% of global emissions. There is a direct correlation between the high rates of greenhouse
gas (GHG) emissions (mostly CO2 and methane) from burning fossil fuels (oil, gas, and
coal) and global warming [2]. This issue of climate change has received universal interest
in the last decades. International endeavors pursue the goal of keeping global warming
from approaching 2 ◦C by encouraging the countries that emit the most GHGs to restrict
the increase in global temperatures below 1.5 ◦C [3]. However, the rates of GHG emission
could increase the global temperatures by 6 ◦C by the end of this century [4]. Recently,
the United Nations Climate Change Conference (COP26), which was held in November
2021 in Glasgow, Scotland, emphasized again the responsibility of all countries to limit the
world temperature increase by 1.5 ◦C above the pre-industrial revolution levels. The world
witnesses not only enormous emissions of GHGs but many other air pollutants as well.
Hence, global warming is just one facet of the problem. Air pollution is considered the
most significant environmental health issue in the world. It ranks among the top five risks
for attributable deaths globally [5] and causes about 4.2 million premature deaths every
year [6]. Air pollution consists of particulate matter and gaseous constituents, e.g., sulfur
dioxide (SO2), nitrogen dioxide (NO2), ozone, particulates, and carbon monoxide (CO).

The Gulf Cooperation Council (GCC) is a regional geographical union established
in 1981 between six Arab countries (Kuwait, Saudi Arabia, Bahrain, Qatar, United Arab
Emirates, and Oman) (Figure 1). These oil-producing countries are all experiencing remark-
able socio-economic developments depending on their tremendous fossil fuel production
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(Table 1). They hold approximately 40% of the world’s known oil and about 24% of the
world’s known gas reserves [7]. These states have also experienced accelerated popula-
tion growth accompanied by extensive energy utilization. Energy consumption in the
GCC countries is the highest in the world and is as much as 2.5 times the consumption
of the European Union [8]. There is a direct relationship between energy consumption
and CO2 emissions as well as between economic growth and energy consumption in the
GCC countries [9]. All the GCC countries are listed as being among the largest per capita
CO2 emitters in the world, as they emit 3.08% of global CO2, with the maximum being
from Saudi Arabia (1.8%) in 2020. Major sources of GHGs and air pollutants in the GCC
countries are numerous. However, the burning of fossil fuels for energy, transportation,
petrochemical industries, and oil refineries are at the top. Unfortunately, regional studies
on GHGs and air pollution studies are generally few. However, there are some local inves-
tigations that demonstrate the rates of GHG emissions and their projections for the near
future. For example, CO2 emissions have tripled in Oman between 2000 and 2014 due to
the expansion of the industrial sector [10]. Ref. [11] showed that the CO2 emissions from
the transportation sector of Saudi Arabia increased from 2000 through 2010 to 2020 to a
total of 56 million tons, 98 million tons, and 163 million tons, respectively. In the United
Arab Emirates (UAE), the major emissions (90%) of GHGs are produced from the energy
sector [12].

The GCC region is under a hot desert climate (BWh), according to the Koppen climate
classification. Summers are generally hot to extremely hot, and air temperatures usually
approach 40 ◦C during the summer months. However, winters are generally mild with
temperatures seldom falling below 10 ◦C, particularly in coastal regions. Rainfall in the
area is generally scant, except for in Oman, where Al-Hajar Mountain receives up to
300 mm/year. The relative humidity is high (up to 85%) along the coastal zones. The
GCC countries are usually exposed to frequent dust storms accompanying the Al-Shamal
(northern in Arabic) winds, and these storms can significantly reduce visibility and cause
problems regarding the air and traffic [13]. The region is experiencing fast population
growth. The majority of the region’s population resides in Saudi Arabia, UAE, Kuwait, and
Oman. The total population of the GCC countries exceeds 50 million [14].

The impacts of climate change on the GCC region were also addressed in some
previous studies, with a particular focus on air temperatures, precipitation, and the Arabian
Gulf environment. For example, Ref. [15] observed a tendency toward increasing drought
intensity and frequency between 1981 and 2000 over the Arabian Peninsula due to climate
change. Ref. [13] reported a significant increase in air temperatures between 1996 and 2010.
Ref. [16] observed that between 2003 and 2018, the annual increase in the gulf water surface
temperatures exceeded the global ocean warming that occurred since 1900. In addition,
Ref. [17] reported a correlation between the warming of seawater and the locations of
bleached coral reefs in the Arabian Gulf. Moreover, Ref. [18] observed significant nighttime
warming caused by the urban heat islands of the major cities in the region, particularly in
Dubai (1.9 ◦C/decade). The warming of the climate is generally associated with drought,
an increase in the frequency of heatwaves, the deterioration of terrestrial biodiversity and
marine ecosystems, and sea-level rise [19–21]. To the best of the author’s knowledge, there
has been little major research on regional climate change, and most of the published work
was at the country level. In addition, the majority of the previous studies relied on data from
existing ground meteorological stations, which are relatively little in space compared to the
huge area of the region. The present study entirely depends on remotely sensed data, which
covers all the spatial gaps and boundaries of the region. In addition, there is a necessity for
regional climate change studies in order to determine appropriate management procedures
and to prioritize the available natural resources in the region with particular focus upon
the renewable resources [22–26]. Therefore, the present study attempts to fill the gap
in the literature and provides a comprehensive regional and synoptic overview on the
status of climate change over the past two decades using remotely sensed data. The goal
is to focus on the decadal changes in the land surface temperatures, precipitation, and
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sea surface temperatures, as revealed by satellite images. Therefore, the current research
aims to answer the following questions: 1—what are the temporal regional changes in the
emission of GHGs and air pollution? 2—are there any changes in land surface temperatures,
precipitation, and sea surface temperatures? And 3—what are the decadal rates of these
changes? The time frame of most studied parameters extends to two decades, while some
others extend to 40 years.
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Table 1. Synopsis of the GCC countries (Source: https://www.gccstat.org/en; accessed on
18 February 2022).

Country Area (km2) Population in 2017
(Million)

Oil Production in 2017
(Million Barresls/Day)

Natural Gas-Marketed
Production in 2019

(Million m3)
Electricity Production in

2019 (GWH)

Kuwait 17,818 4.2 2.70 13,952 75,082
KSA 2,149,690 32.6 9.96 117,000 342,622

Bahrain 778 1.5 0.19 17,149 17,854
Qatar 11,600 2.7 0.60 176,000 49,873
UAE 83,600 9.3 2.96 55,097 138,454

Oman 309,500 4.5 0.97 36,462 37,513

2. Materials and Methods
2.1. Atmospheric Data

In this investigation, the goal was to probe into the geographical changes of atmo-
spheric constituents, considering those that are the most related to global warming and
climate change in this important fossil fuel stock region. The atmospheric data include two
GHGs: carbon dioxide (CO2) and methane (CH4), as well as three air pollutants: sulfur
dioxide (SO2), nitrogen dioxide (NO2), and black carbon (BC). The data utilized are gridded
(monthly/daily records) time series raster images covering the entirety of the GCC coun-
tries along the Arabian Gulf (Table 2). All these data were acquired by means of remote
sensing. The CO2 and CH4 datasets cover the periods 2003–2016 and 2003–2020, respec-
tively. On the other hand, the dataset of BC and SO2 extends to 40 years (1980–2020), while
NO2 data cover the period 2005–2020. The data were acquired for a window covering the
entirety of the GCC countries overlooking the Arabian Gulf. All the data were downloaded
from the Geospatial Interactive Online Visualization and Analysis Infrastructure (Giovanni)
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(https://giovanni.gsfc.nasa.gov/giovanni/, (accessed on 11 November 2021)) portal; Ver-
sion (V.4.36). Giovanni is a web-based platform developed by the Goddard Earth Sciences
Data and Information Services Center (GES DISC) that provides a simple and instinctive
way to visualize, analyze, and access the earth science remotely sensed data acquired from
many sources and satellites, such as TRMM, TOMS, OMI, AIRS, MERRA, MLS, MODIS,
etc. [27]. These data were provided as daily or monthly records shown as timely averaged
maps in different spatial resolutions ranging from 0.25 × 0.25 to 2 × 2.5 degrees in GeoTiff
format and at the Geographical Coordinate System (GCS).

Table 2. Characteristics of the analyzed data (Source: https://giovanni.gsfc.nasa.gov/giovanni/;
accessed on 18 February 2022).

Parameter Source Spatial Resolution
(Degree) Temporal Resolution Temporal Coverage Units of

Measurements

CO2 AIRS * 2 × 2.5 Monthly 2003–2016 Parts per million
(ppm)

CH4 AIRS 1 Monthly 2003–2020 Parts per billion per
volume (ppbv)

SO2 MERRA-2 ** 0.5 × 0.6 Monthly 1980–2020 Kg/m3

NO2 OM I *** 0.25 Daily 2005–2020 Molecules/cm2

Black carbon MERRA-2 0.5 × 0.6 Monthly 1980–2020 Kg/m3

Nighttime Temp.
anomaly AIRS 1 Monthly 2003–2016 Degrees Celsius

* Atmospheric Infrared Sounder. ** The Modern-Era Retrospective analysis for Research and Applications. ***
Ozone Monitoring Instrument.

2.2. Land Surface Temperatures and Precipitation Data

The Land Surface Temperature (LST) data were acquired from the Moderate Resolution
Imaging Spectroradiometer (MODIS) instrument onboard the Aqua satellite. In this study,
LST data were selected from the MYD11B3.V6 product, which provides average monthly
land surface temperature in a pixel size of 0.05◦ × 0.05◦ (5600 m × 5600 m) within a 1200 by
1200 km (km) tile. This product provides both daytime (at 13:30) and nighttime (01:30)
land surface temperatures. MODIS data were found to well agree with ground LSTs, as
they were validated in different environments, including lakes, vegetation, and soil sites in
clear sky conditions by the radiance-based approach to have a mean bias within 1 K [28].
The LST data were obtained from the NASA’s Land Processes Distributed Active Archive
Center (LP DAAC) (https://lpdaac.usgs.gov, (accessed on 1 December 2021)) from the tiles
H22V06 and H23V06 for the period from January 2003–December 2020. In this investigation,
the daytime LST images were extracted from the MYD11B3 product on a monthly basis,
and the digital numbers were converted to degrees Celsius at the pixel level. The two tiles
were mosaicked together in order to compile one continuous image, and a subset covering
the study area was then produced. In addition, the nighttime anomalies of surface air
temperatures were also investigated. Surface nighttime temperature anomalies data were
also acquired from the Giovanni web portal for the period from 2003–2016. The data were
acquired from the Atmospheric Infrared Sounder (AIRS) satellite for the main cities along
the Arabian Gulf. Regarding precipitation, gridded data were acquired from the World
Climate (https://www.worldclim.org, (accessed on 19 February 2022)) web portal. This
platform provides a monthly raster database of the global monthly precipitation obtained
via the reanalysis of 9000 to 60,000 ground weather stations worldwide for the period
from 1960–2018 via interpolation techniques. The global cross-validation correlations
were 0.86 for precipitation, revealing high confidence estimations. Details on acquiring,
processing, and validating these climate data are shown in Ref. [29]. In the present study,
the monthly precipitation dataset acquired between 2000 and 2018 was downloaded at
2.5◦ × 2.5◦ (~20 km2) for the GCC region in GeoTiff format. The precipitation profile for
the study area was generated, from which the mean annual precipitation and the decadal
trend were statistically determined.
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2.3. Sea Surface Temperatures Data

The GCC countries overlook the western side of the Arabian Gulf. The oceanographic
characteristics of this semi-enclosed inland sea are affected by the regional climate. There-
fore, climate change should influence not only the lithosphere but the hydrosphere as
well. The sea surface temperatures (SST) of the gulf water were extracted by thermal
remote sensing satellites. In this context, MODIS data are highly beneficial for mapping
SST gradients and have high confidence results, as they significantly correlate to the in situ
SST measurements [30]. They have been processed and calibrated by the NASA technical
laboratories using the most recent updates and algorithms. In this study, level-3 (9 km)
global monthly SST data for the period of 2003–2018 were downloaded from the NASA
Ocean Color web portal (http://oceancolor.gsfc.nasa.gov, (accessed on 19 May 2019)). The
monthly images were stacked together, the entire time series profile was produced, and the
geographical subset of the gulf was extracted.

2.4. Data Analysis and Visualization

In the beginning, all the acquired data were re-projected to the Geographical Coordi-
nate System. However, the pixel size of all images in each parameter was kept without
resampling, as each element was independently treated. For each parameter, images of the
individual monthly records were stacked together, forming one file of multi-date profiles
(from the first to the last date) for this parameter. This raster dataset was then converted to
vector data in a tabular format (the American Standard Code for Information Interchange,
ASCII) for consequent analysis. For each parameter, the converted ASCII table shows the
coordinates and the record of each point for every date in the time series. This table was
eventually used for statistical analysis. The monthly and annual average values for each
point for each parameter were computed from the monthly records to yield a mean layer
for that parameter. In addition, the rate of change at every point of that parameter was
obtained from the slope of the linear regression relationship of the time series records. For
example, the LST for a given pixel at a given date is calculated as follows:

Y = αX + β (1)

where X, Y, α, and β are the time, LST, slope, and intercept, respectively. The modeled
slope of the regression (α) was defined as the temperature rate of change (◦C/decade).
In the same manner, the decadal trend for every studied parameter was determined at
the pixel level. The tables of the mean and trend for each parameter were displayed in
ArcMap for interpolation analysis. The Inverse Distance Weighted (IDW) algorithm is
the interpolator used to produce the surface of distribution maps of the mean and rate of
change throughout the study region. This technique, which considers the spatial density
of data points when producing the continuous surface, is widely used in environmental
and climatic studies [31,32]. Thematic maps for the mean and decadal trends of each
parameter, including the atmospheric, terrestrial, and sea surface temperature changes,
were prepared and visualized. In addition to the regional mean and trend maps, all the
GHGs and air pollutants were investigated to reveal the monthly profile during the study
period of each parameter. Then the monthly distribution pattern was analyzed for the main
cities overlooking the Arabian Gulf (Kuwait City, Dammam, Manama, Doha, Dubai, and
Muscat), and a window of 50 × 50 km was selected for each city. The monthly profiles
for GHG/air pollutant parameters for these cities were displayed in order to visualize the
temporal variations of these inputs to the atmosphere.

3. Results
3.1. Greenhouse Gases and Air Pollution

All the GCC countries are experiencing notable high emissions of greenhouse gases [33].
There has been a significant increase in the CO2 gas concentration throughout the entire
region, which increased from 375 ppm in 2003 to 402 ppm in 2016. Figure 2a shows that
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the mean CO2 emissions were remarkably high in Kuwait, KSA, Bahrain, Qatar, and UAE.
This high concentration reflects the dependence of these countries upon crude oil for their
energy, industry, and transport sectors. Globally, two-thirds of carbon dioxide (CO2) orig-
inated from the energy sector [26]. The decadal trend of CO2 gas emissions (Figure 2b)
revealed maxim emission rates in Kuwait, KSA, and UAE (up to 21.6 ppm/decade). Saudi
Arabia alone contributed 1.8% of the global CO2 emissions in 2020 [26]. The lower rates
of emissions were clearly observed in areas that were farther away from the gulf in the
Arabian desert. At the monthly level, it was observed that the concentrations of CO2 are
higher during spring and summer, with the maximum values occurring during May and
June. The lowest concentrations were recorded in January and October (Figure 2c). The
highest monthly CO2 record ever was observed in Dubai in June.
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Methane (CH4) is considered a major greenhouse gas that is responsible for global
warming. In contrast to CO2 gas, methane has a short lifetime (~12 years); however,
it absorbs much energy in the troposphere compared to CO2 [34]. The energy sector,
which depends on oil and gas reserves, is the primary source of atmospheric methane.
The distribution of the mean monthly concentration of CH4 emissions between 2003 and
2020 (Figure 3a) revealed that many emissions were clear in UAE (1862 ppbv), Kuwait
(1860 ppbv), and Saudi Arabia (1854 ppbv). In addition, there has been a notable in-
crease in the decadal rate of emissions in the GCC countries, with maximal rates in Oman
(456 ppbv/decade) and UAE (437 ppbv/decade). This is evident in the increase in CH4
emissions in Oman (mainly from the energy sector), which increased from 288 Gg in 2000 to
825 Gg in 2015 [35]. The peak emission was observed during August, whereas the lowest
record was observed during February (Figure 3c).

Sustainability 2022, 14, x FOR PEER REVIEW 8 of 20 
 

 
Figure 3. (a) is the distribution of the mean monthly CH4 gas emissions in ppbv over the GCC coun-
tries between 2003 and 2020, (b) represents the trend (ppbv/decade), which are maximal in Oman 
and UAE, and (c) shows the average monthly concentration of CH4 in the six main cities. The source 
of the raw data is: https://giovanni.gsfc.nasa.gov/giovanni/; accessed on 18 February 2022. 

The three air pollutants analyzed in this study are SO2, NO2, and black carbon. SO2 

concentrations and trends are shown in Figure 4. The primary sources of SO2 are oil refin-
eries, desalination, and power plants using diesel [14,36]. The mean monthly concentra-
tions of SO2 for the period from 1980–2020 revealed maximum values in both the 
Dammam region of Saudi Arabia (15 µg/m3) and Kuwait (13 µg/m3). The decadal trends 
concurred with the monthly averages, where maximal trends occurred in these two loca-
tions. Specifically, KSA and Kuwait are among the top 25 countries producing SO2 in the 

Figure 3. (a) is the distribution of the mean monthly CH4 gas emissions in ppbv over the GCC
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The three air pollutants analyzed in this study are SO2, NO2, and black carbon. SO2
concentrations and trends are shown in Figure 4. The primary sources of SO2 are oil refiner-
ies, desalination, and power plants using diesel [14,36]. The mean monthly concentrations
of SO2 for the period from 1980–2020 revealed maximum values in both the Dammam
region of Saudi Arabia (15 µg/m3) and Kuwait (13 µg/m3). The decadal trends concurred
with the monthly averages, where maximal trends occurred in these two locations. Specif-
ically, KSA and Kuwait are among the top 25 countries producing SO2 in the world in
2018 [37]. In addition, Ref. [38] reported that SO2 emissions from power plants in Kuwait
are greatly exceeding the annual national standards (80 µg/m3). At the monthly level
(Figure 4c) and in contrast to the CO2 emissions, winter and fall witnessed maximum SO2
emissions, while the minimum was recorded during June and July.
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The distribution of NO2 is correlated mainly to the road traffic and to the indoor use of
stoves, heaters, and fossil-fuel-burning appliances [39]. Therefore, it is obvious that the high
mean concentrations of this pollutant are apparent in all the metropolitan agglomerations of
the GCC countries, such as Kuwait City, Dammam, Manama, Doha, and Dubai (Figure 5a)
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during the period from 2005–2020. The maximum monthly concentrations were observed
in Abu Dhabi (9.2 Molecules/cm2) and Kuwait cities (8.9 Molecules/cm2). Interestingly,
Ref. [40] reported that the GCC countries with high NO2 emissions are UAE, KSA, and
Kuwait. In addition, higher NO2 from traffic was also reported in Kuwait City [41] and
Abu Dhabi, UAE [40]. However, the decadal rate of NO2 revealed recent inputs from other
regions, such as Sohar in northern Oman (Figure 5b). This is confirmed by Ref. [42], who
reported that the traffic near Sohar City in Oman yields double the average concentration
of NO2. In contrast, some cities, such as Dammam, experienced a decrease in the decadal
trend. It is also clear that all the GCC cities have comparable monthly emissions, with
relatively high emissions during the winter months (Figure 5c).
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per decade), which is maximal in Sohar (Oman), and (c) shows the average monthly concentration of
NO2 in the six main cities. The source of the raw data is: https://giovanni.gsfc.nasa.gov/giovanni/;
accessed on 18 February 2022.

Black carbon (BC) is considered to be a fine carbonaceous particulate matter (PM2.5)
and occurs in the exhaust of the diesel-engine vehicles due to the incomplete combustion of
fossil fuel. It is also produced from non-fossil fuels, such as biomass combustion [43]. It is a

253



Sustainability 2022, 14, 14181

significant source of climate change. Specifically, BC is the second largest anthropogenic
contributor to global warming after CO2 [44]. This pollutant was clearly observed in the
GCC countries between 1980 and 2020, particularly in UAE and Kuwait. The maximum
monthly averages were observed in Dubai (0.73 µg/m3) and Kuwait (0.57 µg/m3). The
decadal trends were also remarkably the highest in both Kuwait and UAE (Figure 6a,b).
The monthly distribution pattern was shown to be high during the late spring and early
summer months, while the minimum values were recorded in January (Figure 6c). The
peak occurrence of BC was encountered in Dubai, either at the monthly level, the annual
mean, or the decadal trend.
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3.2. Precipitation, Land Surface Temperatures and Anomalies of Surface Temperatures

The annual rainfall along the GCC countries for the period 2000–2018 significantly
varies from one country to another. It is discernable that the mountainous ranges in
Oman and UAE receive the maximum rainfall (>300 mm/year) by the orographic and
monsoonal rains from the Indian Ocean [13]. The remaining parts receive less precipitation
(~50 mm/year), except for northeastern Saudi Arabia, which receives relatively higher
annual rainfall (up to 150 mm) (Figure 7a). The majority of rainfall occurs during winter;
however, heavy torrential rainstorms may hit the region during fall and spring. The
statistical analysis of the precipitation trends for this period (2000–2018) indicated a clear
decrease (9.7 mm/decade) in precipitation, mostly over Kuwait and some parts of the KSA.
On the other hand, Al-Hajar Mountain in northern Oman and the northern part of UAE are
witnessing a rise in precipitation rates (up to 12.6 mm/decade). This is obvious due to the
recent increase in the frequency of torrential rainstorms over Al-Hajar Mountain in Oman.
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Figure 7. (a) is the distribution of the mean annual precipitation in mm throughout the GCC countries
between 2000 and 2018, and (b) is the trend (mm/decade), which is positive (wetting) over Oman and
negative (drying) over Kuwait. The source of the raw data is: https://www.worldclim.org; accessed
on 18 February 2022.

The mean values of the land surface temperatures (LST) for the period from 2003–2020
showed higher records for the southern GCC countries, e.g., UAU and Oman, where the
mean LSTs approached 50 ◦C for the plains and sandy terrains of these countries. The
highlands in Oman and UAE have conspicuously lower LST than surrounding plateaus
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(Figure 8a). The northern section of the GCC courtiers, including Kuwait, KSA, Bahrain,
and Qatar, exhibited relatively lower mean LST, with a difference approaching 10–15 ◦C,
as this region experiences colder winters than UAE and Oman due to the continental and
latitudinal effects. The statistical LST trend for the study period (2003–2020) revealed a
contradictory pattern to the mean values. Certainly, it is very clear that Kuwait, Bahrain,
Qatar, the eastern province of KSA, and the middle part of the UAE have been exposed
to a decadal LST warming (Figure 8b). Specifically, this warming has reached up to
2.0 ◦C/decade in Kuwait, 1.7 ◦C in Bahrain, and 1.5 in Dammam and Abu Dhabi (UAE).
On the other hand, the inland desert of KSA and the highlands of Oman have experienced
a decadal cooling in LST by about 0.1 to 0.8 ◦C/decade. The regional change of the LST for
the entire region was toward warming by 0.62 ◦C/decade.
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Figure 8. (a) is the distribution of the mean annual LST in degree Celsius over the GCC countries
(2003–2020), and (b) is the trend (◦C/decade), which reveals warming over Kuwait, Dammam,
Bahrain, and Qatar and cooling over Oman and parts of KSA. The source of the data is: https:
//lpdaac.usgs.gov; accessed on 18 February 2022.

The average anomaly of nighttime surface temperature, as acquired from the AIRS
satellite, showed that there has been an increase in the anomalies of extraordinary tempera-
tures, particularly toward the warming of nights. However, it was observed that some of
the GCC countries were exposed to several colder nights during the period from 2003–2016.
Minimal nighttime anomalies occurred in 2005, 2008, and 2011, mostly in Kuwait and
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Dubai, and reached 0.6 ◦C below average. Nevertheless, during the years 2010, 2015, and
2016, all the GCC countries experienced extreme warmer nights that were above the annual
average. This is conspicuous, with maximal anomalies approaching 0.99 ◦C in Kuwait,
Doha, and Manama (Figure 9a). Ref. [45] attributes the anomalous increase in temperatures
during 2015/2016 to the El Niño/La Niña Southern Oscillation (ENSO) event. At the
monthly level, it was observed that surface temperature anomalies are frequent during
summer and early fall (from July to October), and the maximal values occurred in Kuwait
and Muscat. However, during March, there was a decrease in temperatures that went
below the average, with a minimum value in Manama. The remaining months exhibited
values close to the average records. Generally, extraordinary nighttime heatwaves were
frequent in Kuwait, Manama, Doha, and Dammam between 2003 and 2016, with minimal
occurrences in Muscat.
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Figure 9. (a) is the average nighttime surface temperature anomalies in degree Celsius for the main
cities along the gulf between 2003 and 2016, and (b) is the monthly distribution of nighttime surface
temperature anomalies. The source of the raw data is: https://giovanni.gsfc.nasa.gov/giovanni/;
accessed on 18 February 2022.

3.3. Sea Surface Temperatures

The Arabian Gulf, which is a shallow inland sea with a mean depth of about 40 m,
reveals considerable variations in its sea surface temperatures. This is attributed mainly
to the latitudinal location of this semi-enclosed, inland water body. In addition, the gulf
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environment is significantly influenced by evaporation, circulation, and lateral exchange
with the Arabian Sea [46]. There is a thermal gradient in the mean LST of the gulf from
south to north. The mean annual SST for the period from 2003–2018 was maximal along
the coasts of UAE and Oman (~28 ◦C) in the south, while the coldest waters occurred near
the offshores of Kuwait (~24 ◦C) in the north (Figure 10a). The decadal trends of SST agree
with the regional LST decadal trend, where the northern section is warming up at maximal
rates. This is obvious in areas where there has been a warming of 1.64 ◦C/decade, such as
the coasts of Kuwait and KSA. The least warming was recorded near the entrance of the
gulf at the Strait of Hurmuz (~0.2 ◦C/decade). Considerable warming (0.6–1.0 ◦C/decade)
was also observed near the offshores of Qatar, Bahrain, and UEA (Figure 10b). The overall
decadal rate of the entire gulf is 0.7 ◦C/decade. The low warming trend in the southern part
of the gulf might be attributed to the connection with the Indian Ocean and the exchange
of energy with the deep, colder water body along the Sea of Oman.
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Figure 10. (a) is the distribution of the mean annual SST degree Celsius over the Arabian Gulf
(2003–2018), and (b) is the trend (◦C/decade), which reveals high warming near Kuwait, Dammam,
Bahrain, and Qatar. The source of the raw data is: http://oceancolor.gsfc.nasa.gov; accessed on
18 February 2022.
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4. Discussion and Conclusions

The GCC union includes some of the countries with the most excessive energy con-
sumption and is considered a global hub for oil and gas reserves. Lately, fossil-fuel related
activities have bloomed in the region, resulting in substantial and immense emissions of
greenhouse gases and air pollutants. The GCC countries have a unique socio-economic
setting that relies on huge oil reserves. These countries account for about a quarter of
the world’s crude oil production, mostly stemming from Saudi Arabia, the UAE, and
Kuwait, and these three countries were among the ten largest producers of crude oil in
the world in 2018 [47]. In addition, the majority of the GCC countries can be found in
the top ten worldwide ranks of energy consumption per capita [48]. Moreover, the low
energy prices have attracted foreign companies to establish investments, which has not
only influenced the economy but also increased the energy demand [49]. In addition, the
number of motor vehicles in GCC countries was 221% more than the average value in
Asia, Oceania, and the Middle East in 2015 [50]. The excessive use of energy, specifically
fossil fuels, imposes considerable pressure upon these non-renewable resources. As such,
the current study proves that there are considerable emissions of GHGs and air pollution.
Looking at the emissions of the two greenhouse gases (CO2 and CH4), it is clear that there
has been a substantial increase in both gases during the past two decades. CO2 increased
from 375 ppm to more than 400 ppm. In this context, Ref. [13] mentioned that the CO2
emissions in 2012 alone were four times the average per capita in the world. However, this
increase in CO2 emission has been documented to be ubiquitous and remarkable world-
wide. The present study indicates that the highest rates of emissions were encountered in
KSA, UAE, and Kuwait, where energy sources rely mainly on fossil fuels [51]. In Saudi
Arabia, for example, the demand for crude oil for the energy sector increased by 340%
between 2006 and 2011 [52]. Simultaneously, CH4 emissions also showed increased rates in
the third millennium. For a country like Oman, where the decadal rate of emission is the
highest of the GCC countries, CH4 emissions from the oil and gas sectors are the primary
contributor to the country’s total GHG emissions [35]. It is also remarkable that GHGs were
at a maximum during the summer months and at a minimum during winter. Regionally,
the GCC countries contributed 2.4% of GHG emissions during a time when only 0.6% of
the world’s population was alive [53]. In addition to these GHGs, significant air pollutants
also showed higher outputs into the atmosphere in GCC countries, particularly Kuwait,
UAE, and KSA. In contrary to GHGs, SO2 and NO2 emissions are maximal during winter,
while BC emissions are maximal during summer. The present study demonstrates that
GCC countries reveal higher emissions of SO2, NO2, and BC. Many concentrations of these
air pollutants are quite observable in the industrial regions of GCC countries. Consequent
impacts involve the deterioration of air quality and the blooming of air-borne diseases. The
health impacts of air pollution are noteworthy in GCC countries due to the higher relative
humidity in the region [54]. Some studies attribute the high health risk and mortality
in Kuwait to the increased levels of air pollution [55,56], while Ref. [57] claims that air
pollution is responsible for 9% of mortality in Saudi Arabia. The lowest emissions of the
studied air pollutants were observed in Oman.

Decadal changes in regional precipitation, land surface temperatures, and sea surface
temperatures were apparent from the remotely sensed data. Statistical analysis revealed a
decline in precipitation in the northern part, including the entire State of Kuwait and some
parts of Saudi Arabia. This observation is confirmed by Ref. [58], who reported declining
rates of rainfall in this region of the Arabian Peninsula. These results also agree with the
projected climate change scenarios in terms of the aridity and drought of the Arabian
Peninsula, where wetter conditions will prevail south of 25 ◦N and drier conditions will
occur north of 25 ◦N [59]. Interestingly, the present study showed a relative wetting in
some parts of Oman (south of 25 ◦N). It is worth noting that there was a substantial
increase in the surface temperature anomalies during summer nights. This concept was
previously established in Saudi Arabia by Ref. [60], who observed that the number of
abnormal warm nights increased by 21 days during the decades between 1979 and 2019.

259



Sustainability 2022, 14, 14181

Concurrently, remotely sensed land surface temperature analysis showed considerable
warming, particularly along the northern section. The present study demonstrates that
GCC countries revealed a net warming of the land by 0.6 ◦C/decade over the past twenty
years, with maximal warming (2 ◦C/decade) in Kuwait. It is important to note that the
rate of global temperatures increased globally by 1.1 ◦C in the last 150 years, with higher
rates after 1970 [61]. Remarkably, Ref. [58], in their analysis regarding the changes in
the regional air temperatures using data acquired from 25 meteorological stations for
the period from 1980–2010, reported an increase in the air temperatures of the Arabian
Peninsula by 0.63 ◦C/decade. In addition, Ref. [62], using data from 44 stations, reported
that the Arabian Peninsula witnessed a warming trend of 0.55/decade for the period from
1980–2008. Climate change has been also observed to influence the Arabian Gulf’s surface
water temperatures. Although the northern section of the gulf is the coldest, it experiences
the most warming of the entire water body. The study indicates that the warming of this
part of the gulf approaches 0.7 ◦C/decade. This was also confirmed by Ref. [63], who
reported the comparable warming (0.6/decade) of the Kuwait Bay for the period from
1985–2002. The southern section of the Gulf witnessed the least warming during the study
period due to the connection with the Indian Ocean through the Sea of Oman. Overall, it
was observed that there is a dipole pattern in the severity of climate change elements (LST,
precipitation, and SST) in the GCC countries. The northern section of the GCC countries,
particularly Kuwait and northern KSA, revealed the highest degree of climate change in
terms of decreasing rates of precipitation, increasing LST, warm nighttime anomalies, and a
warming of the sea surface temperatures of the gulf water. On the other hand, the southern
side of the GCC countries, mostly Oman and parts of UAE, exhibited lower degrees of
climate change, mostly a localized warming in LST.

The present study could help to prioritize the management of the natural resources
of the GCC region. However, the truthfulness of the results is definitely related to the
quality of the data used. Limitations of this research include the coarse resolution of the
data, the short period of coverage for some parameters, and the absence of ground-based
measurements for validation. The launch of the recent atmosphere-monitoring satellites,
such as the Sentinel-5 Precursor in 2017, will provide detailed information about the
atmosphere and its constituents via fine spatial resolution data. Also, as the study period
in the current investigation is still limited to draw a solid trend of climate change and there
should be longer time-series data to yield reliable results, observations of temperature and
precipitation changes agree with localized previous studies, which utilized a longer time
span. Furthermore, future research will focus on the integration between space-based and
ground-based measurements for more trustworthy outcomes.
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Abstract: Methane potential is the volume of methane gas produced during anaerobic degradation in
the presence of the bacteria of an initially inserted sample. This paper presents a degradation study
of the green and industrial fermentable waste sheltered by the landfill of Mohammedia in which the
biogas deposit and the associated recoverable energy at the end of exploitation is estimated and the
power of the gas engine of the proposed cogeneration unit is calculated. The Total potential biogas
production value of the household waste of the city of Mohammedia is much higher than that of
the American and French household waste recommended by the US EPA and French ADEME. This
calls into question the adaptability of the modeling tools for biogas production to Moroccan waste.
The four modeling equations for landfill will be evaluated. The results show that the ADEME model
proved to be more descriptive and better adapted to this case.

Keywords: modeling; biogas; methane; landfill of Mohammedia; upgrading

1. Statement of Novelty

The recuperation of biogas from the Mohammedia site landfill was calculated utilizing
four demonstrating conditions, and the present models included only family waste, with
methanogenic potential estimations of 100 m3 to 170 m3 of CH4/ton of waste for the
American models and 50 out of 100 for the French ADEME model. To adjust to the
Moroccan setting, and especially to the instance of Mohammedia, we extrapolated a lot of
information on waste from various regions and enterprises so as to get values depicting the
methanogenic potential specific to the various substrates. This permitted us to gauge the
biogas deposit indicated by the given operating horizon.

2. Introduction

Landfill is an easy to implement and relatively inexpensive waste disposal technique.
Without proper management, however, it can lead to a variety of hygienic, health and
environmental problems. Only a landfill that has been stabilized, and is therefore without
further development, can be defined as no longer being harmful to the environment. When
it comes to renewable energies, wind turbines, solar collectors and hydropower are most
often mentioned. However, there are other solutions, such as energy production from
biomass: wood, biofuels or biogas [1]. The population of developing countries is growing,
leading to an increase in the needs of the poor and the production of waste and effluents.
Waste recycling contributes to poverty alleviation and environmental sanitation [2].

Mechanization is an anaerobic digestion process that generally achieves double the
energy yield of the original process. The objective of energy recovery by methane (CH4) is
the recovery and stabilisation of organic waste with a view to material recovery by its partial
restitution to the ground [3,4]. With ever-increasing and more diversified consumption
all over the world, waste production is constantly increasing in quantity and quality,
thus creating enormous risks to the environment and both the safety and health of local
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populations [3]. Landfilling remains the predominant method of disposal of household
and similar waste in Africa, particularly in Morocco, in part because of its simplicity, but
also because of its lower cost compared with other methods, such as incineration.

The Mohammedia control landfill receives a significant amount of waste with high
methanogenic potential every day, such as household waste (61% organic matter), green
waste, poultry droppings and tannery waste. By anaerobic decomposition, this mixture
generates a good quality biogas (CH4 55.6%, CO2 32%, H2S 600 ppm, O2 1%) which reminds
us of its value in other applications [3]. This study was carried out in order to quantify the
biogas deposit at the Mohammedia site using four modelling equations, these models using
only household waste, with methanogenic potential values in the order of 100 m3 to 170 m3

of CH4/tonne of waste for the American models [5] and 50 of 100 for the French ADEME
model [6], corresponding to the specificities of the waste and the regions where these tools
were developed [7]. In order to adapt them to the Moroccan context, in particular to the case
of Mohammedia, we extrapolated a heap of data on waste from different municipalities
and industries in order to obtain values describing the methanogen potential specific to the
different substrates. This allowed us to estimate the biogas deposit according to the given
operating horizon.

3. Description of the Studied Zone

The Mohammedia interprovincial control landfill is located in the municipality of Ben
Yakhlef, on the shoreline. It is west of Chaaba el Hamra, a tributary of the west bank of
the Nfifikh river, about 270 m south of the Dayat Al Hila security perimeter (X = 32440,
Y = 338979) and occupies an area of 47 hectares.

The zone is moderately hilly and ends at the edge of the west bank of a talweg (Chaaba
El Hamra) perpendicular to the west bank of Oued Nfifikh. From upstream to downstream,
the site has a height difference of 27 m. Its proximity to the ocean gives this region a
temperate and humid climate (80% humidity) with a mild winter and a summer cooled by
the ocean breezes. The average temperature is 23 ◦C and the annual precipitation level is
400 mm, in addition to a daily evapotranspiration potential of 5–6 mm/12 h. Eleven rural
and urban municipalities (including Mohammedia, Ain Harrouda, Bouznika, Ben Sliman,
El Mansouria, Ech-Challalat, Ben Yakhlaf, Sidi Mousa ben ali and Sidi Mousa El Majdoub)
are served by the so-called landfill centre, which started in 2012 and is scheduled to close
in 2032. The project area is divided between the landfill area and other landfill accessories,
as described in the plan below, which shows the biogas collection network of crates 1 and
2, already in operation [8].

4. Materials and Methods
4.1. Experimental Design

In order to measure the amount of biogas produced by the waste studied, an anaerobic
digestion device and a device for determining the volume of biogas generated by water
displacement were established in the laboratory. A mass of 20 g of each sample was crushed
and mixed with 100 mL of water and incubated for 40 days in a bioreactor placed in a water
bath at a constant temperature (35 ◦C), promoting bio-mechanisation (Figure 1) [9].

4.2. Modeling Equations
4.2.1. EPA Model

The US EPA (Environmental Protection Agency) has also carried out a study; this led
to a model based on data collected on site. This Model is based on a first-order Equation (1)
with a decreasing generation rate of biogas over time [10,11]:

Qt = 2 × L0 × R
(

e(−KC) − e(−Kt)
)

(1)

Qt: quantity of biogas generated over time t (m3/year);
L0: total potential biogas production (m3 CH4/t of waste);
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K: kinetic constant for biogas generation (year−1);
T: time elapsed since storage began (year);
R: average rate of waste accepted during the site’s operating period (t/year);
C: time since site closure (C = 0 year for active sites) (year).

L0 = FCM. COD. CODF.A.
16
12

. 1000 (2)

FCM: correction factor of the CH4, expressed as a percentage;
COD: degradable organic carbon, expressed as t of C/t of waste;
CODF: concealed COD fraction;
A: fraction of CH4 in biogas;
16/12: stoichiometry coefficient.

COD = 0.4E + 0.17F + 0.15G + 0.3H (3)

E: fraction of waste consisting of paper and textiles;
F: fraction of waste consisting of garden and/or park waste;
G: fraction of waste consisting of food waste;
H: fraction of waste consisting of wood and/or straw.
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4.2.2. LANDGEM Model

The LANDGEM model is based on a first-order degradation equation that is estimated
over several years. Indeed, for a mass of waste accepted in year i (Mi), methane production
follows a decreasing exponential law. For several years, production is evaluated every
tenth of a year. The equation used to estimate the total amount of methane produced in a
TEC is [12,13]:

Q(CH4) =
n

∑
i=1

∑
j=0.1

K L0
Mi

10
e(−Ktij) (4)

i: time increment of 1 year;
j: cutting the year into tenths.

4.2.3. ADEME Model

ADEME estimates the methane emissions from the TECs by calculating the quantity of
methane produced (uncaptured methane and captured methane) using this expressions [14,15]

Q(CH4) = ∑ L0

3

∑
i=1

AiPiKie(−Ki(t−x)) (5)
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L0 = 0.934.C0(0.014.T + 0.28) en
m3

t
(6)

i: the subdivision into three categories of waste;
Pi: the fraction of waste with degradation constant i;
C0: biodegradable organic carbon;
T: degradation temperature 30 ◦C;
Ai: factor of the mass of waste accepted in year i;
x: year of landfilling of waste.
The three degradation constants K depend on the biodegradability of the waste:
K1 = 0.5 in order to degrade 15% of waste (easily biodegradable);
K2 = 0.10 in order to degrade 55% of waste (moderately biodegradable);
K3 = 0.04 in order to degrade 30% of waste (poorly biodegradable);
The degradation kinetics are assumed to be the same regardless of the composition of

the waste [16].

4.2.4. Scholl Canyon Model

The Scholl Canyon Model is a first-order decomposition model. It allows the calcula-
tion of CH4 resulting from the decomposition of waste, taking into account the fact that
this waste decomposes over many years. It is expressed in Equation (6) [17]:

Qt = ∑(K L0 Mx ( e(−K( t−x))) ) (7)

Qt: quantity of methane produced during the year in question (T) (kg of CH4/year);
x: year of entry of the waste;
Mx: amount of waste landfilled during the year × (Mt);
L0: methane production potential (kg of CH4/t of waste);
T: considered year.

4.3. Sampling and Analysis

The samplings were made in Tedlar bags and glass ampules. The H2 and N2 were ana-
lyzed by chromatography on a molecular sieve using a detector with thermal conductivity.
The CH4 and CO2 were measured by porous polymer analysis with a thermal conductivity
detector (TCD). The C2 to C5 were analyzed by chromatography on a porous polymer
with a flame ionization detector (FID). The CO was analyzed using the non-dispersive
infrared technique.

5. Results and Discussion
5.1. Tonnage of Waste

The Mohammedia controlled landfill receives on average 500 t/d of DMA that con-
stitutes 74% of the total tonnage of various types (Table 1): household waste (OM); green
waste; mixtures of household waste, soil and gravel; and common industrial waste consid-
ered to be AMD.

Table 1. Percentage by type of waste.

Designation Value (t/d) %

Household garbage 387 70%
Green waste 5 1%

Household garbage, soil and rubble 100 18%
Non-hazardous industrial waste 64 11%

Among the wastes with high methanogenic potential destined for landfill are DM,
green waste and two types of industrial waste, namely: waste from the Mohammedia
tannery and poultry droppings brought in by the Delicate-meat company. The two graphs
that follow show the tonnage of this waste since the landfill opened (Figures 2 and 3).
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5.2. Waste Characterization

The studies on the characterization of household and similar waste in the city of
Mohammedia conducted by A. Ouatmane in 2018 and A. El Maguiri et al. in 2016 [7–9]
report that the fraction is <80 mm, which represents fermentable organic matter in the order
of 61%. However, the >80 mm fraction can be divided into categories and sub-categories,
as shown in Figure 4.
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Bi-monthly sampling of the same landfill waste pile showed (Table 2) a clear evolution
in the physical and chemical parameters during the landfilling of the waste, in particular a
significant decrease in the organic carbon content due to mineralisation. The total nitrogen
content showed a significant increase during fermentation. This variation corresponds in
fact to a relative enrichment in nitrogen of the residual dry matter of the compost, the total
amount of nitrogen actually decreasing as illustrated. The mineral nitrogen contents are
always low, and their evolution is typical of what is found in compost heaps with a low
level of ammoniac nitrogen and traces of nitrate, which then forms nitrate at the end of
maturation. This maturation results in a lowering of the C/N ratio from 32, indicating a
stabilisation of the organic compounds. Similarly, the equivalent humidity of the product
falls, this last point being related to the concomitant rise in pH. Table 2 shows the results of
the physicochemical analyses carried out during the DMA characterization.

Table 2. Results of physicochemical analyses of the waste fraction <80 mm.

Description Unit Value

Density: fraction < 80 mm t/m3 1.09
Humidity % 38.02

Organic matter g/100 g MS 69.93
Total organic carbon g/100 g MS 40.26

Nitrogen g/100 g MS 1.25
Report C/N - 32.21

PCI fraction < 80 mm Kcal/Kg 1002
PCI fraction > 80 mm Kcal/Kg 2071

All the results are presented in Table 2. Total organic carbon corresponds to approx-
imately 40% of the dry matter of the composts analyzed. Given the very heterogeneous
composition of these materials and the diversity of their origins, we can assume that the
variations observed were moderate (Table 3).

Table 3. TOC value in g/100 g [3,4].

Type of Waste TOC (g/100 g) C/N

Household waste 40.26 [2] 32.21
Green waste 27 [3] 55

Poultry droppings 13.59 [4] 3.68
Tannery waste 14 [4] 3

The C/N ratio is around 32.21 at the beginning of the first phase of the process.
Subsequently, a decrease in this ratio is noted, which becomes equal to 28 at the end of
the first phase. This reduction is explained by the active transformation of the carbon into
carbon dioxide, accompanied by a decrease in the content of organic acids in the waste
mass. The purpose of this input is to amplify the microbial activity to prepare for the start
of the next stage.

5.3. Methanogenic Potential

The potential for biogas generation by anaerobic decomposition of the various fer-
mentable wastes sheltered by the TEC is a critical parameter for modelling biogas produc-
tion. The US EPA recommends L0 values ranging from 170 m3 of CH4 per tonne of waste
for arid areas to 96 m3 for wetlands [17,18], though these values take into consideration
the composition and physicochemical properties of household waste in the United States,
which are certainly different from those in Morocco (Table 4).
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Table 4. Table of COD and L0 calculation results.

COT (g/100 g) COD FCM CS F (%) L0 M3/t

Household waste 40.26 0.099 1 1.333 55.6 563.77
Green waste 27 0.37 1 1.333 65 [18] 1649.77

Poultry droppings 13.59 0.542 1 1.333 60 [18] 1124.23
Tannery waste 14 0.3 1 1.333 60 [18] 640.24

Equation (2) includes in its expression three key elements (TOC, COD and F) that
define the methanogenic potential of waste. The first expresses the carbon content, an
essential element in the formation of methane. The term COD (3) relates the composition
of waste, and knowing the composition and physical and chemical properties of its waste
enables the calculation of L0 specific to a region.

The estimate of L0 using Equation (6) of the ADEME model gives a value of 26.3 m3/t.
Compared with the values recommended by the EPA and LANDGEM, this is extremely
small and does not reflect the methanogenic potential of Mohammedia household waste
(Figure 5), whose fermentable organic matter fraction is around 61% [6], which is probably
significant compared with the % MO of waste in France and the US.
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Figure 5. Biogas production kinetics for the four types of waste in ml.

After 40 days of fermentation of the different substrates at a temperature of 35 ◦C, the
graph of the biogas production kinetics, which is strongly related to temperature and C/N
ratio [7], shows that poultry droppings produce the largest volume of biogas (266 mL),
which is certainly due to the abundance of lipids in the substrate. Then come in decreasing
order green waste, tannery waste and household waste, with respective volumes of 189 mL,
160 mL and 150 mL.

These experimental results do not coincide at all with the empirically calculated values
of L0 since this series of experiments is limited in time to 40 days, while the methanogenic
potential calculation equation given by the US EPA takes into account the total consumption
of the substrate.

In addition, the monitoring of the quality of biogas generated for all samples shows
that the oxygen content increases from 19%/V to 7%/V during the first week, with carbon
dioxide production averaging 5%/V. However, methane only appeared during the last
week in insignificant quantities ranging from 1% to 2% by volume.

5.4. Biogas Production Modelling via the Four Models

The different modelling equations mentioned in this work utilize three terms (tonnage,
K and L0) that define the volume of biogas/methane generated in a time interval.

The methane generation constant (K) represents the decomposition rate. This depends
mainly on waste and precipitation on site. High levels of K indicate a higher level of
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gas production over time [7]. As with L0, the US EPA has set values of K ranging from
0.02 year−1 to 0.7 year−1 for arid and humid areas respectively, as well as a conventional
value of 0.05 year−1 [19].

The French model developed by ADEME, on the other hand, uses three degradation
constants K according to the biodegradability of the waste:

K1 = 0.5 (easily biodegradable);
K2 = 0.10 (moderately biodegradable);
K3 = 0.04 (poorly biodegradable).
The values of the methane generation constant adopted by ADEME are somewhat

higher than those of the American models. However, due to the high humidity content
of the waste and the climatological conditions characterizing the study area, the ADEME
model is the most suitable for modelling biogas production for waste from the city of Mo-
hammedia (Figure 6). In addition, it offers the possibility of modelling methane production
for waste of a different nature, which is the case in this study, by summing the L0i and Ki
for n substrates (Equation (5)).
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Figure 6. Modeling results of CH4 production via the four models.

In this study, we assigned values of K to the different types of waste studied (0.1 for
household waste, 0.5 for green waste and 0.04 for poultry droppings and tannery waste)
according to their degree of biodegradability by comparing the carbon/nitrogen ratios.

The modelling results show only a slight variation between three of the models, the
EPA, SCHOLL CANYON and ADEME, but the LANDGEM model showed a significant
difference compared with the others, which is why production is evaluated on a tenth of a
year basis [20].

Details of the calculations are provided in Appendix A.

5.5. Estimate of the Biogas Field

The estimation of the tonnage of household waste from the different urban and rural
municipalities between 2018 and 2032, according to their respective waste production ratios
of 0.76 and 0.3 Kg/inhab/d [19], begins with the calculation of the population evolution
and the ratio using Equations (8)–(10) (Appendix B).

EP = Ai ×
(

1 − rate of increase
100

)Ai−A0
(8)

ER = 0.76(ou 0.3)× (1 + 1.36/100)Ai−A0 (9)

T = (population × ratio × 365 /1000) (10)

EP: population evolution;
ER: ratio evolution;
T: annual tonnage;
Ai: population i.
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In view of the difficulty of estimating the tonnage of green and industrial waste, the
average percentages of the apparent tonnage recorded between 2012 and 2018 of each
substrate and their percentages of contribution to methane production were used to predict
the tonnage of fermentable waste until the end of operation, including the volume of biogas
related to it (Figure 7).
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The calculation of greenhouse gas emissions is performed using Equation (11) below:

GH Gp = 21
(

0.016 ×
Qp

22.4

)
(11)

GHGp: equivalent CO2 emissions (t CO2/year);
Qp: quantity of methane produced (m3/year);
21: ratio of CH4 to 1 CO2.
Table 5 below shows the modelling results of biogas production from anaerobic

decomposition for four types of waste studied using the ADEME model.

Table 5. Calculation results for the annual production of biogas, CH4 and CO2 equivalent.

Year Tonnage DM Tonnage (DM, DV, FV, DT) Biogas CH4 GHGp

Unit MKg/Years MKg/Years MM3/Years MM3/Years KT CO2/Year

2012 103.88 114.27 10.64 5.92 88.75
2013 138.26 152.09 14.60 8.12 121.81
2014 26.35 28.99 2.863 1.59 23.88
2015 146.72 161.40 16.81 9.34 140.19
2016 138.23 152.05 14.68 8.16 122.44
2017 144.72 159.19 15.62 8.67 130.34
2018 161.96 178.15 16.48 9.16 137.47
2019 101.27 111.40 9.29 5.17 77.49
2020 101.60 111.76 9.32 5.18 77.74
2021 101.93 112.12 9.35 5.20 78.00
2022 102.26 112.49 9.38 5.21 78.25
2023 102.59 112.85 9.41 5.23 78.50
2024 102.93 113.22 9.44 5.25 78.76
2025 103.26 113.59 9.47 5.27 79.01
2026 103.60 113.96 9.50 5.28 79.27
2027 103.93 114.33 9.53 5.32 79.53
2028 103.93 114.33 9.54 5.31 79.53
2029 104.61 115.07 9.60 5.34 80.05
2030 104.95 115.45 9.63 5.35 80.31
2031 105.29 115.82 9.66 5.37 80.57
Total 230.79 253.87 224.55 124.85 1872.73
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5.6. Potential for Energy Recovery by Cogeneration

The cogeneration unit consists of a gas engine or turbine, an alternator and optional
heat recovery circuits. The gas is burned in the engine and then the mechanical energy of
the engine is transformed into electricity via the alternator (Figure 8).
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Well before cogeneration, the biogas purification step is necessary. This requires
the presence of hydrogen sulphide at levels exceeding 900 ppm, which is the case for
the controlled landfill in Fez, where the H2S content in the biogas is around 1200 ppm
compared with 600 ppm for the Mohammedia landfill (Table 6).

Table 6. Biogas energy balance.

Year MCH4 m3/Year
Total Energy

GWh
Recoverable
Energy GWh Energy MWh

2012 5.91 58.81 55.87 6.38
2013 8.12 80.72 76.68 8.75
2014 1.60 15.82 15.03 1.77
2015 9.34 92.90 88.25 10.07
2016 8.16 81.13 77.08 8.79
2017 8.69 86.37 82.05 9.37
2018 9.16 91.09 86.54 9.88
2019 5.17 51.35 48.78 5.57
2020 5.19 51.51 48.94 5.59
2021 5.20 51.68 49.10 5.60
2022 5.22 51.85 49.26 5.62
2023 5.23 52.02 49.42 5.64
2024 5.25 52.19 49.58 5.66
2025 5.28 52.36 49.74 5.68
2026 5.28 52.53 49.90 5.70
2027 5.30 52.70 50.07 5.71
2028 5.30 52.70 50.07 5.71
2029 5.34 53.04 50.39 5.75
2030 5.35 53.21 50.56 5.771
2031 5.37 53.39 50.72 5.79
2032 5.39 53.56 50.88 5.80

totaux 124.85 1240.99 1178.94 134.58

The total annual energy produced from biogas is the product of the volume of methane
multiplied by its lower calorific value, which is 9.94 kWh/m3 under normal temperature
and pressure conditions [21–28].

Etotale = PCICH4 × VCH4 [KWh] (12)
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We allow for 5% energy loss in order to be sure that the engine is more supercharged
than underfuelled [22]. The energy recoverable by the motor is therefore as follows:

EValorisable = 0.95 × Etotale [KWh] (13)

Et=1h =
EValorisable
365 × 24

[KW] (14)

Taking into account an Et = 1 h average of 7288 KW, the gas engine would need to be
designed to operate between 50% and 100% of its rated load, with an optimal efficiency
around 75%. We are therefore looking for an engine with a power of about 9715 kW to be
close to this optimum [12,21–28].

6. Conclusions

The projected depletion of fossil energy resources associated with the environmental
issue of global warming has intensified the interest in renewable energies and the possible
options they can offer. In this research study, it was possible to determine the value of
the methanogenic potential of household waste and other substrates of the landfill of
the city Mohammedia, which were significantly higher than the values usually used in
modelling efforts due to the high proportion of organic waste. From an analysis of the total
stability of the mathematical model of the process equilibrium, we constructed a criterion
that, based on the inputs of the process and the parameters of the model, determines
whether the mode of operation represents a risk to the sustainability of the process. The
volume of methane that would be generated after twenty years of operation is of the order
of 124,848,407 m3, thus producing 1,178,943,512 KWh of recoverable energy, a very large
deposit that justifies investment.
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Appendix A

Table A1. Results the Calculations of Modeling By LANDGEM.

Modeling By LANDGEM (KM3 of CH4 per T of Waste)

DM DV FV DT

2012 579.84 45.13 33.54 0.59
2013 771.72 66.62 64.39 2.25
2014 147.083 16.13 14.97 0.058
2015 818.96 17.76 72.91 26.26
2016 771.53 86.42 55.36 27.21
2017 807.76 11.328 58.50 21.24
2018 903.98 96.65 20.52 27.67

Table A2. Results the Calculations of Modeling By SCHOLL CANION.

Modeling By SCHOLL CANION (MM3 of CH4 per T of Waste)

DM DV FV DT

2012 5.28 0.29 0.32 0.005
2013 7.03 0.42 0.62 0.0216
2014 1.34 0.10 0.14 0.0005
2015 7.46 0.11 0.70 0.0252
2016 7.03 0.55 0.53 0.0261
2017 7.37 0.72 0.56 0.0204
2018 8.24 0.61 0.02 0.2661

Table A3. Results the Calculations of Modeling By EPA.

Modeling By EPA (MM3 of CH4 per T of Waste)

DM DV FV DT

2012 5.57 0.37 0.330 0.0058
2013 7.41 0.55 0.633 0.0221
2014 1.41 0.13 0.147 0.0006
2015 7.87 0.15 0.718 0.0258
2016 7.41 0.71 0.544 0.0269
2017 7.76 0.94 0.576 00209
2018 8.69 0.79 0.020 0.2723

Table A4. Results the Calculations of Modelling by ADEME.

Modelling by ADEME (MM3 of CH4 per T of Waste)

DM DV FV DT

2012 5.30 0.29 0.32 0.0060
2013 7.05 0.42 0.62 0.0220
2014 1.34 0.10 0.14 0.0005
2015 7.48 0.11 0.70 0.0253
2016 7.05 0.55 0.53 0.0262
2017 7.38 0.72 0.56 0.0205
2018 8.261 0.62 0.20 0.2669
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Appendix B

Table A5. Population evolution.

Population Evolution

Communes
Urban Communes Rural Communities

Mohammedia Ain Harouda Bouznika Bensliman El Mansouria Ech-Challalat Ben yakhlef Sidi Moussa
Ben Ali

Sidi Moussa
El Majdoub

Initial
population 187,708 41,853 27,028 46,478 12,955 40,311 18,233 9,368 12412

Rate of
increase 1.01 1.04 1.03 1.02 1.04 1.03 1.1 1.02 1.05

2005 185,812.149 41,417.7288 26,749.6116 46,003.9244 12,820.268 39,895.7967 18,032.437 9272.4464 12,281.674
2006 183,935.446 40,986.9844 26,474.0906 45,534.6844 12,686.9372 39,429.0356 17,862.9438 9172.30482 12,412
2007 182,077.698 40,560.7198 26,201.4075 45,070.2306 12,554.9931 39,078.1758 17,637.9053 9084.2532 12,025.1129
2008 180,238.714 40,138.8883 25,931.533 44,610.5142 12,424.4211 38,675.6706 17,443.8884 8991.59382 11,898.84922
2009 178,418.303 39,721.4439 25,664.4382 44,155.487 12,295.2072 38,277.3112 17,252.0056 8899.87956 11,773.9113
2010 176,616.278 39,308.3408 25,400.0945 43,705.101 12,167.337 37,883.0549 17,062.2335 8809.10079 11,650.28523
2011 174,832.453 38,899.5341 25,138.4735 43,259.309 12,040.7967 37,492.8594 16,874.549 8719.24796 11,527.95723
2012 173,066.646 38,494.9789 24,879.5472 42,818.064 11,915.5724 37,106.683 16,688.9289 8630.31163 11,406.91368
2013 171,318.673 38,094.6312 24,623.2879 42,381.3198 11,791.6505 36,724.4842 16,505.3507 8542.28245 11,287.14109
2014 169,588.354 37,698.447 24,369.668 41,949.303 11,669.173 36,346.222 16,323.7918 8455.15117 11,168.62611
2015 167,875.512 37,306.3831 24,118.6604 41,521.1502 11,547.6595 35,971.8559 16,144.2301 8368.90863 11,051.35553
2016 166,179.969 36,918.3968 23,870.2382 41,097.6345 11,427.5639 35,601.3458 15,966.6436 8283.54576 10,935.3163
2017 164,501.551 36,534.4454 23,624.3748 40,678.4386 11,308.7172 35,234.6519 15,791.0105 8199.05359 10,820.49548
2018 162,840.086 36,154.4872 23,381.0437 40,263.5185 11,191.1065 34,871.735 15,617.3094 8115.42325 10,706.88028
2019 161,195.401 35,778.4805 23,140.219 39,852.8307 11,074.719 34,512.5561 15,445.519 8032.64593 10,594.45803
2020 159,567.327 35,406.3843 22,901.8747 39,446.3318 10,959.5419 34,157.0768 15,275.6183 7950.71294 10,483.21623
2021 157,955.697 35,038.1579 22,665.9854 39,043.9792 10,845.5627 33,805.2589 15,107.5865 7869.61567 10,373.14246
2022 156,360.345 34,673.7611 22,432.5258 38,645.7306 10,732.7689 33,457.0647 14,941.403 7789.34559 10,264.22446
2023 154,781.105 34,313.154 22,201.4707 38,251.5442 10,621.1481 33,112.457 14,777.0476 7709.89426 10,156.4501
2024 153,217.816 33,956.2972 21,972.7956 37,861.3784 10,510.6881 32,771.3987 14,614.5001 7631.25334 10,049.80738
2025 151,670.316 33,603.1517 21,746.4758 37,475.1923 10,401.377 32,433.8533 14,453.7406 7553.41456 9944.284399
2026 150,138.446 33,253.6789 21,522.4871 37,092.9454 10,293.2026 32,099.7846 14,294.7494 7476.36973 9839.869413
2027 148,622.048 32,907.8407 21,300.8055 36,714.5973 10,186.1533 31,769.1568 14,137.5072 7400.11076 9736.550784
2028 147,120.965 32,565.5991 21,081.4072 36,340.1084 10,080.2173 31,441.9345 13,981.9946 7324.62963 9634.317001
2029 145,635.04 32,226.917 20,864.269 35,969.439 9975.3831 31,118.083 13,828.193 7249.9184 9533.156672
2030 144,164.13 31,891.757 20,649.367 35,602.551 9871.6391 30,797.566 13,676.083 7175.9692 9433.058527
2031 142,708.071 31,560.0827 20,436.6782 35,239.405 9768.97405 30,480.3514 13,525.6456 7102.77435 9334.011413
2032 141,266.72 31,231.8578 20,226.1805 34,879.9631 9667.37672 30,166.4037 13,376.8635 7030.32606 9236.004293

Table A6. Evolution of the Ratio.

Evolution of the Ratio

Communes
Urban Communes Rural Communities

Mohammedia Ain Harouda Bouznika Bensliman El Mansouria Ech-Challalat Ben yakhlef Sidi Moussa
Ben Ali

Sidi Moussa
El Majdoub

2005 0.770336 0.770336 0.770336 0.770336 0.770336 0.30408 0.30408 0.30408 0.30408
2006 0.78081257 0.78081257 0.78081257 0.78081257 0.78081257 0.30821549 0.30821549 0.30821549 0.30821549
2007 0.79143162 0.79143162 0.79143162 0.79143162 0.79143162 0.31240722 0.31240722 0.31240722 0.31240722
2008 0.80219509 0.80219509 0.80219509 0.80219509 0.80219509 0.31665596 0.31665596 0.31665596 0.31665596
2009 0.81310494 0.81310494 0.81310494 0.81310494 0.81310494 0.32096248 0.32096248 0.32096248 0.32096248
2010 0.82416317 0.82416317 0.82416317 0.82416317 0.82416317 0.82416317 0.82416317 0.82416317 0.82416317
2011 0.83537179 0.83537179 0.83537179 0.83537179 0.83537179 0.83537179 0.83537179 0.83537179 0.83537179
2012 0.84673285 0.84673285 0.84673285 0.84673285 0.84673285 0.33423665 0.33423665 0.33423665 0.33423665
2013 0.85824841 0.85824841 0.85824841 0.85824841 0.85824841 0.33878227 0.33878227 0.33878227 0.33878227
2014 0.86992059 0.86992059 0.86992059 0.86992059 0.86992059 0.34338971 0.34338971 0.34338971 0.34338971
2015 0.88175151 0.88175151 0.88175151 0.88175151 0.88175151 0.34805981 0.34805981 0.34805981 0.34805981
2016 0.89374333 0.89374333 0.89374333 0.89374333 0.89374333 0.35279342 0.35279342 0.35279342 0.35279342
2017 0.90589824 0.90589824 0.90589824 0.90589824 0.90589824 0.35759141 0.35759141 0.35759141 0.35759141
2018 0.91821846 0.91821846 0.91821846 0.91821846 0.91821846 0.36245465 0.36245465 0.36245465 0.36245465
2019 0.93070623 0.93070623 0.93070623 0.93070623 0.93070623 0.36738404 0.36738404 0.36738404 0.36738404
2020 0.94336383 0.94336383 0.94336383 0.94336383 0.94336383 0.37238046 0.37238046 0.37238046 0.37238046
2021 0.95619358 0.95619358 0.95619358 0.95619358 0.95619358 0.37744483 0.37744483 0.37744483 0.37744483
2022 0.96919781 0.96919781 0.96919781 0.96919781 0.96919781 0.38257808 0.38257808 0.38257808 0.38257808
2023 0.9823789 0.9823789 0.9823789 0.9823789 0.9823789 0.38778115 0.38778115 0.38778115 0.38778115
2024 0.99573926 0.99573926 0.99573926 0.99573926 0.99573926 0.39305497 0.39305497 0.39305497 0.39305497
2025 1.00928131 1.00928131 1.00928131 1.00928131 1.00928131 1.00928131 1.00928131 1.00928131 1.00928131
2026 1.02300754 1.02300754 1.02300754 1.02300754 1.02300754 0.40381876 0.40381876 0.40381876 0.40381876
2027 1.03692044 1.03692044 1.03692044 1.03692044 1.03692044 0,4093107 0.4093107 0.4093107 0.4093107
2028 1.05102256 1.05102256 1.05102256 1.05102256 1.05102256 0.41487733 0.41487733 0.41487733 0.41487733
2029 1.06531646 1.06531646 1.06531646 1.06531646 1.06531646 0.42051966 0.42051966 0.42051966 0.42051966
2030 1.07980477 1.07980477 1.07980477 1.07980477 1.07980477 0.42623872 0.42623872 0.42623872 0.42623872
2031 1.09449011 1.09449011 1.09449011 1.09449011 1.09449011 0.43203557 0.43203557 0.43203557 0.43203557
2032 1.10937518 1.10937518 1.10937518 1.10937518 1.10937518 0.43791125 0.43791125 0.43791125 0.43791125
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Abstract: The global exponential rise in greenhouse gas (GHG) emissions over the last few decades
has triggered an urgent need to contextualize low-cost and evergreen technologies for restraining
GHG production and enhancing soil carbon sink. GHGs can be mitigated via incorporating biochar
into soil matrix to sequestrate the mineralized carbon in a stable form upon organic matter decom-
position in soil. However, the efficiency of using biochar to offset GHG emissions from soil and
terrestrial ecosystems is still debatable. Moreover, in the literature, biochar shows high functionality
in restraining GHG emissions in short-term laboratory studies, but it shows minimal or negative
impacts in field-scale experiments, leading to conflicting results. This paper synthesizes information
on the ability of biochar to mitigate carbon dioxide (CO2), nitrous oxide (N2O), and methane (CH4)
emissions from soil and organic biomass, with an emphasis on cropland soils. The feedstock type,
pyrolysis temperature, and application rate factors showed significant effects on controlling the
effectiveness of biochar in restraining GHG emissions. Our study demonstrates that biochar, taken
as a whole, can be seen as a powerful and easy-to-use tool for halting the rising tide of greenhouse
gas emissions. Nonetheless, future research should focus on (i) identifying other indirect factors
related to soil physicochemical characters (such as soil pH/EH and CaCO3 contents) that may control
the functionality of biochar, (ii) fabricating aged biochars with low carbon and nitrogen footprints,
and (iii) functionalizing biologically activated biochars to suppress CO2, CH4, and N2O emissions.
Overall, our paradoxical findings highlight the urgent need to functionalize modern biochars with a
high capacity to abate GHG emissions via locking up their release from soil into the carbonaceous
lattice of biochar.

Keywords: biochar; croplands and rangelands; carbon sequestration; organic manures

1. Introduction

The exponential increase in greenhouse gas (GHG) emissions following anthropogenic
activities in the last few decades has caused a pronounced rise in climatic changes with
consequent environmental crises in global warming, drought, salinity, biodiversity, and
diseases [1]. Human agricultural practices account for about 13.5% of global GHG emis-
sions, including 80.4 petagrams of CO2 per year (11 times the current rate of fossil fuel
combustion), and about 63% of the world’s non–CO2 GHG emissions, including 84% of
global N2O and 54% of global CH4 emissions [2]. Other indirect emissions, such as those
from machinery and transportation, are also produced by common agricultural practices.
The greenhouse effect, which raises the earth’s temperature, is caused when the produced
GHGs trap infrared (IR) radiation that is emitted from the earth’s surface [3]. It was
reported that seven countries (China, USA, India, Australia, Brazil, Canada, and Chile)
contribute to producing more than 50% of the world’s total soil emissions, and about
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49% of the agricultural–related emissions [4]. Since irrigated agriculture is the dominant
cultivation system in arid and semi-arid regions, large amounts of GHGs are emitted due
to different agricultural practices including manure application, rice cultivation, enteric
fermentation, burning crop residues, manure storage in the open air, and using energy for
operating irrigated pumps [5]. Egypt’s GHG emissions (as an example for arid countries)
increased rapidly to more than 133% between 1990 and 2012, with a total emission of
around 318 million tonnes eq. CO2 [6].

Although agriculture led to substantial increases in GHGs, some agricultural practices
could have significant impacts on reducing these emissions. Agriculture can make con-
siderable contributions to mitigating GHG emissions in the atmosphere by (i) increasing
soil organic carbon sinks, (ii) reducing the carbon and nitrogen footprint of soil organic
amendments, (iii) recycling crop residues into value-added products instead of burning,
and (iv) reducing GHG emissions generated during organic matter decomposition [7–9].
Pyrolysis has received attention recently as an effective method of treating organic waste
and agricultural byproducts. Thermal processing of agricultural crop residues lowers
waste volume and transportation costs while producing value-added products. Biochar has
become a focal point of multidisciplinary study over the last decade as a solution to various
worldwide challenges due to its high functionality, non-sophisticated processing, and
renewability potential. Biochar is a charcoal-like substance made from pyrolyzed biomass
intended for utilization as a soil improver. It has been credited with multiple benefits,
including its abilities to improve the fertility and water-holding capacity of soil, protect
water quality, capture greenhouse gases, generate carbon neutral energy, and increase
agricultural output, as well as its contributions to carbon sequestration and the removal of
pathogens [10–13]. The appropriate pyrolysis technology for biochar production should be
considered based on the targeted field of application. Slow pyrolysis is the most common
technique for biochar production, with a pyrolysis temperature ranging between 300 and
700 ◦C at a long residence time (300 to 7200 s) and low heating rate (0.1 to 1 ◦C/s) [14].
Fast pyrolysis is operated at high pyrolysis temperature within the range of 500–1200 ◦C
at a high heating rate (10–200 ◦C/s) [15]. Flash pyrolysis, however, features a higher
pyrolysis temperature (>900 ◦C) and heating rate (>1000 ◦C/s) [16]. Vacuum pyrolysis is
another technique, in which biomass is converted under sub-atmospheric pressure (pyroly-
sis temperature, heating rate, and pressure are within the ranges of 300–700 ◦C, 0.1–1 ◦C/s,
and 0.01–0.20 MPa, respectively) [17]. Hydro-pyrolysis is another technology, which in-
volves using a high-pressure hydrogen atmospheric condition inside the pyrolysis reactor
(pyrolysis temperature = 350–600 ◦C, heating rate = 10–300 ◦C/s, pressure = 10–17 MPa,
and residence time > 60 s) [18]. Unlike other pyrolysis techniques, the heating energy in
microwave pyrolysis penetrates the carbonaceous biomass and causes a vibration in their
internal molecules [19].

The high functionality of biochar, including its physical properties (porosity, large
surface area, and high water-holding capacity) as well as its chemical properties (abun-
dance of oxygen-containing functional groups, surface charge, and pH-modulating effect),
suggests its potential utilization in reducing GHG emissions [20]. However, a great deal
of uncertainty remains surrounding the competitiveness of biochar with traditional soil
amendments (e.g., compost and farmyard manures) given its low nutrient content and
high pH value [21]. Additionally, the efficacy of pristine biochar for restraining GHG
emissions under field-scale applications is still questionable. The wide range of variation
between biochars depends upon the multiplicity of factors that underlie thermochemical
conversion of organic biomass [22–24]. The novelty of this review relies on assessing the
key factors that might impede the functionality of biochar in restraining GHG emissions.
In addition, this review highlights the urgent need to develop fit-for-purpose forms of func-
tionalized biochars tailored to improving soil carbon sink and restraining GHG emissions
from soil matrix.

Several key factors control the properties of biochar and its effectiveness in reducing
GHG emissions, including (i) feedstock type (e.g., agricultural wastes, sludge and manures,
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algal biomass, and crustacean shell wastes), (ii) pyrolysis type (slow/fast pyrolysis, flash
pyrolysis, microwave pyrolysis, vacuum pyrolysis, and hydro-pyrolysis), (iii) thermal
processing protocol (e.g., heating rate, pressure and carries gas, residence time, and reactor
design), and (iv) soil application rates and methods (e.g., broadcasting, in-furrow, or
mixture with soil amendments) [25]. Consequently, biochar functionalization has emerged
as a new trend, providing a roadmap for enhancing the competitiveness of biochar and its
sustainable soil application for reducing GHG emissions.

In this review, we aimed to (i) summarize the recent research undertaken to remove
CO2, N2O, and CH4 emissions from soil and terrestrial ecosystems; (ii) review the anomalies
and similarities among several investigations of factors affecting the efficiency of biochar in
restraining GHG emissions; (iii) examine research done to lessen greenhouse gas emissions
from the composting process; and (iv) highlight recent attempts undertaken to functionalize
modern biochars with high capacity to achieve neutrality of carbon/nitrogen and net zero
emissions. This review will help the academic/research community, as well as decision-
making entities and environmental agencies, in establishing a decision-making framework
for the large-scale application of biochar to mitigate GHG emissions. Overall, this review
synthesizes data from different dimensions of biochar utilization for achieving carbon
neutrality and reducing GHG emissions from agricultural ecosystems.

2. Bibliographic Data Collection

Books, book chapters, research articles, review articles, and proceedings were all
scoured for this review. All selected sources were written in English and published within
the last decade (2010 onwards). All of these articles came straight from reputable sources
(e.g., Scopus, Web of Science, ProQuest, EBSCO, and JSTOR). Figure 1 shows a sample
of the growing body of literature in the Scopus database on the topic of using biochar to
mitigate agricultural GHG emissions. In our review, the International Biochar Initiative
(IBI), the United States Department of Agriculture (USDA), and the European Environ-
ment Agency all contributed to the credibility of our review by providing official reports,
statistics, and proceedings. Use of Get-Data Graph Digitizer (ver. 2.22, Russian Federa-
tion) allowed us to convert the data visualizations into corresponding numerical values.
In this review, biochar + carbon dioxide emissions, biochar + nitrogen oxide emissions,
biochar + chlorofluorocarbon emissions, biochar + soil + carbon dioxide emissions,
biochar + soil + nitrogen oxide emissions, and biochar + soil + chlorofluorocarbon emissions
were the initial search keywords. In addition, a number of meta-analyses were reported
from a variety of published articles to establish a solid assessment of the current state of the
potential use of biochar for limiting GHG emissions and the prospects for this direction.
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3. Effect of Biochar Application on Reducing GHG Emissions from Soil and
Terrestrial Ecosystems

The research on biochar has attained significant momentum over the last decade.
However, research related to field-scale applications has rarely been approached, high-
lighting the need for systematic efforts to fabricate end-use-appropriate biochars. The
efficiency of biochar in reducing GHG emissions as compared with other soil amendments
is summarized in Table 1. Endowed with unique functionality, biochar has been introduced
as a promising adsorbent able to abate GHG emissions. Attempts have been undertaken to
deploy biochar and its derivatives for mitigating CO2, N2O, and CH4 emissions (Table 2).
A comprehensive discussion of the mechanisms involved in CO2, N2O, and CH4 emissions
by biochar is provided below based on recent published results.

3.1. Effect of Biochar Application on Reducing CO2 Emissions

Biochar exhibits a high potential for soil carbon sequestration given its high and resis-
tant carbon content (particularly when its oxygen:carbon ratio is less than 0.2), prevalence
of aromatic structures, and abundance of active functional groups, which improves its re-
calcitrant nature against decomposition in soil [33]. The carbon footprint of biochar ranges
between 0.04 tCO2eq (net emissions) and 1.67 tCO2eq per t of biomass (net reduction)
based on the feedstock type, system boundaries, and modalities of life cycle assessment
studies [34]. Upon its soil application, biochar tends to change soil physical characteristics
(e.g., water-holding capacity and bulk density) given its low skeletal density and higher
surface area compared with particles of soil matrix [35,36]. The key role of biochar in mod-
ulating the pore structure parameters of soil (porosity, pore size distribution, connectivity,
anisotropy, and fractal dimension) was a significant mechanism involved in restraining
CO2 emissions [37]. According to literature data, the overall average ability of biochar
to reduce CO2 emissions is −0.43%. This poor efficiency highlights the critical need to
functionalize contemporary biochars with greater sorption capacity (Figure 2).
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In temperate forests, proper management strategies (including biochar application)
should be undertaken since about 70% of the global carbon fluxes are generated from respi-
ration [52]. This modulating effect on the respiration of temperate forests might maximize
the carbon pool of the soil matrix. In this regard, bamboo leaf biochar application at rates
of 5 and 10 Mg ha−1 increased carbon stock in moso bamboo forest by about 486 and 253%,
respectively [53]. In the same regard, Ge et al. [54] recommended the combined application
of biochar and nitrogen fertilizers for maintaining soil fertility and reducing CO2 emissions
from moso bamboo forest. The recalcitrant nature of biochar, its high water holding capacity,
and its high potential to form soil aggregates with labile organic components may support its
impact on maximizing soil carbon sequestration [53]. It is suggested that the safeguard effect
of biochar against CO2 emissions is associated with the predominance of soil bacterial species
dealing with the tricarboxylic acid cycle [55]. Moreover, the key role of biochar in stimulating
soil catalase, sucrose, urease, and β–glucosidase activities might support the protective effect
of biochar against CO2 emission from soil [56]. The stimulation of CO2-fixing bacteria (e.g.,
Chloroflexi) following soil addition of biochar was also reported as a mechanism responsible
for reducing CO2 emissions [57].

On the other hand, cultivated land has almost lost 30–75% of its antecedent organic
carbon pool as a result of soil respiration [58]. Therefore, effective soil management is highly
recommended to maintain its soil carbon pool and offset the CO2 emissions from cultivated
land. To sustain the soil carbon pool in soil, organic additives application (e.g., farmyard
manures) has been widely used as a common technique to sustain the productivity of soil.
However, the high mineralization rate of organic carbon in soil (particularly under arid
conditions) increases the potential of high CO2 emissions from soil. Therefore, scientists
recommend the application of organic manure in its pyrolyzed form given its carbon-
negative nature. For instance, pig manure biochar application to sandy loam soil (northeast
Toledo, Spain) decreased carbon mineralization compared to the original pig manure
form [59]. In Zheng et al.’s work, biochar application over four years in sandy loam soil
located in a semi-arid region (Henan Province, China) led to an increase in soil organic
carbon (up to 22.1%), as well as the recalcitrant organic carbon fraction (up to 32.3%) [60].
Moreover, biochar application altered the bacterial community structure by motivating the
abundance of Chloroflexi phylum (a bacterial community with low carbon mineralization
and high carbon fixation potential).

In addition, biochar application was effective in reducing CO2 emissions from saline
soils in arid regions. Specifically, 400 ◦C corn stalks biochar application to coastal saline soil
increased grain yield by about 28% without a significant effect on GHGs (CO2, CH4, and
N2O); however, the raw corn stalks increased N2O emission by 18% [61]. Conversely, other
reports point to a neutral or stimulating effect of biochar in increasing CO2 emission. For
instance, the contribution of biochar additives (Conocarpus erectus L. at 400 ◦C) in mitigating
CO2 emissions from sandy–calcareous soil in Saudi Arabia was negligible relative to the
original biomass form [62]. The stimulating effect of biochar application increasing CO2
emissions could be due to the enhancement of dissolved organic carbon content, as well as
the enrichement of Proteobacteria (copiotrophic bacteria) and inhibition of Acidobacteriota
(oligotrophic bacteria) [63]. Besides, the role of biochar in reducing soil bulk density might
provide a hospitable environment for microorganism respiration [56].

3.2. Effect of Biochar Application on Reducing N2O Emissions

Nitrous oxide (N2O) is an atmospheric GHG derived mainly from agricultural prac-
tices (60%) that has greater global warming potential (300 folds) relative to CO2 [64].
Scientists have noted a steady increase of N2O emissions of about 12% over the last 75 years
(290 vs. 330 ppbv) [65]. Due to the progressive transition toward intensive agriculture,
the excessive utilization of mineral fertilizers has led to the increase of N2O emissions
by about 80% over the past century [66]. It is estimated that nearly 70% of global N2O
emissions are generated from soil nitrogen transformation processes, which are associated
with synthetic nitrogen inputs and soil tillage, including nitrification (conversion of NH4
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to NO3
−) and denitrification (conversion of NO3

− to N2) [67]. Interestingly, compost has
been recognized as an important source for generating both of CO2 and N2O. The high
CO2 and N2O footprints of compost and other organic fertilizers cause substantial losses
from the inherent carbon (0.1–10%) and nitrogen (2.0–3.0%) [68]. For example, livestock
manure compost is produced annually by about 1.2 × 106 metric tons of N2O [69].

Biochar has been suggested as a non-sophisticated solution for maximizing the stability
of organic fertilizers and reducing N2O emissions given its high porosity and high number
of active functional groups. Data extracted from the literature point to a relatively low
efficiency of biochar (24.64%) in mitigating N2O emissions (Figure 3).
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and whiskers-error bars (the minimum and maximum observations).

Authors have introduced numerous mechanisms that are responsible for alleviating
N2O emissions. Song et al. suggested that biochar reduced N2O emissions directly by
reducing the gross nitrification/denitrification rates of soil, and indirectly by reducing
the content of soil-available N (ammonium, nitrate, and soluble organic nitrogen) and the
activities of urease and protease [70]. Ji et al. [71] demonstrated that the application of
biochar as a soil amendment was responsible for minimizing fungal abundance, thereby
reducing N2O emissions by about 28%. The promotion of nitrifying bacteria and the inhibi-
tion of denitrifying bacteria by biochar application were also highlighted as mechanisms
responsible for mitigating N2O emissions [72]. In addition, the inhibitory effect of biochar
on bacterial-related nitrification/denitrification and N-cycle bacterial genes was further
recorded in the rhizospheric layer of soil [73]. Another investigation pointed to the modu-
lating effect of soil bulk density, nitrate reductase, nitrite reductase, and hydroxylamine
reductase activities related to the denitrification process [74].

The ability of biochar to suppress N2O emissions has a long-lasting effect, even seven
years following its soil application [75]. In a 15N-tracer incubation experiment, the pro-
tective effect of raw wood biochar (600 ◦C) on an alkaline soil (pH = 8.57) was due to the
inhibition of the mineralization rate (gross autotrophic/heterotrophic nitrification and min-
eralization) and increasing the gross immobilization rates in soil [76]. The ability of biochar
to modulate soil properties (e.g., aeration, pH/EH, and organic carbon) has a subsequent
effect on regulating soil nitrogen transformations and reducing N2O emissions [77].

Biochar soil application along with mineral nitrogen fertilizers might have a protective
effect in reducing cumulative N2O emissions. In a microplot experiment, biochar appli-
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cation (12 Mg ha−1 of maize straw @ 450 ◦C) with 15N-labeled urea to sandy loam soil
for three years maintained the retention of mineral nitrogen in the rhizosphere through
reducing N2O emissions and NO3

− leaching [78]. Moreover, the combined application of
biochar with nitrification inhibitors shows a high potential to reduce N2O emissions. In this
regard, the application of manure biochar and nitrification inhibitor (nitrapyrin) reduced
N2O emissions from urea by about 45.2% in a 60-day laboratory incubation experiment [79].

In contrast, other reports have suggested an adverse effect of biochar on increasing
N2O emissions. For example, application of peanut shell biochar (pyrolyzed at 550 ◦C)
along with nitrogen fertilizers to a grazing grassland (sandy loam in texture) in Queens-
land, Australia, increased N2O emissions compared to the unamended treatment (without
biochar). This is mainly due to the increment of soil pH, which caused an abundance of
narG, nirS, and AOB genes in the soil [80]. In this regard, the volatile matter of biochar has
a key role in controlling the capacity of biochar for reducing N2O emissions since volatile
matter content acts as a decomposable source of organic carbon for the denitrifying organ-
isms [81]. Fresh biochar application was also responsible for increasing N2O emissions
given the stimulation of the AOB-amoA gene abundance through autotrophic nitrification
and denitrification [82].

3.3. Effect of Biochar Application on Reducing CH4 Emissions from Rice Basins

Rice is the second largest cereal crop grown worldwide, representing the staple diet
of two-thirds of the human population. A large amount (about 95%) of the world’s rice
yield is produced in developing countries, since it is considered an important source of
employment and high income in rural areas. Among all agricultural ecosystems, paddy
rice basins are one of the major sources of CH4 emissions. The annual CH4 emissions
from paddy rice basins range between 31 and 112 Tg per year, which contributes about
5–19% of total greenhouse gas emissions [83]. Due to intensive wet rice farming all over the
world, a tremendous increase in CH4 emissions have been recorded by about 1.2 Tg/decade
between 1961 and 2016 [84]. CH4 is generated during the decomposition of organic matter
by the aid of methanogenic archaea (methanogens) [85]. Although the contribution of CH4
to total GHG emissions is not significant, it has a 25-fold higher global warming potential
than CO2 [86]. In addition, under waterlogging paddy ecosystems, the denitrification
process is always very active and tends to convert nitrate to nitrous oxide [87].

The contribution of biochar to the reduction of CH4 emissions has been highlighted in
the literature. Analysis of recent literature showed moderate removal efficiency (40.49%)
of CH4 by biochar application to rice basins (Figure 3). The motivating effect of biochar
application on activities of Acetyl-CoA synthase and β-glucosidase involved in carbon
fixation reduced coenzyme activities related to methanogens [88]. Sriphirom et al. illus-
trated that 500 ◦C Rhizophora apiculata biochar application up to 4% led to a reduction
in CH4 emissions (9–21%) due to the abundance of electron donors (organic acids) and
acceptors (NO3

−, SO4
2−, and Fe3+), which accelerate redumethanogenesis reduction [89].

The beneficial effect of biochar in improving soil aeration and the readiness of O2 supplies
may inhibit methanogenesis [90]. In Wang et al.’s study, application of straw-derived
biochar at 24 and 48 Mg ha−1 mitigated CH4 emissions by 20–51% through inhibiting the
abundances of some methanogen populations (e.g., Methanosaeta and Methanoregula) [84].
Further study demonstrated that amending paddy soil with 550 ◦C biochar derived from
Rosa anemoniflora branches inhibited the emission of CH4 by motivating an abundance
of mcrA and a high ratio of pmoA/mcrA [91]. The large surface area of biochar might
also favor the electron transfer between bacteria and Fe minerals, thereby motivating the
domination of Fe-reducing bacteria that discourage methanogens and inhibit CH4 emis-
sions [92]. The porous nature of biochar might promote CH4 oxidation after adsorption
into the abundant pores [93]. The biochar aging process might also facilitate the interaction
with soil organic matter, Fe/Al oxides, and silicon, thereby forming coating layers on the
internal and external surfaces of biochar [94].

290



Sustainability 2023, 15, 1206

The long-lasting effect of biochar application showed a high effectiveness for reducing
CH4 emissions. In the study of Nan et al., biochar derived from rice straw reduced the
emissions of CH4 over three successive years by about 43, 31, and 30%, and increased
rice productivity by 8.0%, 1.6%, and 7.3%, respectively [95]. This long–term retardation
of CH4 emissions highlights the safeguarding effect of biochar as a stable and suitable
microenvironment for carbon sequestration in rice basins. According to Wang et al., biochar
application (24–48 Mg ha−1) into rice paddies inhibited CH4 emissions by 20–51% over
four years of rice cropping due to the aerating effect of biochar, which enhanced the
abundance of methanotrophic bacteria and decreased the abundance ratio of methanogens
to methanotrophs [96].

In contrast, some reports have pointed to an increment of cumulative CH4 emissions
due to the abundance of methanogenic and methanotrophic genes in soil following biochar
application [97]. The safeguarding effect of biochar against CH4 emissions depends upon
the pyrolysis technique and its temperature. Biochar showed higher efficacy for methane
oxidation as compared with hydrochar, with higher pyrolysis temperature being superior.
According to Liu et al., hydrochar application suppressed the growth of Bacillus, Methylo-
cystis, and Methylobacter; however, biochar motivated an abundance of methane-oxidizing
bacteria (methanotrophs) such as Methylobacter and Methylocystis [98].

4. Factors Affecting the Efficiency of Biochar in Mitigating GHG Emissions
4.1. Effect of Feedstock Type

The efficiency of biochar in reducing GHGs from soil depends mainly upon the
inherent components of the feedstock. From recent published data (147 observations
comprising 34 investigations), it is found that the average values of biochar efficiency in
mitigating GHGs were 9.81, 6.68, and 20.37% with feedstocks of agricultural residuals,
woody materials, and manures, respectively (Figure 4).
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In other global meta-analyses, the magnitudes of N2O reduction index of biochars
were feedstock-dependent: bamboo (31.9%) > field crop straw (27.1%) > manures (27.0%) >
hardwood (18.1%) > field crop husks (0.47%) [99]. Contradictory results, however, were
reported by other investigations since the high nitrogen content in manure-derived biochars
favors its higher N2O emission footprint relative to other woody/herbaceous-derived
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biochars [100]. Another study showed that plant-derived biochars showed higher values
of aromatic carbon with high stability and resistance against microbial decay than other
manure-derived biochars [101]. In a further study, there were no significant differences
between manure and sawdust biochar (2.4 kg m−2) for inhibiting emissions of N2O and
CH4 from soil [102]. It was also noticed that soils amended with biochars with a small C:N
ratio exhibited higher CO2 efflux than those amended with other biochars with a large C:N
ratio [103].

4.2. Effect of Pyrolysis Temperature

Pyrolysis temperature plays a pivotal role in regulating GHG emissions following
biochar soil application. The slow pyrolysis technique involves using low temperature, low
heating rates, and high residence times to generate a high yield of high-quality biochar [104].
However, other pyrolysis types (fast and flash pyrolysis) generate low biochar yield with
low surface functionality [105]. Specifically, the low rate of heating (24 ◦C min−1) can form
biochars with high aromaticity relative to the heating rate (62 ◦C min−1) [106]. In terms of
biochar stability, a higher mineralization rate was noticed with biochars produced under
shorter residence time of pyrolysis compared to slow-pyrolyzed biochars, which exhibit
less mobile organic matter and high resistance against microbial degradation [107]. The
carrier gas (e.g., N2, CO2, or Ar) pointedly impact the yield, active functional groups, and
volatile organic carbon content of biochar [108]. Moreover, the reactor design significantly
affects the physicochemical properties of biochar. In this regard, a microwave pyrolysis
reactor produces highly stable biochar relative to fixed/fluidized bed, rotating cone, screw
feeder/auger, and vacuum pyrolizers [109]

Data extracted from recent literature illustrated that pyrolysis temperature was crucial
for the performance of biochar in mitigating GHG emissions (Figure 5). Average values of
inhibition efficiency of biochar-amended soils relative to the unamended ones are–60.71, 2.82,
25.42, and 7.86% with pyrolysis temperatures of 300–399, 400–499, 500–599, and 600–699 ◦C,
respectively. Therefore, the utilization of low-pyrolyzed biochar in mitigating GHG emissions
is not recommended given its high carbon footprint.
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Based on a global meta-analysis, biochars produced at higher pyrolysis temperatures
(>500 ◦C) exhibited higher potentials in reducing GHG emissions due to: (i) higher values
of specific surface area, ash content, and polycondensed moieties; (ii) lower values of dis-
solved organic carbon, aliphatic compounds, and total surface charge; and (iii) suppressing
the activity of soil microorganisms [110]. To summarize, low pyrolysis temperatures gener-
ate biochars with high volatile matter contents, low aromaticity, and high O:C ratio that are
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less stable than those generated at high pyrolysis temperatures [111,112]. In the study of
Yang et al., 300 ◦C maize straw biochar increased CO2 emissions over the control treatment
by about 46% owing to the increment of dissolved organic matter following the stimulation
of copiotrophic bacteria (Proteobacteria) and the inhibition of oligotrophic bacteria (Acidobac-
teriota) [84]. In their study, they also reported that increasing pyrolysis temperature up
to 450 and 600 ◦C reduced CO2 emissions by about 10.5 and 14.0%, respectively, due to a
subsequent decline in dissolved organic matter following biochar application. In Spain,
biochar application (pig manure at 300 ◦C) to sandy loam soil resulted in a positive impact
on dehydrogenase enzyme activity; however, the pyrolysis temperature of 500 ◦C did not
show positive impacts on the activities of soil enzymes [59]. This modulating effect of
biochar on soil enzymes was significantly correlated with CO2 emissions by soil. According
to Al-Rabaiai et al., high amounts of water-soluble organic compounds in biochars derived
at low pyrolysis temperature might have a priming effect on stimulating microbial activities
and soil respiration [85]. In contrast, spent-mushroom-substrate-derived biochar applied
to moso bamboo forest soil at the rate of 50 g kg−1 caused a considerable increase in CO2
emissions by about 73, 43, and 16.6% with pyrolysis temperatures of 300, 450, and 600 ◦C,
respectively [113].

Likewise, the performance of biochar in mitigating N2O emissions declined sharply at
low pyrolysis temperatures owing to the smaller surface area and the low aromaticity of
the produced biochar [114]. In addition, the extremely high pyrolysis temperature (900 ◦C)
led to an increase in N2O emissions from soil amended with walnut shell biochar due to
favoring the denitrification process [115]. It was also reported that a high pyrolysis temper-
ature of biochar (700–900 ◦C) can increase the cumulative emission of CH4 fluxes, given the
formation of biochars with highly condensed aromatic graphite structures, motivating elec-
tronic transfer ability of methanogens and the inherent salts in biochar additives [116,117].
In an incubation experiment, CH4 generation from a paddy soil following straw biochar
application was ranked as follows: biochar at 300 ◦C > biochar at 500 ◦C > biochar at
700 ◦C [118].

4.3. Effect of Application Rate

Restraining GHG emissions by biochar is an application-dependent strategy. Biochar
often applied through broadcasting and mixing with soil matrix by tillage methods [58].
However, this application method is responsible for wind loss of biochar by about 25%
of the applied amount [119]. In addition, biochar is frequently applied to a trench as
furrow application after crop planting with a lower amount of application and minimal
soil disturbance [120]. On the other hand, biochar could be indirectly applied to the soil by
mixing with several soil amendments (e.g., lime, compost, and manure) [121,122].

A subsequent initial flush of CO2 is emitted from soil following biochar application,
which declines sharply with the recalcitrant aged biochar [123]. The inhibitory effect of
biochar application to CO2 emissions can be associated with the sorption of rhizodeposits
and enzymes onto biochar, which lead to a reduction in carbon-degrading microbial
activity in soil [124]. Numerous attempts have been made to specify the optimum rate
of biochar soil application; however, a great deal of uncertainty remains surrounding the
appropriate rate for each soil type. The extracted data from 31 investigations comprising
146 individual observations illustrate the average removal efficiency values of GHGs from
biochar-amended soils relative to the unamended ones. Biochar efficiency in reducing GHG
emissions was, on average, 15.91, 6.13, −2.13, and −4.45% with application rates of 1–10,
11–20, 21–40, and >40 Mg ha−1 (Figure 6). According to the obtained results, there seems
to be a consensus that the low rate of biochar (up to 10 Mg ha−1) is more preferable to
achieve net carbon neutrality. However, a high application rate of biochar might increase
the cumulative GHG emissions.
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Former studies have monitored the effect of the biochar application rate on the efficacy
of regulating GHG emissions. Under upland rice production, the highest application
rate of 350 ◦C rice-husk-derived biochar (25 Mg ha−1) showed the highest CO2 emissions
(3.06 CO2–C g/m2) relative to the one-fifth application rate (2.78 CO2–C g/m2) [125].
Similarly, a low level of biochar (5 Mg ha−1 of 500 ◦C bamboo branches) could be more
effective than the high application dosage (20 Mg ha−1) in reducing CO2 emissions and
improving soil carbon sequestration in forest soils [126]. Another investigation revealed that
increasing the application rate of bamboo leaf biochar did not show substantial alterations
in CO2 emission [127].

As mentioned earlier, the optimum application rate of biochar might change according
to the soil type. For instance, soil biochar application (20 Mg ha−1 650 ◦C) to deciduous
mixed forest led to a substantial decline in CO2 emissions; however, this emission rate
was not significantly changed in a long-term fertilized apple orchard [128]. Other reports
suggested raising the application rate of biochar to offset the cumulative GHG emissions.
In the study of Shen et al., increasing the application rate of 450 ◦C maize straw biochar
from 10 up to 30 Mg ha−1 was associated with a progressive reduction in cumulative CO2
emissions (from 3.9 to 11.8%) due to the sorption of labile carbon onto internal and external
surfaces of biochar, thus suppressing the rate of soil respiration [129].

The application rate also affects the performance of biochar in regulating GHG emis-
sions from different soil layers. For instance, cumulative N2O emissions from the topsoil
(0–5 cm) following the application of pruning waste biochar (@ 600 ◦C) at rates of 2 and 10%
declined N2O emissions by 12.5% and 26.3%, respectively. However, the safeguard effect of
pruning waste biochar in reducing N2O emissions from a soil layer of 0–10 and the rhizo-
spheric layer was only observed with the rate of 10% (15.1 and 13.8%, respectively) [130].
Biochar application as film-mulching has recently been investigated on cropping systems
grown under drip irrigation. In view of that, corn-residue-derived biochar (produced
under pyrolysis at 400–500 ◦C) was applied as a film mulch to drip-irrigated corn grown in
sandy loam soil in Inner Mongolia, China. Results showed that increasing the application
rate from 15 up to 45 Mg ha−1 as a film mulch system was associated with significant
reductions in GHGs over two growing seasons: CO2 (19 –33%), CH4 (124–132%), and N2O
(55–79%) [49].
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5. Effect of Biochar on Reducing GHG Emissions during Composting

Composting is a process in which organic wastes are transformed via complicated
biochemical reactions into recalcitrant organic products (humic substances in particular)
that can serve as fertilizers to sustain soil fertility and productivity [131]. However, the
composting process is responsible for emitting substantial amounts of GHGs that raised
concerns from ecological point of view. In particular, CH4 accounts for about 6% of the
total carbon loss during the composting process, and the emission of N2O accounts for
approximately 3.8% of the total nitrogen losses [132]. Furthermore, the release of ammonia
(NH3) during composting not only harms the ecosphere but also declines the agricultural
revenues from compost additives. Related research investigations revealed that animal
husbandry is the main source of agricultural non-CO2 emissions, accounting for about
37 and 65% of CH4 and N2O, respectively (12% of the anthropogenic GHG emissions
globally) [133]. The emission of GHGs is more pronounced in the initial phase of the
composting process (the thermophilic phase), in which the temperature reaches about
70 ◦C; however, this emission declines dramatically in the ultimate maturation phase (the
mesophilic phase), when the temperature drops to 40–50 ◦C [134].

The applicability of biochar additives to reducing GHG emissions during composting
is illustrated in Table 3. The high functionality of biochar has attracted research attention
for utilization as a supplemental additive during the composting process to accelerate the
startup of decomposition, shorten the period of composting, and reduce the amounts of
GHG emissions [135]. Furthermore, biochar might reduce the mobility of water-soluble
organic substances and avoid their losses during the composting process [136]. In view
of this, biochar application during composting might inhibit the abundance of the nirK
gene in denitrifying bacteria, which causes a significant reduction of N2O emissions dur-
ing composting [137]. In the study of Guo et al., bamboo charcoal application during
composting led to minimizing NH3 emissions following the active nitrification by Ni-
tromonas [138]. In another study to evaluate the effect of 5% biochar application during
pig manure composting, it was reported that biochar could shorten the composting period
and reduce emissions of CO2, CH4, N2O, and NH3 by about 35.9, 15.4, 19.9, and 18.8%,
respectively [139]. However, in another study, chicken manure biochar application (up to
10%) during chicken manure composting declined the release of GHGs: N2O (19.0–27.4%),
CH4 (9.3–55.9%), and NH3 (24.2–56.9%) [132]. Likewise, the co-application of bamboo
biochar with poultry manure during composting (up to 10% w:w) reduced CO2 and NH3
losses by about 542–149% and 48–11%, respectively [140].

The composting of sewage sludge is a green technology for reducing the negative
impacts associated with its ecological hazards [141]. However, a great deal of uncertainty
arises surrounding its high GHG footprint [142]. To address this environmental constraint,
Awasthi et al. [143] added rice straw biochar at a high rate (8–18%) during sewage sludge
composting and recorded remarkable declines in GHG emissions: CH4 (93–95%), NH3
(58–65%), and N2O (95–97%). In yet another investigation, bamboo biochar application
along with bacterial agents during sewage sludge composting mitigated CH4 and N2O
emissions (45.7% and 3.7%, respectively) due to the beneficial effect of biochar on filling
the space between compost particles, thereby minimizing the potential heat losses and
motivating microbial activity and consequent heat production [144]. Vermicomposting is a
benign and modern eco-friendly technique for addressing the vast accumulation of organic
wastes, although the incorporation of earthworms in these organic fertilizers showed
higher emissions of N2O relative to other traditional composts [145]. According to Wu et al.,
the incorporation of 500 ◦C rice straw biochar with vermicompost significantly reduced
cumulative N2O emissions (~19%) [146].

The application of biochar as a ruminant diet showed a significant impact on improv-
ing the digestion performance of animals, reducing enteric CH4 and increasing the value of
post-excretion biochar–manure mixture. In a recent study, the effect of pine-based biochar
application on cattle diet increased stockpile/compost aromaticity with a high content of
more humic-like organic matter precursors [147].
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6. Designer/Functionalized Biochar for Efficient Retardation of GHG Emissions from
Soil and Terrestrial Ecosystems

The scientific community is interested in maximizing the functionality of biochar so
that it can be tailored to a variety of agro-environmental applications [11–13,155]. In a meta-
analysis study, acidic oxidation was the most efficient method for enhancing the physic-
ochemical properties of biochar (specific surface area, micro-pores, oxygen-containing
functional groups, and cation exchange capacity) relative to other oxidation methods (phys-
ical, alkaline, metal oxide, and natural oxidation methods) [156]. Recently, designer biochar
functionalization (specialization) has attracted increasing attention in recent research to
lessen GHG emissions from agricultural ecosystems. Several reports highlighted the acti-
vation of pristine biochar (raw biochar) via physical and chemical modification methods
to improve the functionality of biochar (increase its surface area and porous structure)
for the sorption of GHGs. However, most of these reports are still under lab-scale exper-
imentations. In addition, most of these reports are focused on capturing CO2 emissions.
Data extracted from published reports (97 values) showed that the average values of CO2
sorption with pristine, physically activated, and chemically activated biochars were 37.8,
56.5, and 59.4 mg g−1, respectively (Figure 7).
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A wide range of researchers have highlighted physical modification as the preferable
activation method to maximize the functionality of biochar relative to chemical modifi-
cations methods [157,158]. Proponents of physical modification point to the high risk of
deteriorating the carbonaceous lattice following chemical modifications and the potential
to block the pore structures of the biochar matrix, which might reduce gases sorptiv-
ity [159]. Steam and high-temperature gas activation have been attempted to improve the
porosity of biochar; however, the NH3 activation not only improved the pore structure of
activated biochar, but also introduced active functional groups onto the carbonaceous lat-
tice [160]. Physical treatment with NH3 can also increase the alkaline nature of biochar and
the base–acid interaction between CO2 and the originated nitrogen-containing functional
groups [161]. Furthermore, NH3 treatment grafted pyrrolic–N groups onto the biochar
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matrix, which facilitated the H–bonding interaction between CO2 molecules, and the proton
of pyrrolic–N [162].

Opponents of physical activation methods, however, point toward the higher energy
consumption, longer activation time, and higher activation temperature. Several chemical
activation methods have been reviewed for the functionalization of biochar for captur-
ing GHGs. Among them, alkali and acid-modified biochars have shown high sorptivity
with low cost and simple processing. Alkali treatment of wood pellet biochar maximized
the capture capacity of CO2 by about five folds relative to untreated biochar (50.73 vs.
10.45 mg g−1) due to improving surface area, porosity, and abundance of active functional
groups on the biochar matrix [163]. High CO2 capture (160 mg g−1) was further recorded
by 350 ◦C pine cone biochar activated with KOH [164]. In yet another study, high capac-
ities of CO2 retardation (136.7–182.0 mg g−1) were recorded by KOH-activated biochars
derived from pine sawdust and sewage sludge mixture as compared with plain biochar
(35.5–42.9 mg g−1) given the formation of tunable porous features in biochar matrix [165].

In their studies on rice plant, Shin and coworkers [166] reported that activated biochar
(alkali-treated rice hull pellets)-doped mineral fertilizer (40% N) reduced cumulative CO2
and N2O emissions by about 10 and 0.003 kg ha−1, respectively, compared to the control
treatment, with a negligible effect on the emission of CH4. In another experiment, 700 ◦C
rice husk biochar was acid modified with H3PO4 and further combined with nano-zero-
valent iron (nZVI) to enhance its sorption capacity for GHGs. The functionalized biochar
form reduced CO2 and N2O emissions; however, CH4 emission showed a noticeable
increase [167].

The doping of heteroatoms (e.g., Mg, N, S, and Ni) into the carbonaceous lattice of
biochar exhibited promising values for capturing GHGs due to the electron-withdrawal
effect. In view of this, Mg-doped rice straw biochar application (at 9%) to a dryland soil in
Hunan Province, China, showed a minimal effect on CH4 emission but reduced cumulative
emissions of CO2 (9%) and N2O (32%) as compared to the control treatment [168]. Nitrogen-
doped biochar (mixture of rice straw and waste wood pyrolyzed at 600 ◦C and applied at
0–8 Mg ha−1) was further studied in rice cropping soils under a short-term study [169].
Compared with the control treatment, nitrogen-doped biochar application increased CO2
emissions and reduced emissions of CH4 with the application rate of 8 Mg ha−1.

Iron species receive high attention for biochar specialization in several agro-environmental
applications. As a result of its effect on denitrification functional genes (nirk, narG, nirS, and
nosZ), methanogenesis (mcrA), and methanotrophs (pmoA), modified biochar (derived from
reed, walnut, saw dust, and sludge) supported by nano-zero-valent iron (nZVI) was able
to reduce N2O, CO2, and CH4 emissions [170]. Biochar (600 ◦C Camellia oleifera fruit shell)
modified with Fe(NO3)3/KOH showed a high efficacy in N2O retardation with an increment
of about 8.6% over pristine biochar [171]. Developing enriched biochar derivatives with
higher functionality (organo-mineral complexes, surface area, exchanging capacity of ions
and dissolved organic carbons) has been proposed to enhance the sequestration of GHGs. The
carbon footprint of either conventional rice straw biochar or enriched biochar with lime, clay,
ash, and manure was compared under paddy field conditions [172]. They indicated that the
difference in the carbon footprint between biochar types is mainly associated with variations
in CH4 emissions among plain and functionalized biochars.

7. Conclusions and Future Prospects

In recent years, lowering the rise in emissions of greenhouse gases has become one of
the issues that requires global attention. In this work, we performed a review of the recent
literature on biochar, as a tool to lessen the impact of emissions and mitigate their negative
consequences. Overall, this review assesses the different methods of biochar production
and their effectiveness. This review primarily summarizes the biochemical processes
occurring in the charosphere. In addition, recent developments in our understanding of
how to activate biochar for maximum effectiveness in achieving carbon neutrality goals are
covered. To conclude:
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- Biochar and its derivatives have been shown to reduce emissions of CO2, N2O, and
CH4 from soil and organic manures. Recent field-scale studies have found that biochar
has the potential to reduce emissions of CO2, N2O, and CH4 on the order of −0.430,
24.681, and 40.486%, respectively.

- While biochar showed promising results in reducing greenhouse gas emissions when
tested in controlled laboratory settings, studies conducted on a larger scale have
shown either no effect or even a negative one on efforts to lower GHG emissions.

- Notably, biochar’s effectiveness in cutting greenhouse gas emissions is proportional to
its application rate, pyrolysis temperature, and the type of feedstock used to make it.

- To produce effective amendments with a high capacity for restraining GHG production
and enhancing soil carbon sink, it is recommended that manure-derived biochars be
pyrolyzed between 500 and 600 ◦C, and applied at a rate of less than 10 Mg ha−1.

- Overall, biochar can be seen as a highly effective and relatively simple tool for revers-
ing the upward trend in greenhouse gas emissions.

- Since carbon and nitrogen transformation processes are microbially dependent, future
research should be directed toward (i) investigating other indirect factors related to
soil physicochemical characters (such as soil pH/Eh, colloidal and CaCO3 contents)
that may control the functionality of biochar, (ii) fabricating aged biochars with low
carbon and nitrogen footprints, and (iii) functionalizing biologically activated biochars
to suppress CO2, CH4, and N2O emissions.
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Abstract: Different energy requirements of the residential sector are varied, such as electricity, heating,
cooling, water, etc., and these necessities are met by multi-energy systems using various energy
sources and converters. In this paper, an optimal day-ahead operation of a large residential demand
sector is presented based on the energy hub (EH) model with combined heat and power (CHP) as
a cogeneration system. The purpose of the optimization is to maximize social welfare (SW) and
minimize environmental emissions subjected to numerous technical constraints. To explore the
effectiveness of the proposed model, real cases were studied and results were analyzed. Moreover, to
evaluate the efficiency of the proposed methodology, the Archimedes optimization algorithm (AOA)
is implemented for optimizing the EH system. The performance of the AOA is compared with the
genetic algorithm, and the results depict that the AOA is better in terms of convergence speed and
global search ability. Implementation of the proposed framework shows that the total SW is increased
by 27.44% and environmental emissions are reduced by 18.36% compared to the base case without
the EH. Additionally, there is 512.26 MWh and 149.4 m3 as a surplus in the electricity and water that
are sold to every network, respectively.

Keywords: energy hub; cogeneration systems; Archimedes optimization algorithm; sustainable;
emissions; water management

1. Introduction

Currently, urban areas comprise more than half of the world’s population, and this
number is expected to increase to nearly 5 billion by 2030 [1]. The increase in the world
population has prompted researchers to conduct more studies on energy. To achieve this
conclusion, researchers face serious economic and public issues that include the develop-
ment of low carbon, pollution reduction, energy efficiency, shared energy supply, fresh
water supply, and more. Figure 1 summarizes the percentage increase in world water
withdrawals and consumption, population, and carbon dioxide emissions from 1900 to
2040 [2]. It can be seen that carbon dioxide emissions are predicted to reach a significant
amount by 2040. Moreover, water withdrawal and consumption have also increased by
more than 1000% [2]. On the other hand, the world was shocked in late December 2019 by
the sudden outbreak of COVID-19, which impeded progress toward sustainable energy [3]
and caused many major damages to the global economy [4]. As these circumstances persist,
post-COVID-19 energy planning should be factored into an appropriate level of investment
cost as the global economy continues to recover.
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Figure 1. Water, population and CO2 emission percentage growth rate from 1900 to 2040 (1900 base-
line at 100%) [2]. 

One such suitable candidate is a cogeneration or combined heat and power (CHP) 
system. The operation mechanism of the CHP units depends on the generation of electric-
ity and heat simultaneously, which increases its efficiency by 80–90%, compared to the 
traditional stand-alone generation, which has a typical efficiency of 35–55% [5]. Approxi-
mately 10–15% of the power transmission losses in the network can be eliminated by using 
CHP generators [6]. Applying the CHP units reduces overall energy production costs and 
greenhouse gas emissions because they use less fuel. Many energy systems are integrated 
through the CHP units such as electricity, gas, and heating systems, which are known as 
multi-energy systems. An energy hub (EH) concept is introduced for multi-energy sys-
tems modeling. 

Nowadays, several works of literature have been presented investigating the sched-
uling of EH. Some different work has been carried out recently on EH planning in the 
stochastic situation. A new energy management technique for sustainable urban energy 
systems through EH is presented in [7]. This technique consists of two levels of integrated 
system modeling based mainly on CHP and renewable energy sources (RESs) but without 
taking into account these resources’ uncertainty. Residential, commercial, and industrial 
hubs with similar internal configurations and equipment are proposed in [8]. CHP is a 
major component of these hubs to feed both electrical and thermal requirements. Work in 
[9] investigated the optimal scheduling of an EH integrated with CHP and solar energy 
for two days considering uncertainties via various scenarios. In [10], a technical economic 
evaluation of EH based on CHP for a medical complex was presented. In this work, an 
improvement of EH model efficiency and the economic benefits of using CHP were dis-
cussed. The risk-constrained probabilistic schedule of an integrated EH with a CHP mod-
ule has been optimized considering the demand-side resources of a multi-objective model 
in [11]. Additionally, a multi-objective scheduling model for a small network based on 
CHP with the integration of an energy storage system (ESS) was presented in [12]. In [13], 
the optimum size of the EH system was presented using a mid-size CHP unit, where the 
reliability of supply was evaluated. A robust operating model for an EH with multicarrier 
including electric vehicles and CHP was presented in [14]. An EH model with CHP was 
designed for a residential building in [15]. 

On the other hand, some studies investigated the role of electrical heat pumps (EHPs) 
in hub schemes. In [16], the performance of residential EH integrated with EHP was dis-
cussed. The optimal model of bidding strategy for EH to participate in the target energy 
market which includes the EHP system was proposed in [17]. The authors investigated 
the flexibility of an EH operation including CHP and EHP in [18]. A day-ahead optimized 
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Figure 1. Water, population and CO2 emission percentage growth rate from 1900 to 2040 (1900 base-
line at 100%) [2].

One such suitable candidate is a cogeneration or combined heat and power (CHP)
system. The operation mechanism of the CHP units depends on the generation of elec-
tricity and heat simultaneously, which increases its efficiency by 80–90%, compared to the
traditional stand-alone generation, which has a typical efficiency of 35–55% [5]. Approxi-
mately 10–15% of the power transmission losses in the network can be eliminated by using
CHP generators [6]. Applying the CHP units reduces overall energy production costs and
greenhouse gas emissions because they use less fuel. Many energy systems are integrated
through the CHP units such as electricity, gas, and heating systems, which are known
as multi-energy systems. An energy hub (EH) concept is introduced for multi-energy
systems modeling.

Nowadays, several works of literature have been presented investigating the schedul-
ing of EH. Some different work has been carried out recently on EH planning in the
stochastic situation. A new energy management technique for sustainable urban energy
systems through EH is presented in [7]. This technique consists of two levels of integrated
system modeling based mainly on CHP and renewable energy sources (RESs) but without
taking into account these resources’ uncertainty. Residential, commercial, and industrial
hubs with similar internal configurations and equipment are proposed in [8]. CHP is a
major component of these hubs to feed both electrical and thermal requirements. Work
in [9] investigated the optimal scheduling of an EH integrated with CHP and solar energy
for two days considering uncertainties via various scenarios. In [10], a technical economic
evaluation of EH based on CHP for a medical complex was presented. In this work, an
improvement of EH model efficiency and the economic benefits of using CHP were dis-
cussed. The risk-constrained probabilistic schedule of an integrated EH with a CHP module
has been optimized considering the demand-side resources of a multi-objective model
in [11]. Additionally, a multi-objective scheduling model for a small network based on
CHP with the integration of an energy storage system (ESS) was presented in [12]. In [13],
the optimum size of the EH system was presented using a mid-size CHP unit, where the
reliability of supply was evaluated. A robust operating model for an EH with multicarrier
including electric vehicles and CHP was presented in [14]. An EH model with CHP was
designed for a residential building in [15].

On the other hand, some studies investigated the role of electrical heat pumps (EHPs)
in hub schemes. In [16], the performance of residential EH integrated with EHP was
discussed. The optimal model of bidding strategy for EH to participate in the target energy
market which includes the EHP system was proposed in [17]. The authors investigated
the flexibility of an EH operation including CHP and EHP in [18]. A day-ahead optimized
scheduling model for an EH including EHP was presented and discussed [19]. Mixed
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integer linear programming (MILP) was implemented to model the optimization problem
in the general algebraic modeling language (GAMS) program for an EH with CHP and ESS
to reduce annual costs and emissions without considering RESs [20]. The effect of CHP units
feeding many loads to achieve less fuel consumption and less pollution was studied [21].
In [22], an optimal operating strategy for CHP was proposed to reduce the total cost while
also satisfying the thermoelectric coupling reduction. An optimal operation technique
has been proposed in buildings supplied with CHP units integrated with RESs [23]. The
particle swarm algorithm (PSO) algorithm was applied for the optimum planning of multi-
source EH systems including RES to feed electrical and thermal loads [24]. An optimal
multi-objective method was proposed to optimize a hybrid combined cooling, heating, and
power system in order to reduce the total cost, and carbon dioxide emissions and increase
the system flexibility [25]. A multi-objective technique based on a genetic algorithm (GA)
was proposed in [26] to optimize the performance of an integrated natural gas combined,
cooling, heating, and power unit and a ground source heat pump from the energy, economy,
and emission perspectives without considering uncertainties of RESs.

Providing clean and reliable fresh water sources for various uses of human societies
has always been a major global problem, especially in water-deficient regions. Recently,
water desalination (WD) based on reverse osmosis technology has received more attention
compared to other technologies because of its economic performance [27]. An optimal
day-ahead operation of a microgrid based on coastal EH to minimize operational and
environmental costs was presented [2]. Authors in [1] proposed a new model of a smart
island in the power system composed of different energy resources including smart EH
equipped with a desalination unit to supply electricity, thermal, and water demand. Au-
thors in [28] studied the operation of multi-carrier energy systems integrated with CHP,
wind turbines (WTs), gas-fired power plants, heat buffer tanks, pumped-storage systems,
and gas storage technologies to meet daily electric power, gas, heating, and water loads.
In [29], the optimal management of a water grid constructed for a pilot agro-industrial
district, based on greenhouse cultivation, was analyzed. The proposed algorithm was
based on the EHs approach and took into account economic terms and the optimal use of
the available resources. EH scheduling for day-ahead has been studied in the presence
of WT and electrical, thermal, and pico-hydel energy storage [30]. In [31], a proposed EH
consisting of electricity, heat, and WD production equipment was optimized based on the
GA to reduce costs and pollutants and increase the exergy efficiency.

In light of the previous studies, the current study contributes to presenting an optimization-
based model to address the planning and operation of the EH system. Different loads,
unpredictable wind power, photovoltaic (PV) power, and ESSs are taken into account.
The optimal integration among various types of resources, environmental requirements,
and economic criteria will be explored. In addition, the optimization problem will be
solved based on the Archimedes optimization algorithm (AOA) to maximize total social
welfare (SW) by reducing the total system operation cost and carbon dioxide emissions. A
comparison between the most recent applied research and the proposed method is shown
in Table 1.

Table 1. Comparison between the proposed system and some related literature.

Ref. Year PV WT CHP EHP GB WD ES HS WS Demand CO # EA & UA ¥ Grid-
Connected SA ¤

[1] 2020
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Heating-Water, E-H +: Electrical-Heating, E-H-C ⸸: Electrical-Heating-Cooling, CO #: Cost analysis, 
EA &: Environmental analysis, UA ¥: Uncertainty analysis, SA ¤: Solution algorithm MINLP: Mixed 
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2. Energy Hub (EH) Modelling 
Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three 

integrated networks. The main energy sources of the hub are electricity, natural gas, and 
water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 

Sustainability 2022, 14, x FOR PEER REVIEW 4 of 28 
 

 

 Verifying the effectiveness of the proposed method in a short-term situation; a day is 
examined within one hour. 

Table 1. Comparison between the proposed system and some related literature. 

Ref. Year PV WT CHP EHP GB WD ES HS WS Demand CO # EA & UA ¥ 
Grid- 

Connected SA ¤ 

[1] 2020 ⨯ ⨯  ⨯    ⨯  E-H-W *  ⨯   GA 
[2] 2021   ⨯ ⨯ ⨯  ⨯   E-H-W     GAMS 
[12] 2017 ⨯ ⨯  ⨯  ⨯   ⨯ E-H +  ⨯   MILP 
[16] 2018 ⨯     ⨯  ⨯ ⨯ E-H  ⨯   MILP 
[19] 2021 ⨯     ⨯ ⨯ ⨯ ⨯ E-H     MINLP 
[20] 2021 ⨯ ⨯  ⨯  ⨯   ⨯ E-H  ⨯ ⨯  MILP-GAMS 
[21] 2020    ⨯  ⨯   ⨯ E-H-C ⸸     QPSO 
[22] 2019 ⨯   ⨯ ⨯ ⨯ ⨯  ⨯ E-H  ⨯   - 
[23] 2020   ⨯ ⨯ ⨯ ⨯  ⨯ ⨯ E-H-C ⨯ ⨯ ⨯  - 
[24] 2020 ⨯ ⨯  ⨯ ⨯ ⨯ ⨯ ⨯ ⨯ E-H   ⨯  PSO 
[25] 2020  ⨯ ⨯  ⨯ ⨯  ⨯  E-H-C   ⨯  NSGA 
[26] 2019  ⨯ ⨯  ⨯ ⨯  ⨯ ⨯ E-H-C   ⨯  NSGA-II 
Proposed          E-H-W     AOA 

GB: Gas boiler, ES: Electrical storage, HS: Heating storage, WS: Water storage, E-H-W *: Electrical-
Heating-Water, E-H +: Electrical-Heating, E-H-C ⸸: Electrical-Heating-Cooling, CO #: Cost analysis, 
EA &: Environmental analysis, UA ¥: Uncertainty analysis, SA ¤: Solution algorithm MINLP: Mixed 
integer nonlinear programming, QPSO: Quantum Particle Swarm Optimization, NSGA: Non-dom-
inated sorting genetic algorithm. 

2. Energy Hub (EH) Modelling 
Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three 

integrated networks. The main energy sources of the hub are electricity, natural gas, and 
water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)

ሾ𝐿ሿ = ൦ 𝐿ଵ𝐿ଶ⋮𝐿ெ൪
×ଵ

  , ሾ𝐶ሿ =  𝐶ଵଵ … 𝐶ଵ⋮ ⋱ ⋮𝐶ଵ … 𝐶൩×   , ሾ𝑃ሿ = ൦𝑃ଵ𝑃ଶ⋮𝑃൪
×ଵ

       (2)

where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 

Sustainability 2022, 14, x FOR PEER REVIEW 4 of 28 
 

 

 Verifying the effectiveness of the proposed method in a short-term situation; a day is 
examined within one hour. 

Table 1. Comparison between the proposed system and some related literature. 

Ref. Year PV WT CHP EHP GB WD ES HS WS Demand CO # EA & UA ¥ 
Grid- 

Connected SA ¤ 

[1] 2020 ⨯ ⨯  ⨯    ⨯  E-H-W *  ⨯   GA 
[2] 2021   ⨯ ⨯ ⨯  ⨯   E-H-W     GAMS 
[12] 2017 ⨯ ⨯  ⨯  ⨯   ⨯ E-H +  ⨯   MILP 
[16] 2018 ⨯     ⨯  ⨯ ⨯ E-H  ⨯   MILP 
[19] 2021 ⨯     ⨯ ⨯ ⨯ ⨯ E-H     MINLP 
[20] 2021 ⨯ ⨯  ⨯  ⨯   ⨯ E-H  ⨯ ⨯  MILP-GAMS 
[21] 2020    ⨯  ⨯   ⨯ E-H-C ⸸     QPSO 
[22] 2019 ⨯   ⨯ ⨯ ⨯ ⨯  ⨯ E-H  ⨯   - 
[23] 2020   ⨯ ⨯ ⨯ ⨯  ⨯ ⨯ E-H-C ⨯ ⨯ ⨯  - 
[24] 2020 ⨯ ⨯  ⨯ ⨯ ⨯ ⨯ ⨯ ⨯ E-H   ⨯  PSO 
[25] 2020  ⨯ ⨯  ⨯ ⨯  ⨯  E-H-C   ⨯  NSGA 
[26] 2019  ⨯ ⨯  ⨯ ⨯  ⨯ ⨯ E-H-C   ⨯  NSGA-II 
Proposed          E-H-W     AOA 

GB: Gas boiler, ES: Electrical storage, HS: Heating storage, WS: Water storage, E-H-W *: Electrical-
Heating-Water, E-H +: Electrical-Heating, E-H-C ⸸: Electrical-Heating-Cooling, CO #: Cost analysis, 
EA &: Environmental analysis, UA ¥: Uncertainty analysis, SA ¤: Solution algorithm MINLP: Mixed 
integer nonlinear programming, QPSO: Quantum Particle Swarm Optimization, NSGA: Non-dom-
inated sorting genetic algorithm. 

2. Energy Hub (EH) Modelling 
Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three 

integrated networks. The main energy sources of the hub are electricity, natural gas, and 
water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)

ሾ𝐿ሿ = ൦ 𝐿ଵ𝐿ଶ⋮𝐿ெ൪
×ଵ

  , ሾ𝐶ሿ =  𝐶ଵଵ … 𝐶ଵ⋮ ⋱ ⋮𝐶ଵ … 𝐶൩×   , ሾ𝑃ሿ = ൦𝑃ଵ𝑃ଶ⋮𝑃൪
×ଵ

       (2)

where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 

Sustainability 2022, 14, x FOR PEER REVIEW 4 of 28 
 

 

 Verifying the effectiveness of the proposed method in a short-term situation; a day is 
examined within one hour. 

Table 1. Comparison between the proposed system and some related literature. 

Ref. Year PV WT CHP EHP GB WD ES HS WS Demand CO # EA & UA ¥ 
Grid- 

Connected SA ¤ 

[1] 2020 ⨯ ⨯  ⨯    ⨯  E-H-W *  ⨯   GA 
[2] 2021   ⨯ ⨯ ⨯  ⨯   E-H-W     GAMS 
[12] 2017 ⨯ ⨯  ⨯  ⨯   ⨯ E-H +  ⨯   MILP 
[16] 2018 ⨯     ⨯  ⨯ ⨯ E-H  ⨯   MILP 
[19] 2021 ⨯     ⨯ ⨯ ⨯ ⨯ E-H     MINLP 
[20] 2021 ⨯ ⨯  ⨯  ⨯   ⨯ E-H  ⨯ ⨯  MILP-GAMS 
[21] 2020    ⨯  ⨯   ⨯ E-H-C ⸸     QPSO 
[22] 2019 ⨯   ⨯ ⨯ ⨯ ⨯  ⨯ E-H  ⨯   - 
[23] 2020   ⨯ ⨯ ⨯ ⨯  ⨯ ⨯ E-H-C ⨯ ⨯ ⨯  - 
[24] 2020 ⨯ ⨯  ⨯ ⨯ ⨯ ⨯ ⨯ ⨯ E-H   ⨯  PSO 
[25] 2020  ⨯ ⨯  ⨯ ⨯  ⨯  E-H-C   ⨯  NSGA 
[26] 2019  ⨯ ⨯  ⨯ ⨯  ⨯ ⨯ E-H-C   ⨯  NSGA-II 
Proposed          E-H-W     AOA 

GB: Gas boiler, ES: Electrical storage, HS: Heating storage, WS: Water storage, E-H-W *: Electrical-
Heating-Water, E-H +: Electrical-Heating, E-H-C ⸸: Electrical-Heating-Cooling, CO #: Cost analysis, 
EA &: Environmental analysis, UA ¥: Uncertainty analysis, SA ¤: Solution algorithm MINLP: Mixed 
integer nonlinear programming, QPSO: Quantum Particle Swarm Optimization, NSGA: Non-dom-
inated sorting genetic algorithm. 

2. Energy Hub (EH) Modelling 
Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three 

integrated networks. The main energy sources of the hub are electricity, natural gas, and 
water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)

ሾ𝐿ሿ = ൦ 𝐿ଵ𝐿ଶ⋮𝐿ெ൪
×ଵ

  , ሾ𝐶ሿ =  𝐶ଵଵ … 𝐶ଵ⋮ ⋱ ⋮𝐶ଵ … 𝐶൩×   , ሾ𝑃ሿ = ൦𝑃ଵ𝑃ଶ⋮𝑃൪
×ଵ

       (2)

where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 

Sustainability 2022, 14, x FOR PEER REVIEW 4 of 28 
 

 

 Verifying the effectiveness of the proposed method in a short-term situation; a day is 
examined within one hour. 

Table 1. Comparison between the proposed system and some related literature. 

Ref. Year PV WT CHP EHP GB WD ES HS WS Demand CO # EA & UA ¥ 
Grid- 

Connected SA ¤ 

[1] 2020 ⨯ ⨯  ⨯    ⨯  E-H-W *  ⨯   GA 
[2] 2021   ⨯ ⨯ ⨯  ⨯   E-H-W     GAMS 
[12] 2017 ⨯ ⨯  ⨯  ⨯   ⨯ E-H +  ⨯   MILP 
[16] 2018 ⨯     ⨯  ⨯ ⨯ E-H  ⨯   MILP 
[19] 2021 ⨯     ⨯ ⨯ ⨯ ⨯ E-H     MINLP 
[20] 2021 ⨯ ⨯  ⨯  ⨯   ⨯ E-H  ⨯ ⨯  MILP-GAMS 
[21] 2020    ⨯  ⨯   ⨯ E-H-C ⸸     QPSO 
[22] 2019 ⨯   ⨯ ⨯ ⨯ ⨯  ⨯ E-H  ⨯   - 
[23] 2020   ⨯ ⨯ ⨯ ⨯  ⨯ ⨯ E-H-C ⨯ ⨯ ⨯  - 
[24] 2020 ⨯ ⨯  ⨯ ⨯ ⨯ ⨯ ⨯ ⨯ E-H   ⨯  PSO 
[25] 2020  ⨯ ⨯  ⨯ ⨯  ⨯  E-H-C   ⨯  NSGA 
[26] 2019  ⨯ ⨯  ⨯ ⨯  ⨯ ⨯ E-H-C   ⨯  NSGA-II 
Proposed          E-H-W     AOA 

GB: Gas boiler, ES: Electrical storage, HS: Heating storage, WS: Water storage, E-H-W *: Electrical-
Heating-Water, E-H +: Electrical-Heating, E-H-C ⸸: Electrical-Heating-Cooling, CO #: Cost analysis, 
EA &: Environmental analysis, UA ¥: Uncertainty analysis, SA ¤: Solution algorithm MINLP: Mixed 
integer nonlinear programming, QPSO: Quantum Particle Swarm Optimization, NSGA: Non-dom-
inated sorting genetic algorithm. 

2. Energy Hub (EH) Modelling 
Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three 

integrated networks. The main energy sources of the hub are electricity, natural gas, and 
water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)

ሾ𝐿ሿ = ൦ 𝐿ଵ𝐿ଶ⋮𝐿ெ൪
×ଵ

  , ሾ𝐶ሿ =  𝐶ଵଵ … 𝐶ଵ⋮ ⋱ ⋮𝐶ଵ … 𝐶൩×   , ሾ𝑃ሿ = ൦𝑃ଵ𝑃ଶ⋮𝑃൪
×ଵ

       (2)

where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 

Sustainability 2022, 14, x FOR PEER REVIEW 4 of 28 
 

 

 Verifying the effectiveness of the proposed method in a short-term situation; a day is 
examined within one hour. 

Table 1. Comparison between the proposed system and some related literature. 

Ref. Year PV WT CHP EHP GB WD ES HS WS Demand CO # EA & UA ¥ 
Grid- 

Connected SA ¤ 

[1] 2020 ⨯ ⨯  ⨯    ⨯  E-H-W *  ⨯   GA 
[2] 2021   ⨯ ⨯ ⨯  ⨯   E-H-W     GAMS 
[12] 2017 ⨯ ⨯  ⨯  ⨯   ⨯ E-H +  ⨯   MILP 
[16] 2018 ⨯     ⨯  ⨯ ⨯ E-H  ⨯   MILP 
[19] 2021 ⨯     ⨯ ⨯ ⨯ ⨯ E-H     MINLP 
[20] 2021 ⨯ ⨯  ⨯  ⨯   ⨯ E-H  ⨯ ⨯  MILP-GAMS 
[21] 2020    ⨯  ⨯   ⨯ E-H-C ⸸     QPSO 
[22] 2019 ⨯   ⨯ ⨯ ⨯ ⨯  ⨯ E-H  ⨯   - 
[23] 2020   ⨯ ⨯ ⨯ ⨯  ⨯ ⨯ E-H-C ⨯ ⨯ ⨯  - 
[24] 2020 ⨯ ⨯  ⨯ ⨯ ⨯ ⨯ ⨯ ⨯ E-H   ⨯  PSO 
[25] 2020  ⨯ ⨯  ⨯ ⨯  ⨯  E-H-C   ⨯  NSGA 
[26] 2019  ⨯ ⨯  ⨯ ⨯  ⨯ ⨯ E-H-C   ⨯  NSGA-II 
Proposed          E-H-W     AOA 

GB: Gas boiler, ES: Electrical storage, HS: Heating storage, WS: Water storage, E-H-W *: Electrical-
Heating-Water, E-H +: Electrical-Heating, E-H-C ⸸: Electrical-Heating-Cooling, CO #: Cost analysis, 
EA &: Environmental analysis, UA ¥: Uncertainty analysis, SA ¤: Solution algorithm MINLP: Mixed 
integer nonlinear programming, QPSO: Quantum Particle Swarm Optimization, NSGA: Non-dom-
inated sorting genetic algorithm. 

2. Energy Hub (EH) Modelling 
Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three 

integrated networks. The main energy sources of the hub are electricity, natural gas, and 
water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)

ሾ𝐿ሿ = ൦ 𝐿ଵ𝐿ଶ⋮𝐿ெ൪
×ଵ

  , ሾ𝐶ሿ =  𝐶ଵଵ … 𝐶ଵ⋮ ⋱ ⋮𝐶ଵ … 𝐶൩×   , ሾ𝑃ሿ = ൦𝑃ଵ𝑃ଶ⋮𝑃൪
×ଵ

       (2)

where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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2. Energy Hub (EH) Modelling 
Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three 

integrated networks. The main energy sources of the hub are electricity, natural gas, and 
water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 

Sustainability 2022, 14, x FOR PEER REVIEW 4 of 28 
 

 

 Verifying the effectiveness of the proposed method in a short-term situation; a day is 
examined within one hour. 

Table 1. Comparison between the proposed system and some related literature. 

Ref. Year PV WT CHP EHP GB WD ES HS WS Demand CO # EA & UA ¥ 
Grid- 

Connected SA ¤ 

[1] 2020 ⨯ ⨯  ⨯    ⨯  E-H-W *  ⨯   GA 
[2] 2021   ⨯ ⨯ ⨯  ⨯   E-H-W     GAMS 
[12] 2017 ⨯ ⨯  ⨯  ⨯   ⨯ E-H +  ⨯   MILP 
[16] 2018 ⨯     ⨯  ⨯ ⨯ E-H  ⨯   MILP 
[19] 2021 ⨯     ⨯ ⨯ ⨯ ⨯ E-H     MINLP 
[20] 2021 ⨯ ⨯  ⨯  ⨯   ⨯ E-H  ⨯ ⨯  MILP-GAMS 
[21] 2020    ⨯  ⨯   ⨯ E-H-C ⸸     QPSO 
[22] 2019 ⨯   ⨯ ⨯ ⨯ ⨯  ⨯ E-H  ⨯   - 
[23] 2020   ⨯ ⨯ ⨯ ⨯  ⨯ ⨯ E-H-C ⨯ ⨯ ⨯  - 
[24] 2020 ⨯ ⨯  ⨯ ⨯ ⨯ ⨯ ⨯ ⨯ E-H   ⨯  PSO 
[25] 2020  ⨯ ⨯  ⨯ ⨯  ⨯  E-H-C   ⨯  NSGA 
[26] 2019  ⨯ ⨯  ⨯ ⨯  ⨯ ⨯ E-H-C   ⨯  NSGA-II 
Proposed          E-H-W     AOA 

GB: Gas boiler, ES: Electrical storage, HS: Heating storage, WS: Water storage, E-H-W *: Electrical-
Heating-Water, E-H +: Electrical-Heating, E-H-C ⸸: Electrical-Heating-Cooling, CO #: Cost analysis, 
EA &: Environmental analysis, UA ¥: Uncertainty analysis, SA ¤: Solution algorithm MINLP: Mixed 
integer nonlinear programming, QPSO: Quantum Particle Swarm Optimization, NSGA: Non-dom-
inated sorting genetic algorithm. 

2. Energy Hub (EH) Modelling 
Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three 

integrated networks. The main energy sources of the hub are electricity, natural gas, and 
water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)

ሾ𝐿ሿ = ൦ 𝐿ଵ𝐿ଶ⋮𝐿ெ൪
×ଵ

  , ሾ𝐶ሿ =  𝐶ଵଵ … 𝐶ଵ⋮ ⋱ ⋮𝐶ଵ … 𝐶൩×   , ሾ𝑃ሿ = ൦𝑃ଵ𝑃ଶ⋮𝑃൪
×ଵ

       (2)

where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 

Sustainability 2022, 14, x FOR PEER REVIEW 4 of 28 
 

 

 Verifying the effectiveness of the proposed method in a short-term situation; a day is 
examined within one hour. 

Table 1. Comparison between the proposed system and some related literature. 

Ref. Year PV WT CHP EHP GB WD ES HS WS Demand CO # EA & UA ¥ 
Grid- 

Connected SA ¤ 

[1] 2020 ⨯ ⨯  ⨯    ⨯  E-H-W *  ⨯   GA 
[2] 2021   ⨯ ⨯ ⨯  ⨯   E-H-W     GAMS 
[12] 2017 ⨯ ⨯  ⨯  ⨯   ⨯ E-H +  ⨯   MILP 
[16] 2018 ⨯     ⨯  ⨯ ⨯ E-H  ⨯   MILP 
[19] 2021 ⨯     ⨯ ⨯ ⨯ ⨯ E-H     MINLP 
[20] 2021 ⨯ ⨯  ⨯  ⨯   ⨯ E-H  ⨯ ⨯  MILP-GAMS 
[21] 2020    ⨯  ⨯   ⨯ E-H-C ⸸     QPSO 
[22] 2019 ⨯   ⨯ ⨯ ⨯ ⨯  ⨯ E-H  ⨯   - 
[23] 2020   ⨯ ⨯ ⨯ ⨯  ⨯ ⨯ E-H-C ⨯ ⨯ ⨯  - 
[24] 2020 ⨯ ⨯  ⨯ ⨯ ⨯ ⨯ ⨯ ⨯ E-H   ⨯  PSO 
[25] 2020  ⨯ ⨯  ⨯ ⨯  ⨯  E-H-C   ⨯  NSGA 
[26] 2019  ⨯ ⨯  ⨯ ⨯  ⨯ ⨯ E-H-C   ⨯  NSGA-II 
Proposed          E-H-W     AOA 

GB: Gas boiler, ES: Electrical storage, HS: Heating storage, WS: Water storage, E-H-W *: Electrical-
Heating-Water, E-H +: Electrical-Heating, E-H-C ⸸: Electrical-Heating-Cooling, CO #: Cost analysis, 
EA &: Environmental analysis, UA ¥: Uncertainty analysis, SA ¤: Solution algorithm MINLP: Mixed 
integer nonlinear programming, QPSO: Quantum Particle Swarm Optimization, NSGA: Non-dom-
inated sorting genetic algorithm. 

2. Energy Hub (EH) Modelling 
Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three 

integrated networks. The main energy sources of the hub are electricity, natural gas, and 
water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)

ሾ𝐿ሿ = ൦ 𝐿ଵ𝐿ଶ⋮𝐿ெ൪
×ଵ

  , ሾ𝐶ሿ =  𝐶ଵଵ … 𝐶ଵ⋮ ⋱ ⋮𝐶ଵ … 𝐶൩×   , ሾ𝑃ሿ = ൦𝑃ଵ𝑃ଶ⋮𝑃൪
×ଵ

       (2)

where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 

MILP
[16] 2018

Sustainability 2022, 14, x FOR PEER REVIEW 4 of 28 
 

 

 Verifying the effectiveness of the proposed method in a short-term situation; a day is 
examined within one hour. 

Table 1. Comparison between the proposed system and some related literature. 

Ref. Year PV WT CHP EHP GB WD ES HS WS Demand CO # EA & UA ¥ 
Grid- 

Connected SA ¤ 

[1] 2020 ⨯ ⨯  ⨯    ⨯  E-H-W *  ⨯   GA 
[2] 2021   ⨯ ⨯ ⨯  ⨯   E-H-W     GAMS 
[12] 2017 ⨯ ⨯  ⨯  ⨯   ⨯ E-H +  ⨯   MILP 
[16] 2018 ⨯     ⨯  ⨯ ⨯ E-H  ⨯   MILP 
[19] 2021 ⨯     ⨯ ⨯ ⨯ ⨯ E-H     MINLP 
[20] 2021 ⨯ ⨯  ⨯  ⨯   ⨯ E-H  ⨯ ⨯  MILP-GAMS 
[21] 2020    ⨯  ⨯   ⨯ E-H-C ⸸     QPSO 
[22] 2019 ⨯   ⨯ ⨯ ⨯ ⨯  ⨯ E-H  ⨯   - 
[23] 2020   ⨯ ⨯ ⨯ ⨯  ⨯ ⨯ E-H-C ⨯ ⨯ ⨯  - 
[24] 2020 ⨯ ⨯  ⨯ ⨯ ⨯ ⨯ ⨯ ⨯ E-H   ⨯  PSO 
[25] 2020  ⨯ ⨯  ⨯ ⨯  ⨯  E-H-C   ⨯  NSGA 
[26] 2019  ⨯ ⨯  ⨯ ⨯  ⨯ ⨯ E-H-C   ⨯  NSGA-II 
Proposed          E-H-W     AOA 

GB: Gas boiler, ES: Electrical storage, HS: Heating storage, WS: Water storage, E-H-W *: Electrical-
Heating-Water, E-H +: Electrical-Heating, E-H-C ⸸: Electrical-Heating-Cooling, CO #: Cost analysis, 
EA &: Environmental analysis, UA ¥: Uncertainty analysis, SA ¤: Solution algorithm MINLP: Mixed 
integer nonlinear programming, QPSO: Quantum Particle Swarm Optimization, NSGA: Non-dom-
inated sorting genetic algorithm. 

2. Energy Hub (EH) Modelling 
Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three 

integrated networks. The main energy sources of the hub are electricity, natural gas, and 
water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)

ሾ𝐿ሿ = ൦ 𝐿ଵ𝐿ଶ⋮𝐿ெ൪
×ଵ

  , ሾ𝐶ሿ =  𝐶ଵଵ … 𝐶ଵ⋮ ⋱ ⋮𝐶ଵ … 𝐶൩×   , ሾ𝑃ሿ = ൦𝑃ଵ𝑃ଶ⋮𝑃൪
×ଵ

       (2)

where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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EA &: Environmental analysis, UA ¥: Uncertainty analysis, SA ¤: Solution algorithm MINLP: Mixed 
integer nonlinear programming, QPSO: Quantum Particle Swarm Optimization, NSGA: Non-dom-
inated sorting genetic algorithm. 

2. Energy Hub (EH) Modelling 
Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three 

integrated networks. The main energy sources of the hub are electricity, natural gas, and 
water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)

ሾ𝐿ሿ = ൦ 𝐿ଵ𝐿ଶ⋮𝐿ெ൪
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  , ሾ𝐶ሿ =  𝐶ଵଵ … 𝐶ଵ⋮ ⋱ ⋮𝐶ଵ … 𝐶൩×   , ሾ𝑃ሿ = ൦𝑃ଵ𝑃ଶ⋮𝑃൪
×ଵ

       (2)

where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three 

integrated networks. The main energy sources of the hub are electricity, natural gas, and 
water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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cation process which was also provided at the hub entrance in addition to the above-men-
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Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three 

integrated networks. The main energy sources of the hub are electricity, natural gas, and 
water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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pumped either directly into the natural gas system or converted into electricity through 
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was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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2. Energy Hub (EH) Modelling 
Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three 

integrated networks. The main energy sources of the hub are electricity, natural gas, and 
water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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tively, which are illustrated in detail in the following subsections. 
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water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
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eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
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water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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2. Energy Hub (EH) Modelling 
Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three 

integrated networks. The main energy sources of the hub are electricity, natural gas, and 
water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)

ሾ𝐿ሿ = ൦ 𝐿ଵ𝐿ଶ⋮𝐿ெ൪
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 
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water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
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from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
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eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
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water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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: Electrical-Heating-Cooling, CO #: Cost analysis, EA &: Environmental
analysis, UA ¥: Uncertainty analysis, SA ¤: Solution algorithm MINLP: Mixed integer nonlinear programming,
QPSO: Quantum Particle Swarm Optimization, NSGA: Non-dominated sorting genetic algorithm.

The major contributions of this paper can be briefed as:

� Proposing a methodology to address integrations among EH components and energy
networks, while satisfying different system constraints. Economic and environmental
objective functions are considered to address the configuration and optimal operation
of the EH system. Moreover, seeking to address reliability enhancement for electrical,
thermal, and drinking water as vital requirements.

� Applying the AOA and GA to optimally solve the optimization problem to maximize
the total SW and minimize emissions. Moreover, analyzing the performance of CHP
units and verifying their effectiveness with EHs.

� Verifying the effectiveness of the proposed method in a short-term situation; a day is
examined within one hour.

2. Energy Hub (EH) Modelling

Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three
integrated networks. The main energy sources of the hub are electricity, natural gas,
and water whereas the output side supplies electricity, heat, and freshwater loads. The
integration among these networks occurs through the EH components, such as CHP, EHP,
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The
EH input and output are coupled by mathematical relationships which are defined in (1)
and (2) as follows [32]:

[L] = [C][P] (1)

[L] =




L1
L2
...

LM




m×1

, [C] =




C11 . . . C1n
...

. . .
...

Cm1 . . . Cmn




m×n

, [P] =




P1
P2
...

Pn




n×1

(2)

where L, C, and P are output loads, coupling matrix, and input energy carriers, respectively,
which are illustrated in detail in the following subsections.

Nowadays, many companies all over the world apply the EH concept and distribute
water, gas, electric power, and RES. The first real EH was presented in Switzerland by
the Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a
cogeneration plant, and methane gasification. The objective was to obtain natural gas and
heat from burning wood chips available in the company’s supply area. Natural gas was
pumped either directly into the natural gas system or converted into electricity through the
cogeneration unit and integrated into the electrical grid. In either case, the wasted heat was
injected into the local heating network. Nitrogen and steam were used for the gasification
process which was also provided at the hub entrance in addition to the above-mentioned
energy carriers.
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2.1. PV Unit Output Power Modelling

Integrating PV modules into the electrical grid is a great solution to meet electrical
demand and reduce carbon dioxide emissions. On the other hand, the development of
PV modules faces a major challenge which is their unpredictable nature [34]. The power
produced from PV arrays (PPV(t)) is calculated by:

PPV(t) =
G(t)
1000

PPVr ηPV (3)

where G(t) is the solar radiation at time t (kW/m2), PPVr is the PV cell rated power (MW),
and ηPV is PV cell efficiency.

2.2. WT Output Power Modelling

The generation of electrical energy from wind is one of the most promising types
of generation in the world. The flow of air is converted into electrical energy without a
negative impact on the environment [34]. Despite the different geographical conditions,
seasonal changes, and other factors, the proposed model in this work of wind power is
applicable under any operating conditions. Additionally, the power generation of WTs is
highly uncertain and is formulated as a function of wind speed as represented in this work.
The power generated (PW(t)) of a WT is calculated by (4):

PW(t) =





0 0 ≤ v(t) ≤ vi & vo ≤ v(t)

PWr × (v(t)−vi)
(vr−vi)

vi ≤ v(t) ≤ vr

PWr vr ≤ v(t) ≤ vo

(4)

where v(t), vi, vo, and vr are the actual wind speed at time t, cut-in speed, cut-out speed,
and rated speed (m/s), respectively. PWr is the rated value of wind power (MW).
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2.3. ESSs Model

ESSs are used to feed loads in case of low power generation. ESSs were modeled
similarly to the authors presented in [35].

2.4. CHP Model

Both heat and power are generated from the CHP units. Each CHP unit has a thermal-
electrical characteristic. One of the most used and feasible thermoelectric operation regions
is shown in Figure 3. The complete model of CHP is illustrated in [11,36].
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2.5. EHP Model

EHP is powered by electric energy and extracted the heat from the cold ambient air
and transfers it to heat the water in the heating system. The electrical power (PEHP(t))
taken from EH by EHP is [37]:

PEHP(t) =
QEHP(t)

COP
(5)

where COP is the EHP coefficient of performance, and QEHP(t) is EHP thermal energy
produced (MWth) at time t.

2.6. GB Model

In the proposed EH system, GB is a standby unit for supplying thermal demand
requirements when the heat produced by the CHP and EHP, and the available ESS capacity,
is insufficient. The heat produced by the GB unit is given as [21].

QGB(t) = γGB PGB(t) (6)

where QGB(t) is EHP thermal energy produced (MWth) at time t, γGB is the GB coefficient
of performance, and PGB(t) is the quantity of natural gas absorbed by GB at time t (MW).
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2.7. WD Unit Modelling

In this paper, one of the components of a water supply system is a WD unit, which can
be established anywhere in the system (near the sea or groundwater). This paper focused
on reducing costs and emissions without addressing the optimal location of the WD units
(which can be considered in future work). Additionally, the WD unit is considered an
aggregate device that imports electrical energy from EH and exports fresh water. Therefore,
the detailed thermodynamic formula for the water grid is not taken into account. The
WD unit is supplied with electric power to produce fresh water from seawater. The
relationship between the produced water (WWD(t)) and the consumed electricity (PWD(t))
can be calculated as [2]:

PWD(t) =
WWD(t)

ηWD
(7)

where ηWD is the performance coefficient of WD (m3/MW).

3. Uncertainty Analysis of RESs

The high uncertainty in the energy produced from RESs makes it important to model
the stochastic behavior of these resources. So, the planning and operation of an EH are
managed, taking into account the unpredictable nature of these units. In this section, the
uncertainties in RESs power generation are addressed. In order to account for differences
in wind speed data, the Weibull distribution is used to continuously track changes in wind
speed through a scale factor k and a form factor c. The Weibull distribution probability
density function (pd f ) is defined as [32]:

fW(PWav) =





(
klvi

c

)(
(1+ρl)vi

c

)k−1
exp
((

(1+ρl)vi
c

)k
)

0 ≤ PWav ≤ PWr

1− exp
[
−
( vi

c
)k
]
+ exp

[
−
( vo

c
)k
]

PWav = 0

exp
[
−
( vr

c
)k
]
− exp

[
−
( vo

c
)k
]

PWav = PWr

(8)

where PWav is the total available wind power (MW), ρ =
PWav
PWr

and l = vr−vi
vi

.
To model the uncertainties in the PV modules’ generated power, the beta distribution

function is used [32]:

fPV(PPVav) =

{
Gα−1(1− G)β−1 Γ(α+β)

Γ(α)+Γ(β)
0 ≤ G ≤ 1, α, β ≥ 0

0 otherwise
(9)

where PPVav is the total available PV power (MW), α and β are beta pd f parameters.

4. Thermal Generation Emissions

In most electric power grids, the bulk of the electric power generated is by ther-
mal power plants which produce high carbon dioxide emissions. Hence, the number of
emissions (EG) can be expressed as [38]:

EG = aE P2
G + bE PG + dE + γE exp(δE PG) (10)

where aE, bE, dE,γE, and δE are emission coefficients of the thermal generators and PG is
the power of the thermal generator (MW).

5. Problem Formulation and Methodology

The primary objective of this paper is to provide the electricity, heating, and water
requirements of EH at the highest SW by minimizing total system operating costs and
lowering CO2 emissions while taking into account various system constraints.
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5.1. Objective Function

This work aims to obtain the optimum values of power, heat, and water output from
available generators subject to coordinated constraints. The total operating cost can be
expressed as a summation of individual operating costs.

This paper deals with a system that includes a conventional power unit, a CHP unit,
and an HOU. Reliable models describing the off-design process (partial load relationships
between power production and fuel consumption) per unit as well as reliable optimization
methods are required in order to improve the optimization problem. Depending on the
nature of these relationships, the appropriate method should be applied to solve the
optimization problem. However, in practice, second-order or linear convex input/output
relationships are applied. The cost function per unit is obtained when the input/output
curve is multiplied by the cost of fuel burned per unit. Assuming convex input/output
curves for conventional power, CHP and HOU, their cost functions will also be convex [39]
as follows:

• Conventional power generators’ operating cost can be represented by a quadratic form
as [36]:

CG(PG) = aGP2
G + bGPG + cG (11)

where CG is the conventional generator-produced power cost ($), and aG, bG, and
cG are the conventional generator cost coefficients.

• CHP generator operation cost can be represented by a quadratic form as [32]:

CCHP(PCHP, QCHP) = aCo + bCoPCHP + cCoP2
CHP + dCoQCHP + eCoQ2

CHP + fCoPCHPQCHP (12)

where CCHP is the CHP generator produced energy cost ($), aCo, bCo, cCo, dCo, eCo, and
fCo are the CHP generation cost coefficients, and PCHP, QCHP are the electrical and
heating outputs of the CHP unit.

• The operating cost of a heat-only unit (HOU) can be represented by a quadratic form
as [36]:

CHOU(QHOU) = VHOUQ2
HOU + MHOUQHOU + RHOU (13)

where CHOU is the produced heat cost ($), and VHOU , MHOU , and RHOU are the heat
generation cost coefficients of an HOU.

• Because of the uncertainty of the available RESs at any given time, the factors for
overestimating and underestimating the available RESs must be included in the model.
The overestimation factor can be easily explained in that if a certain amount of RES
power is assumed and that power is not available at the assumed time, then the
power must be purchased from an alternative source or the loads must be disposed
of. In the case of an underestimation penalty, if the available RES power is more than
was assumed, then that power will be wasted, and it is reasonable for the system
operator to pay a cost to the RES power product for the wastage of available capacity.
Surplus RES power is usually sold to neighboring utilities, or by rapid redistribution.
The output of non-RES generators is correspondingly reduced. Only if this cannot
be achieved should the phantom load resistors be connected to “waste” the excess
power. Obviously, these actions can be modeled by a simple minimization penalty
cost function as [36]:

CW(PW) = dWƒW(PWav)PW + cp.W(PWav − PW) + cr.W(PW − PWav) (14)

CPV(PPV) = hPV fPV(PPVav)(PPV) + cp.PV(PPVav − PPV) + cr.PV(PPV − PPVav) (15)

where CW and CPV are the total cost of WT and PV generators ($), dW and hPV are the
cost coefficient of WT and PV generators ($/MW), respectively, ƒW(PW) and ƒPV(PPV)
are the Weibull pd f and beta pd f of WT and PV generator, respectively, cp.W and cp.PV
are the cost coefficient of WT and PV generators because of over-generation ($/MW),
PW and PPV are the scheduled output of WT and PV generators, and cr.W and cr.PV are
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the cost coefficient of WT and PV generators because of under-generation ($/MW).
The cost coefficients of WT and PV generation are calculated as follows [36]:

cp.W(PWav − PW) = cp.W

∫ PWr

PW

(PWav − PW)ƒW(PWav)dPW (16)

cr.W(PW − PWav) = cr.W

∫ PW

0
(PW − PWav)ƒW(PWav)dPW (17)

cp.PV(PPVav − PPV) = cp.PV

∫ PPV r

PPV
(PPVav − PPV)ƒPV(PPVav)dPPV (18)

cr.PV(PPV − PPVav) = cr.PV

∫ PPV

0
(PPV − PPVav)ƒPV(PPVav)dPPV (19)

• The operating cost of charge/discharge of ESSs can be represented by different models
but this paper deals with a simple linear function, as the ESSs should be considered as
a load when being charged and be considered as a generation source when discharging
to the network [40]:

CESSi(PESSi) = CdsiPdsi − Cchi Pchi (20)

where CESSi is the ESS power cost ($), Cdsi and Cchi are the discharging and charging
cost of the ith ESSs ($/MW), respectively, and Pdsi and Pchi are the discharging and
charging power of the ith ESSs (MW), respectively.

The operation cost of GB, EHP, WD, and WG is supposed to be linear. Where the
output energy of each unit is linearly related to the quantity of fuel entering the unit and
the cost coefficients.

• The operating cost of EHP can be represented by a linear function as [37]:

CEHP(QEHP) = aEHP PEHP (21)

where CEHP is the power absorbed cost ($) and aEHP is the EHP unit cost coefficient
($/MW).

• The operating cost of GB can be represented by a linear function as [41]:

CGB(PGB) = aGBPGB (22)

where CGB is the natural gas absorbed cost ($) and aGB is GB unit cost coefficient
($/MW).

• The operating cost of a WD unit can be represented by a linear function as [42]:

CWD(PWD) = KWD PWD (23)

where CWD is the power absorbed cost ($) and KWD is the WD unit cost coefficient
($/MW).

• The operating cost of the water grid (WG) can be represented in a linear form as [35]:

CWG(WWG) = KWG WWG (24)

where CWG is the total cost of water produced from WG ($), KWG is the cost coefficient
of the WG ($/m3), and WWG is the volume of the water produced from the WG (m3).

To calculate the total system operation cost during period T, (10)–(24) are integrated
into one formula as follows:
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Cost =
T
∑

t=1
CG(PG) +

T
∑

t=1
CCHP(PCHP, HCHP) +

T
∑

t=1
CW(PW) +

T
∑

t=1
CPV(PPV) +

T
∑

t=1

NESSs

∑
i=1

CESSi(PESSi) +
T
∑

t=1
CEHP(QEHP)

+
T
∑

t=1
CHOU(QHOU) +

T
∑

t=1
CGB(PGB) +

T
∑

t=1
CWD(PWD) +

T
∑

t=1
CWG(WWG)

(25)

In this work, a single objective optimization problem is solved to find the minimum cost. So,
a penalty factor h ($/kg) is used to convert emissions value into cost [38]. The optimum solutions
are then achieved while minimizing operation cost, minimizing emission cost, and meeting the load
requirements and system operation constraints. The maximum penalty rate factor is defined as the
ratio between the highest predictable value of operating cost (costmax) and the highest estimated
value for emissions (Emax

G ), which is given by:

h = costmax/Emax
G (26)

Then, the corresponding cost of emissions (CE) can be calculated by total emissions (EG) as
follows [38]:

CE = h EG (27)

The revenue (RD) achieved from selling the energy to end users can be expressed as:

RD = λe PED + λh QHD + λW WWR (28)

where λe is electrical energy consumed cost ($/MW), λh is heat energy consumed cost ($/MWth),
λw is water consumed cost ($/m3), and PED, QHD, and WWR are the electrical, heat, and water
demand, respectively.

Social welfare is given by:
SW = RD − Cost− CE (29)

The overall objective function (F) is defined as:

Max → F = SW (30)

This objective is constrained by the following:

1. Electrical power balance

The sum of power generated by the EH components in addition to electricity supplied by the
electrical grid should be equal to the total electrical requirements, EHP, WD, and electrical losses of
the system. So, the electric power balance constraint is defined as:

PG + PW + PPV + PCHP ± PES = PEHP + PWD + PED + Ploss (31)

where PES is the ES power (MW) and Ploss is the value of total power losses (MW) which is illustrated
in [32].

2. Heating power balance

The sum of heat produced by CHP, GB, and EHP should be enough to supply heating demand
in the EH. Therefore, the heat power balance can be met as follows:

QHOU + QCHP + QGB + QEHP ±QHS = QHD + Qloss (32)

where QHS is the power of HS (MWth) and Qloss is the heat loss (MWth) which is illustrated in detail
in [32].

3. Water balance

The total generated water from the WD unit, WS, and WG should supply water demand in the
EH. This constraint can be met by water balance as follows:

WWD + WWG ±WWS = WWR (33)

where WWS is the volume of water storage (m3).

4. Line flow and bus voltage limits:
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⌊
S f low,i

⌋
≤ Smax

f low,i
Vmin

i ≤ Vi ≤ Vmax
i

}
(34)

where S f low,i is the flow of apparent power in the ith line (MVA), Smax
f low,i is the maximum apparent

power flow limit in the ith line (MVA), and Vmax
i , Vmin

i are the maximum and minimum voltage
limits of the ith bus (p.u).

5. Ramp rate limits for thermal generator, CHP, EHP, GB, WD, WG, and HOU:

Pi,t−1 − Pi,t < DRi
Pi,t − Pi,t−1 < URi

}
(35)

where DRi, URi are the down-ramp rate and up-ramp rate limit of the ith unit, Pi,t−1 is the power of
the ith unit at time t− 1, and Pi,t is the power of the ith unit at time t.

6. Real operating power limits for wind, PV, CHPs, EHP, and WD units:

0 ≤ PW ≤ PWr

0 ≤ PPV ≤ PPV (Kt max)

Pmin
CHP ≤ PCHP ≤ Pmax

CHP
0 ≤ PEHP ≤ Pmax

EHP
0 ≤ PWD ≤ Pmax

WD





(36)

where PPV (Kt max) is PV output power at maximum solar radiation (MW), Pmax
CHP, Pmin

CHP are the maxi-
mum and minimum power outputs of a cogeneration generator (MW), Pmax

EHP is the maximum installed
capacity of the EHP unit (MW), and Pmax

WD is the maximum installed capacity of the WD unit (MW).

7. Heat limits for CHPs, HOUs, EHP, and GB:

Qmin
CHP ≤ QCHP ≤ Qmax

CHP
Qmin

HOU ≤ QHOU ≤ Qmax
HOU

0 ≤ QEHP ≤ Qmax
EHP

0 ≤ QGB ≤ Qmax
GB





(37)

where Qmax
CHP, Qmin

CHP are the maximum and minimum heat outputs of the CHP generator (MWth),
Qmax

HOU , Qmin
HOU are the maximum and minimum heat outputs of HOU (MWth), Qmax

EHP is the maximum
installed capacity of the EHP unit (MWth), and Qmax

GB is the maximum installed capacity of a GB
unit (MWth).

8. Charging/discharging limits of ESSs:

Pmin
ESSi

≤ PESSCi , PESSDi ≤ Pmax
ESSi

(38)

where Pmax
ESSi

,Pmin
ESSi

are the maximum and minimum power limits of ESSs (MW).

9. Initial and final energy in ESSs:

Emin
ESSi

≤ Eini
ESSi

+ PESSCi ∆t− PESSDi ∆t ≤ Emax
ESSi

(39)

where Emax
ESSi

, Emin
ESSi

are the maximum and minimum limit energy of ESSs (MWh), and Eini
ESSi

is the
initial energy of the ith ESSs (MWh).

5.2. Optimization Algorithm
The AOA is a novel optimization algorithm that has been proposed to address real-world

problems [43]. This optimizer derives the idea of his work from Archimedes’ principles states,
and it depends on the behavior of the force exerted when an object is partially or completely im-
mersed in a liquid. Similar to most swarm optimizers and metaheuristic algorithms, the AOA
proposes population-based solutions. In this case, the proposed solutions are represented by im-
mersed objects. The optimization process starts with proposing an initial set of random particles
(objects/locations/solutions). Each particle has its size, density, and acceleration which are updated
in an iterative process. Theoretically, the AOA includes many explorations and exploitations pro-
cesses because it is a global optimization algorithm. Figure 4 introduces the pseudo-code of the AOA;
including population initialization, population assessment, and parameter updating [44].

317



Sustainability 2022, 14, 14766

Sustainability 2022, 14, x FOR PEER REVIEW 12 of 28 
 

 

5.2. Optimization Algorithm 
The AOA is a novel optimization algorithm that has been proposed to address real-

world problems [43]. This optimizer derives the idea of his work from Archimedes’ prin-
ciples states, and it depends on the behavior of the force exerted when an object is partially 
or completely immersed in a liquid. Similar to  most swarm optimizers and metaheuristic 
algorithms, the AOA proposes population-based solutions. In this case, the proposed so-
lutions are represented by immersed objects. The optimization process starts with propos-
ing an initial set of random particles (objects/locations/solutions). Each particle has its size, 
density, and acceleration which are updated in an iterative process. Theoretically, the 
AOA includes many explorations and exploitations processes because it is a global opti-
mization algorithm. Figure 4 introduces the pseudo-code of the AOA; including popula-
tion initialization, population assessment, and parameter updating [44]. 

 
Figure 4. AOA Pseudo code. 

  

Archimedes Optimization Algorithm (AOA) : Pseudo code 

• Inputs: 𝑵, 𝑻𝒎𝒂𝒙, 𝑪𝟏, 𝑪𝟐, 𝑪𝟑, 𝒂𝒏𝒅 𝑪𝟒 
 

• Output: 
Object with best fitness value 
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2. Evaluate initial population and select the one with the best

fitness value 
3. Set iteration counter 𝒕 = 𝟏 
4. While 𝒕 ≤ 𝒕𝒎𝒂𝒙 do  

     For each object 𝒊 do 
5. Update density and volume of each object by  𝒅𝒆𝒏𝒊𝒕+𝟏 = 𝒅𝒆𝒏𝒊𝒕 + 𝒓𝒂𝒏𝒅 × (𝒅𝒆𝒏𝒃𝒆𝒔𝒕 − 𝒅𝒆𝒏𝒊𝒕)𝒗𝒐𝒍𝒊𝒕+𝟏 = 𝒗𝒐𝒍𝒊𝒕 + 𝒓𝒂𝒏𝒅 × (𝒗𝒐𝒍𝒃𝒆𝒔𝒕 − 𝒗𝒐𝒍𝒊𝒕)  

6. Update transfer and density decreasing factors by = 𝒆𝒙𝒑 ൬𝒕 − 𝒕𝒎𝒂𝒙𝒕𝒎𝒂𝒙 ൰ 𝒅𝒕+𝟏 = 𝒆𝒙𝒑 ൬𝒕 − 𝒕𝒎𝒂𝒙𝒕𝒎𝒂𝒙 ൰ − ൬ 𝒕𝒕𝒎𝒂𝒙൰ 

            if 𝑻𝑭 ≤ 𝟎. 𝟓 then                  ►Exploration phase 
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𝒂𝒄𝒄𝒊−𝒏𝒐𝒓𝒎𝒕+𝟏 = 𝒖 × 𝒂𝒄𝒄𝒊𝒕+𝟏 − 𝐦𝐢𝐧 (𝒂𝒄𝒄)𝐦𝐚𝐱(𝒂𝒄𝒄) − 𝐦𝐢𝐧 (𝒂𝒄𝒄) − 𝟏 

8. Update position by  
    𝒙𝒊𝒕+𝟏 = 𝒙𝒊𝒕 + 𝑪𝟏 × 𝒓𝒂𝒏𝒅 × 𝒂𝒄𝒄𝒊−𝒏𝒐𝒓𝒎𝒕+𝟏 × 𝒅 × (𝒙𝒓𝒂𝒏𝒅 − 𝒙𝒊𝒕) 
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𝒂𝒄𝒄𝒊−𝒏𝒐𝒓𝒎𝒕+𝟏 = 𝒖 × 𝒂𝒄𝒄𝒊𝒕+𝟏 − 𝐦𝐢𝐧 (𝒂𝒄𝒄)𝐦𝐚𝐱(𝒂𝒄𝒄) − 𝐦𝐢𝐧 (𝒂𝒄𝒄) − 𝟏 

Algorithm parameters 𝑵 Population size 𝑻𝒎𝒂𝒙 Maximum iterations  𝑪𝟏, 𝑪𝟐, 𝑪𝟑, 𝑪𝟒 Control variables 𝑶𝒊 ith object in a population 𝒍𝒃𝒊, 𝒖𝒃𝒊 Lower and upper bounds of the search-space 𝒗𝒐𝒍𝒊, 𝒅𝒆𝒏𝒊,𝒂𝒄𝒄𝒊  
Volume, density and acceleration for each ith 

object 𝒓𝒂𝒏𝒅 
D dimensional vector randomly generates 
number between [0, 1] 𝒗𝒐𝒍𝒃𝒆𝒔𝒕, 𝒅𝒆𝒏𝒃𝒆𝒔𝒕𝒂𝒄𝒄𝒃𝒆𝒔𝒕  
Volume, density and acceleration associated 
with the best object found 𝑻 𝑭 Transfer operator 𝒕 Iteration number 𝒅 Density decreasing factor 𝒗𝒐𝒍𝒎𝒓, 𝒅𝒆𝒏𝒎𝒓,𝒂𝒄𝒄𝒎𝒓  
Volume, density and acceleration of random 
material 𝒙𝒊 Position for each ith object 

 

10. Update direction flag 𝑭 by  𝑭 =  ൜+𝟏 𝒊𝒇 𝑷 ≤ 𝟎. 𝟓−𝟏 𝒊𝒇 𝑷 > 𝟎. 𝟓𝑷 = 𝟐 × 𝒓𝒂𝒏𝒅 − 𝑪𝟒  𝒙𝒊𝒕+𝟏 = 𝒙𝒃𝒆𝒔𝒕𝒕 + 𝑭 × 𝑪𝟐 × 𝒓𝒂𝒏𝒅 × 𝒂𝒄𝒄𝒊−𝒏𝒐𝒓𝒎𝒕+𝟏 × 𝒅× (𝑻 × 𝒙𝒃𝒆𝒔𝒕 − 𝒙𝒊𝒕) 
               end if 
            end for 
11. Evaluate each object and select the one with the best 

fitness value 
12. Set 𝒕 = 𝒕 + 𝟏 

end while 
return object with the best fitness value 

Figure 4. AOA Pseudo code.

5.3. Proposed Stochastic Planning Structure
The primary objective of stochastic planning is the total SW and emissions reduction since all

demand requirements are satisfied. In this paper, the AOA algorithm was used to improve the EH
system performance. The suggested methodology for EH planning taking into account electrical,
thermal, and water energy balancing is illustrated in Figure 5. Heat network, electrical grid, water
network specifications, economic data, weather data, power generation of RESs, and various types of
demands are the inputs to the proposed system. Further, the electrical, thermal, and water energy
balances are analyzed in the planning procedure.
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5.4. EH Methodology to Satisfy Electrical, Thermal, and Water Demand
In this study, electrical, thermal, and water demands are considered. The overall methodology

for supplying all electrical, thermal, and water loads is discussed. In addition, priority should be
given to the various components and networks of EH to supply aggregate demand. The methodology
is illustrated in the following subsections.

5.4.1. A proposed Methodology to Satisfy Electrical Requirements
In the proposed EH, electrical loads are supplied by PV modules and WT. If the energy generated

by RESs is more than the electrical demand, the surplus generated energy will be stored in the ES.
Otherwise, if the energy produced by RESs is not sufficient to meet all the electrical loads, then the
energy stored in the ES supplies the remaining part of the electrical loads. In all cases, if the energy
produced from the RESs, and ES is not enough to supply demand requirements, the deficit energy is
taken from CHP. If the energy produced from all EH units is not enough for demand, the required
energy will be purchased from the electrical grid. On the other hand, whenever ES is fully charged
and the energy produced from RESs and CHP is more than the electrical loads, the excess energy is
sold to the electricity grid. Figure 6a illustrates the proposed methodology.

5.4.2. A Proposed Methodology to Satisfy Thermal Requirements
The GB, CHP, and EHP are considered heat generators in the proposed EH configuration. If

the thermal energy generated by the CHP is greater than the heating requirements, the additional
thermal energy is stored in HS. Otherwise, when the energy produced from CHP is not sufficient
to supply the heating demand, the energy stored in the HS is used to feed the remainder of the
load. In all cases, if the energy produced from the CHP, and HS, is not enough to supply demand
requirements, the deficit energy is taken from EHP, GB, and HOU, respectively. Figure 6b shows the
proposed heating demand-saving strategy.

5.4.3. A Proposed Methodology to Satisfy Water Requirements
In the proposed EH system, the WD unit is considered the main water source. If the water

generated by the WD unit is greater than the water demand for the loads, the additional water is
stored in WS. In cases where the energy produced from the WD unit and WS is not enough to supply
demand requirements, the deficit water is taken from the public WG. On the other hand, when WS is
charged and the water produced from the WD unit is more than the water demand, the excess water
is sold to the WG. Figure 6c shows the proposed water demand-saving strategy.
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6. Simulation Results and Discussion
6.1. Simulation Setup

The methodology proposed is applied to an EH represented by a modified IEEE 5-bus electrical
network over one day during a one-hour time interval. The modified IEEE 5-bus network, heat
system, and water system are shown in Figure 7. Thermal, electrical, and water demands are assumed
in the proposed EH as the curves shown in Figure 8 [19]. The electrical demand is divided into two
parts, a fixed part (base load) and an elastic part (20% of the base demand). A percentage of the
elastic part is fed only when the EH has a surplus of electrical power generation depending on the
electricity price and amount of surplus power. Daily wind speed and solar radiation are shown in
Figure 9 [32]. The data on the EH technologies are given in Appendix A. The optimization problem
was solved for many case studies with various operating conditions and the results were analyzed.
These simulations were carried out using MATLAB 2017a 64-bit version on a PC with an Intel (R)
Core (TM) i5-8250U CPU 1.60 GHz, RAM 12 GB system, and 1 TB of storage.
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6.2. Case Studies
Four cases are studied to explain the performance of CHP, WD, GB, and EHP, as shown in

Table 2. In each case, many indicators are calculated, such as total SW, emissions, losses, and sold
power/water to the electrical/water network are calculated (see Table 3).

Table 2. Case studies in this work.

Cases Electricity/Heat/
Water Network CHP EHP GB RESs WD ESSs

Case 1 (base case)
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GB: Gas boiler, ES: Electrical storage, HS: Heating storage, WS: Water storage, E-H-W *: Electrical-
Heating-Water, E-H +: Electrical-Heating, E-H-C ⸸: Electrical-Heating-Cooling, CO #: Cost analysis, 
EA &: Environmental analysis, UA ¥: Uncertainty analysis, SA ¤: Solution algorithm MINLP: Mixed 
integer nonlinear programming, QPSO: Quantum Particle Swarm Optimization, NSGA: Non-dom-
inated sorting genetic algorithm. 

2. Energy Hub (EH) Modelling 
Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three 

integrated networks. The main energy sources of the hub are electricity, natural gas, and 
water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)
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       (2)

where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 

× × × × × ×
Case 2
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Heating-Water, E-H +: Electrical-Heating, E-H-C ⸸: Electrical-Heating-Cooling, CO #: Cost analysis, 
EA &: Environmental analysis, UA ¥: Uncertainty analysis, SA ¤: Solution algorithm MINLP: Mixed 
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inated sorting genetic algorithm. 

2. Energy Hub (EH) Modelling 
Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three 

integrated networks. The main energy sources of the hub are electricity, natural gas, and 
water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
(PV and WT) are also used in the EH to minimize total operating costs and emissions. The 
EH input and output are coupled by mathematical relationships which are defined in (1) 
and (2) as follows [32]: ሾ𝐿ሿ = ሾ𝐶ሿሾ𝑃ሿ         (1)

ሾ𝐿ሿ = ൦ 𝐿ଵ𝐿ଶ⋮𝐿ெ൪
×ଵ
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       (2)

where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 

Sustainability 2022, 14, x FOR PEER REVIEW 4 of 28 
 

 

 Verifying the effectiveness of the proposed method in a short-term situation; a day is 
examined within one hour. 

Table 1. Comparison between the proposed system and some related literature. 

Ref. Year PV WT CHP EHP GB WD ES HS WS Demand CO # EA & UA ¥ 
Grid- 

Connected SA ¤ 

[1] 2020 ⨯ ⨯  ⨯    ⨯  E-H-W *  ⨯   GA 
[2] 2021   ⨯ ⨯ ⨯  ⨯   E-H-W     GAMS 
[12] 2017 ⨯ ⨯  ⨯  ⨯   ⨯ E-H +  ⨯   MILP 
[16] 2018 ⨯     ⨯  ⨯ ⨯ E-H  ⨯   MILP 
[19] 2021 ⨯     ⨯ ⨯ ⨯ ⨯ E-H     MINLP 
[20] 2021 ⨯ ⨯  ⨯  ⨯   ⨯ E-H  ⨯ ⨯  MILP-GAMS 
[21] 2020    ⨯  ⨯   ⨯ E-H-C ⸸     QPSO 
[22] 2019 ⨯   ⨯ ⨯ ⨯ ⨯  ⨯ E-H  ⨯   - 
[23] 2020   ⨯ ⨯ ⨯ ⨯  ⨯ ⨯ E-H-C ⨯ ⨯ ⨯  - 
[24] 2020 ⨯ ⨯  ⨯ ⨯ ⨯ ⨯ ⨯ ⨯ E-H   ⨯  PSO 
[25] 2020  ⨯ ⨯  ⨯ ⨯  ⨯  E-H-C   ⨯  NSGA 
[26] 2019  ⨯ ⨯  ⨯ ⨯  ⨯ ⨯ E-H-C   ⨯  NSGA-II 
Proposed          E-H-W     AOA 

GB: Gas boiler, ES: Electrical storage, HS: Heating storage, WS: Water storage, E-H-W *: Electrical-
Heating-Water, E-H +: Electrical-Heating, E-H-C ⸸: Electrical-Heating-Cooling, CO #: Cost analysis, 
EA &: Environmental analysis, UA ¥: Uncertainty analysis, SA ¤: Solution algorithm MINLP: Mixed 
integer nonlinear programming, QPSO: Quantum Particle Swarm Optimization, NSGA: Non-dom-
inated sorting genetic algorithm. 

2. Energy Hub (EH) Modelling 
Figure 2 shows an architecture of a proposed EH. The proposed EH consists of three 

integrated networks. The main energy sources of the hub are electricity, natural gas, and 
water whereas the output side supplies electricity, heat, and freshwater loads. The inte-
gration among these networks occurs through the EH components, such as CHP, EHP, 
boiler, and WD. Additionally, electrical, thermal, and water storage units were used to 
maximize utilization during periods of low load and to fill the deficit at peak loads. RESs 
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where 𝐿, 𝐶, and 𝑃 are output loads, coupling matrix, and input energy carriers, respec-
tively, which are illustrated in detail in the following subsections. 

Nowadays, many companies all over the world apply the EH concept and distribute 
water, gas, electric power, and RES. The first real EH was presented in Switzerland by the 
Regionalwerke AG Baden company [33]. The hub was composed of wood chips, a cogen-
eration plant, and methane gasification. The objective was to obtain natural gas and heat 
from burning wood chips available in the company’s supply area. Natural gas was 
pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
tioned energy carriers. 
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pumped either directly into the natural gas system or converted into electricity through 
the cogeneration unit and integrated into the electrical grid. In either case, the wasted heat 
was injected into the local heating network. Nitrogen and steam were used for the gasifi-
cation process which was also provided at the hub entrance in addition to the above-men-
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Table 3. Different EH configurations’ daily operation results.

Case
SW
($)

Emissions
(kg)

Energy Loss Electrical
Energy

Requirement
(MWh)

Power Sold to
the Grid
(MWh)

Water Sold to
the Network

(m3)
Electrical
(MWh)

Heat
(MWhth)

Case 1 (base case) 275,467.99 5638.27 3.05 108.27 2466.40 - -
Case 2 292,150.20 5075.92 2.71 128.20 2484.00 23.20 -
Case 3 336,786.09 5848.00 2.72 131.40 3151.24 90.44 -
Case 4 379,648.00 4603.00 4.12 131.04 4269.82 512.26 149.4

By analyzing the data in the previous table, it can be observed that:

� In case 1 (base case), there is no EH and the loads are fed directly from electricity, HOU, and
WG, respectively. This case was studied to explore the impact of EH on total SW, emissions,
and losses. As reported in Table 3, total SW, emissions, and electrical and heat losses are
275,467.99 USD, 5638.27 kg, 3.05 MWh, and 108.27 MWhth, respectively. Additionally, there is
no electrical power or water sold to the electricity grid and water network, respectively. The
total electrical demand, in this case, is 2466.4 MWh (the base load curve).

� In case 2, CHP was integrated with the EH to show the effect of this unit on the performance
parameters. The main source to supply heating demand requirements is the CHP unit during
the day because of the low price of natural gas as shown in Figure 10a,b. With the integration of
the CHP unit, SW increased by 5.71% and emissions decrease by 9.97%, respectively, compared
with the base case. Additionally, the elastic part of the electrical demand supplied by the hub
increased by 0.7% and the hub sold 23.2 MWh to the electricity grid.
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� In case 3, EHP, GB, WD units, and ESSs are added to the CHP in the previous case. This case
results in an increase of 3151.24 MWh in the electrical demand because of adding the EHP and
WD units. So, the total SW increased to 336,786.09 USD. On the other hand, total emissions
increased a little compared to the base case. Figure 11 presents the results for this case.

� In the last case (case 4), CHP, RESs, ESSs, EHP, WD, and GB are operating at the same time. This
configuration enables the EH not only to meet demand requirements but also to sell electricity
and water to the electrical and water networks during light load (11 AM to 5 PM in the electrical
system and 1 AM to 10 AM in the water network) as shown in Figure 12a–c. So, compared with
the base case, all performance parameters are improved, and total SW and emissions are 379,648
USD and 4603 kg. In addition, the total electrical demand supplied by the hub increased to
4269.82 and the hub sold 512.26 MWh to the electricity grid and 149.4 m3 to the water network.

Figure 13 shows the available power for both wind turbines and PV panels compared to the
scheduled values. It has been found that this power changes throughout the day depending on the
availability of wind and PV production for the plants and the electricity prices. With the increase
in demand for electricity, electricity prices are relatively high. Thus, wind turbines and PV panels
are at high risk when delivering a large amount of power generation at that time because they may
contain high imbalanced charges in event of non-fulfillment of the scheduled power. Meanwhile,
they can also provide high power generation when demand is low, hence the electricity prices are
becoming lower.
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6.3. Proposed Algorithm Validation
To verify the efficiency of the AOA, the results of case 4 (the best case) solved by the AOA are

compared with that obtained by GA. Table 4 shows the characteristics of each algorithm. Although
GAs is often criticized for being too slow, the studied problem is a planning problem that only needs
to be solved offline. That is why the simulation time is not of great importance as the capability
to converge. It was noticed that the convergence curve of the AOA is quite smooth and with no
oscillations, as shown in Figure 14. Additionally, the AOA needs less time than GA.

Table 4. AOA and GA characteristics.

AOA Characteristics

Population Size 50
C1 2
C2 6
C3 2
C4 0.5

Number of iterations 100

GA Characteristics

Population size 50
Number of iterations 100
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Tables 5 and 6 present the hourly optimal values of EH variables for case 4 by applying the AOA
and GA, respectively. It is clear from these tables that the power/water taken from the electrical/water
network in the case of the AOA is less than GA, which is reflected in the sold capacity of the network,
as shown in Figure 15a,b. Additionally, the power taken from the CHP unit increases in the case of
GA. On the other hand, the power taken from RESs increases in the case of the AOA which leads to a
decrease in the total emissions, as shown in Figure 16 and Table 7, a decrease in the total losses, as
shown in Figure 17a,b, and an increase in the total electrical demand, as shown in Figure 18.

Table 5. Hourly optimal values generated from the EH system of case 4 solved by AOA.

Hr. Grid
(MW)

PV
(MW)

Wind
(MW)

CHP-E
(MW)

ES
(MW)

HOU
(MWth)

CHP-H
(MWth)

EHP
(MWth)

GB
(MWth)

HS
(MWth)

WG
(m3)

WD
(m3)

WS
(m3)

1 8.69 0.00 43.84 85.10 −3.52 20.31 37.53 15.93 25.19 −11.23 −5.59 118.33 −12.23
2 −7.68 0.00 48.92 85.00 −3.95 29.00 37.51 15.93 6.37 −12.88 −13.83 88.25 12.58
3 −16.15 0.00 49.87 85.01 −5.81 21.03 37.51 15.99 10.37 −14.06 11.80 86.62 −18.92
4 −12.82 0.00 65.55 85.01 2.60 24.84 37.50 10.79 6.11 −7.48 2.96 76.90 −0.36
5 −45.59 0.00 95.00 85.00 1.98 37.48 37.50 4.54 16.62 8.93 −1.55 86.92 1.63
6 18.01 0.00 47.75 85.01 0.26 26.81 37.51 12.44 20.47 −9.55 −46.37 131.52 9.34
7 3.20 15.98 64.12 85.00 0.03 21.12 37.50 13.85 12.61 9.31 −34.85 133.29 2.06
8 14.17 17.57 56.05 85.00 4.39 44.70 37.50 6.62 14.92 8.55 −26.89 135.94 0.45
9 4.44 36.21 55.09 85.02 0.00 31.21 37.50 14.21 9.97 11.79 0.77 111.25 0.48
10 36.60 50.92 34.33 85.03 0.00 33.21 37.52 14.63 22.49 4.51 −20.37 135.18 0.69
11 −14.67 60.45 56.52 85.02 0.00 35.59 37.50 11.03 17.03 3.90 12.57 111.93 0.00
12 −52.25 33.73 62.70 85.07 0.00 63.19 37.51 3.86 6.50 1.26 39.22 85.18 0.10
13 −58.47 64.17 61.34 85.04 0.00 77.26 37.51 3.61 17.98 0.17 43.18 94.82 0.00
14 −38.49 57.30 93.09 85.01 0.00 80.59 37.50 8.73 24.20 3.16 66.21 83.79 0.00
15 −40.87 53.02 83.59 85.14 0.00 91.68 37.52 3.88 14.81 2.06 79.19 70.81 0.00
16 −16.40 44.29 59.84 85.03 0.00 93.49 37.51 3.56 14.43 3.03 83.61 70.89 0.00
17 10.10 39.38 61.74 85.00 0.00 80.94 37.53 5.97 14.04 0.00 91.29 63.21 0.00
18 12.12 0.00 63.65 85.01 0.00 87.14 37.50 7.55 23.10 0.00 91.55 70.45 0.00
19 31.11 0.00 71.25 85.02 0.00 102.84 37.52 2.77 8.85 0.00 85.64 64.36 0.00
20 28.41 0.00 73.13 85.01 0.00 80.31 37.50 9.79 8.62 0.00 44.10 93.90 0.00
21 17.68 0.00 61.75 85.00 0.00 30.60 37.51 15.99 21.01 0.00 40.87 83.63 0.00
22 38.54 0.00 59.85 85.00 0.00 21.92 37.52 10.06 28.60 0.00 19.50 100.50 0.00
23 2.86 0.00 57.95 85.00 0.00 48.03 37.54 3.86 15.82 0.00 31.93 80.57 0.00
24 −4.01 0.00 53.20 85.01 −0.24 39.86 37.51 3.41 14.03 0.00 17.42 92.08 0.00

Tot. 255.93 473.01 1480.11 2040.55 −4.26 1223.16 900.26 218.99 374.15 1.47 761.81 2270.3 −4.18

Table 6. Hourly optimal values generated from the EH system of case 4 solved by GA.

Hr. Grid
(MW)

PV
(MW)

Wind
(MW)

CHP-E
(MW)

ES
(MW)

HOU
(MWth)

CHP-H
(MWth)

EHP
(MWth)

GB
(MWth)

HS
(MWth)

WG
(m3)

WD
(m3)

WS
(m3)

1 −21.73 0.00 64.13 85.00 −6.00 40.98 37.50 2.00 16.24 −8.93 6.27 119.98 −25.75
2 −14.61 0.00 46.78 86.25 −1.21 8.75 38.95 3.03 27.15 −1.47 −20.18 89.84 17.34
3 −15.61 0.00 49.88 89.65 −0.24 16.37 37.50 4.51 24.93 −12.01 −8.90 88.40 0.00
4 −4.29 0.00 40.32 85.04 6.00 31.79 38.12 4.97 5.00 −8.00 18.71 85.55 −24.76
5 −22.34 0.00 63.14 85.26 0.00 36.89 41.01 2.07 23.69 1.81 −1.79 87.53 1.26
6 −28.69 0.00 87.24 85.74 0.00 44.12 38.45 5.71 5.00 −5.84 −1.25 95.75 0.00
7 24.79 12.23 39.95 85.00 0.00 36.21 37.50 4.76 5.00 10.92 −19.69 120.19 0.00
8 44.97 15.06 29.42 85.00 0.00 53.16 38.17 3.17 18.11 0.00 −34.33 131.25 12.58
9 36.84 36.23 35.04 85.36 0.00 31.62 37.50 9.37 17.71 8.80 −32.00 132.22 12.28
10 5.00 46.71 49.85 89.67 0.00 32.63 38.71 9.28 18.72 12.91 −20.35 135.85 0.00
11 −17.91 59.81 47.22 85.00 0.00 51.15 37.50 11.23 5.00 0.00 −0.44 124.94 0.00
12 −34.19 51.63 46.75 87.02 0.00 45.82 38.25 3.65 25.02 0.00 6.69 117.81 0.00
13 −89.16 64.18 81.70 88.01 0.00 81.19 43.49 6.65 5.00 0.00 38.28 99.72 0.00
14 −45.57 48.86 77.34 85.00 0.00 87.96 37.50 10.76 17.85 0.00 42.39 107.61 0.00
15 −47.54 52.72 65.86 85.28 0.00 88.09 37.89 3.62 20.52 0.00 21.35 128.65 0.00
16 −24.46 36.80 56.46 85.00 0.00 94.72 37.50 2.00 17.96 0.00 30.90 123.60 0.00
17 −9.85 29.96 61.75 85.00 0.00 61.80 37.50 10.00 29.41 0.00 59.18 95.32 0.00
18 15.42 0.00 63.63 85.23 0.00 75.21 49.37 4.40 26.68 0.00 61.12 100.88 0.00
19 51.59 0.00 46.20 85.00 0.00 71.96 50.41 9.50 20.46 0.00 41.40 108.60 0.00
20 4.35 0.00 72.89 88.23 0.00 87.47 37.95 2.77 8.17 0.00 6.69 131.31 0.00
21 17.57 0.00 54.48 94.34 0.00 44.30 41.41 9.46 9.92 0.00 19.27 105.23 0.00
22 −13.50 0.00 59.64 89.10 0.00 35.40 41.86 3.50 17.33 0.00 34.92 85.08 0.00
23 −1.23 0.00 47.02 85.15 0.00 51.81 39.13 6.42 7.71 0.00 35.89 76.61 0.00
24 −16.60 0.00 46.15 86.22 0.00 35.79 37.50 2.00 19.66 0.00 6.59 102.91 0.00

Tot. 200.53 454.18 1332.81 2075.53 −1.45 1245.20 950.67 134.85 392.25 −1.81 429.65 2594.82 −7.05
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Figure 15. EH exchanged energy (a) EH exchanged power with the upstream grid (b) EH exchanged
water with the water network.
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Table 7. The results for daily operation in case 4.

Algorithm SW (USD) Emission
(kg)

Energy Loss Electrical
Energy

Demand
(MWh)

Power Sold
to the Grid

(MWh)

Water Sold
to the

Network
(m3)

Fitness
FunctionElectrical

(MWh)
Heat

(MWhth)

GA 364,203.14 4936.9 4.82 134.18 4061.62 407.28 138.89 8.9286 × 106

AOA 379,648.53 4603.0 4.12 131.04 4269.82 512.26 149.40 9.8439 × 106

Improvement (%) 4.06% 6.76% 14.52% 2.34% 4.87% 20.49% 7.03% 10.25%
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Table 7 summarized the main results obtained from the two algorithms. It can be observed
that all operating parameters of the EH system are improved when the AOA is used to solve the
optimization problem. Total emissions and electrical/heat losses are reduced by 6.76%, 14.52%, and
2.34%, respectively, and total electrical demand, total SW, electrical power sold to the grid, and
amount of water sold to the water network are increased by 4.06%, 20.49%, and 7.03%, respectively.

7. Conclusions
An optimum operation and configuration for an EH integrated with CHP was developed in

this paper. The proposed configuration of the EH is composed of different types of energy sources,
generation, and ESSs to feed different demands. The main objective was to maximize the total
SW by reducing total operating costs and reducing total emissions value. The emissions of the EH
were transformed into a penalty cost function via the emissions coefficient. Many case studies were
proposed to satisfy the demands of the EH. The optimal operation problem was solved using the AOA
algorithm to determine the energy generated from each source and satisfy objective functions and
operational constraints. The optimization problem was implemented in the MATLAB environment.
Four cases with different configurations were studied to analyze the performance of CHP with the EH.
According to the results, the best performance in terms of configuration, operation, and emissions was
obtained with the hub including a combination of CHP, PV, WT, EHP, GB, WD, and ESSs. The AOA
was validated by solving the same problem of case 4 by GA. The results proved that the performance
of the AOA is better than GA in terms of total operating cost and emissions. The numerical results
illustrated the following points:

With the integration of the CHP unit, SW increased by 5.71% and emissions decreased by 9.97%,
respectively, compared with the base case. Additionally, the total electrical demand supplied by the
hub increased by 0.7% and the hub sold 23.2 MWh to the electricity grid.

� In case 4, all performance parameters were improved; the total SW and emissions are 379,648 USD
and 4603 kg. Additionally, the total electrical demand supplied by the hub increased to
4269.82 MWh; the hub sold 512.26 MWh to the electricity grid and 149.4 m3 to the water network.

� All operating parameters of the system (case 4) were improved by applying the AOA to solve
the optimization problem. Total emissions and electrical/heat losses were reduced by 6.76%,
14.52%, and 2.34%, respectively, and total electrical demand, total SW, electrical power sold to
the grid, and amount of water sold to the water network were increased by 4.06%, 20.49%, and
7.03%, respectively, compared to case 4 solved with GA.

� The number of emissions was converted to cost by using a penalty factor h. The aim was
achieved and emissions were reduced, which in turn reduced all associated social and environ-
mental aspects.
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In future work, the problem must be represented as a long-term economic model with detailed
modeling of the water distribution system, as well as taking into account the losses in the water
system and all types of emissions.
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Nomenclature

A. Abbreviations Pmax
CHP , Pmin

CHP Maximum and minimum power outputs of cogeneration
generator (MW)

AOA Archimedes optimization algorithm Pmax
EHP Maximum installed capacity of the EHP unit (MW)

CHP Combined heat and power Pmax
WD Maximum installed capacity of the WD unit (MW)

ED Electric demand Qmax
CHP , Qmin

CHP Maximum and minimum heat outputs of the CHP
generator (MWth)

EH Energy hub Qmax
HOU , Qmin

HOU Maximum and minimum heat outputs of HOU (MWth)
EHP Electric heat pump Qmax

EHP Maximum installed capacity of the EHP unit (MWth)
ES Electric storage Qmax

GB Maximum installed capacity of GB unit (MWth)
ESS Energy storage system Smax

f low,i Maximum apparent power flow limit in the ith line (MVA)
GA Genetic algorithm Vmax

i , Vmin
i Maximum and minimum voltage limits of the ith bus (p.u)

GAMS General algebraic modeling language VHOU , MHOU , RHOU Heat generation cost coefficients of HOU
GB Gas boiler vi , vo , vr Cut-in speed, cut-out speed, and rated speed (m/s)
HD Heat demand γGB GB coefficient of performance
HOU Heat only unit ηWD Performance coefficient of WD (m3/MW)
HS Heat storage ηPV PV cell efficiency
MILP Mixed integer linear programming α, β Beta pd f parameters
MINLP Mixed-integer nonlinear programming λe , λh , λw Electrical, heat, and water consumed cost
NSGA-II Non-dominated sorting genetic algorithm-II ƒW (PW), ƒPV (PPV) Weibull pd f and beta pd f of WT and PV generator
C. Variables
PV Photovoltaic costmax Highest predictable value of operating cost ($)
QPSO Quantum Particle Swarm Optimization CESSi ESS power cost ($)
RES Renewable energy resource CEHP Power absorbed by EHP cost ($)
SW Social welfare CGB Natural gas absorbed by GB cost ($)
WD Water desalination CHOU Produced heat by HOU cost ($)
WG Water grid CWD Power absorbed by WD cost ($)
WR Water demand CWG Total cost of water produced from WG ($)
WS Water storage CE Corresponding cost of emissions ($)
WT Wind turbine CG Total cost of power produced from grid ($)
B. Input values CCHP Total cost of energy produced from CHP ($)
aE , bE , dE , γE , δE Emission coefficients of the thermal generators CW , CPV Total cost of WT and PV generators ($)
aG , bG , cG Conventional generator cost coefficients EG Total value of emissions (kg)
aCo, bCo, cCo, dCo, eCo, fCo CHP generation cost coefficients Emax

G Highest estimated value for emissions (kg)
aEHP EHP unit cost coefficient ($/MW) G(t) Solar radiation at time t (kW/m2)
aGB GB unit cost coefficient ($/MW) PGB(t) Quantity of natural gas absorbed by GB at time t (MW)
c Form factor PEHP(t) EHP electrical energy produced (MW) at time t
cp.W , cp.PV Over-estimation cost coefficient of WT and PWD(t) Consumed electricity by WD (MW)

PV generators ($/MW)
cr.W , cr.PV Under-estimation cost coefficient of WT and PG Power of the thermal generator (MW)

PV generators ($/MW)
Cdsi , Cchi Discharging and charging cost of the ith ESSs ($/MW) PCHP , QCHP Electrical and heating outputs of the CHP (MW/MWth)
COP EHP coefficient of performance PW , PPV Scheduled output of WT and PV generator (MW)
dW , hPV Operating cost of WT and PV generators ($/MW) Pdsi , Pchi Discharging and charging power of the ith ESSs (MW)
DRi , URi Down-ramp rate and up-ramp rate limit of the ith unit PES ES power (MW)
Emax

ESSi
, Emin

ESSi
Maximum and minimum limit energy of ESSs (MWh) Ploss Total power losses (MW)

Eini
ESSi

Initial energy of the ith ESSs (MWh) Pi,t−1 Power of the ith unit at time t− 1
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GB Gas boiler 𝑣, 𝑣, 𝑣 Cut-in speed, cut-out speed, and rated 
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HD Heat demand 𝛾ீ GB coefficient of performance 
HOU Heat only unit 𝜂ௐ Performance coefficient of WD (m3/MW) 
HS Heat storage 𝜂 PV cell efficiency 
MILP Mixed integer linear programming 𝛼, 𝛽 Beta 𝑝𝑑𝑓 parameters 
MINLP Mixed-integer nonlinear programming 𝜆, 𝜆, 𝜆௪ Electrical, heat, and water consumed cost  

NSGA-II Non-dominated sorting genetic algorithm-II ƒௐ(𝑃), ƒ(𝑃Weibull 𝑝𝑑𝑓 and beta 𝑝𝑑𝑓 of WT and PV 
generator 

PSO Particle swarm optimization C. Variables 

PV Photovoltaic 𝑐𝑜𝑠𝑡௫ Highest predictable value of operating cost 
($) 

QPSO Quantum Particle Swarm Optimization 𝐶ாௌௌ ESS power cost ($) 
RES Renewable energy resource 𝐶ாு Power absorbed by EHP cost ($) 
SW Social welfare 𝐶ீ Natural gas absorbed by GB cost ($) 
WD Water desalination 𝐶ுை Produced heat by HOU cost ($) 
WG Water grid 𝐶ௐ Power absorbed by WD cost ($) 
WR Water demand 𝐶ௐீ Total cost of water produced from WG ($) 
WS Water storage 𝐶ா Corresponding cost of emissions ($) 
WT Wind turbine 𝐶ீ Total cost of power produced from grid ($) 
B. Input values 𝐶ு Total cost of energy produced from CHP ($) 𝒂𝑬,𝒃𝑬,𝒅𝑬,𝜸𝑬,𝜹𝑬 

Emission coefficients of the thermal genera-
tors 

𝐶ௐ, 𝐶 Total cost of WT and PV generators ($) 𝒂𝑮, 𝒃𝑮, 𝒄𝑮 Conventional generator cost coefficients 𝐸ீ Total value of emissions (kg) 𝒂𝑪𝒐, 𝒃𝑪𝒐, 𝒄𝑪𝒐, 𝒅𝑪𝒐, 𝒆𝑪𝒐,𝒇𝑪𝒐 CHP generation cost coefficients 𝐸ீ௫ Highest estimated value for emissions (kg) 𝒂𝑬𝑯𝑷 EHP unit cost coefficient ($/MW) 𝐺(𝑡) Solar radiation at time 𝑡 (kW/m2) 𝒂𝑮𝑩 GB unit cost coefficient ($/MW) 𝑃 (𝑡) Quantity of natural gas absorbed by GB at 
time 𝑡 (MW) 𝒄 Form factor 𝑃ாு(𝑡) EHP electrical energy produced (MW) at 
time 𝑡 𝒄𝒑.𝑾 , 𝒄𝒑.𝑷𝑽 Over-estimation cost coefficient of WT and 

PV generators ($/MW) 
𝑃ௐ(𝑡) Consumed electricity by WD (MW) 𝒄𝒓.𝑾, 𝒄𝒓.𝑷𝑽 Under-estimation cost coefficient of WT and 

PV generators ($/MW) 
𝑃  Power of the thermal generator (MW) 𝑪𝒅𝒔𝒊, 𝑪𝒄𝒉𝒊 Discharging and charging cost of the ith ESSs 

($/MW) 
𝑃ு, 𝑄ு Electrical and heating outputs of the CHP 

(MW/MWth) 𝑪𝑶𝑷 EHP coefficient of performance 𝑃ௐ, 𝑃 Scheduled output of WT and PV generator 
(MW) 𝒅𝑾, 𝒉𝑷𝑽 Operating cost of WT and PV generators 

($/MW) 𝑃ௗ௦, 𝑃 Discharging and charging power of the ith 
ESSs (MW) 𝑫𝑹𝒊, 𝑼𝑹𝒊 Down-ramp rate and up-ramp rate limit of 

the ith unit 
𝑃ாௌ ES power (MW) 𝑬𝑬𝑺𝑺𝒊𝒎𝒂𝒙,  𝑬𝑬𝑺𝑺𝒊𝒎𝒊𝒏  Maximum and minimum limit energy of 

ESSs (MWh) 
𝑃௦௦ Total power losses (MW) 𝑬𝑬𝑺𝑺𝒊𝒊𝒏𝒊  Initial energy of the ith ESSs (MWh) 𝑃,௧ିଵ Power of the ith unit at time 𝑡 −  1 

ℎ Penalty rate factor ($/kg) 𝑃,௧ Power of the ith unit at time 𝑡 Penalty rate factor ($/kg) Pi,t Power of the ith unit at time t
k Scale factor QHS Power of HS (MWth)
KW D WD unit cost coefficient ($/MW) Qloss Heat loss (MWth)
KWG Cost coefficient of the WG ($/m3) QEHP(t) EHP thermal energy produced at time t (MWth)
L, C, P Output loads, coupling matrix, input energy carriers QGB(t) EHP thermal energy produced at time t (MWth)
PPVr ,PWr PV and WT rated power (MW) S f low,i Flow of apparent power in ith line (MVA)
PPVav , PWav Available PV and WT power (MW) v(t) Actual wind speed at time t (m/s)
PED , QHD , WWR Electrical, heat, and water demand WWG Volume of the water produced from the WG (m3)
Pmax

ESSi
, Pmin

ESSi
Maximum and minimum power limits of ESSs (MW) WWD(t) Produced water by WD (m3)

PPV (Kt max) PV output power at maximum solar radiation (MW) WWS Volume of water storage (m3)

Appendix A

Parameter Unit Value Parameter Unit Value

CHP aCOi $ 1250
Grid

aG $ 550
bCOi $/MW 14.5 bG $/MW 8.1
cCOi $/MW2 0.0345 cG $/MW2 0.00028

dCOi $/MWth 4.2 HOU RHOU $ 100
eCOi $/MWth2 0.03 MHOU $/MWth 0.1
fCOi $/MW.MWth 0.031 VHOU $/MWth2 0.001

EHP COP - 2.5 WD ηWD m3/MW 3.03
Pmax

EHP MW 40 Pmax
WD MW 60

aEHP $/MW 3.25 KWD $/MW 2.66

HS ηch - 1 WG KWG $/m3 4

ηdis - 1 WS ηch - 0.9
Emin MWhth 8 ηdis - 0.9
Emax MWhth 60 Qmin m3/h 8
Eini MWhth 12 Qmax m3/h 40

ES ηch - 0.9 Qini m3/h 10
ηdis - 0.9
Emin MWh 3.3
Emax MWh 30
Eini MWh 3.3
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Abstract: The parabolic trough collector provides an extensive range of solar heating and electricity
production applications in solar power plants. The receiver tube of the parabolic trough collector
has a vital role in enhancing its performance by using different inserts inside it. In the present work,
outdoor experimental tests were conducted to study the performance of a small-scale parabolic trough
collector equipped with a centrally placed rotating helical shaft. Three cases were studied: a parabolic
trough collector without helical shaft insert, a parabolic trough collector with stationary helical shaft
insert, and a parabolic trough collector with a rotating helical shaft insert. The experiments are
performed for different shaft rotational speeds (4, 11, and 21 RPM) and various flow rates (0.5, 1,
1.5, 2, and 2.5 LPM) of water as a heat transfer fluid. The fluid flow and heat transfer parameters
(friction factor, Reynolds number, Nusselt number, and thermal enhancement factor) and performance
parameters (thermal, overall, and exergetic efficiencies) are studied. The results indicated that the
helical shaft insert had increased the required pumping power for the same flow rate. However, the
parabolic trough collector thermal performance has enhanced with the shaft rotational speed. For all
cases, the parabolic trough collector efficiency increases with the flow rate of the heat transfer fluid,
but the percentage enhancement in efficiency decreases. Using a shaft rotational speed of 21 RPM
and heat transfer fluid flow rates of 0.5 LPM leads to maximum thermal efficiency enhancement
and a maximum friction factor ratio of 46.47% and 7.7 times, respectively, compared to plain tube.
A comparison based on the same pumping power (thermal enhancement factor) shows that the
maximum enhancement occurs at a flow rate of 1 LPM, and the efficiency enhancement is about 37%
at a shaft rotational speed of 21 RPM. From an economic point of view, using a rotating helical shaft
produces the lower annual cost of useful heat per kWh.

Keywords: solar concentrator; thermal; inserts; helical rotating shaft; active methods

1. Introduction

Fossil fuel consumption still significantly contributes to energy demand worldwide,
so pollution and global warming have become critical problems [1]. At the same time, from
2003 to 2030, worldwide energy consumption is expected to grow by 71% [2]. Therefore,
researchers try to address this issue using renewable energy sources, which may offer a
solution. Solar thermal power is one of the valuable alternatives for reducing fossil fuel
use, reducing greenhouse gases, and satisfying human needs. The concentrated solar
power (CSP) technology is classified as line focus or point focus based on the receiving
mechanism. The line focus systems include linear Fresnel reflectors and the parabolic
trough, while the point focus systems include the parabolic dish, solar tower, and beam-
down central receivers [3,4].

The most often applied technique in solar plants to produce electricity and in industrial
and thermal processes is the parabolic trough collector (PTC) [5,6]. The concentrator and
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the receiver tube are significant components of the solar field. The reflector surface of the
concentrator reflects solar rays onto the receiving tube, which converts solar power into
heat transmitted to the heat transfer fluid (HTF), such as air, water, or oil [7]. The receiver
comprises a selective-coated metallic tube to enhance the absorption of solar irradiance. In
addition, the entire tube is enveloped with a vacuumed glass tube with an anti-reflective
coating to minimize heat loss by convection [8]. The most critical component of the PTC
is the receiver tube, whose performance directly reflects the PTC thermal efficiency. The
higher surface temperature of the receiver tube is the major problem that leads to uneven
temperature distribution over the receiver. Thus, thermal stresses and losses of the receiver
tube increase [9]. Therefore, the thermal efficiency decreases. Because of this, researchers
have investigated ways to boost the heat transfer rate within the receiver to improve the
PTC thermal performance.

Three techniques enhance heat transfer: passive, active, and compound [10]. The first
technique is the passive method that does not consume energy, and the heat transfer rate
can be augmented by inserting various inserts inside the receiver tube with a particular
engineering design or modifying the entire receiver tube surface. The second technique is
the active method, such as surface vibration and magnetic fields, which requires external
energy to change the path of HTF to improve the heat transfer rate. Finally, the third
technique is the compound method, which combines active and passive methods [11,12].
Low cost and simplicity are why different inserts inside the receiver tube make it the most
common ordinary technique to improve heat transfer rate [13].

Using inserts inside the receiver tube augments the velocity fluctuation by forcing the
flow beside the tube wall to mix within the flow at core regions [7], enhancing the heat
transfer coefficient. Such enhancement reduces thermal losses of the receiver tube and
temperature gradient, leading to enhanced thermal efficiency [11], while the significant
penalty increases the cost of pumping power through the pressure drop increase [14].
Twisted tape, wire coils, porous inserts, fins, cylindrical/rods, rings, and other insert
configurations represent the most common inserts [15]. Twisted tapes are the most often
used insert to increase the swirling of the HTF flow to boost the thermal performance [16]
and have been investigated in studies [17–24], as introduced in the following paragraphs.

Waghole and Shrivastva [17] assessed the influence of twisted tape within a PTC
receiver with twisted ratios of 0.577, 1, and 1.732. Water and silver nanofluid were selected
as HTFs under Re numbers (500–6000). Their results showed a rise in thermal efficiency,
friction factor, and Nu number of 135–205%, 1–1.75 times, and 1.25–2.1 times, respectively,
higher than expected by the conventional receiver. Furthermore, the water friction factor
and heat transfer coefficient are lower than silver nanofluid of 0–0.1% volume concentration.

Nakhchi et al. [19] experimentally tested the thermal performance within a pipe
with twisted tape inserts with double-cut. Water is chosen as the HTF under the Re
numbers range (5000–15,000). The friction factors and Nusselt numbers were increased up
to 489% and 177.4%, respectively, for pipes fitted with twisted tapes with a cut ratio of 0.90,
compared to the typical tube.

Arunachala [20] experimentally analyzed the PTC performance when equipped with
twisted tape and using SYLTHERM 800 as an HTF under Re numbers range of 544–1742
and the twisting ratio of 5.2, 4.1, and 2.7; then, they compared the results with an analytical
model. Results showed that, at a minimum twisted ratio of 2.7, the maximum thermal
efficiency of 40% is achieved, compared to 19.1% for a plain tube, while the thermo-
hydraulic efficiency was decreased to 39.7% because of the increase in pressure drop.

Hosseinalipour et al. [21] numerically investigated decreasing temperature differences
within a PTC receiver using a twisted tape insert. The investigation considered superheated
steam as HTF with a Re number range (104–9.79 × 105) and used different twist ratios
(2.5, 5, and 10) and various clearance ratios (0, 0.2, 0.3, 0.4, and 1). The results revealed
friction factors and Nu number increases of 1.8–4.1 and 1.0–1.7, respectively. Moreover, the
temperature differential over the circumference was reduced by 10–45%.
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Elton and Arunachala [22] developed a correlation for the Nu number with twisted
tape presence and absence. In addition, they used Soltrace to simulate non-uniform solar
radiation. THERMINOL VP-1 was considered HTF and a range of Re numbers varying
between (2300–2500). They found that the error in the developed correlations for standard
and modified tubes lies within a range (±19% and ±20%), respectively.

Ghadirijafarbeigloo et al. [23] numerically investigated twisted louvered tapes and
compared the findings with typically twisted tape inserts at various twisting ratios of 2.67,
4, and 5.33. BEHRAN thermal oil was applied as an HTF. In their study, the Re number
range was (5000–25,000). They observed that twisted louvered tape had better thermal
performance than standard twisted tape. A 210% and 150% increase in friction factor and
Nu number was also found when the twisted louvered tape was used.

Song et al. [24] numerically studied using a helical insert and its impact on the PTC
receiver thermal performance. First, they employed the Monte Carlo ray-tracing (MCRT)
method to model the heat flux distribution over the receiver wall. Next, DOWTHERM-A
was considered an HTF within a range of Re number (10,000–75,000) and inlet temperature
(373–640 K). They found that at rates of mass flow of 0.11 and 0.6 kg/s, the heat losses were
reduced by six and three times, fitting the helical insert. Moreover, a helical screw insert
led to a pressure drop increase of 23 times.

Shashank and Sarviya [18] experimentally and numerically investigated the influence
of double and single helical inserts with the various twisted ratios of 1.5, 2.5, and 3 inside
tubes. They selected water as an HTF with different Re numbers (4000–16,000). They
observed that the double-helical insert’s Nu number and friction factor were higher than
the single helical insert. Moreover, at a low twisted ratio, the maximum enhancement
of Nu number was 112% for a double helical insert compared to an empty tube with an
average friction factor of 9.1. Finally, the optimum value of entropy production number
was achieved for double helical insert compared to single helical insert.

Another method to improve the thermal performance is rotating twisted tapes within
the tube. This method was analyzed experimentally by Abdullah et al. [25]. The different
twisted tape ratios and variable operating rotational speeds, under constant heat flux with
air as HTF and three Re numbers 8000, 10,000, and 13,000. They observed a thermal en-
hancement for tubes with twisted rotational tape than tubes with fixed insert. Furthermore,
the higher twisted tape rotational speed and lower twisted ratio demonstrated improved
thermal performance with a higher friction factor.

Cong et al. [26] experimentally studied the flow characteristic and thermal perfor-
mance of a tube with a stationary twisted tape and a rotating one at 4 RPM with TiO2-water
nanofluid as an HTF. In addition, different Re numbers from 600 to 7000 and different
mass fractions of nanoparticles of 0.1%, 0.3%, and 0.5% were studied. They observed that
using the applied nanofluid with rotating twisted tape improved the thermal performance
by 53.1–101.6%. Furthermore, the exergy efficiency of the stationary twisted tape was
increased compared to the plain tube case under similar pumping power. On the other
hand, it can be reduced by using the combination of nanofluids and rotating twisted tape.

Pavan et al. [27] investigated experimentally using rotating twisted tape of twisted
ratio 2.37 within a tube. Under constant heat flux affecting the tube, water-CuO nanofluid
of 0.2% volume concentration was used as HTF for different twisted tape rotational speeds
and flow rates. It was concluded that, at a higher rotational speed of 300 RPM, the
highest increase in heat transfer coefficient was 347% while using rotating twisted tape
and nanofluid together, compared with plain tube, but the friction factor was increased
3.3 times. Other researchers used different types of inserts or compared them to increase
the heat transfer performance.

Promvonge [28] experimentally studied thermal performance enhancement in tubes
supplied with twisted tapes and wire coils. The applied HTF was the air with Re numbers
(3000–18,000) under constant heat flux. The experiment included wire coils with different
pitch ratios and twisted tapes with various twist ratios. They observed a double rise in
heat transfer when using twisted tapes with wire coils compared to twisted tape or wire
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coils. They also observed that using wire coils and twisted tapes with a lower twist ratio
and pitch could enhance thermal performance.

Varun et al. [29] compared the PTC performance with a wire matrix and twisted tape.
The variable solar irradiance was simulated using the SOLTRACE software program. Two
twisted tapes were presented with twisted ratios of 3.37 and 7.86, while three different
configurations of wire matrices were presented. The selected HTF was SYNTHETIC oil
under the Re number range of 1200–8200 and varying irradiation from 450 to 800 W/m2.
The experimental work showed that the augmentation in thermal efficiency for both twisted
tape of 3.37 and medium dense wire matrix were 15.5% and 55.5%, respectively, with a
comparable rise in pressure drop of 242% and 3602%, respectively. Regarding performance
evaluation criterion analysis, the twisted tape of 3.37 is higher, whereas, in thermo-hydraulic
analysis, the medium dense wire matrix is higher.

Other inserts were used to enhance heat transfer; Chakraborty et al. [30] utilized a
helical coil within the receiver of a PTC. They simulated the cases using the ANSYS software
for pure water mass flow rates (0.016–0.033 kg/s). The exergy and thermal efficiency were
increased by 2.4–3.3% and 10–16%, respectively, when helical coils were inserted within
the receiver, despite the increased pumping power. Zhao et al. [31] experimentally studied
using pin fines within the PTC receiver tube, with air as an HTF for Re number range of
40,000–60,000. It can be concluded from the obtained results that PTC fitted with pin fines
enhanced both exergy and energy efficiency by 2.55–4.29% and 10.4–14.5% in comparison
with the plain receiver, while the pressure losses were increased about 10–20 times.

The use of metal foam within a PTC receiver was examined experimentally by Jamal-
Abad et al. [32] using water as HTF at various Re numbers ranging from 750 to 2000. Results
illustrated that using the receiver with metal foam resulted in Nu number and thermal
efficiency increase by 1.01–1.80 and 1.03 to 1.08, respectively. Furthermore, the friction
factor was intensified. The overall loss coefficient was reduced, which boosted the PTC
thermal efficiency. The current study investigates the effect of rotating helical shaft within a
PTC receiver using outdoor experimental work with water as HTF. The experimental work
is performed for different shaft rotational speeds and flow rates. According to the literature,
using a rotating helical shaft inside the PTC receiver as an enhanced insert has not been
investigated before. Three cases are compared and studied: a PTC without insert, a PTC
with the stationary helical shaft, and a PTC with the rotating helical shaft, to determine the
optimum case with better heat transfer performance with a low penalty on pressure drop.
The primary criteria for evaluating the examined cases depend on fluid flow, heat transfer,
and performance parameters. Finally, an economic analysis is carried out to specify the
benefits of the proposed systems from an economic point of view.

2. Materials and Methods
2.1. Experimental Test Rig

The experimental test rig was designed mainly to study the PTC performance with a
helical shaft rotating centrally inside the receiver. An experimental test rig of PTC is shown
in Figure 1, while its schematic diagram is illustrated in Figure 2. The main elements of the
test rig comprise a PTC, a solar tracking mechanism, and measuring instruments.
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Figure 2. The experimental test rig schematic diagram.

2.1.1. Parabolic Trough Solar Collector

The PTC comprises two main components, reflector and receiver.
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The Reflector

A 2-mm-thick acrylic mirror sheet was used as a reflector, which can resist outdoor con-
ditions, including heat, cold, and dampness, besides their lightweight and easy to fabricate.
The solar-weighted spectral reflectance was tested using a JASCO V-570 Spectrophotome-
ter. The results are plotted in Figure 3, which indicates an average solar weighted solar
reflectance of 0.84. The reflector was designed in a parabola shape using two parameters
of aperture width (W) and focal distance (F), as shown in Figure 4. The reflector sheet
was fixed onto a 1.5-mm-thick steel sheet attached to three steel ribs to increase resistance
against the wind load.
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The width of the aperture, W, of the parabola and its focal length, F, are determined
using the following Equations [33,34]:

W =
2 Stan(0.5φ)

[sec(0.5φ) + tan(0.5φ) + ln(sec(0.5φ) + tan(0.5φ))]
(1)

F =
W

4 tan(0.5φ)
(2)

where φ is the rim angle, and S is the acrylic mirror width (arc length). The following
equations were used to assess the correctness of the parabola drawing [35]:

y =
x2

4F
(3)
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The concentration ratio, C, representing the concentrator aperture area to the receiver
areas, is given by [36,37]:

C =
W

πDo
(4)

Specifications of the reflector are provided in Table 1

Table 1. Specification of the reflector.

Parameter Value

Aperture width, W 0.871 m
The parabolic trough length, L 1.200 m
Aperture area, Aa 1.050 m2

Rim angle, φ 90◦

Focal line distance, F 0.218 m
wide of mirror acrylic sheet, S 1.000 m
Reflector sheet thickness, t 0.002 m
Reflectance of the mirror, ρ 0.840
The concentration ratio, C 11.70

The Receiver

The receiver is the most critical PTC component, directly affecting PTC performance.
It was a black-painted red copper tube to enhance solar radiation absorbtance. It was
enveloped by a borosilicate glass cylinder to prevent heat loss by convection, with a trans-
mittance of 0.90 [38]. Specification of the receiver tube is given in Table 2. A representation
of the receiver tube is demonstrated in Figure 5.

Table 2. Specification of the receiver tube.

Parameter Value

Receiver absorptivity, α [39] 0.92
Copper tube length, Lc 1440 mm
Copper tube inside diameter, Di 26.4 mm
Copper tube outside diameter, Do 28.6 mm
Glass cover inside diameter, Dgi 54 mm
Glass cover outside diameter, Dgo 60 mm
Glass tube length, Lg 1100 mm
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The Helical Shaft

Steel was selected as shaft material for its high strength, elasticity, and ability to with-
stand machining. Dimensions of the helical shaft are shown in Figure 6. The helical shaft
was immersed in a nickel-chrome basin to prevent corrosion during experimental work.
The two sides of the shaft were fixed onto an oil seal ring that bears a high temperature of
250 ◦C to prevent HTF leakage. Specification of the helical shaft is given in Table 3. DC
motor gearbox of 24 V and 50 RPM was used to rotate the shaft at variable speeds of 4, 11,
and 21 RPM, and it was connected to the shaft through a coupling and was fixed to the
PTC structure.
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Table 3. Specification of the helical shaft.

Parameter Value

The total length of the helical shaft, Lh 1585 mm
length of the helical section, lh 1200 mm
Diameter of the helical shaft, Dh 26 mm
Pitch length of the helical shaft, ph 48 mm
The thickness of the tooth, th 8 mm
Height of the tooth. Hh 6.5 mm

2.1.2. The Sun Tracking Mechanism

The PTC tracks the sun using a single-axis tracking approach where the tracking
axis can be positioned in the East-West or the North-South directions. Since the North-
South sun-tracking axis provides more solar energy yearly than the East-West sun-tracking
axis [40], the collector was oriented to rotate about a horizontal North-South axis. The
tracking mechanism consists of four light-dependent resistors (LDRs), detecting the solar
irradiation and instructing the linear actuators through an Arduino circuit to track the sun.

2.1.3. The Measuring Instruments

The test rig was equipped with the following measuring instruments:

� Four K-type thermocouples with an accuracy of (±0.1 ◦C) were calibrated and em-
ployed to detect the HTF and ambient temperatures. Two were located at the receiver
tube entrance and exit, one in the HTF tank and one in the ambient atmosphere.
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� The average receiver surface temperature was determined by placing sixteen cali-
brated thermocouples on the copper tube’s outer surface in circular and longitudinal
directions, as illustrated in Figure 7. The thermocouples were connected to a data
logger recording the measured values with a range of (−129–1372 ◦C).

� A digital portable solar power meter was used to measure the beam solar radiation at
normal incidence through a scale of (1–1999 W/m2) with an accuracy of (±10 W/m2).

� A rotameter was employed to measure the volume flow rate with a scale of (0.5–4 LPM)
and accuracy (±4% full scale) installed at the pump downstream.

� Since the HTF pressure is inversely proportional to the flow rate, three couples of
pressure gauges were used to measure the pressure with an accuracy of (±1% full
scale). Two pressure gauges were located at the receiver tube inlet and outlet to
evaluate the pressure drop across the receiver under technical data and operating
conditions listed in Table 4. The third couple of pressure gauge monitored the HTF
pressure over the outdoor tests to maintain the HTF temperature below its saturation
point to maintain the HTF in the liquid state.

� A digital multimeter (40 mA–10 A) was used to measure the DC motor power con-
sumption with an accuracy of (±0.8% + 3).

� A digital tachometer measured the helical shaft rotating speed with a scale of (2–20,000 RPM)
and accuracy (±0.05% + 1 digits).

Table 4. Specification of pressure gauges used and operating conditions.

Gauge Number Range (Pa) Resolution (Pa) Range of Flow Rates (LPM) *

1 2500 50 0.5–1.0 (indoor tests)
2 16,000 100 1.5–2.5 (indoor tests)
3 250,000 10,000 0.5–2.5 (outdoor tests)

* The range of flow rates where the gauge is used to determine the pressure drop over the receiver.
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2.1.4. System Operation

The outdoor experiments were conducted at Integrated Technical Education Institute,
Cairo, Egypt. The latitude and the longitude of Cairo city are 30◦02′ N and 31◦14′ E,
respectively. Using a linear actuator, the PTC axis was oriented to the North-South. The
solar radiation HTF temperatures at the tank, ambient, test section inlet, and outlet were
continuously detected and recorded. Over twenty-five clear days, within June, July, and
August, the measured data were recorded every 15 min from 10:00 to 16:30. The irradiation
over all experiments ranged from 600 to 1200 W/m2. A 225 W pump circulated the HTF
between the tank and the test section. After the HTF temperature increased in the receiver
tube, the hot HTF was returned to the tank and then to the tube in a closed-loop cycle.
The HTF flow rate was varied to obtain five variable flow rates of 0.5, 1, 1.5, 2, and 2.5
LPM using ball valves located at the inlet and exit of the HTF stream. DC motor rotational
speeds (4, 11, and 21 RPM) were used.
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2.2. Governing Equations
2.2.1. Friction Coefficient Evaluation
For Plain Receiver Tube

The average velocity (Uav) and Reynolds number (Re) are given as [6]:

Uav =

.
V

π
4 Di

2 (5)

Re =
Uav Di

v
(6)

For the Receiver with Helical Shaft Insert

Uav and Re are determined based on the measured flow rate according to the equiv-
alent hydraulic diameter, Deq. Where Deq is evaluated experimentally by measuring the
HTF volume, V, required to fill the entire length of the copper tube, Lc with the helical
shaft insert as follows [41]:

V = π/4 Deq2 × Lc (7)

Deq = (4V/πLc)
0.5 (8)

The Re number of the flow within a tube is estimated as follows [42]:

Re =
Uav Deq

v
(9)

where v is the kinematic coefficient of viscosity of water and Uav is the average velocity in
the receiver tube with helical shaft insert; determined from as:

Uav =

.
V

π
4 Deq2 + Np (10)

where
.

V is the volumetric flow rate of the HTF, N is the number of revolutions per minute,
and p is the helical shaft pitch.

The Darcy–Weisbach friction factor is described as [18,30]:

f =
∆P

0.5 ρ f Uav2 l
Deq

(11)

where ∆P is pressure drop difference between pipe inlet and exit, that is determined exper-
imentally, ρ f is the density of HTF at the average bulk temperature

[
Tav = 0.5(Tf o + Tf i)

]

and l is the test section length (1.372 m).

2.2.2. Nusselt Number Evaluation

The average inner wall temperature of the receiver is [20,22]:

Twi
∼ = Two

∼ − Qu ln (Do/Di)

2πkcl
(12)

Two
∼ =

∑ Two

16
(13)

where kc, Two
∼ are the thermal conductivity of the copper and average outer wall tempera-

ture of the receiver, respectively.
Log mean temperature difference:

LMTD = (∆T1 − ∆T2)/ln (∆T1/∆T2) (14)
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where:
∆T1 = Twi

∼ − Tf i (15)

∆T2 = Twi
∼ − Tf o (16)

The average heat transfer coefficient for HTF was calculated by [43]:

h =
Qu

Ai LMTD
(17)

where Qu is the heat absorbed by HTF. Ai is the inner surface area of the receiver, which
can be expressed as:

Ai = πDil (18)

The average Nusselt number is determined as follows [18]:

Nu =
hDeq

k
(19)

2.3. Performance Evaluation
2.3.1. Thermal Enhancement Factor

The thermal enhancement factor (TEF) is the ratio of the augmented surface heat
transfer coefficient (inserted receiver tube), h, to that of a smooth surface (plain receiver
tube), ho, at the same pumping power. It is given as [11]:

TEF =

[
h
ho

]

pp
=

[
Nu
Nuo

]

pp
=

(Nu/Nuo)

( f / fo)
(1/3)

(20)

where Nu and Nuo are for the receiver with insert and the receiver without insert, respec-
tively. The same is true for the friction factor (f and fo).

2.3.2. Thermal Efficiency

The thermal efficiency is the heat absorbed by HTF (Qu) to the total incident direct
irradiance to the collector aperture. The instantaneous thermal efficiency can be determined
as follows [36]:

ηth,i =
Qu,i

Hbn,i Aa
(21)

‘Qu,i =
.

m f Cp

(
Tf o − Tf i

)
i

(22)

The average daily thermal efficiency is:

ηth =
Qu

Qs
=

∑ Qu,i

∑ Hbn,i Aa
(23)

‘Qu = ∑ Qu,i (24)

Qs = ∑ Hbn,i Aa (25)

where i = 1, 2, . . . , n and n is the number of time intervals in the day.
Tf i, Tf o, Hbn and Aa are the inlet and outlet temperatures of the HTF, normal beam

solar radiation at the collector plane, and aperture area, respectively.

2.3.3. Overall Efficiency

The average daily overall efficiency, ηov, evaluates the net heat production, which can
be represented as [44]:

ηov =
Qu − PP

ηel
− Pmo

Qs
(26)
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where ηel and ηP are electrical and pump efficiency, 0.327 and 0.80, respectively [45–47].
While PP and Pm are the pumping power and the power of the DC rotating motor, respec-
tively. The pumping power is a critical parameter as using its value increases as a side
effect of applying an insert turbulator within the thermal receiver. It can be calculated
as follows [44]:

PP =
∆P V

ηp
(27)

2.3.4. Exergtic Efficiency

The exergtic efficiency of the PTC, ηex, is a critical parameter that indicates the maxi-
mum work production extracted from the PTC, which is given below [48]:

ηex =
Eu

Es
(28)

where, Eu and Es are the useful output exergy of the HTF and the available solar exergy,
respectively. Eu is obtained by [49]:

Eu = Qu

(
1− Tam

Tm

)
− Tam

Tm
WT (29)

where, WT is the total of power consumed by the pump and the DC motor. The power
consumption of the DC motor is equal to 26.40, 13.68, and 7.44 at speeds of 4, 11, and
21 RPM, respectively. The available solar exergy is obtained from [50,51]:

Es = Qs

(
1− 4

3
.

Tam

Tsun
+

1
3

.
[

Tam

Tsun

]4
)

(30)

The mean temperature of fluid, Tm, can be written as [52]:

Tm =

(
Tf o − Tf i

)

ln
(

Tf o/Tf i

) (31)

Tam is the ambient temperature and Tsun is the sun temperature, and it is equal to 5770 K.
The uncertainty analysis in experimental measuring parameters was presented by [53,54],

which could be determined using a root–sum–square combination of each of the individual
inputs. For example, the uncertainty of a function X can be determined as follows:

wX =

√

(
∂X
∂x1

w1)
2
+ (

∂X
∂x2

w2)
2
+ · · · ( ∂X

∂xn
wn)

2
(32)

where wX is the uncertainty of the value X, w is the uncertainty of the measured parameter,
and X is a given function of the independent variables x1, x2, x3, . . . , xn. Thus, X = X(x1, x2,
x3, . . . , xn).

And then, the relative error λR is defined as:

λR =
wX
X

(33)

The relative error of friction factor, Nu number, thermal efficiency, and overall effi-
ciency are 9.29%, 5.10%, 4.92%, and 5.12%, respectively.

3. Results and Discussion

The experimental runs were performed for three cases: (1) plain receiver tube (without
insert), (2) receiver with stationary helical shaft (SHS) insert, and (3) receiver with helical
shaft (RHS) insert rotating with different rotational speeds of 4 RPM (RHS1), 11 RPM
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(RHS2), and 21 RPM (RHS3). All cases were tested at HTF flow rates of 0.5, 1.0, 1.5, 2.0, and
2.5 LPM. The data were continuously recorded every 15 min. A nomenclature summary of
the tested cases is listed in Table 5.

Table 5. Nomenclature of tested cases; denotations and conditions.

Case Denotation Insert Rotating Speed (RPM)
WIR Without-insert receiver (Plain tube) −
SHS Stationary helical shaft receiver 0

RHS1 Rotating helical shaft receiver—Case 1 4
RHS2 Rotating helical shaft receiver—Case 2 11
RHS3 Rotating helical shaft receiver—Case 3 21

All cases are tested at HTF flow rates of 0.5, 1.0, 1.5, 2.0, and 2.5 LPM.

The variation of Re with flow rate is presented in Figure 8. It can be noted that the Re
rises with increasing the flow rate for all cases due to the axial velocity increase with the
flow rate, while at the same flow rate, the axial velocity increased in the RHS cases more
than in the SHS case as the axial velocity increased with the helical shaft rotation.
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Figure 9 shows the average heat transfer coefficient for all the examined cases of the
PTC, which clearly shows that increasing the value of the average heat transfer coefficient
with increasing the flow rate, which may be explained because more flow disturbance is
created along the tube walls when the flow rate increases. Intense swirls enhance the fluid
mixing between the core and near the wall regions and consequently enhance the average
heat transfer coefficient by increasing the flow rate. In the cases of SHS and RHS and at a
constant HTF flow rate, the helical shaft increases the intensity of swirl flow and resulting
in higher contact surface area between the receiver and HTF, leading to an increase in the
useful heat gain and consequently enhancing the average heat transfer coefficient with
introducing SHS and RHS.
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Figure 9. Average heat transfer coefficient against flow rate.

The variation of the Nu number corresponding to the average heat transfer coefficient
in Figure 9 is shown in Figure 10a. The Nu number ratio with flow rate variation is
illustrated in Figure 10b. The higher Nu number ratio is achieved at 1 LPM compared to
the other flow rates, and it achieves a maximum of 2.42 for the case of RSHS3. Furthermore,
the Nu number ratio decreases with the rise of flow rate from 1.5 LPM to 2.5 LPM for all
cases, while at 0.5 LPM, the Nu number ratio reaches a higher value of 2.17 for the case of
RSHS3 and reaches a lower value of 1.62 for the case of SHS.
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The thermal efficiencies of all tested cases are shown in Figure 11. It can be noted that
the instantaneous thermal efficiency varies with the experiment time over the day due to
the rapid incident solar radiation variation. However, the thermal efficiency slightly varies
when inserted the helical shaft inside the receiver tube since the helical shaft can compensate
for the incident solar radiation variations over the daytime. Moreover, Figure 11a to
Figure 11e indicate that increasing the helical shaft insert’s rotation speed results in higher
and more stabilized instantaneous thermal efficiency over the daytime. This result may be
attributed to improved mixing, more intense secondary flow, and higher thermal boundary
layer disruption due to shaft rotation. As a consequence, the convective heat transfer
is improved.
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Figure 12 shows temperature differences at a different flow rate for all cases. As the
flow rate decreases from 2.5 to 0.5 LPM, the temperature difference increases, as stated
in [55]. The reason is that, at the low flow rate, the HTF has a long time to increase its
temperature along the receiver tube, so the temperature difference has a higher value. On
the contrary, the HTF does not have enough time to increase its temperature at a high flow
rate, so the temperature difference has a lower value.
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Figure 12. Temperature difference against flow rate.

Compared to a plain tube, the temperature differential is enhanced by using an insert
within the receiver at a constant HTF flow rate. Furthermore, due to expanding the contact
surface area for HTF with the shaft, the convective heat transfer rate is enhanced, and
higher outlet temperature is observed, consequently increasing temperature difference.
In addition, when the helical shaft rotates, it causes more intense secondary flow, more
disturbance of the thermal boundary layer, and improved mixing. Consequently, the
convective heat transfer rate and outlet temperature increase the temperature difference.

In addition, from Figure 13a, it can be observed that the increase in the HTF flow
rate boosts the instantaneous thermal efficiency. These observed results are not limited to
the instant thermal efficiency. However, they extend to average daily thermal efficiencies,
as illustrated in Figure 13a. The thermal efficiency increase with increasing the flow rate
is compatible with what was stated in [52,56] due to higher confrontation between the
HTF particles and higher turbulence and, as a result, augmented thermal performance and
efficiency. In the cases of RHS1, RHS2, and RHS3, the rotating helical shaft amplifies the
intensity of swirl flow and enhances thermal efficiency compared to SHS. The efficiency of
PTC for WIR, SHS, RHS1, RHS2, and RHS3 varies from 19% to 60.3%, 24.51% to 63.82%,
25.9% to 65.02%, 27.1% to 66.9%, and 27.9% to 69.25% with flow rate ranging from 0.5 to
2.5 LPM.
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However, the thermal efficiency enhancement, as plotted in Figure 13b, is observed to
decrease with the rise of flow rate as the rate of growth of thermal efficiency for the plain
tube with increasing flow rates is higher than the rate of growth in thermal efficiency for the
receiver tube fitted with stationary or rotating helical shaft. As a result, the enhancement
in thermal efficiency is reduced with increasing flow rates. Moreover, the enhancement is
higher when the shaft rotates at a higher rotational speed than the stationary one. Using
RHS3 leads to the maximum enhancement, ranging from 14.82 to 46.47% while using SHS
leads to enhancement from 5.82% up to 28.78% compared to the plain tube.

The friction factor against flow rates for all tested cases is evaluated and plotted as
illustrated in Figure 14a. As noted, the friction factor reduces as the flow rate increases,
as indicated in [52]. Moreover, it increases in the cases of SHS, RHS1, RHS2, and RHS3
compared to the plain tube. This is because the shaft causes increases in swirl flow intensity,
residence time, and contact surface area for SHS. In contrast, the long time inside the
receiver tube increases the contact between the HTF particles and the receiver tube wall
and, as a result, increases the friction factor and pressure drop. Moreover, for the cases of
RHS1, RHS2, and RHS3, increasing the rotational speed magnifies the intensity of swirl
flow and turbulence. As a result, it makes the HTF move over the longer paths, increasing
the friction factor compared to RSHS. Consequently, the maximum friction factor is 1.3,
and it is reached at a lower flow rate of 0.5 LPM and a higher rotational speed of 21RPM
(RHS3), while the lower friction factor is 0.156 and reached at a higher flow rate of 2.5 LPM
and stationary insert (SHS). Therefore, the friction factor ratio reduces with the growth in
flow rate, while for the RHS3 and SHS cases, the friction factor ranges from 4.1 to 7.7 times
and 1.9 to 4.1 times, respectively, compared to the WIR case, as seen in Figure 14b.
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The pumping power increases by increasing the flow and using the helical shaft insert,
as illustrated in Figure 15a and stated in [18]. Moreover, using a shaft insert leads to higher
pumping power in the cases of SHS, RHS1, RHS2, and RHS3 compared with the WIR.
Raising the flow rate from 0.5 to 2.5 LPM increases the pressure drop from 250 to 1400 Pa,
350 to 1600 Pa, 450 to 2400 Pa, and 500 to 3000 Pa in the cases of SHS, RHS1, RHS2, and
RHS3, respectively, and consequently increasing pumping power. However, the increase in
pumping power, as plotted in Figure 15b, is observed to reduce with the flow rate rise as the
pumping power is greater for the plain tube when increasing the flow rates compared to
the rate of growth in pumping power for the receiver tube fitted with stationary or rotating
helical shaft. As a result, the percentage rise in pumping power is decreased with rising
flow rates. Moreover, the increase is higher when the shaft rotates at a higher rotational
speed than the stationary one. Using RHS3 leads to the maximum increase, ranging from
404 to 850%, while using SHS increases 130 to 400% compared to the plain tube.
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Considering the effect of power consumed in the pump and the DC motor rotating
the helical shaft, the overall efficiency can be used to evaluate the system; as shown in
Figure 16a. It indicates an improvement of thermal efficiency for all cases with the flow
rate increase due to the slight rise in the total power consumed compared to the higher
growth in beneficial heat gain. So, the overall efficiency trend is the same for thermal, and
the overall efficiencies enhancement is the same for the thermal efficiency enhancement, as
shown in Figure 16b.
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Figure 17 shows the variations of TEF against flow rate. TEF for all cases is higher
than unity, while the heat transfer enhancement is higher than the pressure drop rise. The
maximum TEF is 1.24, achieved at 1 LPM and in the case of RHS3.

The exergy efficiency with various flow rates in all tested cases is shown in Figure 18.
Based on results plotted in Figure 18, raising the flow rate from 0.5 to 2.5 LPM increases
the useful heat gain and results in exergy efficiency enhancement from 11.11% to 36.35%
in the plain tube case stated in [50]. Inserting the helical shaft increases exergy efficiency
from 14.16, 14.52, 15.14, and 15.23% to 37.81, 39.21, 38.98, and 40.41% for the cases of SHS,
RHS1, RHS2, and RHS3, respectively, with raising the flow rate from 0.5 to 2.5 LPM. This
result is attributed to the rising logarithmic mean temperature of the fluid, Tm. With
boosting the flow rate that leads to both decreasing in the second term (T0/TmWT) and
increasing the useful heat gain in the first term and consequently increasing the exergy
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efficiency. Increasing the total power consumption at the same flow rate due to rotating the
helical shaft in the cases of RHS1, RHS2, and RHS3 does not prevent enhancing the exergy
efficiency because the rate of increasing the useful heat gain is higher than increasing the
total power consumption that leads to enhancement in exergy efficiency.
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A comparison between the present work (static and rotating helical shaft) and different
types of inserts in terms of thermal efficiency ratio, Nu number ratio, and friction ratio is
provided in Table 6. The highest efficiency ratio is 2.33 for wire matrix and twisted tape [29].
On the other hand, they achieved a higher friction ratio of 36.02.

The filling porous [57] achieved a maximum Nu number ratio of 17.24 and a maximum
friction factor ratio of 412.62. According to the reviewed literature, using twisted tape and
fins can lead to higher thermal enhancement with a lower impact on the friction factor. The
experimental study of the static helical shaft has a higher efficiency ratio of 1.28 and a lower
friction ratio of 4.10 compared with a numerical study of twisted tape of 1.07 and a higher
friction factor ratio of 6.15. While using the rotating helical shaft in the current study led to
a maximum efficiency ratio of 1.46 and a maximum Nu number ratio of 2.41 compared to
fins and twisted tape, but as a penalty of maximum friction factor ratio of 7.79.
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Table 6. Comparison between present work and various inserts inside PTC.

Study Type Type of Insert η/ηo Nu/Nuo f/fo Ref.

Exp. Copper foam 1.03–1.08 1.01–1.80 95–250 [32]
Exp. Wire matrix and twisted tape 1.35–2.33 1.67–2.60 36.02 [29]

Num. Toroidal rings 1.00–1.037 1.00–2.33 1.00–14.62 [58]
Num. Perforated plate 1.005–1.018 1.8–2.0 13.34–13.46 [59]
Num. Filling porous 1.07 3.49–17.24 17.60–412.62 [57]
Num. Twisted tape 1.005–1.015 1.70–1.77 4.17–6.15 [59]
Num. Internal longitudinal fins 1.37–1.41 1.96–2.19 2.03–2.12 [60]
Exp. Static helical shaft 1.05–1.28 1.32–1.77 1.91–4.10 Present work
Exp. Rotating helical shaft 1.06–1.46 1.43–2.41 2.18–7.79 Present work

4. Economic Analysis

The utility of using the inserts inside PTC can be evaluated based on its economic
viability. Fixed cost (FC) and annual variable cost (VC) are considered in order to estimate
the total cost of PTC, while the initial cost is estimated by considering all components of
building a system, and the operating cost is estimated by considering the effect of power
consumed in the pump and DC motor. The cost data of components of PTC for three WIR,
SHS, and RHS cases are listed in Table 7 according to the Egyptian market. The economic
analysis is carried out at maximum TEF, achieved at 1 LPM and RHS3.

Table 7. The cost data of various components of PTC.

Sr. Details of Component Quantity (Units) Unit Cost (USD/Unit) Total Cost (USD)
1 Acrylic reflector sheet 1 66.7 66.7
2 Copper tube 1 16.7 16.7
3 Glass tube 1 11.1 11.1
4 Linear actuator 1 17.8 17.8
5 Pipes and accessories 1 31.4 31.4
6 valves 5 2.2 11.1
7 Storage water tank 1 38.9 38.9
8 Silicon 5 0.8 4.2
9 Insulation material 1 16.7 16.7
10 Circulation pump 1 19.4 19.4
11 ARDUINO circuit 1 33.3 33.3
12 Batteries 2 38.9 77.8
13 The metallic structure of PTC 1 61.1 61.1
14 Manufacture cost 1 55.6 55.6
A Total fixed cost WIR 462
15 Insert tape (steel) 1 27.8 27.8
16 Manufacture cost 1 61.1 61.1
B Total fixed cost SHS 551
17 Oil seal ring 2 2.2 4.4
18 DC motor gearbox and control circuit 1 25.0 25.0
19 Coupling 1 2.5 2.5
C Total fixed cost RHS 583

Bold rows (A, B, and C) represent the summation of total fixed costs of each case (WIR, SHS, and RHS), respectively.

Total Cost Estimation of PTC

The annual cost of useful heat per kWh (ACUH) can be calculated as follows [54]:

ACUH = TC/TUH (34)
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where, TC is the total cost and can be determined from Equation (35), while TUH is the
total useful heat during the life span and is expressed by Equation (36).

TC = FC + VC (35)

TUH = n × Yearly productivity (36)

where, n is the expected PTC lifetime, assumed to be 10 years. The yearly productivity can
be calculated as follows:

Yearly productivity = (Qu/day) × operating days (37)

where, the operating days were assumed to be 340 sunny days per year and (Qu/day) is
the useful heat per day for one cycle can be calculated as follows:

(Qu/day) = Qu × operating hours (38)

where, the operating hours were 7 h (from 9:30 to 16:30).
The economics of different cases of PTC based on estimated ACUH are presented

in Table 8.

Table 8. The economic analysis for PTC with WIR, SHS, and RHS.

WIR SHS RHS

Fixed cost (FC), USD 462 551 583
Annual variable cost (VC), USD 0.0004 0.0014 5.810

(Qu/day), kWh 2.5 2.8 3.4
TUH, kWh 8414.3 9405.8 11,543.0

Total cost (TC), USD 462 551 588.4

ACUH, USD 0.055 0.059 0.051

The economic analysis in Table 8 shows that ACUH for PTC with WIR, SHS, and
RHS are USD 0.055, USD 0.059, and USD 0.051, respectively. PTC with RHS has minimum
ACUH, while SHS with PTC uses maximum ACUH. Therefore, using RHS is beneficial
from an economic point of view compared to WIR and SHS, and using SHS without rotation
has a poor impact on ACUH.

5. Conclusions

The influence of inserting a stationary and rotating helical shaft within the receiver on
PTC performance was investigated in the present study. Three cases were investigated: A
PTC without helical shaft insert, a PTC with stationary helical shaft insert, and a PTC with
rotating helical shaft insert. The experiments were performed for different shaft rotational
speeds of (4, 11, and 21 RPM) and various flow rates (0.5, 1, 1.5, 2, and 2.5 LPM) of water as
an HTF. Moreover, the fluid flow and thermal parameters (friction factor, Re number, Nu
number, and TEF) and performance parameters (thermal, overall, and exergetic efficiencies)
were investigated. The following are the key findings of this investigation:

• The helical shaft insert has increased the required pumping power for the same
flow rate.

• The pumping power rises with the shaft rotating speed, particularly at the high HTF
flow rate.

• For the same flow rate, the helical shaft insert has enhanced the thermal performance
(thermal, overall, and exergetic efficiencies) of the PTC.

• The thermal performance enhancement increases with growing the shaft rotating
speed and the HTF flow rate.

• Compared to WIR, the friction factor ratios for RHS3 are higher than SHS, which are
in the ranges of 4.1 to 7.79 times and 1.91 to 4.10 times, respectively. Furthermore,
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Nu number ratios for RHS3 are higher than SHS in the ranges of 1.81 to 2.41 and 1.32
to 1.77.

• The maximum enhancement in thermal efficiency is 46.47%, achieved at a minimum
flow rate of 0.5 LPM and RHS3.

• The maximum exergy efficiency is 40.41%, achieved at a higher flow rate of 2.5 LPM
and RHS3.

• A comparison between the investigated three cases at the same pumping power using
criteria of TEF shows that the maximum enhancement in thermal performance occurs
at an HTF flow rate of 1 LPM, and the percentage enhancement in thermal efficiency
is about 37% at shaft rotational speed of 21 RPM.

• The cost analysis shows that ACUH for RHS (USD 0.051) is lower than WIR and SHS
(USD 0.059) at maximum TEF.

It can be concluded that using static and rotating helical shaft insert inside the receiver
of PTC may be used for solar heating processes and power generation applications to
enhance the performance of the PTC with a low penalty on pumping power compared to
the other inserts. In the future, the use of nanofluids or hybrid nanofluids with rotating
helical shafts is recommended, in order to investigate their effects on the thermal and
hydraulic performance of PTC. Furthermore, a PV system coupled with PTC to supply the
DC motor with power should be planned to reduce power consumption.
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Nomenclature

Symbols Subscripts
C concentration ratio (-) a aperture
Cp specific heat capacity (J/kg K) av average
D diameter (m) am ambient
E exergy rate (W) c copper tube
F focal length (m) el electrical
f friction factor (-) eq equivilant
Hbn normal beam solar radiation (W/m2) ex exergetic
H height (m) f fluid
h heat transfer coefficient, W/m2K g glass tube
L copper tube length (m) h helical shaft
l test section length (m) i inner or inlet
.

m mass flow rate (kg/s) m logarithmic mean
N revolutions per minute (RPM) mo motor
P power (W) o outer or outlet
p pitch (m) ov overall
Q heat rate (W) p pump
S reflector width (m) PP constant pumping power
T temperature (◦C) s solar
t thickness (m) T total
U velocity (m/s) u useful
V volume (m3) w wall
.

V volumetric flow rate (m3/s) Abbreviations
W aperture width (m) HTF heat transfer fluid
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w uncertainty (-) LMTD Log mean temperature difference
Greek Letters LPM liter per minute
α absorptance (-) PTC parabolic trough collector
γ intercept factor (-) RHS rotating helical shaft receiver
∆ difference (-) SHS stationary helical shaft receiver
η efficiency (-) TEF thermal enhancement factor
λ relative error (-) WIR without-insert receiver
µ dynamic viscosity (kg/m.s) ACUH annual cost of useful heat per kWh
v kinematic coefficient of viscosity (m2/s) TC total cost
ρf density of HTF (kg/m3) TUH total useful heat during the life span
ρ reflectance (-) FC fixed cost
τ transmittance (-) VC annual variable cost
φ rim angle (◦) Dimensionless Numbers
ω angular velocity (rad/s) Nu Nusselt number

Re Reynolds number
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Abstract: Herein, respiratory nitrate reductases (NAR) were utilized in the biosynthesis of zero-
valent iron (ZVI) graphene nanocomposite as a simultaneous reducing and capping agent, for the
first time, to efficiently adsorb methylene blue (MB) and direct red-81 (DR-81). Under anaerobic
conditions, the greenly synthesized graphene was incubated with iron precursor in the presence of
crude-NAR enzyme for 48 h to obtain the ZVI graphene composite followed by characterizing this
composite using physiochemical analyses. Scanning and transmission electron microscopy, energy
dispersive X-ray spectroscopy and X-ray diffraction techniques assured the chemical composition and
the interaction between ZVI and graphene. The influences of operating conditions such as contact
time, pH and adsorbent dose on the adsorption efficacy were explored in the case of ZVI graphene,
graphene and ZVI. ZVI graphene nanocomposite displayed the highest removal efficiency of MB
and DR-81 compared to graphene and ZVI-NPs. The removal percentages of DR-81 and MB by
ZVI graphene nanocomposites were 88.3 ± 2.66% and 87.6 ± 2.1%, respectively, at pH 7, adsorbent
dose 20 mg/50 mL, initial MB or DR-81 concentration of 10 mg/L and shaking speed of 150 rpm. A
pseudo first-order model could describe the adsorption kinetics, and the adsorption mechanism was
discussed. The promising results of the current study support the potential of the recruitment of ZVI
graphene nanocomposites in eliminating various pollutants from industrial effluents on a larger scale.
Further, the prepared nanohybrid can be used in other applications such as photocatalysis, Fenton
and persulfate activation processes.

Keywords: decolorization; direct red-81; graphene; methylene blue; nitrate reductases; operating
parameters; zero-valent iron

1. Introduction

The expansion of industrial activities such as cosmetics, leather, ink, textiles and print-
ing contributes to the release of heavily contaminated effluents containing dyes to water
streams [1,2]. Azo dyes constitute almost 50% of the global production (700,000 ton/year)
and during the dyeing process, about 20% of the dyes can be discharged to water sources [3].
The presence of dyes in water bodies inhibits light penetration and photosynthesis and
reduces the dissolved oxygen ratios resulting in threats and risks to humans and animals [4].

359



Sustainability 2022, 14, 14188

Therefore, it is imperative to effectively treat effluents containing dyes before discharge
to the environment. Many physical, chemical and biological treatment methods have
been proposed for the removal of dyes [5–7]. The azo dyes are highly resistant to being
degraded by microorganisms and they are toxic to bacteria which make the biological
treatment ineffective [8]. Similarly, the removal of dyes by physical–chemical treatment
processes such as adsorption, photocatalysis, ozonation and membrane filtration has been
investigated [9–12]. However, these methods are associated with some drawbacks such as
high costs and the production of toxic by-products [13].

The adsorption process is a promising, inexpensive, simple and efficient treatment pro-
cess for the removal of industrial effluents (e.g., dyes) compared to previously mentioned
techniques [14]. Activated carbon is a commonly employed adsorbent for the removal of
bio-resistant pollutants (dyes) from aqueous solutions [15]. However, activated carbon chal-
lenges the high cost and requirement of frequent regeneration which obstruct the reusability
and full-scale application [16]. Hence, there is an increasing need for the preparation of
effective adsorbents with low costs. Zero-valent iron (ZVI) has recently pulled wide heed
due to its low cost, high reactivity, green impact, high surface area as well as its capability
to reduce oxidized contaminants [12,17]. ZVI is commonly prepared via the liquid-phase
reduction in iron salts using strong reducing agents (e.g., sodium borohydride). In spite of
the simplicity, short time and high reactivity of the liquid reduction method, this method
suffers from shortcomings such as high costs, toxicity of the reducing agent and poor
stability of prepared nanoparticles [18]. Moreover, the release of nanomaterials prepared
from harmful chemicals after the treatment process has a negative impact on the aquatic
and terrestrial environments [19]. Therefore, the efforts have been directed to prepare
nanoparticles using ecofriendly materials (e.g., bacteria, plants, algae). In this study, we
employed respiratory nitrate reductase (NAR) enzyme as a green reducing and stabilizing
agent to replace toxic reducing agents needed in the preparation of ZVI nanoparticles. Due
to the toxicity of metal ions to bacteria, bacteria start to protect themselves and then, metal
ions can bioaccumulate or biomineralize into the cells after the reduction of metal ions to a
lower state [20]. The biosynthesis of ZVI can reduce the cost, protect the environment from
toxic chemicals and produce stable nanoparticles.

Another problem facing ZVI is the fast aggregation and formation of the iron oxide
layer which reduces the reactivity and reducibility of ZVI [12,21]. To overcome this problem,
pure ZVI can be supported with different materials such as silica, kaolinite, starch and
graphene [22–24]. Several studies in recent years recorded the efficiency of graphene and
its oxide, in particular as a nanosorbent, in different remediation applications of polluted
environments by the dint of its high theoretical surface area (~2620 m2/g), high electrical
conductivity and stability [5]. In this work, a ZVI graphene nanocomposite was prepared
by reducing iron salt in the presence of graphene, which was produced from plastic waste,
by the catalysis of NAR enzyme. The use of graphene can reduce the agglomeration
and the oxidation of ZVI, facilitate the electron transfer from ZVI surface to the pollutant
and improve the dispersibility of the nanoparticles [25]. Moreover, the conversion of
plastic waste (polyethylene terephthalic) to graphene participates in the management of
environmental problems related to the release of plastic wastes to the environment and
reduction in costs related to the disposal of plastic waste [26]. Liu et al. (2014) prepared
ZVI supported by graphene for the removal of phosphorus from aqueous solutions [25].
They stated that the prepared composite attained a high removal of phosphorus.

In this study, the novel procedures for the biological synthesis of ZVI graphene
nanocomposite were provided. The synthesized ZVI graphene nanocomposite was utilized
for the removal of methylene blue (MB) and direct red-81 (DR-81). The effects of operating
parameters such as contact time, pH and adsorbent dosage were investigated. The removal
mechanism and adsorption kinetics of MB and DR-81 were explored.
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2. Materials and Methods
2.1. Materials

Plastic bottle wastes were collected from the garbage of City of Scientific Research
and Technological Applications in Borg Al Arab, Alexandria. Sodium citrate (Na3C6H5O7,
98%), hydrochloric acid (HCl, 97%), sodium chloride (NaCl, 97%), magnesium sulfate hep-
tahydrate (MgSO4·7H2O, 99%), ferrous chloride tetrahydrate (FeCl2·4H2O, 95%), sodium
molybdate (Na2MoO4·2H2O, 99%), copper sulfate (CuSO4·5H2O, 95%), cobalt chloride
hexahydrate (CoCl2·6H2O, 98%), manganese chloride tetrahydrate (MnCl2·4H2O, 97%),
zinc sulfate (ZnSO4, 93%), potassium phosphate (KH2PO4, 95%), dipotassium hydrogen
phosphate (K2HPO4·7H2O, 97%) and potassium nitrate (KNO3, 98%) were procured from
Sigma-Aldrich and used without modifications.

2.2. Biosynthesis of ZVI Graphene Nanocomposite

Initially, graphene and ZVI-NPs were prepared following the procedures described in
detail by El Essawy et al. (2017) and Zaki et al. (2019) [27,28]. For the preparation of ZVI
graphene nanocomposite, respiratory membrane-bound nitrate reductase enzyme (NAR)
was recruited as reducing and stabilizing agent simultaneously in an in situ synthesis
process. NAR enzyme as well as electron shuttling molecules commence nitrate reduction
and shuttle electrons to iron ions. Then, the oxidation states of metal ions can change via
redox reaction until reaching zero-valent state and forming ZVI-NPs [28,29]. In the presence
of graphene, the enzymatically generated ZVI-NPs bind to graphene particles, forming ZVI
graphene nanocomposites. Firstly, about 108 CFU/mL (0.5 McFarland) of bionanofactory
strain P. mirabilis 10B was precultured anaerobically in the optimized broth that enhances
and induces the growth of NAR enzyme, of the following ingredients (g/L): sodium citrate
7.5, NaCl 0.5, MgSO4·7H2O 0.12, FeCl2·4H2O 0.24, Na2MoO4·2H2O 0.015, CuSO4·5H2O
0.06, CoCl2·6H2O 0.04, MnCl2·4H2O 0.03, ZnSO4 0.31, KH2PO4 3.0, K2HPO4·7H2O 1.0
and KNO3 5.0 at pH 7.0. The inoculated broth was incubated anaerobically at 30 ◦C for
48 h in anaerobic jar. After incubation, a considerable bacterial biomass was harvested
by centrifugation at 10,000 rpm for 20 min. The harvested cells were washed several
times by sterile distilled water and the, suspended in 80 mM potassium phosphate buffer
(pH 7.0) and exposed to mild osmotically shock disruption followed by centrifugation at
5000 rpm for 5 min to eliminate unbroken cells and cell debris. Thereafter, the obtained
spheroplast was subjected to centrifugation at 10,000 rpm, 4 ◦C for 60 min. The precipitated
pellets were resuspended in 80 mM potassium phosphate buffer (pH 7.0) and utilized
as a complete membrane-bound αβγ complex of NAR. Finally, 0.2 gm of graphene was
added to crude-NAR suspension that was supplemented by 1.5 mM of Fe (NO3)3·9H2O.
The overall mixture was incubated under anaerobic conditions for 48 h at 30 ◦C. The
obtained ZVI graphene nanocomposite was collected, washed and dried at 80 ◦C for 2 h
for subsequent characterization and application.

2.3. Characterization of ZVI Graphene Nanocomposite

The crystallographic information of ZVI graphene nanocomposite was investigated
by an X-ray diffraction (XRD, Shimadzu-7000, USA) using Cu Kα radiation (λ = 1.54056 Å),
voltage of 40 KV, current of 30 mA and scan speed of 10 ◦/min. The incorporation of ZVI in
carbon matrix of graphene was affirmed via the specification of elemental composition us-
ing energy dispersive X-ray spectroscopy (EDX) analyzer and elemental mapping combined
with transmission electron microscope (TEM, JEOL JSM 6360LA, Japan). Additionally, TEM
and scanning electron microscopy (SEM) (JEOL JEM-1230) with an accelerating voltage
of 200 kV were employed to study the morphology of the synthesized composite. Raman
spectra (Jaso, Japan) were recorded to specify the molecular structure of the synthesized
nanoparticles. Raman spectra were set in the 4000–400 cm−1 region with a step size of
1 cm−1. Fourier transform infrared spectroscopy (Shimadzu, FTIR-8400S) was performed to
specify the functional groups using KBr pellets in the 4000–400 cm−1 region with a step size
of 1 cm−1. Surface area was estimated using Belsorp-max automated apparatus (BEL Japan)
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and the sample was degassed at 200 ◦C for 3 h. The data of nitrogen (adsorption–desorption
isotherms) were recorded at 77.53 K.

2.4. Experimental Procedures

A stock solution with a concentration of 1000 mg/L was prepared for direct red-
81 (DR-81) and methylene blue (MB) by dissolving 1 g of the dye in 1 L of distilled
water. The adsorption batch experiments were conducted in 100-mililter beaker with
50 mL of the dye solution and the solution was shaken at a speed of 150 rpm. The effects
of different parameters such as contact time (15–120) min, adsorbent dose (20, 40, 60,
100 mg/50 mL), and pH (3, 7, 9, 11) were studied at an initial dye concentration of 10 mg/L.
Samples were withdrawn and then centrifuged prior to the measurements by UV–Visible
spectrophotometer (Labomed model, Inc., Los Angeles, CA, USA) at wavelengths of
500 and 664 nm for DR-81 and MB, respectively. The comparison between the performance
of pure ZVI-NPs, graphene and ZVI graphene nanocomposite was performed at pH 7,
initial dye concentration of 10 mg/L, adsorbent dose of 20 mg/50 mL and shaking speed of
150 rpm. The adsorption kinetics were investigated using pseudo first- and second-order
models and intraparticle diffusion on a time range (0–90 min) at pH 7, adsorbent dose
20 mg/50 mL, initial MB or DR-81 concentration of 10 mg/L and shaking speed of 150 rpm.
The equations and discussion of these models were provided in detail in our previous
work [9]. In reusability study, the particles were compiled after each run and left at room
temperature to dry, thence they can be used in next cycles.

3. Results and Discussion
3.1. Characterization of ZVI Graphene Nanocomposite

In the present study, the NAR enzyme was successfully utilized as a catalyzing and sta-
bilizing agent to synthesize ZVI graphene nanohybrid. Generally, the biological approaches
of nanomaterial synthesis are advantageous over other traditional physicochemical means.
They are characterized by their cost-effectiveness, non-toxicity, biosafety and ecofriendli-
ness. They reckon on the utilization of biological molecules in the reduction of bulk parent
materials into their nanoform; neglecting by such way the usage of hazardous reductants,
high-temperature or energy-intensive processing [28,29]. It is noteworthy to mention the
characteristic role of nitrate reductases (NRs), which belong to oxidoreductases groups.
They are mainly catalyzing organic material oxidation and play crucial function in pollution
remediation and eventually participate in the nitrogen cycle. Recently, NRs were reported
in various investigations addressing nanostructure synthesis in green biological meth-
ods [29,30]. The ZVI graphene nanocomposite was analyzed by various characterization
techniques. SEM and TEM images of pure graphene were provided in the Supplementary
Materials (Figure S1) to show the changes in the morphology in the case of the composite.
Figure 1a,b shows TEM and SEM images of ZVI graphene biocomposites with particle size
ranged from 2.3 to 7 nm, indicating the incorporation of ZVI-NPs in the graphene matrix.
However, the magnetic properties of ZVI-NPs resulted in the aggregation of ZVI-NPs in
chain-like forms.

Additionally, the EDX pattern in Figure 1c confirmed the presence of both carbon and
iron at their characteristic positions (0.277 and 6.4 keV, respectively) with atomic percentages
of 50.8% and 36.5%, respectively. Other peaks at 0.39 and 2.3 keV were ascribed to nitrogen
and sulfur with atomic ratios of 9.2 and 3.5%, respectively. Interestingly, the existence of
nitrogen and sulfur might be owing to the bounded bacterial biomolecules during the
synthesis process, such as amino groups (−NH3

+) and sulfhydryl (SH) groups, which could
eventually provide the nanocomposite with self-functionalizing and stabilizing properties.
However, a Cu peak was also detected due to the copper grid that was used to hold the
samples. The XRD pattern in Figure 1d demonstrates the XRD pattern of bare graphene
showing only the diffraction planes of graphene. The XRD pattern in Figure 1e affirmed
the interaction between the graphene and ZVI-NPs. The peak at 24.67◦ is attributed to
the (002) diffraction plane of graphene [3]. The sharp peak at 44.4◦ is attributed to the
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(110) diffraction plane of ZVI-NPs, whereas the peaks at 31.7◦, 35.56◦, 51.82◦ and 59.92◦ are
attributed to the iron oxides formed on the ZVI surface due to the oxidation that might be
occurred during washing, drying and processing of the nanocomposite [2,31].
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Figure 1. Physicochemical properties (a) TEM image, (b) SEM, (c) EDX pattern of ZVI graphene,
(d) XRD pattern of graphene, (e) XRD of ZVI graphene, (f) Raman spectra of graphene and (g) Raman
spectra of ZVI graphene [27].

Raman spectra of pristine graphene are given in Figure 1f, showing only the D and
G bands of graphene. Figure 1g shows the Raman spectra of ZVI graphene. The peaks at
1332.19 cm−1 and 1590.5 cm−1 are ascribed to the D and G bands of graphene [25]. The
peaks at wavenumbers lower than 1000 cm−1 (around 75 cm−1, 550 cm−1 and 750 cm−1)
are attributed to the Fe-O bond, confirming the presence of iron oxides on the surface of
ZVI-NPs [31]. Supplementary Materials Figure S2a,b shows the adsorption–desorption
isotherms and FTIR spectra of graphene. The surface area was 721.7 m2/g. The bands in
FTIR spectra at 3447, 1636, 1219 and 1105 cm−1 are indexed to O-H, C=O, O-H, C-O-C
and C-O bonds, respectively [27]. Additionally, the band at 1600 cm−1 is imputed to the
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C==C bond [27]. Figure S2c,d demonstrates the FTIR spectra and adsorption–desorption
isotherms of ZVI graphene. The presence of the hydroxyl group (O-H) was confirmed
through the bands at 1610 and 3420 cm−1. The band at 1350 cm−1 is assigned to the COO−

group [32]. Moreover, the band at 1020 cm−1 is attributed to the C-O bond. The bands at
476 and 628 cm−1 are imputed to the Fe-O bond. The surface area of ZVI graphene was
estimated (55 m2/g). Figure S2e,f,g shows the elemental mapping of graphene and ZVI
graphene [33]. In the case of graphene, only carbon was detected. Whereas carbon, iron
and oxygen were detected in the elemental mapping of the composite.

3.2. Application of ZVI Graphene Nanocomposite in Cationic and Anionic Dye Removal

As observed in Figure 2a,b, the alterations in the UV–vis spectra (from 200 to 800 nm)
of DR-81 and MB were monitored upon treatment with ZVI graphene nanocomposite,
ZVI and graphene. The spectrum patterns of DR-81 and MB (controls) exhibited the main
absorption peaks at 500 and 664 nm for DR-81 and MB, respectively, due to the azo bond,
which almost disappeared in the supernatant of the treated samples especially in the case of
ZVI graphene. Such vanishing of both peaks reflected the successful removal of both dyes.
Our results are coincident with those investigated by Samy et al. (2020) [34]. However, the
adsorption process was confirmed by SEM in Figure 2c,d. The pores in the case of ZVI
graphene nanocomposite approximately disappeared due to the filling of pores by the dye
molecules confirming the high adsorption performance of the dyes by the biosynthesized
composite. These things considered, new peaks were formed due to the formation of
chemical bonds between the iron oxide layer and dye molecules, as revealed by Raman
spectroscopy (Figure 2e,f).
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Additionally, XRD and FTIR of ZVI graphene after adsorption of DR-81 and MB are
given in Supplementary Materials Figure S3a,b. The intensity and transmittance decreased
after the adsorption of DR-81 and MB. The change in the intensity and transmittance
might be due to the bonds formed between the adsorbent’s surface and adsorbate. EDX of
ZVI graphene after adsorption in Figure S3c,d showed the introduction of Cl and Na in
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the case of MB and DR-81, reaffirming the bonding between the adsorbent’s surface and
the adsorbate.

3.3. Effect of Contact Time

A comparison between the adsorption performance of ZVI-NPs, graphene and ZVI
graphene nanocomposite was conducted to specify the required time for achieving equi-
librium and choose the best material, as shown in Figure 3a,b. The experiments were
conducted at pH 7, adsorbent dose 20 mg/50 mL, initial MB or DR-81 concentration of
10 mg/L and shaking speed of 150 rpm. The results showed that 90 min was the equilibrium
time in the cases of MB and DR-81. The prolonged equilibrium time indicated the porous
structure and high surface area of the prepared composite. Gajera et al. (2022) reported an
equilibrium time of 2 h [35]. Moreover, the ZVI graphene nanocomposite showed higher
adsorption performance towards MB and DR-81 compared to ZVI-NPs and graphene.
The removal efficiencies of DR-81 were 61.4 ± 1.6%, 49.8 ± 1.7% and 88.3 ± 2.66% in the
cases of graphene, ZVI-NPs and ZVI graphene nanocomposite, respectively, whereas the
removal efficiencies of MB were 68.8 ± 3.1%, 53.3 ± 2.39% and 87.6 ± 2.1% after 90 min
with the same order. The extension of the reaction time did not greatly improve the removal
percentage because the pores became saturated and the adsorbents’ surfaces reached an
equilibrium state [25]. The biogenic ZVI graphene nanocomposite attained a removal
efficiency of 91.8% and 91.3% for DR-81 and MB, respectively, after 120 min. The synergis-
tic effects of graphene and ZVI-NPs were the major reason for such high removal ratios.
The graphene participated in the enhancement of ZVI-NPs dispersion and reduction in
aggregation [36]. Graphene exhibited higher performance than ZVI-NPs due to its high
surface area, while pure ZVI-NPs might agglomerate which decreased the surface area,
thereby reducing the adsorption efficiency.
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The rate constants of the pseudo first-order model were estimated in the case of
graphene, ZVI and ZVI graphene via the linear plot of ln(qe-qt) versus time, as shown
in Figure 3c,d. The high coefficient of determination values and the slight difference
between experimental adsorption capacity and estimated adsorption capacity from the
first-order model at equilibrium affirmed the suitability of the first-order model to describe
adsorption kinetics. The rate constants were 0.0273, 0.0236 and 0.0434 min−1 for graphene,
ZVI and ZVI graphene, respectively, in the case of DR-81, whereas the rate constants were
0.026, 0.0245 and 0.0352 min−1 for the synthesized materials with the same order in the
case of MB. The high-rate constant in the case of the composite compared to graphene
and ZVI was in agreement with the results obtained from the comparison between the
three materials. Second-order and intraparticle diffusion models were also provided in
the Supplementary Materials (Figure S4). Table S1 shows the constant rate (K1 and K2),
coefficient of determination (R2) and adsorption capacity at equilibrium (qe) in the cases of
first- and second-order models as well as the constants and R2 of the intraparticle diffusion
model. According to R2 values in Table S1, the second-order model could not describe the
adsorption process. Additionally, obtained qe from the second-order model is far from the
experimental value. The intraparticle diffusion model displayed the multilinearity of the
adsorption process.

3.4. Effect of Adsorbent Dose

Figure 4a,b shows the effect of adsorbent dose on the removal efficiency of DR-81
and MB at pH 7, shaking speed at 150 rpm and initial dye concentration of 10 mg/L
after a contact time of 90 min. The increase in the graphene dose from 20 mg/50 mL
to 60 mg/50 mL resulted in the raising of the removal efficiency from 61.4 ± 1.6% to
88.9 ± 1.9% in the case of DR-81 and from 68.8 ± 3.1% to 89.8 ± 2.4% in the case of MB.
However, the increase in graphene dose above 60 mg/50 mL did not show any amelioration
in the removal efficiency in both dyes. Regarding ZVI, the increase in the ZVI dose above
60 mg/50 mL showed slight improvement in the adsorption efficiency. In the case of ZVI
graphene, upon increasing the dose from 20 mg/50 mL to 40 mg/50 mL, the enhancement
of the removal efficiency from 88.3 ± 2.66% to 96.88 ± 1.9% in the case of DR-81 and from
87.6 ± 2.1% to 98.66 ± 1.9% in the case of MB was noticed. The raising of ZVI graphene to
100 mg/50 mL just increased the removal efficiency to 99.77 ± 3.1% and 99.6 ± 2.6% in the
cases of DR-81 and MB, respectively. In general, the raising of adsorbent dose increases the
number of binding sites which contributes to the amelioration of adsorption performance.
Howbeit, doses above the optimum value might decrease or cause a slight improvement
of the removal efficiency because of the possible agglomeration of nanoparticles. The
agglomeration of nanoparticles could decrease the surface area and, consequently, reduce
the active adsorption sites [37]. Mensah et al. (2022) reported the same observation
and showed that the increase in the adsorbent dose above 0.2 mg/mL did not boost the
adsorption ratio [3].

The stability of the prepared composite was examined under five repetitive runs
(450 min, 90 min for each run) for the adsorption of DR-81 and MB, as shown in Supple-
mentary Materials Figure S5. The slight decrease in adsorption percentage in the sequential
runs assured the stability of the composite. Howbeit, the decrease in the adsorption ratio
might be due to the loss of adsorbent during sampling.
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3.5. Effect of pH

The effect of pH was studied by varying pH from 3 to 11 (using 1 M of HCl or NaOH) at
initial dye concentration of 10 mg/L, adsorbent dose of 40 mg/50 mL and shaking speed of
150 rpm, as shown in Figure 5. Point of zero charge (PZC) of ZVI is nearly eight, as reported
by Sun et al. (2015) [38]. At pH < PZC, the adsorbent’s surface charge becomes positive, and
DR-81 is an ionic dye. Therefore, the removal efficiency was improved in acidic and neutral
conditions due to the attractive forces between the adsorbent’s surface and DR-81 molecules.
The elimination efficiency increased from 96.88 ± 1.67% to 99.4 ± 1.9% by decreasing pH
from 7 to 3 using the ZVI graphene nanocomposite. On the other hand, the removal efficacy
went down in alkaline conditions due to the repulsive forces between negatively charged
adsorbent’s surface and anionic dye molecules. The removal efficiencies were 85.6 ± 2.3%
and 78.9 ± 2.67% at pH 9 and 11, respectively, using the ZVI graphene nanocomposite. In
the case of MB, the removal efficiencies decreased at pH 3 and it was 81.4 ± 1.9% due to the
repulsive forces between positively charged sorbent’s surface and cationic dye. However,
at neutral pH, the removal efficiency was high. The increase in pH from 3 to 7 resulted
in the raising of hydroxyl ions which could be adsorbed on the adsorbent’s surface and,
consequently, MB as a cationic dye could be adsorbed on the surface [39]. At high pH
values, the removal efficiencies decreased to 88.7 ± 1.4% and 80.1 ± 1.1% at pH 9 and
11, respectively, in spite of the attractive forces between the adsorbent and adsorbate.
At alkaline conditions, ZVI could be easily corroded and, consequently, iron hydroxides
would be formed and precipitated [39]. The formed iron hydroxides could block the active
sites and inhibit the electron transfer between ZVI and target pollutants which resulted
in the decrease in removal efficiency [40]. Hamdy et al. (2018) reported the decrease in
MB removal efficiency in alkaline condition due to the block of active sites of ZVI by the
corrosion products [41]. In the case of the adsorption of MB and DR-81 over ZVI at pH > 7,
the adsorption efficiency decreased due to the accelerated corrosion of ZVI, resulting in the
formation of iron hydroxides that could block the binding sites and suppress the electron
transfer [40]. At pH ≤ 7, the adsorption ratio went up in the case of DR-81 due to the
attraction between DR-81 molecules and ZVI surface, whereas the adsorption percentage
declined in the case of MB due to the repulsive forces [39]. The adsorption at pH 3 was
lower than that of pH 7 due to the competition between MB molecules and Cl− on ZVI
surface [42]. At pH ≤ 7, the graphene surface charge is positive, whereas it was negative
at pH > 7, as reported by Yang et al. (2022) [43]. So, the adsorption efficiency improved
in the case of DR-81 at pH < 7 due to the attraction forces, while the adsorption ratio of
DR-81 went down at pH > 7 due to the repulsive forces. In the case of MB, the adsorption
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proportion decreased at pH < 7 due to the repulsive forces and the adsorption went up at
pH > 7 owing to the attractive forces. In the case of MB at pH 7, the adsorbed hydroxyl
ions on the adsorbent’s surface might increase the attractive forces, thus improving the
degradation ratio.
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3.6. Adsorption Mechanism

Figure 6 demonstrates the adsorption mechanism of DR-81 and MB on ZVI graphene
nanocomposite’s surface. The adsorption of MB on the adsorbent’s surface might be
owing to the hydrogen bonding between OH and COOH groups of the adsorbent and NH
group of MB [44]. In the case of DR-81, the adsorption took place via hydrogen bonding
between SO3

−, NH and N=N of DR-81 and the hydroxyl group in the adsorbent [45].
Additionally, the hydrogen bonding could happen between COOH of the adsorbent and
the NH group of DR-81. The adsorption could take place due to the electrostatic interaction
between the COO− group (deprotonated form of COOH) of the adsorbent and NH+ of MB.
Moreover, the adsorption might occur due to the electrostatic interaction between Na+ and
the deprotonated form of COOH (COO−) in the case of DR-81 [46]. Further, the adsorption
of MB or DR-81 might take place due to the π-π stacking between aromatic groups of MB or
DR-81 and oxygen of the hydroxyl group in the prepared adsorbent [45,47]. Additionally,
the adsorption could take place due to the Yoshida hydrogen bonding between benzene
ring of DR-81 or MB and H in the hydroxyl group [45,48]. The decolorization of DR-81 and
MB might also take place due to the reduction by atomic hydrogen (H*) formed owing
to the reaction between electrons and H+ on the adsorbent’s surface [49]. Furthermore,
the formed iron hydroxides could adsorb DR-81 and MB. The adsorption of DR-81 or MB
on ZVI graphene is governed by hydrogen bonding, electrostatic interaction (attractive
and repulsive forces), Yoshida hydrogen bonding and π-π stacking. So, the increase or the
decrease in the adsorption percentage can be affected by the attractive or repulsive forces
between the adsorbent and adsorbate, as explained in Section 3.5. The adsorption in the case
of graphene could take place via the same mechanisms (hydrogen bonding, electrostatic
interaction (attractive and repulsive forces), Yoshida hydrogen bonding and π-π stacking
based on its functional groups, as previously described in the literature) [3]. In the case
of ZVI, adsorption could occur via hydrogen bonding, electrostatic interaction (attractive
and repulsive forces), Yoshida hydrogen bonding and π-π stacking [49]. Additionally, the
removal of dyes via ZVI might take place by reduction and precipitation [50].
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4. Conclusions

The excellent interaction between the graphene prepared from plastic waste and
the biosynthesized ZVI under the catalysis of bacterial NAR enzyme was confirmed by
different analytical techniques such as TEM, SEM, EDX, XRD and Raman spectra. The ZVI
graphene nanocomposite achieved the highest removal efficiency compared to ZVI-NPs and
graphene. The ZVI graphene nanocomposite attained a removal efficiency of 88.3 ± 2.66%
and 87.6 ± 2.1% in the case of DR-81 and MB, respectively, after an equilibrium contact time
of 90 min. The increase in adsorbent dose from 20 to 40 mg/50 mL resulted in the increase
in the removal efficiency from 88.3 ± 2.66% to 96.88 ± 1.9% in the case of DR-81, compared
to 87.6 ± 2.1% and 98.66 ± 1.9% in the case of MB. High removal efficiency of DR-81 was
attained at acidic and neutral conditions, whereas the removal performance of MB was
improved at neutral conditions using the ZVI graphene nanocomposite. The ZVI graphene
had the highest adsorption rate in the case of MB and DR-81. The adsorption of MB or
DR-81 on ZVI graphene surface could be due to hydrogen bonding, electrostatic interaction,
Yoshida hydrogen bonding and π-π stacking. Such biogenic nanocomposite can contribute
to lowering the toxicity and the costs of chemicals employed in the synthesis of ZVI-NPs
and can overcome the hazards related to the plastic wastes. Additionally, the utilization
of plastic wastes in the synthesis of graphene can contribute to the efficient management,
reduction in greenhouse gases resulted from the burning or/and landfilling of plastic
waste and scalable production of graphene. The high performance, biocompatibility and
inexpensiveness of ZVI graphene nanocomposites can encourage decision makers to the
full-scale treatment of industrial effluents by the biologically fabricated ZVI graphene
nanocomposite. Further, we plan and advise other researchers to employ this efficient
nanohybrid in other applications such as photocatalysis, Fenton reaction or persulfate
activation system expecting high performance.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/su142114188/s1.

Author Contributions: Writing—original draft, M.S., M.E. (Marwa Elkady) and M.E. (Marwa Eltara-
hony); validation, M.S., S.Z. and A.K.; investigation, M.S., N.E. and M.E. (Marwa Eltarahony); formal
analysis, M.S., N.E. and M.E. (Marwa Elkady); writing—review and editing, M.S., M.E. (Marwa
Elkady) and M.E. (Marwa Eltarahony); methodology, M.E. (Marwa Eltarahony) and A.K.; supervision,
M.E. (Marwa Eltarahony), S.Z. and M.E. (Marwa Elkady). All authors have read and agreed to the
published version of the manuscript.

369



Sustainability 2022, 14, 14188

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: All data are provided.

Acknowledgments: The authors are grateful to Mansoura University for publication fee support.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Samy, M.; Ibrahim, M.G.; Gar Alalm, M.; Fujii, M. Application of CNTs/LaVO 4 on Photocatalytic Degradation of Methylene

Blue in Different Contact Modes. In Proceedings of the 2020 Advances in Science and Engineering Technology International
Conferences (ASET), Dubai, United Arab Emirates, 4 February–9 April 2020.

2. Mensah, K.; Samy, M.; Ezz, H.; Elkady, M.; Shokry, H. Utilization of Iron Waste from Steel Industries in Persulfate Activation for
Effective Degradation of Dye Solutions. J. Environ. Manag. 2022, 314, 115108. [CrossRef]

3. Mensah, K.; Mahmoud, H.; Fujii, M.; Shokry, H. Novel Nano-Ferromagnetic Activated Graphene Adsorbent Extracted from
Waste for Dye Decolonization. J. Water Process Eng. 2022, 45, 102512. [CrossRef]

4. Wang, G.; Liao, Y.; Stejskal, J. Fabrication of Polyaniline/Poly(Vinyl Alcohol)/Montmorillonite Hybrid Aerogels toward Efficient
Adsorption of Organic Dye Pollutants. J. Hazard. Mater. 2022, 435, 129004. [CrossRef]

5. Samy, M.; Ibrahim, M.G.; Gar Alalm, M.; Fujii, M.; Diab, K.E.; ElKady, M. Innovative Photocatalytic Reactor for the
Degradation of Chlorpyrifos Using a Coated Composite of ZrV2O7 and Graphene Nano-Platelets. Chem. Eng. J. 2020, 395,
124974. [CrossRef]

6. Samy, M.; Ibrahim, M.G.; Fujii, M.; Diab, K.E.; Elkady, M.; Alalm, G. CNTs/MOF-808 Painted Plates for Extended Treatment of
Pharmaceutical and Agrochemical Wastewaters in a Novel Photocatalytic Reactor. Chem. Eng. J. 2021, 406, 7. [CrossRef]

7. Samy, M.; Alalm, M.G.; Mossad, M. Utilization of Iron Sludge Resulted from Electro-Coagulation in Heterogeneous Photo-Fenton
Process. Water Pract. Technol. 2020, 15, 1228–1237. [CrossRef]

8. Venkatesan, S.; Chen, Y.; Teng, H.; Lee, Y. Enhanced Adsorption on TiO2 Photoelectrodes of Dye-Sensitized Solar Cells by
Electrochemical Methods Dye. J. Alloys Compd. 2022, 903, 163959. [CrossRef]

9. Mahanna, H.; Azab, M. Adsorption of Reactive Red 195 Dye from Industrial Wastewater by Dried Soybean Leaves Modified with
Acetic Acid. Desalin. Water Treat. 2020, 178, 312–321. [CrossRef]

10. Samy, M.; Gar Alalm, M.; Fujii, M.; Ibrahim, M.G. Doping of Ni in MIL-125(Ti) for Enhanced Photocatalytic Degradation
of Carbofuran: Reusability of Coated Plates and Effect of Different Water Matrices. J. Water Process Eng. 2021, 44, 102449.
[CrossRef]

11. Elsayed, I.; Madduri, S.; El-giar, E.M.; Barbary, E. Effective Removal of Anionic Dyes from Aqueous Solutions by Novel
Polyethylenimine-Ozone Oxidized Hydrochar (PEI-OzHC) Adsorbent. Arab. J. Chem. 2022, 15, 103757. [CrossRef]

12. Jankowska, K.; Su, Z.; Zdarta, J.; Jesionowski, T.; Pinelo, M. Synergistic Action of Laccase Treatment and Membrane Filtration
during Removal of Azo Dyes in an Enzymatic Membrane Reactor Upgraded with Electrospun Fibers. J. Hazard. Mater. 2022,
435, 129071. [CrossRef]

13. Muthukumar, P.; Sowmiya, E.; Arunkumar, G.; Pannipara, M.; Al-sehemi, A.G.; Philip, S. Highly Enhanced Dye Adsorption of
MoO3 Nanoplates Fabricated by Hydrothermal-Calcination Approach in Presence of Chitosan and Thiourea. Chemosphere 2022,
291, 132926. [CrossRef]

14. Chen, C.; Tseng, W.J. Preparation of TiN-WN Composite Particles for Selective Adsorption of Methylene Blue Dyes in Water. Adv.
Powder Technol. 2022, 33, 103423. [CrossRef]

15. Zhang, R.; Zeng, L.; Wang, F.; Li, X.; Li, Z. Influence of Pore Volume and Surface Area on Benzene Adsorption Capacity of
Activated Carbons in Indoor Environments. Build. Environ. 2022, 216, 109011. [CrossRef]

16. Chung, J.; Sharma, N.; Kim, M.; Yun, K. Activated Carbon Derived from Sucrose and Melamine as Low-Cost Adsorbent with Fast
Adsorption Rate for Removal of Methylene Blue in Wastewaters. J. Water Process Eng. 2022, 47, 102763. [CrossRef]

17. Ren, J.; Zheng, L.; Su, Y.; Meng, P.; Zhou, Q.; Zeng, H. Competitive Adsorption of Cd(II), Pb(II) and Cu(II) Ions from Acid Mine
Drainage with Zero-Valent Iron/Phosphoric Titanium Dioxide: XPS Qualitative Analyses and DFT Quantitative Calculations.
Chem. Eng. J. 2022, 445, 136778. [CrossRef]

18. Puthukkara, A.R.P.; Jose, S.T.; Lal, D.S. Plant mediated synthesis of zero valent iron nanoparticles and its application in water
treatment. J. Environ. Chem. Eng. 2021, 9, 104569. [CrossRef]

19. Bundschuh, M.; Filser, J.; Lüderwald, S.; Mckee, M.S.; Metreveli, G.; Schaumann, G.E.; Schulz, R.; Wagner, S. Nanoparticles in the
Environment: Where Do We Come from, Where Do We Go To? Environ. Sci. Eur. 2018, 30, 6. [CrossRef]

20. Iravani, S. Bacteria in Nanoparticle Synthesis: Current Status. Int. Sch. Res. Not. 2014, 2014, 59316.
21. He, Y.; Fang, T.; Wang, J.; Liu, X.; Yan, Z.; Lin, H.; Li, F.; Guo, G. Insight into the Stabilization Mechanism and Long-Term Effect on

As, Cd, and Pb in Soil Using Zeolite-Supported Nanoscale Zero-Valent Iron. J. Clean. Prod. 2022, 355, 131634. [CrossRef]

370



Sustainability 2022, 14, 14188

22. Ma, Q.; Teng, W.; Sun, Y.; Chen, Y.; Xue, Y.; Chen, X.; Zhang, C.; Zhang, H.; Fan, J.; Qiu, Y.; et al. Multi-Component Removal of Pb
(II), Cd (II), and As (V) over Core-Shell Structured Nanoscale Zero-Valent Iron @ Mesoporous Hydrated Silica. Sci. Total Environ.
2022, 827, 154329. [CrossRef] [PubMed]

23. Kumari, B.; Dutta, S. Integrating Starch Encapsulated Nanoscale Zero-Valent Iron for Better Chromium Removal Performance.
J. Water Process Eng. 2020, 37, 101370. [CrossRef]

24. Kakavandi, B.; Takdastan, A.; Pourfadakari, S. Heterogeneous Catalytic Degradation of Organic Compounds Using Nanoscale
Zero-Valent Iron Supported on Kaolinite: Mechanism, Kinetic and Feasibility Studies. J. Taiwan Inst. Chem. Eng. 2019, 96, 329–340.
[CrossRef]

25. Liu, F.; Yang, J.; Zuo, J.; Ma, D.; Gan, L.; Xie, B.; Wang, P.; Yang, B. Graphene-Supported Nanoscale Zero-Valent Iron: Removal
of Phosphorus from Aqueous Solution and Mechanistic Study ScienceDirect Graphene-Supported Nanoscale Zero-Valent
Iron: Removal of Phosphorus from Aqueous Solution and Mechanistic Study. J. Environ. Sci. 2014, 26, 1751–1762. [CrossRef]
[PubMed]

26. Pet, P.; Waste, B. A Novel One Step Synthesis for Carbon Based Nanomaterials from a Novel One-Step Synthesis for Carbon-
Based Nanomaterials from Polyethylene Terephthalate (PET) Bottles Waste. J. Air Waste Manag. Assoc. 2016, 67, 358–370.
[CrossRef]

27. El, N.A.; Ali, S.M.; Farag, H.A.; Konsowa, A.H. Green Synthesis of Graphene from Recycled PET Bottle Wastes for Use in the
Adsorption of Dyes in Aqueous Solution. Ecotoxicol. Environ. Saf. 2017, 145, 57–68. [CrossRef]

28. Zaki, S.A.; Eltarahony, M.M.; Abd-el-haleem, D.A. Disinfection of Water and Wastewater by Biosynthesized Magnetite and
Zerovalent Iron Nanoparticles via NAP-NAR Enzymes of Proteus Mirabilis 10B. Environ. Sci. Pollut. Res. 2019, 26, 23661–23678.
[CrossRef]

29. Eltarahony, M.; Zaki, S.; Elkady, M.; Abd-el-haleem, D. Biosynthesis, Characterization of Some Combined Nanoparticles, and Its
Biocide Potency against a Broad Spectrum of Pathogens. J. Nanomater. 2018, 2018, 5263814. [CrossRef]

30. Golla, N.; Pradesh, A. Antibacterial and antiviral properties. Int. J. Pharma Sci. Res. 2019, 10, 1223–1228. [CrossRef]
31. Adel, A.; Alalm, M.G.; El-Etriby, H.K.; Boffito, D.C. Optimization and Mechanism Insights into the Sulfamethazine Degradation

by Bimetallic ZVI/Cu Nanoparticles Coupled with H2O2. J. Environ. Chem. Eng. 2020, 8, 104341. [CrossRef]
32. Wu, M.; Ma, Y.; Wan, J.; Wang, Y.; Guan, Z.; Yan, Z. Investigation of Factors Affecting the Physicochemical Properties and

Degradation Performance of NZVI@mesoSiO2 Nanocomposites. J. Mater. Sci. 2019, 54, 7483–7502. [CrossRef]
33. Ratanaphain, C.; Viboonratanasri, D.; Prompinit, P.; Krajangpan, S.; Khan, E.; Punyapalakul, P. Reactivity Characterization of SiO2-

Coated Nano Zero-Valent Iron for Iodoacetamide Degradation: The Effects of SiO2 Thickness, and the Roles of Dehalogenation,
Hydrolysis and Adsorption. Chemosphere 2022, 286, 131816. [CrossRef]

34. Samy, M.; Ibrahim, M.G.; Alalm, M.G.; Fujii, M. Modeling and Optimization of Photocatalytic Degradation of Methylene Blue
Using Lanthanum Vanadate. Mater. Sci. Forum 2020, 1008, 97–103.

35. Gajera, R.; Patel, R.V.; Yadav, A.; Labhasetwar, P.K. Adsorption of Cationic and Anionic Dyes on Photocatalytic Flyash/TiO2
Modified Chitosan Biopolymer Composite. J. Water Process Eng. 2022, 49, 102993. [CrossRef]

36. Xing, R.; He, J.; Hao, P.; Zhou, W. Graphene oxide-supported nanoscale zero-valent iron composites for the removal of atrazine
from aqueous solution. Colloids Surfaces A Physicochem. Eng. Asp. 2020, 589, 124466. [CrossRef]

37. Jing, Q.; Qiao, S.; Xiao, W.; Tong, L.; Ren, Z. Efficient Removal of 2,4-DCP by Nano Zero-Valent Iron-Reduced Graphene
Oxide: Statistical Modeling and Process Optimization Using RSM-BBD Approach. Adsorpt. Sci. Technol. 2021, 2021, 7130581.
[CrossRef]

38. Sun, X.; Kurokawa, T.; Suzuki, M.; Takagi, M.; Kawase, Y. Removal of Cationic Dye Methylene Blue by Zero-Valent Iron: Effects
of PH and Dissolved Oxygen on Removal Mechanisms. J. Environ. Sci. Health Part A 2015, 50, 1057–1071. [CrossRef]

39. Elkady, M.F.; Hassan, H.S. Invention of Hollow Zirconium Tungesto-Vanadate at Nanotube Morphological Structure for Radionu-
clides and Heavy Metal Pollutants Decontamination from Aqueous Solutions. Nanoscale Res. Lett. 2015, 10, 1–6. [CrossRef]

40. Khan, A.; Muthu, S.; Park, J.; Lee, W.; Chon, C.; Sung, J.; Lee, G. Azo Dye Decolorization by ZVI under Circum-Neutral PH
Conditions and the Characterization of ZVI Corrosion Products. J. Ind. Eng. Chem. 2016, 47, 86–93. [CrossRef]

41. Hamdy, A.; Mostafa, M.K.; Nasr, M. Zero-Valent Iron Nanoparticles for Methylene Blue Removal from Aqueous Solutions
and Textile Wastewater Treatment, with Cost Estimation from Aqueous Solutions and Textile Wastewater Treatment, with Cost
Estimation. Water Sci. Technol. 2018, 78, 367–378. [CrossRef]

42. Samy, M.; Mossad, M.; El-Etriby, H.K. Synthesized Nano Titanium for Methylene Blue Removal under Various Operational
Conditions. Desalin. Water Treat. 2019, 165, 374–381. [CrossRef]

43. Yang, J.; Shojaei, S.; Shojaei, S. Removal of Drug and Dye from Aqueous Solutions by Graphene Oxide: Adsorption Studies and
Chemometrics Methods. NPJ Clean Water 2022, 5, 5. [CrossRef]

44. Thi, T.; Nguyet, P.; Trinh, X.; Minh, D.; Hoang, T. Preparing Three-Dimensional Graphene Aerogels by Chemical Reducing
Method: Investigation of Synthesis Condition and Optimization of Adsorption Capacity of Organic Dye. Surf. Interfaces 2021,
23, 101023.

45. Shahinpour, A.; Tanhaei, B.; Ayati, A.; Beiki, H.; Sillanpää, M. Binary Dyes Adsorption onto Novel Designed Magnetic Clay-
Biopolymer Hydrogel Involves Characterization and Adsorption Performance: Kinetic, Equilibrium, Thermodynamic, and
Adsorption Mechanism. J. Mol. Liq. 2022, 366, 120303. [CrossRef]

371



Sustainability 2022, 14, 14188

46. Galdames, A.; Ruiz-rubio, L.; Orueta, M.; Miguel, S. Zero-Valent Iron Nanoparticles for Soil and Groundwater Remediation. Int. J.
Environ. Res. Public Health 2020, 17, 5817. [CrossRef]

47. Pasinszki, T.; Krebsz, M. Synthesis and Application of Zero-Valent Iron Nanoparticles in Water Treatment, Environmental
Remediation, Catalysis, and Their Biological Effects. Nanomaterials 2020, 10, 917. [CrossRef]

48. Figueiredo, T.; Mayara, P.; Roberto, V.; Nunes, B.; Siqueira, C.; Picone, F.; Prediger, P. Instantaneous Adsorption and Synergic
Effect in Simultaneous Removal of Complex Dyes through Nanocellulose/Graphene Oxide Nanocomposites: Batch, Fixed-Bed
Experiments and Mechanism. Environ. Nanotechnol. Monit. Manag. 2021, 16, 100584. [CrossRef]

49. Eltaweil, A.S.; El-tawil, A.M.; El-monaem, E.M.A.; El-subruiti, G.M. Zero Valent Iron Nanoparticle-Loaded Nanobentonite
Intercalated Carboxymethyl Chitosan for Efficient Removal of Both Anionic and Cationic Dyes. ACS Omega 2021, 6, 6348–6360.
[CrossRef]

50. Boparai, H.K.; Joseph, M.; O’Carroll, D.M. Kinetics and Thermodynamics of Cadmium Ion Removal by Adsorption onto Nano
Zerovalent Iron Particles. J. Hazard. Mater. 2011, 186, 458–465. [CrossRef]

372



Citation: Abo-Zahhad, E.M.; Ghenai,

C.; Radwan, A.; Abdelrehim, O.;

Salem, M.S.; Elmarghany, M.R.;

Khater, A.; Shouman, M.A. A

Micro-Metal Inserts Based

Microchannel Heat Sink for Thermal

Management of Densely Packed

Semiconductor Systems.

Sustainability 2022, 14, 14182.

https://doi.org/10.3390/

su142114182

Academic Editor: Wei Wu

Received: 6 September 2022

Accepted: 14 October 2022

Published: 31 October 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

sustainability

Article

A Micro-Metal Inserts Based Microchannel Heat Sink for
Thermal Management of Densely Packed
Semiconductor Systems
Essam M. Abo-Zahhad 1,2 , Chaouki Ghenai 1,3 , Ali Radwan 3,4 , Osama Abdelrehim 4 ,
Mohamed S. Salem 4 , Mohamed R. Elmarghany 4 , Asmaa Khater 4 and Mahmoud A. Shouman 4,*

1 Renewable Energy and Energy Efficiency Research Group, Sustainable Energy and Power Systems Research
Centre, Research Institute for Sciences and Engineering (RISE), University of Sharjah,
Sharjah P.O. Box 27272, United Arab Emirates

2 Mechanical Power Engineering Department, Faculty of Energy Engineering, Aswan University,
Aswan 81528, Egypt

3 Department of Sustainable and Renewable Energy Engineering, College of Engineering, University of Sharjah,
Sharjah P.O. Box 27272, United Arab Emirates

4 Mechanical Power Engineering Department, Faculty of Engineering, Mansoura University,
Mansoura 35516, Egypt

* Correspondence: m_shouman@mans.edu.eg

Abstract: The thermal management of high-heat-density devices is essential for reliable operation.
In this work, a novel procedure is proposed and investigated for the efficient thermal management
of such devices. The proposed procedure introduces different arrangements of metal inserts within
a cooling channel heat sink. The objective of those inserts is to form boundary layers to prevent
any hot spots from appearing within the flow and increase temperature uniformity. Five different
arrangements are introduced and numerically investigated using the commercial software package
ANSYS FLUENT 2021R1. The model was validated against previous findings and showed a good
agreement with errors of less than 5.5%. The model was then used to study the heat transfer
characteristics of the proposed cases compared to traditional straight channels under the same
operating conditions. All the proposed arrangements displayed better heat transfer characteristics
than the traditional configuration within the studied range. They also exhibited lower temperature
nonuniformities, implying better temperature distribution. The temperature contours over the
heat source top surface and the flow streamlines are also introduced. Among all the proposed
arrangements cases, a microchannel with micro metal insert located at the top wall along with a
second row of inserts covering two-thirds of the bottom wall is studied. This case achieved the best
heat transfer characteristics and highest temperature uniformity, making it a viable candidate for
high power density devices’ thermal management.

Keywords: high-heat devices; electronics cooling; thermal management; CFD; heat transfer enhance-
ment; microchannels; inserts

1. Introduction

Recently, there has been a considerable increase in compact, high-performance elec-
tronic devices in almost every aspect, including, but not limited to, manufacturing, ed-
ucation, communication, transportation, and entertainment. This has led to increasing
demand for high-power micro-electronic chips [1,2]. To maintain the reliability and the high
performance of said microchips, their operating temperatures should be kept below 85 ◦C.
Therefore, controlling the microchips’ temperatures has become one of the main challenges
threatening the widespread electronics industry. This thermal management challenge arises
due to two factors. The first one is the high-power density of these chips, which generates
high heat flux rates exceeding 1000 W/cm2 in some local spots [3,4]. The second factor is
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the demand for a compact design of these chips, which reduces the available space for heat
removal. These two factors eliminated the ability to use conventional thermal management
techniques. Therefore, finding novel thermal management techniques that can fulfill the
required heat dissipation rates has become an intriguing issue that has concerned many
researchers. As part of these devoted efforts, researchers have employed nanofluids [5,6],
phase change materials [7,8], and liquid metal [1] as cooling fluids.

Utilizing microchannel heat sinks is considered an efficient tool that can be used to
cool down electronic components at a high heat rate. The first microchannel heat sink was
presented by Tuckerman and Pease, who presented a simple design comprising several
parallel channels [9] capable of dissipating up to 790 W/cm2 from the surface of the chip
with a relatively low pumping power. Since then, many researchers have tried to enhance
the thermal performance of the microchannel heat sink with variable degrees of success.

The effect of using different channel configurations on heat transfer performance was
previously investigated [10,11]. It was found that rectangular cross-section microchannels
exhibit better heat transfer performance compared to trapezoidal and triangle cross-section
microchannels. It was also concluded that the pressure loss is directly proportional to the
channel aspect ratio. Hung et al. [12] numerically examined the effect of enlarging the
outlet of the microchannel heat sink. The pressure drop was found to be reduced by the
increase in the enlargement ratio. On the other hand, Nusselt number, temperature control,
and heat transfer efficiency increased.

The impact of adding ribs to the side walls of straight microchannels on the heat
transfer performance was also studied. Different cross sections of ribs were tested, in-
cluding rectangular, semi-circular, and triangular, with different angles [13–15]. Using
ribs improved the heat transfer performance at lower values of Re. On the other hand, a
pressure drop increase was observed. Adding cavities to the straight channel reduced the
pressure drop and the heat transfer performance. Thus, a combination between cavities and
ribs could enhance heat transfer performance while maintaining an acceptable pressure
drop value [16–18].

The use of wavy microchannels to reduce the temperature of the electronic components
was also investigated [19–21]. It was noticed that a secondary flow was generated when
the flow passed through the wavy channels, which resulted in an enhancement in the fluid
mixing and an improved heat transfer performance [22]. A numerical investigation led by
Mohammed et al. [23] estimated the optimal amplitude of the wavy channel to be between
0.063 and 0.22 µm. However, increasing the amplitude resulted in poor performance
compared to conventional straight channels. The pressure drop and the friction factor were
found to be increased with the increase of the amplitude. The effect of adding secondary
branches to the wavy microchannels was numerically and experimentally studied by Chiam
et al. [24]. The advantages of the secondary branches could be found at lower values of Re
(<100), while increasing Re over that range resulted in a higher pressure drop compared
to conventional wavy channels. This was not the case when secondary branches were
added to wavy channels at relatively small amplitudes (<0.075 µm), with high transfer
performance and lower pressure drop values.

Chuan et al. [25] and Gong et al. [26] utilized porous media within the walls of the
microchannels. It was reported that porous walls reduced the viscous stresses and thus
the pressure drop. The pressure drop was reduced by 48% when porous media was used
compared to solid walls [25]. Also, the heat transfer performance was enhanced when
porous walls were used.

The effect of adding a secondary channel to the flow path on the heat transfer perfor-
mance of the microchannels was numerically studied [27,28]. Using secondary channels
along with ribs reduced the pressure drop by up to 50%. The heat transfer was also en-
hanced by increasing the flow mixing between the channels [27]. Multi-objective algorithm
optimization was used to find the best heat sink geometry with secondary flow channel
design [28]. The optimization aimed to minimize the pressure drop and maximize the heat
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transfer rate. The optimized microchannel reduced the pumping power and the thermal
resistance by 23% and 29%, respectively.

As can be seen from the previous research, various efforts were applied to enhance
heat transfer within microchannels. However, there is always room for more innovative
ideas. The current work investigates the effect of inserting a structured micro-sized metal
mesh into the streamline on the heat transfer performance. The proposed concept depends
on inducing the formation of a boundary layer by attaching metal inserts with different
placements to avoid any hot spots within the device. The design is based on constructal
law adopted to modify an actual mini-size straight channels heat sink device. Different
cases were studied by dividing the channel length into three zones with the same inlet and
outlet conditions.

The main objectives of this work are listed in the following bullet points:

• To describe a promising approach to reduce the high-temperature gradient levels
associated with the stream direction, which presents a main downside of the micro
channel-based cooling systems;

• To introduce metal inserts to develop a secondary flow that improves the heat transfer
and reduces the flow maldistribution;

• To remove any local hotspots which could harm the physical structure of the semicon-
ductor devices, consequently, electronic components’ life span and performance;

• To reduce thermal management systems’ power consumption without compromising
cooling performance and reliability.

2. Numerical Modeling and Simulation Analysis

A computational fluid dynamics (CFD) model is established using the commercial
package ANSYS Fluent 2021R1 to simulate the thermal management system’s fluid flow and
heat transfer. The high-performance computing facility of Maha Cluster at the University
of Sharjah was used for simulation. A detailed description of the modeling procedures and
case setup is discussed in the following subsections.

2.1. Physical Model and Proposed Configurations

The physical description of the presented model is shown in Figure 1. The heat source
is a microelectronic silicon chip with an area of 25 mm × 25 mm, directedly bonded to
the main board from the bottom side. Meanwhile, the chip is directly attached to the
bottom of a cooling channel. In the current work, the chip is simulated as a constant
heat source that acts at the cooling channel bottom wall. The designs used in the current
work are shown in Figure 2. The channel dimensions and geometries were designated
considering the constraints of 3D metal printing and pumping requirements. The figure
shows two schematic graphs to identify the characteristics of the channel geometry of a
traditional straight channel and one of the newly introduced cases. An isometric view with
a magnification of the internal channel structure sections A-A cross-sectional view of the
channel in the middle of the coolant domain is presented. As illustrated in the figure, Case 0
refers to the baseline or the standard straight channel heat sink, whereas cases 1 to 5 present
the modified channels. Micro metal inserts are placed in the flow stream at different
configurations, as shown in the figure, to improve the heat transfer rate in the cooling
channels. As seen from the figure, in Case 1, a single row of metal inserts is introduced
in the upper half of the flow path. Case 2 introduces another shorter row of metal at the
corner that occupies only about one-third of the area. Case 3 introduces the same second
short row as in Case 2 but in the middle. Case 4 presents a longer second row that covers
two-thirds of the flow area, whereas Case 5 introduces two complete rows that cover
the whole area. The proposed idea is to develop boundary layers to break any hot spots
within the device. A parametric study is performed to trade off heat dissipation rates and
pumping requirements. As for the coolant, water is used as the working fluid during the
numerical study with thermophysical properties carefully defined as polynomial equations

375



Sustainability 2022, 14, 14182

in temperature, as described in Table 1. The detailed heat sink and channel dimensions are
listed in Table 2.

Sustainability 2022, 14, x FOR PEER REVIEW 4 of 18 
 

requirements. As for the coolant, water is used as the working fluid during the numerical 
study with thermophysical properties carefully defined as polynomial equations in tem-
perature, as described in Table 1. The detailed heat sink and channel dimensions are listed 
in Table 2. 

 
Figure 1. A schematic diagram of the proposed heat sink assembly with a chip in an integrated 
board. 

 
Figure 2. A schematic graph to identify the investigated channel geometry cases. A cross-sectional 
view of the channel in the middle of the coolant domain for Cases 0 through 5. 

Figure 1. A schematic diagram of the proposed heat sink assembly with a chip in an integrated board.

Sustainability 2022, 14, x FOR PEER REVIEW 4 of 18 
 

requirements. As for the coolant, water is used as the working fluid during the numerical 
study with thermophysical properties carefully defined as polynomial equations in tem-
perature, as described in Table 1. The detailed heat sink and channel dimensions are listed 
in Table 2. 

 
Figure 1. A schematic diagram of the proposed heat sink assembly with a chip in an integrated 
board. 

 
Figure 2. A schematic graph to identify the investigated channel geometry cases. A cross-sectional 
view of the channel in the middle of the coolant domain for Cases 0 through 5. 
Figure 2. A schematic graph to identify the investigated channel geometry cases. A cross-sectional
view of the channel in the middle of the coolant domain for Cases 0 through 5.

376



Sustainability 2022, 14, 14182

Table 1. Thermo-physical properties of cooling fluid as a function of the temperature [29,30].

Property = A + B × T + C × T2 + D × T3 + E × T4, (T in Absolute)

Coefficient ρ (kg/m3) Cp (J/kg·K) K(W/m·K) µ (Pa·s)

A −1184.2713 5025.1 −0.785392198460943 0.41260813
B 24.66772581 −4.7536 0.00759075936901133 −0.004756694
C −0.1032172737 0.0047 −0.00000993306796402867 0.000020683412
D 0.0001919823623 0.000006 - −0.000000040117972
E −0.0000001374629319 - 0.000000000029250643

Table 2. Detailed general dimensions of the cooling channel.

Term, Dimension Value (mm)

Hest sink width 25
Hest sink Length 25
Channel height 2
Channel height 1

Walls thicknesses 0.5
Metal inserts width and height 0.2

Void width and height 0.2–0.3

2.2. Model Assumptions

In the current work, mass, momentum, and energy conservation are simultane-
ously solved to predict the flow characteristics. Some simplifications and assumptions
are adopted to simulate the heat transfer and fluid flow characteristics of the current
3-dimensional (3D) model. Concerning the operating conditions:

• The simulations are contacted under 3D steady state steady flow conditions;
• Single-phase, incompressible, and laminar fluid flow prevails across the channel;
• The body forces and the effect of viscous heating are ignored;
• Very smooth walls (No-slip condition at walls). This assumption was based on Knud-

sen number (Kn) calculations. It is valid when the channel characteristic length is
significantly bigger than the mean free path i.e., Kn < 0.001 [31]. In this case, as liquids
are incompressible, the mean free path can be considered a constant. A good approach
for water is to set the mean free path around 0.31 nm. Therefore, in microfluidic
channels with characteristic length scales of more than 300 nm, we can safely assume
no-slip boundary conditions;

• The gravity influence is neglected. This assumption is valid for small spaces and
tight streams, as confirmed by Dang et al. [32]. As the height of the current cooling
(HHS) channel is only 1 mm, and the calculations are conducted under single-phase
and incompressible flow circumstances, the consequence of gravity is ignored in the
current simulation. Furthermore, forced convection is assumed to be dominant, with
no local density differences.

2.3. Boundary Conditions

The boundary conditions used in the numerical model are depicted in Figure 3 and
can be summarized as follows:

• Inlet working fluid velocity with Reynolds number (Re) spanning from 1000 to 2000;
• Inlet working fluid temperature of 293 K;
• Pressure outlet boundary;
• A heat flux of 100 W/cm2 at the top wall;
• Symmetric left- and right-hand side walls;
• All other surfaces are considered adiabatic walls.
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2.4. Grid Sensitivity Test

A structured mesh was generated using ANSYS Meshing. Figure 4a presents a sample
of the structured mesh at different locations. A mesh-independence investigation was
carried out before the model was used to study each design case. The grid sensitivity test
was performed concerning the average interface temperature, temperature nonuniformity,
and pressure drop. A Reynolds number of 2000, an ambient temperature of 293 K, and
a heat flux of 100 W/cm2 were selected as simulation conditions for the mesh sensitivity
study. Different computational structured grid sizes were studied. All the studied grid sizes
were physically controlled hexahedral configurations. The coarsest studied element size
mesh was 250 µm, and the smallest mesh size was 20 µm. The coarse and extra fine mesh
sizes element numbers were between 6000 and 8,000,000 elements, respectively. Figure 4b–d
present the effect of changing mech size on the average wall temperature, the nonuniformity,
and the pressure drop respectively. The percentage error between each consecutive mesh
size was calculated to seek a < 1% error value. Therefore, a mesh of four million elements
was chosen to reduce computation time while maintaining acceptable accuracy.
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2.5. Model Validation

The CFD model is validated using previous literature investigations utilizing water as
a single-phase coolant. The validation was conducted for multi-bifurcation cooling channel
at different coolant flow rates, as shown in Figure 5. The numerical results are consistent
with Xie et al. [33] data for the same conditions. Nusselt number and pressure drop values
were compared. As can be seen from Figure 2a,b, the average variation between any two
numerical values was found to be less than 5.5% for the Nusselt number and less than
2.8% for the pressure drop in all investigated cases. Also, the generated Nu values for
case 0 were compared to the Sieder–Tate correlation [29] and were found to be in good
agreement, as can be seen from Figure 2c. Hence, the mathematical model’s dependability
was confirmed and established.
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The error analysis was estimated using the root mean square percent deviation (RMSD)
and the mean absolute percent error (MAE) [34] techniques as follows:

MAE(%) =
100
n

n

∑
1

∣∣∣∣∣
Xsim,i − Xexp,i

Xexp,i

∣∣∣∣∣ (1)

RMSD(%) = 100×

√√√√∑n
1

(Xsim,i−Xexp,i
Xexp,i

)2

n
(2)

where Xsim,i, Xexp,i are the predicted and experimental values. The range of errors using
MAE and RMSD were 0.56% and 0.7% for Nusselt number. As for the pressure drop,
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the error was very small (less than 0.1% for both techniques). The Nusselt number error
analysis for case 0 had error of 1.85% and 1.89%, respectively.

The data obtained from the model was reduced using the equations mentioned in
Appendix A.

3. Results and Discussion

Numerical studies of the heat transfer performance were carried out for all the consid-
ered cases with various metal mesh insert locations and lengths. The inlet Re was specified
in the range of 1000 to 2000, and the corresponding ranges of the volumetric flow rate and
inlet velocity were calculated. The convective heat transfer coefficient was evaluated in each
case (Case 1 to Case 5) and compared with the reference case (Case 0). Figure 6 introduces
the heat transfer coefficient and Nu change with the inlet Re for all investigated cases. Over
the Re range, the heat transfer performance of Case 0 (a cooling channel without any metal
insert) showed the lowest heat transfer performance.
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As shown in Figure 6, the impact of the metal inserts on the heat transfer coefficient
and Nu is significant compared to the reference case in all the proposed configurations.
At the lowest inlet Re < 1000, cases 4 and 5 with a longer length of the second row of the
metal insert attained a slightly higher heat transfer coefficient than that with a short length
(Cases 2 and 3) and Case 1 with a single row. Although Case 5 exhibited comparable heat
transfer coefficient values to those of Case 4, the Nu number values are relatively low due
to the decrease in the hydraulic diameter. At the studied range, Case 4 had the highest
values among all the cases. This means that Case 4 has the best thermal performance in
heat transfer.

Figure 7 compares solid, fluid, and total thermal resistances between the conventional
Case 0 and the enhanced Cases 1 to 5. All the thermal resistances’ fluid thermal resistance
decreased significantly with any increase in Re. As can be seen from the figure, the thermal
resistance initially dramatically decreased with the increases of the Re, then the reduction
rate diminishes for higher Re values.

381



Sustainability 2022, 14, 14182Sustainability 2022, 14, x FOR PEER REVIEW 10 of 18 
 

(a) (b) 

 
(c) 

Figure 7. Comparison of thermal resistance (a) solid thermal resistance; (b) fluid thermal resistance; 
and (c) total thermal resistance. 

Figure 8 shows the variations of the Nusselt number ratio (Nu/Nu0) and the fanning 
friction factor ratio (f/f0) with Re, where the denominators present the values for Case 0. 
From Figure 8a, increasing Re had no significant effect on the Nu/Nu0, or the f/f0 values 
within the studied range. Case 1 exhibited the lowest Nu/Nu0 and f/f0 values, whereas Case 
4 attained the highest values of about Nu/Nu0 = 5, and f/f0 of about 15. 

R
So

ild
, (K

/W
)

R
flu

id
, (K

/W
)

R
to

t, 
(K

/W
)

Figure 7. Comparison of thermal resistance (a) solid thermal resistance; (b) fluid thermal resistance;
and (c) total thermal resistance.

Figure 8 shows the variations of the Nusselt number ratio (Nu/Nu0) and the fanning
friction factor ratio (f /f0) with Re, where the denominators present the values for Case 0.
From Figure 8a, increasing Re had no significant effect on the Nu/Nu0, or the f /f0 values
within the studied range. Case 1 exhibited the lowest Nu/Nu0 and f /f0 values, whereas
Case 4 attained the highest values of about Nu/Nu0 = 5, and f /f0 of about 15.

382



Sustainability 2022, 14, 14182Sustainability 2022, 14, x FOR PEER REVIEW 11 of 18 
 

(a) (b) 

Figure 8. Variations of (a) Nu/Nu0; and (b) f/f0 with Re. 

The efficiency evaluation criterion (EEC) is used to evaluate the enhanced perfor-
mance at identical Re. From Figure 9, Re had a negligible effect on the thermal perfor-
mance of all the investigated cases. Again, Case 4 exhibited the best performance within 
the studied range. The performance factor (PF), which measures the EEC to the power of 
1/3, is used to gauge the overall effectiveness of the proposed design. The value of de-
scribes how successful the thermal system is in reducing pressure drop. If the value is 
more than 1, it means that thermal performance is better than pressure drop, and if it is 
less than 1, it means the opposite. 

(a) (b) 

Figure 9. Variations of the efficiency: (a) evaluation criterion EEC; and (b) performance factor (PF) 
with Re. 

N
u/

N
u 0

800 1000 1200 1400 1600 1800 2000 2200
Re

0

2

4

6

8

10

12

14

16

Case 0
Case 1

Case 2
Case 3

Case 4
CAse 5

800 1000 1200 1400 1600 1800 2000 2200
Re

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

EE
C

Case 0
Case 1

Case 2
Case 3

Case 4
CAse 5

800 1000 1200 1400 1600 1800 2000 2200
Re

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1
Case 0
Case 1

Case 2
Case 3

Case 4
CAse 5

Figure 8. Variations of (a) Nu/Nu0; and (b) f /f0 with Re.

The efficiency evaluation criterion (EEC) is used to evaluate the enhanced performance
at identical Re. From Figure 9, Re had a negligible effect on the thermal performance of all
the investigated cases. Again, Case 4 exhibited the best performance within the studied
range. The performance factor (PF), which measures the EEC to the power of 1/3, is used
to gauge the overall effectiveness of the proposed design. The value of describes how
successful the thermal system is in reducing pressure drop. If the value is more than 1,
it means that thermal performance is better than pressure drop, and if it is less than 1, it
means the opposite.
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The nonuniformity degree within the heat source for all the proposed configurations
was compared with the base case to determine the impact of the metal inserts on the
wall temperature uniformity at all Re ranges and the same operating conditions. It was
observed that the temperature variation was decreased for all cases with the increase in
Re, thereby enhancing the temperature distribution uniformity. It is also clear from the
figure that the introduction of the metal inserts considerably enhanced the wall temperature
uniformity and reduced the temperature gradient with the length of the device. Cases 3 and
4 showed the lowest nonuniformity levels over the Re range. For Cases 3 and 4, the average
uniformity enhancement compared to Case 0 was about 85.4% and 86.6%, respectively. For
instance, when Re = 2000, nonuniformity in Case 0 was 48 K, whereas it was 5.84 K and
4.7 K in Cases 3 and 4, respectively. For Cases 1, 2, and 5, the average enhancement of
wall temperature uniformity was 67.1%, 82%, and 78.3%, respectively. The metal inserts
improved the heat transfer generally and deduced flow and heat maldistribution, which
can be interpreted as the metal inserts regenerating the boundary conditions, which kept
the heat transfer capability of the working fluid along the flow stream (Figure 10).
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Figure 10. The effect of involving different metal inserts on temperature nonuniformity of the device
when for all the considered cases.

Figure 11 shows the temperature contours of the heat source when the structured
metal inserts are involved under the same heat flux of 100 W/cm2 and Re = 2000. All the
subfigures used different legends scales due to the significant difference in the obtained
results. The figure shows the typical wall temperature distribution contours, which match
the literature [33,35,36]. The contours show that the metal inserts considerably reduced the
average wall temperature and nonuniformity. It is evident that the metal inserts’ length
and petition control the flow field and hotspot location. For more details, Cases 1 and
5 are comparable with Case 0 as the metal inserts were placed along the flow stream.
However, in Case 5, the cooling channel is wholly packed with metal inserts, which is not
the case in Case 1, where the metal inserts were placed in the top half of the channel. The
difference between the two designs (Cases 1 and 5) is reflected in the pressure drop value,
nonuniformity (even though the contours distribution is almost the same), and average
wall temperature. For Case 2, the metal inserts had a negative effect where the hot spot
occurred near the heat source center, a critical position in which any hotspots must be
avoided. In the last two, Cases 3 and 4, the lowest nonuniformity levels were achieved,
as depicted in the figure. However, Case 4 is preferable as the metal inserts were packed
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after 1/3 of the channel length from the inlet. In the regions near the inlet, the cooling fluid
temperature is typically low, so boundary regeneration is not as important.
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Figure 11. Temperature contour distributions over the heat source top surface for all cases, Re = 2000,
heat flux = 100 W/cm2 for the six investigated cases.

For more clarification, the streamlines of each case at Re = 2000 are shown in Figure 12.
An automatically generated legend is used to show areas of high and low-velocity values.
The enhancement in the average wall temperature, uniformity, and Nu mentioned earlier
can be justified more with the flowing velocity streamlines. It can be noted that the flow
inside the flow channel was distributed differently due to the packing of the metal inserts.
Hence, higher interaction between the solid surface and the incoming flow. The effect of
distributed flow channels generated by the metal inserts is reflected in the enhancement
of heat transfer and heat dissipation. As shown in Figure 12a for Case 0, the large flow
channels show low resistance to the incoming flow, simplifying its stream along the channel
without any distributed manner.in contrast, in Cases 1 to 5, the complex micro inserts’ inner
structure forces the flow to change trajectory as it flows past the flow channel, inducing
vortices that enhance turbulence and heat transfer.
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4. Conclusions

Thermal management of high heat flux surfaces is essential with the recent progress
in the high computing devices. In this study, a new technique is proposed to improve the
thermal management of high-power of these devices. The proposed technique introduces
metal inserts within the flow path of a cooling channel. These inserts can be monolithically
fabricated within the flow channel during the fabrication with the use of 3D metal printing
technology. The intent of using the inserts is to break the flow and generate boundary layers
that decrease the formation of hot spots within the flow. Five different configurations were
introduced and numerically compared. The fluid flow and heat transfer characteristics
of these configurations are compared. The results showed that using micro inserts in the
microchannel enhances the heat transfer compared to the conventional channel without
micro-metal inserts. For instance, using micro inserts on part of the bottom wall of the
heated wall of the microchannel attained an average uniformity enhancement of 86.6%
compared to the conventional smooth case. Further, at Re = 2000, the temperature non-
uniformity decreased from 48 ◦C for the smooth case to 4.7 ◦C for the case with using metal
inserts covering two-thirds of the bottom heated wall.
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Nomenclature

Nomenclature
C Specific heat, J/kg.K
D Diameter, m
F Friction factor
H Height, m
K Thermal conductivity, W/m.K
L Length, m
Nu Nusselt number
P Pressure, Pa
PF Performance factor
Pr Prandtl number
Q heat flux, W/m2

R Thermal resistance, K/W
Re Reynolds number
T Temperature, K
U Axial velocity, m/s
→
V Velocity vector, m/s
W Width, m
Greek symbols
µ Dynamic viscosity, Pa.s
P Density, kg/m3

Subscripts
C Channel wall
F Fluid
H Hydraulic
HS Heat source
I Inlet
Max Maximum
S Solid
S Substrate
Tot Total
Superscripts
T Total
Abbreviations
CFD Computational Fluid Dynamics
MAE mean absolute error
RMSD root mean square deviation

Appendix A. Data Reduction

To investigate the thermo-fluid performance of the presented heat exchanging tech-
nique, some dimensionless numbers should be defined, including Reynolds number, Nus-
selt number (Nu), and fanning friction factor (f ). Those parameters are calculated using the
following equations.

Re =
ρuiDh

µ
(A1)

Nu =
hDh

K
(A2)

f =
∆p

(L/Dh)ρu2
i /2

(A3)
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where ∆p presents the pressure drop calculated from inlet 1 [Pa], ui is the average inlet
velocity [m/s], Dh is the hydraulic diameter of the cross-sectional area [m], L is the heat
source length [m], h is the convective heat transfer coefficient [W/m2·K] which can be
calculated using the equation:

h =
qAs

Ac(Tw − T f )
(A4)

where q represents the supplied heat flux to the substrate [W/m2], As and Ac are the
substrate bottom and the channel wall surface area [m2], respectively, and Tw and T f are
the average channel wall temperature and the average fluid temperature across the channel
[K], respectively.

On the other hand, the total thermal resistance (Rtot) [K/W], substrate thermal resis-
tance (Rsolid) [K/W], and fluid thermal resistance (R f ) [K/W] are defined as follows.

Rtot =
TS,Max − Tin

qAs
(A5)

RSoild =
TS,Max − Tw

qAs
(A6)

RFluid =
Tw − Tin

qAs
(A7)

where Ts,max and Tin is the maximum substrate temperature and the average fluid tempera-
ture at the channel inlet [K], respectively.

Finally, the efficiency evaluation criterion (EEC) is defined using the following equation
to judge the thermal performance of the presented configurations.

EEC =
Nu/Nu0

f / f0
(A8)

The performance factor (PF), which measures the EEC to the power of 1/3 is calculated
as the following equation:

PF =

(
Nu/Nu0

f / f0

)1/3
(A9)

where Nu0 is calculated for the Case 0 or the smooth channels [29]. On the other hand, fo
is calculated using the procedures described by Kandlikar et al. [37].
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Abstract: Many reasons have caused a worldwide water stress problem. Thus, the recycling of
wastewater streams has been extensively studied. In this work, eco-friendly mixed matrix membranes
(MMMs) were fabricated, characterized, and tested for the removal of two separate dyes from
simulated waste streams. The environmentally friendly nano activated carbon (NAC) was extracted
from water hyacinth to be impregnated as a membrane nano-filler to enhance the neat membrane
performance. The extracted NAC was further studied and characterized. Cellulose acetate (CA)-based
membranes were obtained by phase inversion and electrospinning mechanisms. All four synthesized
blank and MMMs were characterized via scanning electron microscope (SEM) and contact angle to
study their structure and hydrophilic nature, respectively. However, the membrane with optimum
performance was further characterized using Fourier transfer infrared (FTIR) and X-ray diffraction
(XRD). The four prepared cast and electro-spun, blank, and mixed matrix CA-based membranes
showed an acceptable performance in the removal and selectivity of methylene blue (MB) dye over
Congo red (CR) dye with a removal percentage ranging from 31 to 70% depending on the membrane
used. It was found that the CA/NAC hybrid nanofiber membrane possessed the highest removal
efficiency for MB, where the dye concentration declined from 10 to 2.92 mg/L. In contrast, the cast
blank CA membrane showed the least removal percentage among the synthesized membranes with
only 30% removal. As a result, this paper suggests the use of the CA/NAC hybrid membrane as an
alternative and cost-effective solution for MB dye removal.

Keywords: adsorption; membrane; adsorptive membrane; activated carbon; dye removal;
hybrid membrane

1. Introduction

Due to globalization and the developed human lifestyle, dyes are widely used in vari-
ous industrial fields. They are extensively used not only in the textile and paper industries,
but also in food, pharmaceuticals, cosmetics, and many other vital industries [1]. In aqueous
solutions, dyes are classified into two main categories: anionic and cationic [2]. It is esti-
mated that around 10% of the textile industry’s dyes are lost directly into water streams [3].
Even in low concentrations, most synthetic dyes have a harmful impact on flora and fauna,
humans, and the environment. They are generally characterized by their toxicity, carcino-
genic effects, and high color visibility [4–6]. Furthermore, they prevent the penetration
of oxygen and sunlight into water systems. Consequently, they affect the photosynthetic
ability of the flora, causing harm to aquatic life [7,8]. In addition, they are hardly removed
from water bodies due to their high stability and water solubility [9–11]. As a result of the
current water depletion situation, the available water sources need to be protected [12].
Accordingly, discharging industrial untreated waste streams containing dye contamination

391



Sustainability 2022, 14, 14665

is considered one of the main environmental problems that require immediate interven-
tion. As a result, many researchers are eager to discover cost-effective and eco-friendly
techniques to discard dyes and other pollutants from waterways [13–16]. Up to this point,
numerous methods have been utilized in dye removal from waste streams. They can be
categorized into physical, chemical, biological, or hybrid methods [17]. Those methods,
including but not limited to, coagulation [18], adsorption [19], photolysis [20], electrochem-
ical [21], biological treatment [22], membrane processes [23], and their hybrids [24–26] have
all been investigated. Amongst them, adsorption is used for its efficiency, easy processing,
and cheap cost [27], while membranes are used for their low required energy, low required
space, reduced chemical consumption, and relatively low cost of operation [6]. However,
they still have some limitations and drawbacks. Thus, the hybrid adsorptive membranes
concept was investigated by incorporating adsorptive nanoparticles (NPs) into the synthe-
sized membranes, resulting in a membrane that has the ability to possess the function of
both systems [28–30].

For the process to be as effective as possible, the polymeric membrane material and the
suitable incorporated adsorbent should be selected carefully. According to the literature,
chitosan [31], alginate [32], and cellulose acetate [33] have been previously investigated
for dye removal for their eco-friendly characteristics and removal efficiency. Amongst
them, cellulose acetate (CA) has been extensively used because it is a biodegradable,
low-cost, easily tailored, and available biopolymer [33,34]. Moreover, it is well known
for its chemical and thermal stability [35]. Despite that, its inferior adsorption efficiency
lessens its application for dye removal [36]. Therefore, impregnating adsorptive particles
within CA may enhance the neat membrane adsorptive capacity [37]. The mechanism of
adsorptive membranes depends on two steps: rejection and adsorption. In the rejection
step, the particles with sizes larger than the pore size of the membrane are rejected by
the membrane’s surface, or what is called the membrane’s active layer. In the next step,
adsorption takes place, where small particles react or attach to the impregnated adsorbent,
which in turn increases the overall removal efficiency of the membrane [38]. Previously,
various adsorbents were tested for dye removal, namely zeolites, clay, limestone, lignite,
and graphene oxide [39,40]. Among the most commonly used adsorbents, activated carbon
(AC) is recognized as a perfect adsorbent for dye removal [41]. AC has an undoubtable
dye removal performance, and it has previously proven to be a competitive adsorbent.
AC is well known for its high adsorption capacity, large porous structure, high available
active sites, and large surface area [42,43]. Additionally, nano activated carbon (NAC)
is characterized by a much higher surface area and in return better adsorption capacity
over AC [44]. Nevertheless, it has some limitations due to its high cost and non-renewable
source. Thus, many studies have been conducted in order to provide an alternative low-cost
adsorbent [34,45]. Agricultural wastes provide a competitive raw material for obtaining
cheap, efficient, and renewable ACs [46]. Water hyacinth is an unwanted waste that can
cause severe damage to aquatic life [47]. The control of water hyacinth is an effort, time, and
money-consuming problem. Consequently, turning this irritating plant into an effective
bio-sorbent could be more valuable [48,49].

To the best of the authors’ knowledge, there is no other study that has investigated the
impregnation of NAC fabricated from agricultural waste with blank cast and electro-spun
CA-based membranes for dye decontamination from polluted water. Accordingly, in the
current study, eco-friendly CA-based membranes were synthesized via phase inversion and
electrospinning techniques. Additionally, nano activated carbon (NAC) was fabricated from
Egyptian water hyacinths. The effect of impregnating the synthesized NAC bio-sorbent
into the cast and the nanofibrous membranes was investigated. Methylene blue (MB) and
Congo red (CR) were selected as cationic and anionic dyes, respectively. The selectivity of
the fabricated, cast and electro-spun, neat CA and hybrid CA/NAC membranes towards
MB and CR was studied.
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2. Materials and Methods
2.1. Materials

All chemicals included in this study were used as purchased without any further
modification. Cellulose acetate (CA) polymer with a molecular weight of 30,000 was
supplied by Lobachemie, acetone (ACS > 99.5%) and dimethylformamide (DMF > 99.9%)
were purchased from Fisher, sodium hydroxide (NaOH), methylene blue (MB) dye, and
Congo red (CR) dye, and distilled water were bought from Sigma Aldrich. Additionally,
activated carbon was prepared from Egyptian water hyacinth, which was collected from
Itay El-Baroud Drainage, Al-Buhayrah governorate, Egypt.

2.2. Synthesis of Nano Activated Carbon (NAC)

Water hyacinth roots were used as the precursor for the preparation of dye removal
bio-sorbent material [50]. To remove dust or any trapped particles, the collected raw
precursor was rinsed extensively with distilled water. The washed water hyacinth was
then dried in an electrical oven before being crushed into a fine powder. Then, for alkaline
chemical treatment, 1 g of the obtained powder was further suspended in 100 mL of 2 M
NaOH for 1 h under stirring at 60 ◦C. The chemically treated materials were then filtered
and washed several times to get rid of any basic or acidic residuals. The treated washed
materials were finally dried overnight at 70 ◦C, followed by a carbonization process in an
Across muffle furnace for 1 h at 600 ◦C.

2.3. Synthesis of Neat and Composite CA-Based Dope Solutions

For the neat CA membrane, a suitable amount of CA polymeric powder was dissolved
in a binary solvent mixture of acetone and DMF with a ratio of 2:1, respectively, to prepare
a 15 wt% of neat CA dope solution. On the other hand, 5 wt% of the nano-filler (NAC) was
sonicated firstly with the same binary solvent mixture for 1 h before the CA powder was
added and stirred with it to obtain the composite CA/NAC dope solution. The previous
solutions were then used to fabricate the neat and composite CA-based membranes via
phase inversion and electrospinning techniques.

2.3.1. Synthesis of Cast Neat and Composite CA-Based Membranes

The membrane phase inversion method has been used for many years for the fabrica-
tion of flat sheet polymeric membranes [51–53]. The previously prepared blank CA and
composite CA/NAC dope solutions were cast on a clean glass plate at room temperature. A
doctor knife blade with a micrometer fixed at 0.25 mm was used to prepare the membranes
with the required thickness. The cast films were left to evaporate in the air for 60 s before
being immersed at (0–4 ◦C) in a distilled water bath. The obtained flat sheet membrane was
then rinsed to get rid of any residual solvent. As a final treatment step, the membrane was
then annealed at 80 ◦C for 10 min in another distilled water bath. The fabricated membranes
were preserved in distilled water for at least 24 h for further use and characterization.

2.3.2. Synthesis of Electro-Spun Nanofibrous Neat and Composite CA-Based Membranes

Thanks to the electrospinning technique, the fabrication of nanofibrous membranes
is possible. Due to the outstanding properties of higher surface area as well as higher
membrane porosity [54,55], the technique was investigated. The pristine CA and hybrid
CA/NAC polymeric solutions were spun with the help of (NanoNC) electro-spinning
equipment under different conditions of feed pumping flow rate, applied voltage, and
tip-to-collector distance. The optimum nanofibrous membrane was obtained at operating
conditions of 0.7 mL/h, 19 kV, and 15 cm, respectively. The fabricated nanofiber membranes
were then left to dry in a drying oven overnight for further use and characterization.

2.4. Characterization of the Extracted NAC and Fabricated CA-Based Membranes

Various techniques were involved in characterizing the synthesized electro-spun
and cast CA-based membranes as well as the extracted NAC. Fourier transform infrared
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spectroscopy (FTIR) (Bruker Vertex 70) was used to observe and confirm the presence of
the functional groups of the used materials. A Shimadzu XRD-6100 X-ray diffraction (XRD)
device was used to study the crystalline nature of the fabricated membranes. The spectra
were recorded from 3500 to 500 cm−1.

The morphology of the membranes and the extracted NAC was investigated using a scanning
electron microscope (SEM) device (JOEL JSM-6010 LV). The hydrophilic/hydrophobic nature
of the membranes was measured using a contact angle system (DSA 100, KRÜSS). For more
accurate results, five random locations on each membrane surface were selected to measure the
contact angle.

2.5. Performance Testing of the Synthesized Electro-Spun and Cast CA-Based Membranes

In this study, the performance of the fabricated neat and hybrid membranes in the
removal of cationic (MB) and anionic (CR) dyes was investigated. All decolorization ex-
periments were repeated 4 times and the average measurements were recorded for more
accuracy. Accordingly, as shown in Figure 1, each membrane’s efficiency was evaluated us-
ing an Amicon cell setup with an active filtration area of around 480 mm2. Each membrane
was divided into circular shapes similar to the active area of the cell. Two stock solutions
of MB and CR, 10 ppm each, were prepared to simulate the industrial dye-containing
waste streams. At room temperature, the cell was then filled with the dye solution and
connected to a syringe pump to apply a small pressure that allowed the water to flow
through the membrane. The filtrate was recirculated until equilibrium was reached. A
sample of the filtrate of each cycle was taken and the dye concentration was measured
using a spectrophotometer device.
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The rejection factor (R) was calculated from Equation (1)

%R = (1 − CP

CR
) (1)

where CP and CR are the dye concentrations of the filtrate and the feed solution (mg/L), respectively.

3. Results and Discussion
3.1. Characterization of Nano Activated Carbon (NAC)

As the functional groups of the obtained NAC have an impact on the adsorption
efficiency [56], FTIR was used to recognize those functional groups. As can be seen in
Figure 2a, the peak at 3401 cm−1 refers to the O-H functional group, which gives an
indication of the bonded hydroxide in the prepared NAC. The band found at 1635 cm−1

could be due to C=C or C=O stretching [57]. The broad band found at 1157 cm−1 suggests
the surface group of C-O stretching [58]. The absorption band at 616 cm−1 might refer to
the C-H stretching or C=O bonding [59].
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Figure 2. (a) FTIR spectrum (b) XRD pattern of the fabricated nano activated carbon NAC.

The XRD pattern was investigated in order to study the crystalline nature of the
prepared NAC. As illustrated in Figure 2b, the obtained NAC has a semi-crystalline
structure. In addition, the appearance of a broad peak in the range of 22◦ to 24◦ indicates
the existence of carbon. On the other hand, the absence of other characteristic peaks gives
an indication of the absence of any other contaminants [60].

The morphology of the prepared NAC was investigated by SEM images as presented
in Figure 3a. SEM micrographs confirmed that a uniform nanosized material was obtained
and the average diameter of the fabricated particles was estimated at 58 nm.
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Figure 3. (a) SEM image (b) BET of the fabricated nano activated carbon (NAC).

The BET surface area of the fabricated NAC was measured to evaluate the material
pore size, pore volume, and surface area. As shown in Figure 3b, N2 adsorption/desorption
isotherm of the synthesized bio-sorbent was investigated. The NAC surface area was found
to be 66.2 m2/g. On the other hand, the total pore volume was measured as 0.25 cm3/g,
while its average pore size was recorded as 15.2 nm.

3.2. Characterization of Cast and Electro-Spun Neat and Composite CA-Based Membranes

As illustrated in Figure 4, the surface and cross-sectional structure of the cast neat
CA and composite CA/NAC membranes was investigated via SEM images. Compared
to the clear neat surface of CA, Figure 4a, the impregnated NAC clearly appears as white
particles on the surface of the membrane in Figure 4b. This could give an indication of
the successful dispersion of the NAC particles within the dope solution. In addition, from
the cross-sectional images, it can be seen that the addition of NAC particles transformed
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the structure of the blank CA membrane, Figure 4c, into a more porous structure. A few
longitudinal pores of the composite CA/NAC membrane are demonstrated in Figure 4d.
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The optimum electro-spinning operating conditions were selected depending on the
fiber shapes and diameters. The optimum conditions were used to fabricate a full matrix of
CA and CA/NAC. The difference in the morphological structure between the synthesized
blank and composite CA membranes can be seen in Figure 5. SEM images illustrate
that both CA and CA/NAC membranes have uniform, straight, and bead-less fibers. In
Figure 5a, the blank CA membrane nanofibers are shown as a uniform clear network.
However, in Figure 5b, the loaded NAC can be seen as white dispersed particles and show
good distribution with no agglomerations.
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The surface wettability of the four fabricated cast and electro-spun membranes was
investigated in order to study the effect of membrane surface morphology on the contact
angle of each membrane. The hydrophilicity of the surface of the membrane affects the
filtration flux [42]. The contact angle was expected to be less than 90◦ to be hydrophilic.
Additionally, it was expected from the literature that the nanofibrous mat would be more
hydrophilic than the cast one [61]. As displayed in Figure 6, all four membranes were found

396



Sustainability 2022, 14, 14665

to be hydrophilic to different degrees. The contact angle of the blank cast and nanofiber
membranes decreased after the addition of NAC particles. The contact angle of the blank CA
cast membrane decreased from 63.5◦ to 58.6◦, while it lowered from 60.5◦ for the neat CA
nanofibrous membrane to become 58◦ for the composite CA/NAC nanofibrous membrane.
This means that the addition of NAC has enhanced the membrane’s hydrophilicity, which
is an important and crucial parameter in water filtration.
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For nanofibrous blank CA and mixed matrix CA/NAC, FTIR spectra were further
used to study the functional groups of both membranes. As demonstrated in Figure 6a, a
wide band at 3395 cm−1 represents the presence of hydroxyl (–OH) stretching [62]. This
band was shifted to 3474 cm−1 and its intensity decreased with the addition of NAC, as
seen in Figure 7b. The carbonyl (C=O) group was observed at 1731 cm−1. The adsorption
peak at 1428 cm−1 refers to the (CH2) deformation vibration. The characteristic (C-O-C)
group can be seen at 1225 cm−1. However, as represented in Figure 7b, this adsorption
peak was shifted to become 1218 cm−1. The stretching vibration of (C-OH) in the blank CA
membrane was illustrated at 1029 cm−1 [63].
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As displayed in Figure 8, XRD was further used to give an indication of the successful
impregnation of NAC. Figure 8a depicts the CA characteristic peaks at 10 and 20◦ [64].
Nonetheless, the intensity of the peak at 20◦ increased significantly.
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This might be explained by the presence of carbon atoms and in return the impregna-
tion of NAC particles.

3.3. Filtration Performance of Cast and Electro-Spun Neat and Composite CA-Based Membranes

The filtration performance of both blank and composite CA-based membranes for the
removal of cationic MB and anionic CR was investigated using the previously mentioned
Amicon cell setup. Generally, the four membranes showed a better affinity towards MB
removal than CR. As illustrated in Figures 9 and 10, all the membranes had a noticeable
effect on MB final concentration, while they had a negligible effect on CR final concentration.
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Figure 9. Performance of blank and composite cast membranes on the removal of MB and CR.
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Figure 10. Performance of blank and composite nanofibrous membranes on the removal of MB and CR.

As clarified in Figure 9, the equilibrium concentration of the MB on the blank CA cast
membrane was reached at 6.84 ppm with a removal percentage of 31.6%. However, the
equilibrium concentration of CR on the same membrane was reached at 9.89 ppm with
only 1.1% removal.

From Figure 9, it was noticed that the addition of NAC had a positive effect on the
performance of the blank membrane. As illustrated, the equilibrium concentration of MB
was reduced to be reached at 4.73 ppm, with around 53% removal for the cast CA/NAC
composite membrane. However, this removal percentage is considered higher than that
of the early reported cast CA/MWCNTs membrane. It was found that for 5 mg/L MB
concentration, the recorded removal was less than 30% [65]. Unfortunately, regarding
CR, the equilibrium concentration was affected slightly by the addition of NAC and was
reached at 9.67 ppm to achieve a low removal percentage of only 3.3%.

On the other hand, the performances of the blank and impregnated CA-based nanofiber
membranes are demonstrated in Figure 10. The fibrous membranes were also selective for
MB over CR. The equilibrium concentration of MB over the blank CA fibrous membrane
was found to be 5.67 ppm and after the addition of NAC, it became even lower until it
reached almost 2.92 ppm. In other words, MB was removed using blank and impregnated
fiber membranes by 43% and 70%, respectively.

On the contrary, CR reached the equilibrium concentration at 9.73 ppm using the blank
CA fiber membrane and 9.41 ppm using the impregnated CA/NAC fiber membrane. The
removal of CR using blank CA and impregnated CA/NAC fiber membranes was recorded
at very small amounts of 2.7% and 5.9%, sequentially.

The presence of both the acetyl (CH3CO−) and the hydroxyl (OH−) groups led to
the negatively charged surface of the CA-based membranes. Thus, the selective behavior
and better performance of CA-based membranes towards MB over CR could be due to the
electrostatic interaction that takes place between MB molecules (positively charged) and
the membrane surface (negatively charged) [30].

Regarding MB removal, Figure 11 compares the performance of the four membranes.
Overall, the performance of fibers was better than that of cast membranes. At equilibrium,
CA fiber removed 43.3% of methylene blue, while the blank cast membrane removed
only 31%. The CA/NAC fiber presented the best behavior in removing the MB dye as it
removed more than 70% of the dye. The removal of MB dye on the CA/NAC fiber at a
neutral pH value was higher than that of the previously investigated CA/GO/TiO2-NH2
composite membrane. The literature reported that MB removal efficiency was about 60%
at pH = 7 [66]. To conclude, the addition of NAC improved the performance of the blank
CA membranes. This might be due to the existence of NAC resulting in an increase in the
available active adsorbent sites in the fabricated adsorptive membranes. Those active sites
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may have captured more MB molecules within its porous structure, and this led to the
enhancement of the blank CA membrane’s performance [30].
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membranes on the removal of MB dye.

4. Conclusions

The current study used water hyacinth biomass as a raw material for the extraction
of nano activated carbon to be used as a filler to enhance the performance of the blank
CA membrane for water treatment. Through this study, the problem of water hyacinth
spreading as a biomass waste could be solved. In addition, a more useful and cheaper
bio-sorbent filler can be synthesized from this waste by a simple and facile technique. In
return, this will help in solving an irritating water pollution problem. The characteristics of
the synthesized NAC and the four fabricated membranes were studied by SEM, FTIR, and
XRD. All the used techniques have allowed the successful impregnation of NAC into CA
membranes. SEM images displayed the surface characteristics of NAC as well as all the
fabricated membranes. FTIR and XRD were used to investigate and confirm the differences
between the neat and composite CA-based membranes. In addition, the contact angle
was used to explore the membrane hydrophilicity. The results showed the hydrophilic
nature of all the fabricated membranes. Moreover, it proved that the nanofibrous mat had a
better hydrophilic nature than the cast one. The performance of the four membranes was
evaluated using an Amicon cell setup. It was found that all the membranes had a better
removal selectivity towards MB dye than CR. Furthermore, the addition of NAC enhanced
the blank CA membrane dye removal efficiency. Among the four tested membranes, the
composite cast and electro-spun CA/NAC recorded the best performances of 52.7 and 70%,
respectively. However, the performance of the neat cast and electro-spun CA membrane
achieved only 30 and 43.3%. In conclusion, the nanofibrous membrane showed a better
performance than the cast membranes. Moreover, the impregnation of NAC had a positive
effect on the membrane dye removal efficiency.
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Abstract: The melting process of paraffin wax placed in storage capsules of different shapes was
experimentally and numerically studied. The phase change material (PCM) was initially at 27 ◦C.
The effect of the mushy zone parameter (Amush) value on the melting process of the PCM was studied
with storage capsules of different shapes (circular, vertical oval, and horizontal oval). The results
of the numerical model were validated with the experimental results to obtain the optimum Amush

value for each shape of the latent heat storage unit. The results showed that the value of the Amush

has a great impact on the numerical results of the PCM melting process and changes with the shape
of the storage capsule. The rate of heat transfer, convection, and fluid velocity all decrease as the
Amush value rises. The experimental results of the circular, vertical oval, and horizontal oval capsules
match very well with the numerical model with Amush values equal to 2 × 106, 1 × 105, and 1 × 106,
respectively.

Keywords: natural convection; CFD; melting PCM; enthalpy-porosity method; mushy zone parameter

1. Introduction

Energy can be stored in several forms, such as sensible, latent, and thermochemical
heat storage. Phase change materials (PCMs) are used in latent heat energy storage (LHES)
systems, which have more desirable characteristics than conventional heat storage systems.
PCMs offer a number of beneficial characteristics, including the ability to be used as a heat
source at a constant temperature, with only slight temperature fluctuations through heat
recovery. They possess a low vapour pressure at operating temperature, chemical stability,
non-corrosion, and a high energy density with small storage space requirements [1]. Thus,
PCMs demonstrate one of the best techniques used in thermal energy storage applica-
tions [2,3]. They are used in several engineering applications, for example, the technology
of electronic cooling, waste heat recovery systems [4,5], solar cell systems [6], absorption
systems [7], ventilation, and air conditioning (HVAC) systems [8].

1.1. Numerical Techniques Limitations

The numerical modeling of thermal energy storage (TES) systems has recently received
a great deal of interest. Although the most appropriate numerical techniques can vary
greatly depending on the system, cost and time restrictions are virtually always the driving
forces behind their employment. Numerical models are now increasingly necessary to
accurately explain the behaviour of TES systems, enabling computational tools to assist in
the solution of governing equations. As a result, a significant portion of the research on
this topic shows the development of adequate numerical analysis [9]. The heat transfer
mechanism through the melting process is initially controlled by conduction; then, natural
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convection begins, and this process of natural convection has a great impact and cannot be
ignored [10,11].

Different modeling approaches for the solid–liquid phase change have been developed
in recent decades. The most widely used methodology for numerically simulating the phase
change phenomenon in several types of research is the enthalpy-porosity technique [12,13].
The other approaches to doing the same thing depend on varying the PCM’s specific heat
during the phase transition temperature [14]. The enthalpy-porosity approach can be
used in all forms of the melting process, whereas the other methods are more suited to
phase changes that are dominated by conduction [15]. The coupled convection–diffusion
phase transition was numerically studied using the enthalpy-porosity technique [16]. This
approach avoids directly following the solid–liquid contact. With appropriate momentum
sink factors added to momentum equations, the solid–liquid mushy zone is viewed as a
porous zone with a quantity denoted as a liquid fraction as its “porosity,” which is the
reason for the pressure reduction as the resulting solid material comes into existence.

1.2. Mushy Zone Effect

The thin mushy zone that divides the areas occupied by the solid and liquid PCMs
contains a parameter known as the mushy zone constant that measures the resistance to
the flow of liquid PCMs in this region. The literature demonstrates that the value of this
constant affects simulation outcomes [17–19], and that the best value for agreement with
experiments varies depending on the situation [18,20]. The cell porosity, which is calculated
using the cell enthalpy, is a non-linear function of this parameter. Thus, the parameter was
designed in such a way that it would be zero for entirely liquid cells and have no effect,
while it would be in the same order as the other transport terms for cells going through
a phase transition. The parameter’s value would be high enough for totally solid cells to
essentially push any velocity prediction to zero. The parameter also contains a constant
known as the mushy zone parameter, Amush, which captures the impact of the shape of the
mushy zone [15].

The mushy zone is considered to be a semi-solid that exists at the boundary between
the melted and un-melted portion of a PCM through the melting or freezing process. The
amplitude of the damping is measured by the mushy zone parameter Amush; the higher
this value, the steeper the transition of the velocity of the material to zero as it solidifies.
The predicted solution might oscillate at very high values of Amush [21]. The overall phase
transition process and the degree of phase interaction are both greatly influenced by the
value of Amush. However, the Amush value may vary depending on the substance. For
Rubitherm RT82, the value of Amush ranges from 1 × 105 [22] to 1.6 × 106 [23] whereas
for gallium it ranges from 1 × 105 to 1 × 1015 [24,25]. Several studies have found a
correlation between the value of Amush and the solid particle diameters within the mushy
zone constant [26,27]. Thus, the choice of mushy zone constant becomes very important as
the behaviour predicted using the enthalpy-porosity technique for the same material can
differ significantly at different values of Amush.

In previous studies, the Amush value was studied for different types of phase change
materials and it was observed that this value has a great impact on the melting process
results of the numerical model. In the present work, the effect of the Amush value on
the PCM melting process was studied with different shapes of storage capsules (circular,
horizontal oval, and vertical oval), which are filled with paraffin wax, which has not been
previously studied. The melting process of the PCM was experimentally and numerically
investigated in a circular, horizontal, and vertical oval storage units. The results that were
obtained from the numerical model were validated with the experimental results to obtain
the optimum value of Amush for each shape of the latent heat storage unit.

The effects of Amush through the storage units of circular, vertical oval, and horizontal
oval capsules have not been previously studied. However, it can be used in energy-saving
building applications.
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2. Experimental Setup and Procedures

An image of the test rig is shown in Figure 1, while the layout is shown in Figure 2. The
test rig consists of the water tank (10), which is made of galvanized sheet with a diameter
of 40 cm and a height of 40 cm. The tank is used to supply the test section with hot water
(11) at a constant temperature value. The tank is insulated with glass wool insulation to
decrease the heat lost from hot water in the tank. The tank is equipped with a 1 kW electric
heater (12) connected to the electrical main supply with a TROIDC type electric transformer
(13). The electric transformer provides a voltage variation from 0 to 220 V to adjust the
water temperature in the tank at a predefined temperature. The tank is equipped with a
small 100-Watt water pump (8) connected to the tank bottom via an inlet connection (4)
to supply the test section with the required hot water. The hot water is used to heat the
capsule at different velocities using a supply valve (5) which regulates the water discharge
rate to the test section (1). The valve (7) is used to bypass the excess water from the pump
to the tank via a bypass connection (6), to prevent the pump from overheating.
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The test section (1) is a rectangular cross-section channel of 8 cm by 10 cm, and 15 cm
in height. Hot water is brought to it via a 1

2 -inch diameter pipe (4) connected to the bottom
of the channel through the pump (8). To drain the water into the hot water tank, a hole of
1/2 inch diameter is used and a tube (9) of the same diameter is connected to one side near
the top of the channel to return the water to the hot water tank. The inlet water temperature
is measured using the thermometer (3). The capsule (2) filled with PCM is placed in a
horizontal position using a 1 mm diameter wire carrier.

Two Pyrex glass capsules are used, as seen in Figure 3; one has a circular cross-section
with a 4 cm diameter and 6 cm length. The second capsule has an elliptical cross-section,
the axes of which have dimensions of 6.2 and 2.6 cm. The two capsules are filled with the
molten paraffin, then left to cool and closed with the resulting solid paraffin. The PCM
thermophysical properties are represented in Table 1.
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Table 1. PCM thermophysical properties.

Thermophysical
Properties Paraffin Wax [11] Thermophysical

Properties Paraffin Wax [11]

Ks (W/m.K) 0.15 CPl (kJ/kg.K) 2.44
Kl (W/m.K) 0.15 Kinematic viscosity (m2/s) 8.31 × 10−5

ρs (kg/m3) 890 Melting point (◦C) 54.22/56.22
ρl (kg/m3) 712 Heat of fusion (kJ/kg) 278.8

CPs (kJ/kg. K) 2.384 Thermal exp. Coeff (l/k) 0.000714

To facilitate the viewing and imaging of the capsule, the test section was made from
Pyrex glass. In order to measure the average temperature of the water before interring the
channel, a thermometer (3) was fixed inside the channel (1). The rate of hot water passing
through the test section was measured by the amount of water collected at a given time
during the experiment.

Khot et al., [28] observed that the use of thermocouples inside the PCM capsule
restricted the solid PCM from sinking to the bottom of the spherical capsule. Therefore,
the unconstrained PCM melted faster than the constrained one. Based on the previous
study, the experimental investigation was made to validate the results obtained by the
Ansys Fluent software wherein there is no thermocouple embedded inside the capsules
to measure the temperature distribution inside it. The image processing technique for the
experimental liquid fraction photos was used to detect the value of the PCM liquid fraction.
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3. Experimental Measurements

First of all, we checked the system against leakage by turning on the pump and
monitoring the system connections. Then, we measured the flow rate of water and adjusted
the two valves (5 and 7) to reach the predetermined mean velocity of the water. After that,
we regulated the electric transformer to vary the voltage supplied to the electric heater
and let the system work, monitoring the reading of the thermometer until reaching the
wanted temperature of hot water interring the test section. After reaching the suggested
temperature, we turned the circular cross-section PCM capsule in place inside the channel,
into a horizontal position. We took photos of the capsule cross-section every five minutes
until the total melting of the PCM. Finally, we repeated the previous steps for the capsule
of the elliptical cross-section on its largest axes, vertical and horizontal, one at a time to
investigate the two radii ratios.
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The cross-section area of the elliptical cross-section can be calculated as:

Ac = π a b (1)

where a is half the smallest axis and b is half of the largest axis of the ellipse as shown in
Figure 4.
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The surface area of the elliptical cross-section capsule can be calculated as:

As = C l (2)

where l is the cylinder length and C is its perimeter.
The more accurate perimeter of the elliptical cross-section as a function of its axes using

the Ramanujan second approximation [29] can be calculated as shown in the following
equation:

C ≈ π(a + b)


1 +

3
(

a−b
a+b

)2

10 +

√
4− 3

(
a−b
a+b

)2


 (3)

Two positions of the elliptical cross-section are discussed. The first position is a vertical
oval with an axes ratio of Ar = 0.383, and the second position is a horizontal oval with an
axes ratio of Ar = 2.6.

4. Uncertainty Analysis

Calculation and measurement errors resulting from human and instrumental errors are
presented. Repeating measurements several times can help eliminate or reduce individual
errors. As demonstrated in Table 2, the instrumental errors are due to the accuracy of the
measuring devices. Based on the uncertainty of the primary measurements, the uncertainty
of the computation results was calculated.
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Table 2. Measurement device errors.

Measured Value Measured Value Error

Temperature +0.1 ◦C
Diameter +0.5 mm
Voltage +0.1 Volt

Resistance +0.1 Ohm

Error propagation is estimated by using the root sum square method. Given the
specific result Z, as follows:

Z = z (x1, x2, . . . , xn) (4)

where xi is independently measured quantity, the uncertainty ωi is the uncertainty of
independent variables, and the uncertainty ωz in the result, Z is assumed as follows:

ωz =

[(
∂Z
∂x1

.ω1

)2
+

(
∂Z
∂x2

.ω2

)2
+ . . . +

(
∂Z

∂xn−1
.ωn−1

)2
+

(
∂Z
∂xn

.ωn

)2
]0.5

(5)

5. Numerical Modeling

The Boussinesq approximation, which incorporates thermal buoyancy, represents the
liquid PCM density difference in the buoyancy term. As a result, the 2D transient laminar
flow containing buoyancy-driven conventional governing equations can be expressed by
the following equations [11]:

Continuity equation:

∂ρ

∂t
+

1
r

∂(rρVr)

∂r
+

1
r

∂(ρVθ)

∂θ
= 0 (6)

Momentum equations:
Momentum r:

ρ

(
∂(Vr)

∂t + Vr
∂(Vr)

∂r + Vθ
r

∂(Vr)
∂θ −

V2
θ
r

)

= − ∂P
∂r + µ

[
1
r

∂
∂r

(
r ∂(Vr)

∂r

)
− Vr

r2 + 1
r2

∂2(Vr)
∂θ2 − 2

r2
∂(Vθ)

∂θ

]
+ ρgβ(T− Tm) + S

(7)

Momentum θ:

ρ
(

∂(Vθ)
∂t + Vr

∂(Vθ)
∂r + Vθ

r
∂(Vθ)

∂θ + VrVθ
r

)

= − 1
r

∂P
∂θ + µ

[
1
r

∂
∂r

(
r ∂(Vθ)

∂r

)
− Vθ

r2 + 1
r2

∂2(Vθ)
∂θ2 − 2

r2
∂(Vr)

∂θ

]
+ S

(8)

The parameters s are Darcy’s law damping terms added to the momentum equation as
a convective phase change effect. These terms depend on both the existing constant Amush
and a liquid fraction (λ), which can be expressed as follows:

→
S =

(1− λ)2

(λ3 + γ)
Amush.

→
V

The minor number γ is used to avoid division by zero, and it is naturally about 10−3.
The mushy zone constant Amush explains how steeply its velocity is condensed to zero
when the material solidifies. Its value depends on the morphology of the medium. This
value is frequently high and typically runs from 104 to 108. The same occurred when
the local liquid fraction becomes high, and the velocity is reduced to zero. Numerous
academics advise taking into account the Amush value of 106 as the best value. This value
offers a good agreement between their experimental and numerical results [30]. In this
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study, Amush varies throughout the whole simulation, where it attains the best conformity
between the experimental and numerical results.

Energy equation:

∂h
∂t

+
∂H
∂t

+∇ ·
(→

Vh
)
= ∇ ·

(
k

ρcp
∇h
)

(9)

where H is the enthalpy of the PCM and is estimated as the summation of the sensible
enthalpy, h1, and the latent heat ∆H:

H = h1 + ∆H (10)

h1 = hre f +
∫ T

Tre f

Cp dT (11)

where hre f is the enthalpy reference at temperature reference Tre f and latent heat term can
be expressed in the form of the latent heat of the PCMs (L) as follows:

∆H = λ L (12)

where ∆H can vary from zero (solid) to L (liquid). Therefore, the liquid fraction λ can be
articulated as follows:

λ =





∆H
L = 0 T < Tm

∆H
L = T−Tsolidus

Tliqudus−Tsolidus
Tm < T < Tm + ∆ Tm

∆H
L = 1 T > Tm + ∆ Tm

(13)

where Tm is the PCM melting temperature, and ∆Tm is the range between liquid and solid
phase, which is expressed as the difference between liquidus temperature and solidus
temperature, as demonstrated in Equation (14):

∆ Tm = Tliquidus − Tsolidus (14)

The PCM density and thermal conductivity depend on the phase change process as
follows:

ρPCM =





ρs T < Tm
ρs +ρl

2 Tm < T < Tm + ∆ Tm
ρl T > Tm + ∆ Tm

(15)

kPCM =





ks T < Tm
ks +kl

2 Tm < T < Tm + ∆ Tm
kl T > Tm + ∆ Tm

(16)

5.1. Initial and Boundary Conditions

The previous governing equations were solved together with the following initial and
boundary conditions. Initially, the system was at the ambient temperature of 27 ◦C, and
the storage capsules were filled with solid paraffin wax, which was at a temperature lower
than the melting point. The outer side of the tank was insulated; in addition, the inlet of
the hot water was defined as the velocity inlet and the outlet of the hot water was defined
as the pressure outlet, as shown in Figure 5.
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5.2. Numerical Procedure and Validation

The numerical simulation was established using the ANSYS 2022 R2 program. The
Semi-Implicit Method for the Pressure-Linked Equations (SIMPLE) scheme was used to
calculate the pressure–velocity coupling equations in the PCM. A control volume approach
was used to explain the governing equations in conjunction with the boundary and initial
conditions. The diffusion and convection terms are described using the central difference
and QUICK techniques, respectively. The pressure–velocity coupling was handled using
the SIMPLER algorithm. By solving the governing equations at each time step, the liquid
fraction could be changed using Equation (13). After carefully evaluating the independence
of the results for high accuracy, the size of the grid and the time steps were selected. The
calculation process continued until a relative convergence criterion of 10−6 was satisfied by
all the present case variables.

To validate the numerical model of melting in the present finite volume computational
fluid dynamic (CFD) code, an initial run was established and compared to the experimental
results of Soliman et al. [10,11] for a vertical cylinder that was heated by a constant heat
flux, and Kamkari and Amlashi [31] for a vertical enclosure that was heated by a constant
wall temperature. The computational model and the experimental study were established
under the same operating conditions. Figure 6 displays the PCM temperature and liquid
fractions, with the melting time for the experimental results of [11,31], respectively, with
the present numerical results. As can be noted from the figure, the numerical results are in
good agreement with the experimental results.
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5.3. Mesh Dependency Study

Free triangular mesh has been adapted in the numerical model. In order to test the
dependency of numerical results on the mesh element size, a simulation was run with a
circular capsule of 4 cm in diameter and 6 cm in length. The capsule was initially at 300 K.
At any time, t > 0, the boundary of the capsule was at 340 K. The average temperature and
liquid fraction of the PCM for the circular capsule were compared for different numbers
of elements size (20,062, 32,634, 45,409, 68,312, and 87,472) as shown in Figure 7a,b. It is
observed from the figure that there is a slight difference between the number of elements
68,312 and 87,472. Therefore, the number of elements equal to 68,312 is selected for the
present study to save time. Similarly, a grid independency test has also been carried out for
other configurations. The time steps used in the analysis is 0.3 sec throughout all models.

Sustainability 2022, 14, x FOR PEER REVIEW 11 of 18 
 

  
(a) (b) 

Figure 7. Effect of elements size number on the PCM (a) temperature and (b) liquid fraction. 

6. Results and Discussion 
In this section, firstly, a comparison between the experimental results of different 

shapes of storage capsules (circular, horizontal oval, and vertical oval) is established with 
the theoretical results of the same shape and dimensions from the numerical model. Ta-
bles 3–5 illustrate the variation of the liquid fraction contours of the PCM melting process 
with the photos captured during the experiments. 

Table 3. Comparison between liquid fraction contours and camera photos for circular cross-section 
capsule. 

Theoretical Exp. Theoretical Exp. Theoretical Exp. 

      
Time = 0 min Time = 10 min Time = 20 min 

      
Time = 30 min Time = 40 min Time = 50 min 

      
Time = 60 min Time = 70 min Time = 80 min 

      
Time = 90 min Time = 100 min 106 min 104 min 

Figure 7. Effect of elements size number on the PCM (a) temperature and (b) liquid fraction.

414



Sustainability 2022, 14, 14540

6. Results and Discussion

In this section, firstly, a comparison between the experimental results of different
shapes of storage capsules (circular, horizontal oval, and vertical oval) is established
with the theoretical results of the same shape and dimensions from the numerical model.
Tables 3–5 illustrate the variation of the liquid fraction contours of the PCM melting process
with the photos captured during the experiments.

Table 3. Comparison between liquid fraction contours and camera photos for circular cross-section
capsule.

Theoretical Exp. Theoretical Exp. Theoretical Exp.
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Table 4. Comparison between liquid fraction contours and camera photos for circular cross-section
capsule of Ar = 0.383.

Theoretical Exp. Theoretical Exp. Theoretical Exp.
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Table 5. Comparison between liquid fraction contours and camera photos for circular cross-section
capsule of Ar = 2.6.

Theoretical Exp. Theoretical Exp.
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Secondly, the effect of the mushy zone parameter on the PCM melting process is
studied and validated with the experimental results to obtain the optimum value of Amush
for each shape. Figures 8–10 illustrate the PCM liquid fraction with the melting time of
the experimental result and the numerical results with different values of the mushy zone
parameter.

Table 3 represents the comparison between the liquid fraction contours of a circular
capsule with the experimental photos. The circular cross-section capsule is 4 cm in diameter
(axes ratio of 1) and 6 cm in length for heat transfer fluid (HTF) initial temperature of 340 K
and a velocity of 0.003 m/s. Within the experimental photos, the white part is a solid
PCM and the transparent part is a liquid PCM. Within the numerical contours, the blue
color signifies the solid PCM and the red color denotes the liquid PCM. The solid PCM
sinks to the bottom of the capsule due to the force of gravity for both the numerical and
experimental results. The experimental total melting time is less than that of the theoretical
one by 2 min.

Table 4 represents the comparison between the liquid fraction contours of the elliptical
cross-section capsule with the experimental photos. The elliptical cross-section capsule is
in a vertical position with an axes ratio of 0.383 for the HTF initial temperature of 340 K
and a velocity of 0.003 m/s. The experimental total melting time is less than that of the
theoretical one by 1 min.

Table 5 represents the comparison between the liquid fraction contours of the elliptical
cross-section capsule with the experimental photos. The elliptical cross-section capsule is
in a horizontal position with an axes ratio of 2.6 for the HTF initial temperature of 340 K
and a velocity of 0.003 m/s. The experimental total melting time is less than that of the
theoretical one by 2 min.
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It is demonstrated in the figures that there is a fair agreement between the experimental
and theoretical results and the shape of molten and solid paraffin. The fair agreement
between experimental and theoretical results ensures the validity of the theoretical model
and the accuracy of the different thermal properties of the paraffin wax.
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The experimental investigation was made to validate the results obtained by the Ansys
Fluent software. Khot et al. [28] observed that using the thermocouples inside the PCM
throughout the melting process restricted the solid PCM from moving, which affected the
melting process. Therefore, there is no thermocouple embedded inside the circular and
oval capsules to measure the temperature distribution inside it. The experimental results of
the liquid fraction are calculated using the image processing method, which enables the
determination of the percentage of the solid “white color” and the liquid “gray color”.

Figure 8 shows the relation between liquid fraction and time for both experimental and
numerical results for a circular capsule at the HTF inlet temperature of 340 K and a velocity
of 0.003 m/s. The numerical results are obtained with different values of Amush (1 × 104,
1 × 105, 2 × 106, 5 × 106, 1 × 107). It is observed from the figure that the melting rate of
the numerical results is slow at Amush = 1 × 107, while at Amush = 1 × 104 the melting rate
of the numerical results increases, and its value is greater than the experimental results.

The previous phenomena are due to the great effect of Amush on the convection effect.
Increasing the Amush value leads to a reduction in the convection effect and the melting
rate. For the circular capsule, the experimental results have a good agreement with the
numerical results at the value of Amush equal to 2 × 106.

Figure 9 displays the relation between liquid fraction and time for both experimental
and numerical results for a vertical oval capsule at the HTF inlet temperature of 340 K and a
velocity of 0.003 m/s. The numerical results are obtained with different numbers of Amush
(1 × 104, 1 × 105, 1 × 106, 5 × 106). It can be observed from the figure that the melting rate
of the numerical results is slow at Amush = 5 × 106, while at Amush = 1 × 106, and 5 × 106

the melting rate of the numerical results is close to the experimental results. For the vertical
oval capsule, the experimental results have a good agreement with the numerical results at
the value of Amush equal to 1 × 105.

Figure 10 illustrates the relation between liquid fraction and time for both experimental
and numerical results for a horizontal oval capsule at HTF inlet temperature of 340 K and a
velocity of 0.003 m/s. The numerical results are obtained with different numbers of Amush
(1 × 104, 1 × 105, 1 × 106, 2 × 106).

It can be observed from Figure 10 that the melting rate of the numerical results
increases and its value is greater than the experimental results at Amush = 1 × 104, while
at Amush = 1 × 106 and 2 × 106, the melting rate of the numerical results is close to the
experimental results. For the horizontal oval capsule, the experimental results have a good
agreement with the numerical results at the value of Amush equal to 1 × 106.
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From the present study, it can be observed that the mushy zone parameter (Amush) has
a great impact on the numerical model results of the PCM melting process and changes
with the shape of the storage unit. The present study provides a range of the mushy zone
parameter for the numerical modeling of the melting process in the circular, horizontal
oval, and vertical oval capsules in future work to obtain more accurate results. Table 6
represents the optimum number of the mushy zone parameter for circular, vertical oval,
and horizontal oval capsules.

Table 6. Optimum number of the mushy zone parameter for circular, vertical oval, and horizontal
oval capsules.

Cases Shape Dimensions Amush Range Outcomes

Circular capsule
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Author Contributions: Credit author statement A.S.S.: idea, methodology, writing the original 
draft, writing the initial draft, and preparing literature survey, validation. A.A.S.: computer 
programming, writing the initial draft, writing, reviewing, editing, and supervision. M.A.S.: 

Ar = 1

1 × 104

1 × 105

2 × 106

5 × 106

1 × 107

Good agreement with the
experimental results at Amush

equal to 2 × 106.

Vertical oval capsule

Sustainability 2022, 14, x FOR PEER REVIEW 16 of 18 
 

Table 6 represents the optimum number of the mushy zone parameter for circular, 
vertical oval, and horizontal oval capsules. 

Table 6. Optimum number of the mushy zone parameter for circular, vertical oval, and horizontal 
oval capsules. 

     

Circular capsule 

 
 

Ar = 1 

1 × 104 
1 × 105 
2 × 106 
5 × 106 
1 × 107 

Good agreement with the experimental 
results at Amush equal to 2 × 106. 

Vertical oval 
capsule 

 

Ar = 0.383 

1 × 104 
1 × 105 
1 × 106 
5 × 106 

Good agreement with the numerical 
results at Amush equal to 1 × 105. 

Horizontal oval 
capsule 

 

Ar = 2.6 

1 × 104 
1 × 105 
1 × 106 
2 × 106 

Good agreement with the numerical 
results at Amush equal to 1 × 106. 

7. Conclusions 
The melting process of a phase change material (PCM) was experimentally and 

numerically investigated in storage capsules of different shapes (circular, vertical oval, 
and horizontal oval). The numerical model was established to study the effect of the Amush 
(mushy zone parameter) on the thermal performance of the PCM melting process. The 
model was validated with previous related work, and the results exhibited good 
agreement. The results of the numerical model were validated with the experimental 
results to obtain the optimum value of Amush for each shape of the latent heat storage unit. 
According to the present experimental/numerical results of the PCM melting process 
inside different capsules, the following conclusions can be drawn: 
1. The value of Amush has a great impact on the numerical model results of the PCM 

melting process and changes with the shape of the storage unit; 
2. The rate of heat transfer, convection, and fluid velocity all decrease as the value of 

Amush rises; 
3. The experimental results of the circular, vertical oval, and horizontal oval capsules 

match well with the numerical model at the value of Amush equal to 2 × 106, 1 × 105, 
and 1 × 106, respectively. 
The effect of nanoparticles on the mushy zone parameter should be taken into 

account in future research due to their great effect upon the enhancement of the pelting 
process. 

Author Contributions: Credit author statement A.S.S.: idea, methodology, writing the original 
draft, writing the initial draft, and preparing literature survey, validation. A.A.S.: computer 
programming, writing the initial draft, writing, reviewing, editing, and supervision. M.A.S.: 

Ar = 0.383

1 × 104

1 × 105

1 × 106

5 × 106

Good agreement with the
numerical results at Amush equal

to 1 × 105.
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7. Conclusions

The melting process of a phase change material (PCM) was experimentally and nu-
merically investigated in storage capsules of different shapes (circular, vertical oval, and
horizontal oval). The numerical model was established to study the effect of the Amush
(mushy zone parameter) on the thermal performance of the PCM melting process. The
model was validated with previous related work, and the results exhibited good agreement.
The results of the numerical model were validated with the experimental results to obtain
the optimum value of Amush for each shape of the latent heat storage unit. According to
the present experimental/numerical results of the PCM melting process inside different
capsules, the following conclusions can be drawn:

1. The value of Amush has a great impact on the numerical model results of the PCM
melting process and changes with the shape of the storage unit;

2. The rate of heat transfer, convection, and fluid velocity all decrease as the value of
Amush rises;

3. The experimental results of the circular, vertical oval, and horizontal oval capsules
match well with the numerical model at the value of Amush equal to 2 × 106, 1 × 105,
and 1 × 106, respectively.

The effect of nanoparticles on the mushy zone parameter should be taken into account
in future research due to their great effect upon the enhancement of the pelting process.
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Abstract: The management of global carbon dioxide (CO2) emissions is considered one of the main
environmental problems facing the modern world. One of the potential techniques for CO2 capture
is absorption, using membrane contactor modules. Most of the previous research that dealt with
membrane contactor simulations considered the whole membrane surface as the active reaction
surface. However, in this paper, a more realistic model of the membrane-contactor module is
presented, taking into account the effects of the pore size and surface porosity. CO2 absorption into
the monoethanolamine (MEA) solution in hollow fiber membrane-contactor modules was numerically
investigated. A computational fluid dynamics simulation was established using essential basic fluid
dynamics and mass transfer equations in reactive mode. An algorithmic function was used to present
the relations between the CO2 absorption flux and the hollow fiber length, membrane surface pore
size, and porosity. The simulation results were compared to previously obtained experimental results
without using any fitting parameters, and a good agreement was found with an average error of
8.5%. The validated simulation was then used to predict the effects of the MEA inlet velocity and
concentration, the membrane surface pore size, and porosity on the total CO2 absorption flux. A
maximum absorption flux of about 1.8 mol/m2·s was achieved at an MEA concentration of 4 M with a
pore size of 0.2 microns, a surface porosity of 1%, and an inlet velocity of 0.25 m/s. The extrapolation
technique was then used to predict the values of the absorption flux at longer fiber lengths. The
concentration profiles around the pores at the gas–liquid contact surface of the membrane were
obtained and presented. The proposed model exhibited excellent potential to evaluate the effective
reaction surface in hollow fiber membrane contactors. This model could be considered the first step
to obtaining accurate predictions of the membrane contactor gas absorption performance based on its
surface structure.

Keywords: CO2 absorption; MEA; membrane contactor; CFD; porosity; pore size

1. Introduction

In recent decades, the development of industrial activities has increased greenhouse
gas concentration in the atmosphere, including carbon dioxide (CO2). Increased CO2
emissions are significant contributors to catastrophic environmental changes. Carbon
dioxide gas contributes to around 55% of the observed global warming [1]. This vital
issue sparked interest in CO2 capture [2]. Hollow fiber membrane contactor (HFMC)
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technology is a potential candidate for greenhouse gases (especially CO2) abatement. It
has considerable advantages over conventional CO2 recovery techniques [1,3,4]. In HFMC
modules, the membrane lumen, bulk, and module shell enable direct contact between
gas and liquid phases without the dispersion of one phase into the other. While acid
gases flow on one side of the membrane, filling the membrane bulk structure to reach the
other side, absorbent liquid flows on the other surface of the membrane. Tiny liquid–gas
interfaces are formed in the openings of the pores adjacent to the absorbent liquid. It is a
crucial point in the gas–liquid contacting process to avoid entering absorbent liquid into
the membrane pores. This phenomenon is known as wetting in HFMC, and it sharply and
strongly decreases the module performance [5].

Yan et al. [6] compared the performance of several chemical and physical absorbents
and concluded that chemical absorbents have better performance because of their higher
absorption rate due to their fast reaction with CO2. Several kinds of chemicals were
used to absorb CO2 in the liquid phase, including organic and inorganic bases [7–12].
Among the reported chemical absorbents, different types were used. The amine solutions
exhibited fast reaction rates, resulting in a higher CO2 absorption flux, minor damage to the
membrane structure, and less toxicity and safety issues [7,11]. Monoethanolamine (MEA)
solution was widely used in HFMC processes with considerable reported advantages.
According to previous investigations, MEA exhibited higher CO2 removal performance,
compared to other absorbents, such as sodium hydroxide (NaOH), triethanolamine (TEA),
diethanolamine (DEA), and 2-amino-2-methyl-1-propanol (AMP) [8,10].

CO2 capture techniques were previously investigated, taking into account various
parameters, such as solvent absorption, pressure, and temperature-swing adsorption in the
presence of a variety of solid sorbents, membranes, and cryogenic distillation [13]. Using
MEA as a liquid absorbent showed high potential as a technique for carbon capture. On the
other hand, with the development in the production of ceramic and metallic membranes,
effective membranes could be fabricated with significantly effective separation, compared
to the liquid absorption technique. A study was held to investigate the feasibility of using
membrane-based carbon capture technology compared to the amine-based absorption
technique [14]. The study compared the use of three plants: two of them use amine liquid
absorption, and the third is a membrane-based plant. The latter showed high potential
compared to the other two. A CO2 avoided cost, which is an economic indicator to estimate
the additional cost of processing the carbon capture facility, of 46 USD/tons was established
using a membrane-based plant compared to 58 and 71 USD/tons exhibited by the other
two plants. The merits of membrane-based plants may include compactness, as membranes
may provide 1000 times more interfacial area per unit volume compared to absorption–
adsorption processes [2]. Other advantages are modularity, ease of installation, flexibility,
lower cost with lesser energy consumption, and fewer chemical requirements [15,16].

Kreulen et al. [17,18] established that a very thin layer covers the membrane contactor
surface, and a gas–liquid reaction occurs at this thin film layer at the mouth of the pores. The
thin film gas-absorbed layer theory is dominated by physical absorption, even for very low
porosity membranes. Even in the cases of membranes with very low surface porosity (<3%)
and pore size of 5 nm, when water was used as the absorbent liquid (physical absorption),
the membrane surface pore size and porosity had little to no effect on the gas absorption flux.
Therefore, this assumption was used in most gas–liquid membrane contacting simulations.
Although the membrane surface pore size and porosity effects were very well evaluated
for physical gas absorption by Kreulen et al. [18], no such evaluation was performed
for chemical absorption processes. While the effects of membrane surface pore size and
porosity on the performance of the membranes used in liquid filtration are very well
studied in many studies [19,20], this effect is still not clear for gas absorption processes,
and more evaluation is still needed. In our previous studies [21,22], we considered that all
membrane surfaces were active for the reaction based on the aforementioned studies [17,18].
According to our previous studies, at high MEA concentrations (higher than 2 mol/L and
especially for 4 mol/L) and low porosity membranes, the assumption of a thin film of a
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saturated MEA layer at the reaction interface was found to be lacking. Simulation results
considerably deviated from the experimental results. Comite et al. [23] observed a very
similar trend when they used a membrane with a high porosity of 60%. Although they
considered the effect of amine reaction products on the CO2 absorption flux, the effects of
the membrane surface porosity and pore size were also neglected.

In this study, we systematically considered the membrane surface porosity and pore
size effects on the CO2 gas absorption flux. In previously reported papers, all the membrane
surfaces were considered active areas for reaction. In the current study, we tried to fulfill
the gas–liquid membrane contacting simulation without considering the assumption of
covering thin film over the pores. Our simulation results, without using any fitting pa-
rameters, show that at high MEA concentration, membrane surface pore size and porosity
play key roles in determining the absorption flux. Simulation results were compared with
experimental results obtained in our previous study [21,22]. The agreement between the
simulation and experimental results was satisfactory.

2. Computational Fluid Dynamics (CFD) Simulation in Reactive Mode

In this study, a 3D model was established using the commercial software package
COMSOL Multiphysics 5.4 to assess the effects of the membrane surface pore size and
porosity on the CO2 absorption into MEA solution. Since many experimental and simula-
tion studies [23–25] were performed on CO2 absorption into the MEA solution, this system
was selected for more reliable access to the established physical properties and previous
experimental results published, including the authors’ [22]. This led to more dependable
simulation results with less deviation from the experimental data. Generally, an HFMC
configuration usually comprises several hollow fibers, each performing independently.
Therefore, investigating a single fiber performance can be sufficient to predict the perfor-
mance of the whole HFMC module [23,24,26,27]. The proposed model is based on the
assumption of non-wetted mode, where the CO2 gas completely fills the membrane pores.
In this model, the CO2 was fed into the shell side of the HFMC, while the MEA solution
went through the lumen. Due to the non-wetted assumption, the contact between the two
fluids only occurred over the membrane pores surface within the lumen side, as shown in
Figures 1 and 2. In the simulation, the CO2 was transported from the shell to the lumen
side through tiny cylinders representing the membrane pores. The effects of the membrane
surface pore size and porosity on the CO2 absorption flux at the interface of the MEA and
CO2 were numerically evaluated.
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Figure 2. A schematic diagram of the feed flow in a hollow fiber membrane; The cylinders represent
the membrane pores in the model extended in the membrane thickness.

2.1. Simulation Assumptions

The main simulation assumptions are summarized as follows:

- Feed gas on the shell side is pure CO2 to simplify the mass transfer resistance on
the gas side. Otherwise, gas phase resistance becomes important, and the whole
membrane with tortuosity and pore size should be considered, which is practically
impossible to run, even with a supercomputer.

- Laminar and a steady-state hydrodynamically fully developed MEA solution is consid-
ered for feed flow. Although this assumption might not be ideal for the entrance length,
it is the most suitable assumption. Otherwise, it would take too much processing time
and power without much change in results.

- Isothermal feed flow all over the module.
- A very smooth wall (no-slip condition at the wall).
- Gravity effects are neglected in this simulation as evident in previous studies [28–30].
- Henry’s law was applied to calculate the CO2 concentration at the interface of the

gas–liquid contact at the mouth of the pores (i.e., thermodynamic equilibrium state).
- The non-wetted mode was assumed, indicating that the pores are filled with CO2 with

no absorbent entry into the pores.
- The reaction between CO2 and the MEA is very fast (instantaneous), as the reaction

parameters satisfied the instantaneous reaction regime conditions, as can be seen in [22].
- Axis symmetry condition is assumed at the hollow fiber axis.

2.2. Governing Equations

Based on the previous assumptions, the steady-state material balance equations can
be expressed as follows [18]:

DCO2

(
∂2CCO2

∂r2 +
1
r

∂CCO2

∂r

)
− uz

∂CCO2

∂z
− k CCO2 CMEA = 0 (1)

DMEA

(
∂2CMEA

∂r2 +
1
r

∂CMEA
∂r

)
− uz

∂CMEA
∂z

− 2 k CCO2 CMEA = 0 (2)

where D presents the species diffusivity (m2/s), C is the species concentration (mole/m3),
and k is the reaction rate coefficient [m3/mol·s]. The CO2 concentration (mol/m3) inside
the absorbent at the pores surfaces mouths is calculated by Equation (3):

CCO2 = PCO2 ·HCO2 (3)
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where P represents the CO2 pressure (atm), and H is Henry’s constant (mol/m3·atm).
The velocity distribution for the MEA, u(r), can be estimated as a flow in a circular

pipe using Equation (4) [31].

u(r) = umax

(
1−

( r
R

)2
)

(4)

where r is the radius (m), R is the fiber inner radius (m), and umax (m/s) is the maximum
liquid velocity in the membrane lumen, which can be obtained by dividing the liquid flow
rate by the area of the lumen of the HFMC.

The reaction between the gas and the MEA, which is assumed to occur at the lumen
side and be instantaneous, can be expressed using Equation (5). The reaction rate constant
of the reaction reported by Hikita et al. [32] was used in the simulation (5.92 m3/mol. s
at 25 ◦C):

CO2 + 2RNH2 ↔ RNHCOO− + RNH+
3 (5)

rate =
−dCCO2

dt
= −

(
1
2

)(−dCMEA
dt

)
= k CCO2 CMEA (6)

Table 1 summarizes the different physical properties that are used in this simulation,
considering the effect of amine products on the physical properties of the MEA solution [22].

Table 1. Physical properties at different MEA concentrations.

MEA Concentration (M) 1 2 3 4

DCO2 (m2/s) 1.66× 10−9 1.397× 10−9 1.17× 10−9 9.49× 10−10

DMEA (m2/s) 9.45× 10−10 7.96× 10−10 6.68× 10−10 5.41× 10−10

HCO2 (mol/m3·kPa) 0.217 0.135 0.1385 0.142
k (m3/mol·s) 5.92

The CO2 absorption flux (J) (mol/m2. s) can be estimated using Equation (7) [25],
assuming instantaneous reaction, thus no CO2 in the MEA outflow.

JCO2 = 1
2πRL

(
1
2

[∫ R
0 2πru(r)(CMEA−inlet − (CMEA−inter f ace(r))z=L)dr

+2
∫ R

0 2πru(r)(Cco2−inter f ace(r))z=Ldr
]) (7)

For the simulation, the following boundary conditions were used:

- Zero CO2 concentration is assumed at the hollow fiber inlet with the MEA concentra-
tion equal to the feed concentration.

- CO2 concentration is calculated using Equation (3) with no MEA flux at the pore mouths.
- Outflow condition is also considered at the fiber outlet.
- The rest of the membrane surfaces are considered walls with no-slip conditions.

2.3. Simulation Time Reduction

Firstly, to reduce the simulation time while maintaining an acceptable level of accuracy,
several cuts of hollow fiber were created with different angles, as shown in Figure 3. The
chosen angles were 90◦, 45◦, 27◦, 9◦, and 2.5◦. Additionally, several fiber lengths ranging
from 100 microns up to 7200 microns were investigated. As described in Table 2, HFMC
absorption flux with a very short length was calculated to evaluate the effect of cutting
angle. Later on, calculations for longer lengths of the HFMC were performed, and the
results were extrapolated for the full length of the fiber. The extrapolated results were
then compared to the experimental results as will be shown in the following section of the
manuscript. The main used input parameters are summarized in Table 3. The absorption
flux was estimated for each case and is shown in Table 3.
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Table 2. Absorption flux simulation values at different angle cuts and lengths.

Fiber Length (µm)

Cutting Angle (◦) 90 45 27 9 2.5

Absorption Flux (mol/m2·s)

100 0.932 0.931 0.931 0.930 0.930
300 0.392 0.392 0.390 0.390 0.389
600 - 0.260 0.259 0.258 0.258
900 - - 0.24 0.24 0.24

1800 - - - 0.199 0.198
3600 - - - 0.174 0.174
7200 - - - - 0.161

Table 3. Main input parameters for the mesh dependency test.

MEA Concentration
(mol/L)

Absorbent Velocity
(m/s) Pore Size (µm) Surface Porosity

2 0.25 0.1 1%

As shown in Table 3, the hollow fiber cutting angle seems to have a negligible effect
on the CO2 absorption flux simulated values at different lengths, with a maximum error of
about 0.8%. Therefore, a 2.5◦ angle was used to expedite the simulation process. The results
were extended over the whole fiber to decrease the simulation time. As it is clear from
Table 3, the CO2 absorption flux is extraordinarily high at the entrance of the membrane,
and it sharply decreases by increasing the membrane length. This is because, at the entrance,
no layer was yet formed across the membrane surface to decrease the diffusion rate, hence
decreasing the flux.

2.4. Mesh Dependency Test

A mesh dependency test was performed to determine the proper mesh size for the
required simulation. Four fibers with a length of 1 mm and 2.5◦ cut and different mesh
sizes from 430,327 elements to 2,958,891 elements were investigated. The absorption flux
and MEA concentration profile at the fiber outlet were estimated for each case. The mesh
dependency test results are shown in Figure 4. Considering the absorption flux (Figure 4a),
the error between the mesh with 1,427,212 elements and the finer mesh with 2,958,891
elements is about 4.5%. Therefore, this mesh size (1,427,212 elements) was chosen for
completing the results, thus allowing for faster calculations while maintaining reasonable
accuracy. The difference in the MEA profile for different mesh sizes was completely
negligible for all mesh sizes as shown in Figure 4b. Although not shown here, the MEA
concentration profile in this study is very similar to our previous MEA concentration
profile [22].
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3. Results and Discussion
3.1. Simulation Validation

Instead of actually simulating the absorption flux in the full length of the hollow fiber,
which would have needed too many calculations, memory, computing power, and time,
another approach was chosen to estimate the CO2 absorption flux. The absorption flux of
several hollow fibers with different short lengths was calculated. Then, the calculated CO2
absorption flux was used to calculate the coefficients of a mathematical function that could
be used to present the relation between the actual hollow fiber length in the experimental
condition and the calculated absorption flux. This function was then used to extrapolate
the absorption flux of the actual length, and the estimated results were then compared
to experimental results in our previous studies. The simulation results of the absorption
flux at different fiber lengths for different MEA concentrations are shown in Figure 5. By
increasing the fiber length, the CO2 absorption flux was noticed to sharply decrease at
first, and then its change became almost flat. We think the initial extraordinarily high CO2
absorption flux is due to the non-fully developed MEA concentration boundary layer at
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the membrane entrance. By increasing the length, the flow regime became fully developed,
and the concentration boundary layer formed, thus decreasing the CO2 contact with a fresh,
non-saturated MEA solution. Subsequently, the CO2 absorption flux sharply decreased.
Based on the results in Figure 5, for more than 1000 µm of the hollow fiber length, the trend
of the CO2 absorption flux becomes almost linear in the logarithmic figure. The trendline
for the relationship between the fiber length and the absorption fluxes was noticed to be
similar to an algorithmic relation (y = A + B * ln(x)). Thus, the curve-fitting technique was
used to estimate the function coefficients A and B values at different MEA concentrations.
These values were calculated and are tabulated in Table 4.
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Figure 5. The estimated absorption flux at different fiber lengths for four different MEA concentra-
tions; The main parameters for this calculation are membrane surface porosity of 1%, a pore diameter
of 0.2 µm, and an MEA average velocity of 0.25 m/s.

Table 4. Algorithmic function coefficients for different MEA concentrations.

MEA Concentration (mol/L) 1 2 3 4

A 0.2634 0.5194 0.7055 0.8807
B −0.04652 −0.09283 −0.1269 −0.1592

Kumar et al. [26] found that when a physical absorption was applied for HFMC, by
increasing the absorbent inlet velocity from 0.1 to 0.5 m/s, the effect of the membrane
length on the local CO2 absorption flux decreased sharply. At an inlet velocity of 0.5 m/s,
no considerable change was noticed in the local CO2 absorption flux over the length of the
HFMC. It was reported by Shirazian et al. [12] that when a fast reaction occurs between
CO2 and the chemical absorbent, the CO2 removal efficiency does not change with the
membrane length very much. By decreasing the reaction rate, the membrane length effect
becomes considerable. Since MEA was used for CO2 absorption in our study, and the
reaction rate for CO2 in MEA is instantaneous, extrapolating the CO2 absorption flux over
the hollow fiber membrane length looks reasonable. Although not shown here, as it is still
under current investigation, the calculation time and memory were considerably decreased
when a different software was used to make the HFMC simulation, and the results were
then exported to Comsol. Then, we were able to extend our calculation to nearly 15 cm
length of the fiber (15 times longer than the current calculation). The new simulation and
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calculation results showed similar results to the current calculation and extrapolation that
was performed here with less than 8% error.

Using the estimated relation, the absorption flux was estimated under the same condi-
tions as the previous experimental results, and the simulation results were compared to
the actual experimental results of Rajabzadeh et al. [22]. The comparison results are shown
in Figure 6. The simulation results show an acceptable agreement with the experimental
results in all ranges of the studied MEA concentration, with a maximum error of less
than 20%, which validates the proposed simulation. This agreement becomes clearer at
high MEA concentration (4 mol/L). Comparing our current calculation with that of the
calculation we performed in our previous work with all surfaces as active layers available
for reaction shows that the current calculation considering the pore size and porosity shows
much better agreement with experimental results. Thus, it can be concluded that the
simulation and the curve fitting techniques used could estimate the CO2 absorption flux of
the membrane contactor with an acceptable degree of accuracy. It is worth mentioning that
the effect of the amine reaction products is already included in our previous simulation.
Therefore, we firmly believe that changing the CO2 absorption flux, especially at a high
MEA concentration (4 mol/L), is related to the effect of membrane surface porosity.
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Figure 6. Comparing the simulation results in the current study with that of the experimental results
and simulation without considering the effect of the membrane surface porosity [22]; fiber length of
27 cm, a pore diameter of 0.2 µm, and an MEA average velocity of 0.25 m/s.

Figure 7 shows the CO2 concentration distribution contours over the membrane
pores at two different MEA concentrations of 1 and 4 mol/L. It is noteworthy that by
increasing the absorbent concentration, the CO2 concentration around the pores decreases.
It approaches the saturation concentration just at the mouth of the pores, and the chance
for CO2 to diffuse around the pores sharply decreases. This is because the reaction rate of
the MEA with CO2 considerably increases. On the other hand, at low MEA concentrations,
the CO2 finds the chance to diffuse around the pores. Therefore, there is a chance to make
a saturated CO2-absorbed layer over the pores which covers the membrane surface, thus
making the membrane structure effect negligible.
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Figure 7. CO2 concentration distribution over the membrane surface (absorbent concentration:
(a) 1 mol/L and (b) 4 mol/L with pores diameter of 0.2 µm. circles in the figure show a hollow fiber
pore mouth.

3.2. Effect of Average Absorbent Velocity

In order to further verify our developed simulation, we tried to compare our simulation
results with that of the experimental results [22] when the average absorbent velocity is
changed. The results are shown in Figure 8. As can be clearly seen, the simulation results
are in good agreement with the experimental results. Hence, this confirms the ability of
the simulation and extrapolating techniques to estimate the CO2 absorption flux of the
membrane contactor with an acceptable degree of accuracy.

Sustainability 2022, 14, x FOR PEER REVIEW 11 of 16 
 

3.2. Effect of Average Absorbent Velocity 

In order to further verify our developed simulation, we tried to compare our simula-

tion results with that of the experimental results [22] when the average absorbent velocity 

is changed. The results are shown in Figure 8. As can be clearly seen, the simulation results 

are in good agreement with the experimental results. Hence, this confirms the ability of 

the simulation and extrapolating techniques to estimate the CO2 absorption flux of the 

membrane contactor with an acceptable degree of accuracy. 

 

Figure 8. Simulation results versus experimental results at different absorbent average velocities; 

Main parameters for simulations: Fiber length of 27 cm, a membrane surface porosity of 1%, a pore 

diameter of 0.2 µm, and an absorbent concentration of 2 mol/L. 

Figure 9 presents the CO2 concentration distribution contours over the membrane 

pores at two different inlet absorbent velocities. As can be seen, by increasing the absor-

bent flow rate, the CO2 concentration around the pores decreases. The CO2 concentration 

approaches the saturation concentration just at the mouth of the pores, and the chance for 

CO2 to diffuse around the pores decreases sharply. By increasing the absorbent velocity, 

the thickness of the concentration boundary layer of MEA at the membrane surface de-

creases, and the CO2 reaction rate increases since the chance of contacting CO2 with fresh 

MEA increases. Contrary to the high absorbent average velocity, CO2 finds the chance to 

diffuse slightly more around the pores at a low absorbent velocity. This condition in-

creases the chance of making a saturated CO2-absorbed layer on the pores covering the 

membrane surface, decreasing the effect of the membrane structure. However, this effect 

is not as clear as changing the absorbent concentration. 

Figure 8. Simulation results versus experimental results at different absorbent average velocities;
Main parameters for simulations: Fiber length of 27 cm, a membrane surface porosity of 1%, a pore
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Figure 9 presents the CO2 concentration distribution contours over the membrane
pores at two different inlet absorbent velocities. As can be seen, by increasing the absorbent
flow rate, the CO2 concentration around the pores decreases. The CO2 concentration
approaches the saturation concentration just at the mouth of the pores, and the chance for
CO2 to diffuse around the pores decreases sharply. By increasing the absorbent velocity, the
thickness of the concentration boundary layer of MEA at the membrane surface decreases,
and the CO2 reaction rate increases since the chance of contacting CO2 with fresh MEA
increases. Contrary to the high absorbent average velocity, CO2 finds the chance to diffuse
slightly more around the pores at a low absorbent velocity. This condition increases the
chance of making a saturated CO2-absorbed layer on the pores covering the membrane
surface, decreasing the effect of the membrane structure. However, this effect is not as clear
as changing the absorbent concentration.
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Figure 9. CO2 concentration distribution over the membrane surface; absorbent average velocity:
(a) 0.062 m/s and (b) 0.5 m/s, pore diameter of 0.1 µm, and an absorbent concentration of 2 mol/L.

3.3. The Effect of Changing the Porosity and Pore Size

The model was then used to study the effect of the membrane porosity and pore
size on the CO2 absorption flux at four different MEA solution concentrations. The pore
size increased from 0.05 µm to 0.2 µm while keeping the number of pores the same, thus,
increasing the surface porosity with the increase in pore size. The simulation results are
shown in Figure 10. Increasing the surface porosity by increasing the membrane surface
pore size was found to significantly enhance the CO2 absorption flux, as shown in Figure 10.
Increasing CO2 absorption flux by increasing the surface porosity is entirely plausible since
it provides a higher chance of contact between CO2 and MEA and results in higher CO2
absorption flux. When the chemical reaction is used for HFMC gas absorption at low
surface porosity at the interface, it is the absorption-controlling step.
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Figure 10. The effect of the membrane surface porosity on the CO2 absorption flux. The number of
pores was kept constant, and the pore size varied from 0.05 µm to 0.2 µm.

The effect of the membrane pore size on the CO2 absorption flux at a fixed surface
porosity of 1% was evaluated by changing the pore size diameter with changing the number
of pores to keep the porosity fixed at 1%. Figure 11 shows the effect of the membrane
surface pore size on the CO2 absorption flux at fixed surface porosity for two different pore
sizes of 0.1 µm and 0.2 µm. Additionally, Figure 12 presents the flux contours around the
pores for two different pore sizes, namely 0.1 and 0.2 microns. It should be mentioned here
that the number of pores in the simulation increases exponentially by decreasing the pore
diameter. In this study, when the pore size is decreased to 0.05 µm, the calculation time and
needed memory are increased exponentially. Thus, we could not perform the calculation
for 0.05 µm pore size, as it was far beyond our workstation capabilities. Surprisingly, we
can see that membranes with a smaller pore size showed a higher gas absorption flux. This
trend sounds interesting because it is strongly in line with our raised hypothesis that when
the pore size is large, the possibility of forming the thin film layer of MEA with dissolved
CO2 near the pore mouth increases. When this layer forms, the CO2 cannot contact fresh
MEA, and the reaction rate and CO2 absorption flux decrease. On the other hand, when the
pore size is small, the chance for CO2 to diffuse around the pore mouth and make a thin
layer decreases as soon as CO2 exits from the pore and contacts the fresh MEA. Therefore,
the reaction rate and CO2 absorption flux increase. This phenomenon is schematically
shown in Figure 1. It can be concluded that using a membrane with a small pore size at
a fixed surface porosity is much more beneficial for the CO2 absorption flux. However,
fabrication costs would probably increase. A future economic study is required to estimate
the optimal pore size which can achieve high performance at a reasonable cost.
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Figure 11. The effect of the membrane pore size on the CO2 absorption flux. The surface porosity
was fixed at 1%, and the pore size varied from 0.1 µm to 0.2 µm.
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4. Conclusions and Future Work

A numerical simulation was established to simulate the absorption of CO2 into MEA
within hollow fiber membrane contactor modules. The simulation was used to establish a
relationship between the absorption flux and the fiber length, which was used to estimate
the CO2 absorption flux at long hollow fibers. The simulation results were validated using
experimental data from our previously published paper. The simulation results were in
good agreement with the experimental results with a maximum error of less than 20%. The
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validated simulation was then used to investigate the effects of the absorbent inlet velocity
and concentration and membrane surface pore size and porosity at the liquid–gas interface
on the CO2 absorption flux and the CO2 concentration profiles. Using high absorbent
velocity, MEA concentration, porosity, and small pore size at a fixed-surface porosity was
beneficial for obtaining high CO2 absorption flux. The CO2 concentration contours showed
that by using high absorbent velocity, MEA concentration, low porosity, and small pore size
at a fixed surface porosity, the CO2 concentration is limited just to the mouth of the pores
of the membrane. In this situation, the possibility of CO2 diffusion around the mouth of
the pore decreases, and the CO2 absorption flux increases. Although it needs more detailed
investigations, the established simulation showed the potential to be efficiently utilized to
study the absorption phenomenon within the membrane contactors.

Future investigations regarding the model may include a full parametric investigation
to study the limits of the proposed model and the effects of changing the pore size and
porosity of the membrane on the model results compared to the experimental results.
Using the same model for other absorption pairs is also an important study. Applying
the fitting over long hollow fiber lengths is also in the works. The effect of impurities in
the CO2 stream should also be investigated, as it may block the membrane pores which
may decrease the absorption flux and affect the module performance. Additionally, the
effects of long-term operation on the module performance are a very vital parameter for
practical applications.
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Abstract: Employing environmentally friendly reducing and capping materials to synthesize gold
nanoparticles is an exciting research point. However, the used materials usually need a long reduction
time that can take days. In this work, the instantaneous production of small-sized (less than 20 nm) gold
nanoparticles is investigated using ascorbic acid, gelatin, and a mixture of the two agents at different
preparation conditions (at room temperature; 20 ± 3 ◦C and near boiling temperature; 95 ± 3 ◦C).
Particle size analysis, as well as transmission electron microscopy, were used to assess the produced
particles’ physical characteristics. The structural changes and optical characteristics of the nanoparticles
were monitored using UV–visible spectroscopy. Fourier Transform Infrared spectroscopy (FTIR) was
used to establish the presence of a gelatin coating over the gold nanoparticles. The morphology of
the produced nanoparticles at 95 ± 3 ◦C was spherical with a size ranging from 8–18 nm, whereas
urchin-shaped nanoparticles ranging from 24–100 nm were formed at 20 ± 3 ◦C reaction temperature.
The presence of hydroxyl and amine groups associated with the gelatin was confirmed using FTIR.
This could be a step for wider usage of green synthesized nanogold particles in several applications.

Keywords: gold nanoparticles; instant nanosynthesis; urchin-shaped nanogold; green capping agent;
biocompatible nanogold

1. Introduction

Nanotechnology research has recently emerged as a vital key to obtaining novel, desirable
properties from well-known conventional materials [1]. Nanomaterials have at least one di-
mension within the nanometer range [2]. Although almost any material in existence could exist
within the nanoscale, noble metals-based nanoparticles hold a special value. They generally
have some exceptional characteristics that can be tailored for many useful applications.

Gold is considered one of the most famed noble metals to be prepared in nanoscale
forms [3]. Gold nanoparticles drew increasing interest due to their excellent optical,
electronic, and magnetic properties [4], as well as their biocompatibility [5] and non-
toxicity [6]. Gold-based nanomaterials have been previously prepared in different nanos-
tructures like nanoparticles [7,8], nanorods [9,10], nanowires [11,12], nanostars [13,14],
nanospheres [15,16], and nanotriangles [17,18]. Nanogold-based materials were utilized for
different purposes, such as catalysis [19], energy storage and conversion [20], biomedical
therapeutics [20–22], drug delivery [23], photonics [24], and biosensing [25,26].

Composite nanostructures that combine gold with other materials, such as iron [27],
silver [28], and graphene [28], were also investigated and prepared. Moreover, researchers man-
aged to prepare fairly complicated composite morphologies. For example, Nghiem et al. [29]
managed to prepare a composite comprising a core–shell nanostructure, combining a silica
core with a gold shell.
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Nanostructure attributes are greatly influenced by their physicochemical characteris-
tics, which include particle volume, form, and composition. Furthermore, for composite
nanostructures, the properties are also affected by the molecular distribution within the
particle [30]. Tuning and manipulating these characteristics allows control or maximization
of the desired attribute to be suitable for a specific application. In the case of catalysis,
for example, catalytic activity and selectivity are strongly influenced by the surface area,
composition, and shape of the nanostructure [31]. On the other hand, when the object is to
enhance the optical attributes of a nanostructure for imaging functions, controlling those
characteristics would impact absorption and scattering efficiency [32].

It is evident that the manipulation of these nanostructures during the synthesis process
is essential to produce predictable and distinct physical and chemical properties. This is
critical not only for optimizing their performances but also for understanding the structure-
performance relations. This can be partly achieved through the nanostructure controllable
preparation method.

Microemulsion [33], reversed micelles [34], seeding growth [35], sonochemistry [36],
photochemistry [37], radiolysis [38], and chemical reduction [39] techniques have all been
used for gold nanostructure preparation. Several chemical reductants have been used
to reduce the gold precursor (chloroauric acid, HAuCl4), such as 1-amino-2-naphthol-4-
sulphonic acid [40], monosodium glutamate [41], sodium borohydride [42], amine [43], etc.
Recently, natural materials have been used as green reductants, such as ascorbic acid [44],
piper beetle leaf broth [45], a polyphenol extracted from leaf buds of camellia Sinensis
tea [46], aspartame [47], Rhizopus oryzae fungal strain [48], and gelatin [3].

One of the earliest and simplest methods for preparing gold nanoparticles is the
Turkevich technique [49], which uses sodium citrate to both reduce the gold precursor
(HAuCl4) and prevent further particle development and retain the formed gold in the
nano range as well as prevent the nanogold from aggregation. The second role of the
used sodium citrate is a capping agent that can offset the Van der Waals tractive forces
through steric and electrostatic repulsions, hence reducing the aggregation phenomenon.
However, the stability and dispersity of the produced gold nanoparticles are often poor [50].
In recent years, another technique was developed to adjust the reaction pH utilizing
a buffer rather than a solution to present nanoparticles with high monodispersity [51].
Also, ethylenediaminetetraacetic acid (EDTA) was used to improve the uniformity of the
produced nanogold with better size control [52].

Gold nanoparticles have excellent potential for the immobilization of biomolecules
because they are biocompatible and bind readily to a range of biomolecules, such as amino
acids, proteins, DNA, and enzymes. Nanogold membranes can be used as templates for the
immobilization of enzymes [53]. Consequently, the bioconjugate material could be easily
separated after reaction by mild centrifugation and easily reused. This membrane can also
be used in nanoplasmonic sensors [54].

As can be seen, the search continues for producing proficient gold nanostructures
using green reducing and capping agents that combine sustainability and efficiency [55].
In the literature, some authors used surfactants to obtain such small sizes that resulted in
chemical contamination. Others claimed to produce nanoparticles instantaneously without
quantifying the exact reaction time. On the other hand, most of the published research
did not obtain uniform shapes but mostly a mixture of different shapes [56]. In this work,
the instantaneous fabrication of gold nanoparticles with two different morphologies using
a green, reducing agent (ascorbic acid) and a green capping agent (gelatin) along with
distilled water as solvent was investigated and presented. Ascorbic acid (B1), gelatin (B2),
as well as a mixture of both (M) were tested as reducing agents of the gold precursor. Two
different morphologies were obtained under the sole influence of changing the reaction
temperature. Particle size analysis, as well as transmission electron microscopy, were
used to assess the produced particles’ physical characteristics. The structural changes and
optical characteristics of the nanoparticles were monitored using UV–visible spectroscopy.
Moreover, the crystal nature of the prepared gold nanoparticles was determined by X-ray
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Diffraction (XRD), and Fourier transform infrared spectroscopy (FTIR) was used to establish
the presence of a gelatin coating over the gold nanoparticles. Small-sized spherical and
urchin-shaped nanoparticles were successfully obtained. Urchin-shaped nanoparticles
were formed. This unique shape has special plasmon properties due to the unsmooth
surface that causes a greater enhancement of the electromagnetic field at the ends of the
urchin-shaped nanoparticle spikes supplemented by a red shift in the peak [57]. For that,
disease diagnostics and therapy are strongly suggested as some of the potential applications
of the prepared unique urchin-shaped nanogold.

2. Materials and Methods
2.1. Materials

Ascorbic acid (B1) was purchased from HiMedia chemicals. Hydrogen tetrachlor-
ourate (III) (HAuCl4, 30%wt in HCl) and gelatin (B2) from the skin were purchased from
Sigma-Aldrich. Ferulic acid (≥99.5%) was obtained from Fluka (Schwerte, Germany).
Glycerin (>98%) was purchased from Oxford Laboratory Reagent (Mumbai, India) Ethanol
(purity ≥ 98%) was acquired from Sigma-Aldrich. Formic acid (85%) was obtained from
Laboratory Chemicals (Cairo, Egypt). For the preparation of the mixture solution, distilled
water was used. Figure 1 presents the chemical composition of ascorbic acid and gelatin.
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2.2. Methods
Gold Nanoparticles Preparation

Six different sets of experiments were performed to synthesize gold nanoparticles. The
nanoparticles were synthesized using only ascorbic acid (B1), only gelatin (B2), and a mixture
of them (M) at two different temperatures: near boiling temperature(BT) (95 ± 3 ◦C) and
at room temperature (RT) (20 ± 3 ◦C). In a beaker, a quantity of 10 mL was taken from
tetrachloroauric acid (with 30% Au) solution and diluted with 40 mL of distilled water. It
was then heated to near boiling temperature with a continuous stirring at 200 rpm. It formed
a clear pale yellowish solution (pH 2 ± 0.07). In another beaker, a gelatin solution (1% by
volume; pH 4.3 ± 0.02), an ascorbic acid (1% by volume; pH 3.9 ± 0.04), and a mixture of
both (1% by volume; pH 4) were prepared at the same temperature (95 ± 3 ◦C) along with
stirring for 15 min. The boiled solution of the components was immediately poured into
the gold precursor solution with continuous mixing (pH 3.3 ± 0.02). The same process was
repeated at RT (20 ± 3 ◦C) without heating. Only a little heating (10 min at 40 ◦C) was used
to dissolve the gelatin, then it was kept until it cooled down to RT before use.

2.3. Characterization
2.3.1. UV–Visible Spectrophotometer Measuring

UV–visible spectra of the instantly-formed gold nanoparticle solutions were recorded
over a 200–900 nm wavelength by a Libra S32 Spectrophotometer (Biochrom, UK). The
mixing was done immediately inside the used cuvette before measuring.
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2.3.2. Transmission Electron Microscopy (TEM) imaging

TEM images were performed by JEM-2100F Transmission Electron Microscope (JEOL,
Tokyo, Japan). A drop of gold solution was poured into a water sample over a copper mesh,
then dried at room temperature for one day to prepare the sample. The histograms of the
particle size distribution were estimated using ImageJ software.

2.3.3. Particle Size Analysis

The samples were recorded by a Tensor 27 Bruker spectrophotometer with 32 scans,
2 cm−1 resolution. The used gold solution was freshly prepared before measuring.

2.3.4. X-ray Diffraction (XRD) Analysis

The morphology of the prepared gold nanoparticles was carried out using a Bruker
AXS XRD with CuKα as an X-ray source at 50 kV and 100 mA. The formed nanoparticle
was drop-coated onto a glass substrate and dried in a desiccator for 24 h before measuring.

2.3.5. Fourier Transform-Spectroscopy (FT-IR) Analysis

An FT-IR spectrometer (Bruker, Japan) was used to study the chemical structure of
the produced gold nanoparticles. FT-IR spectra in the range of 4000 to 400 cm−1 with
a resolution of 4 cm−1 were used. The gold nanoparticles were precipitated and washed
with ethanol and then dried in the desiccators at RT for a day before measuring.

3. Results and Discussion

Figure 2 presents the different stages of the gold nanoparticle preparation process. It
was noticed that in the case of using the mixture and preparing at near boiling temperature,
the solution color changed from pale yellowish to red almost immediately with the addition
of the first drop of the gold precursor into the reducing and capping agents (Figure 2b). The
red color indicates gold nanoparticle formation, which increases with adding more from
the mixture, as shown in Figure 2c. On the other hand, in the case of using the mixture
and preparation at room temperature, the color change was not noticed by the naked eye
for almost 15 min. As for the blank experiments, i.e., ascorbic acid and gelatin at room
temperature (B1,RT, B2,RT) and near-boiling temperature (B1,BT, B2,BT), it took up to 30 min
before a change in color could be noticed. After adding absolute ethanol, precipitation of
the gold nanoparticles could be observed, as seen in Figure 2d.

The morphology of the green synthesized gold nanoparticles was observed by TEM.
Figure 3 shows samples of TEM images of the gold nanoparticles formed using only
ascorbic acid at RT and BT, only gelatin at RT and BT, and a mixture of ascorbic acid and
gelatin together at the different preparation temperatures. Figure 4 presents histograms
of the particle size distribution estimated using ImageJ software. As can be seen from the
figures, most gold nanoparticles formed near boiling temperature had a spherical shape.
The average diameter was in the range of 5–20 nm in the case of using the ascorbic acid
(B1,BT), and in the range of 3–14 nm in the case of using the gelatin (B2,BT). However, the
average diameter of the instantly formed gold particles when using the mixture at (M,BT)
was in the range of 5–22 nm. On the other hand, the gold nanoparticles formed at room
temperature had different shapes. Irregular shapes with an average diameter in the range
of 9–34 nm were formed when using ascorbic acid alone B1,RT. A mixture of spherical and
urchin-shaped gold nanoparticles with an average diameter range of 2–8 nm was obtained
using gelatin (B2,RT). Surprisingly, using both ascorbic acid and gelatin together at room
temperature (M,RT) resulted in the formation of urchin-shaped nanoparticles with particle
sizes ranging from 20–120 nm. A larger size of particle than the spherical-shaped particles
was obtained at MBT. In general, the reaction temperature affected not only the shape
but also the size range of the formed gold nanoparticles. Table 1 summarizes the mean
diameter and standard deviation of each case.
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Table 1. Summary of the mean value and standard deviation of the obtained gold nanoparticles at
two different reaction temperatures.

Sample Mean Value (nm) Standard Deviation (nm)

B1,RT 20.3 6.6
B1,BT 14.0 3.6
B2,RT 4.3 1.5
B2,BT 7.2 3.2
M,RT 65.6 25.1
M,BT 11.8 3.6

The obtained results show that the higher temperature of the reaction resulted in the al-
most instantaneous creation of gold nanoparticles in a uniform shape. This is in full agreement
with previous research [57–59], in which the reaction temperature decisively controlled the
formation of small gold nanoparticles. Generally, the temperature accelerates the nucleation
process and with the aid of the used capping agent, the gold nanoparticles are able to maintain
their small size. However, the lower reaction temperature causes a limited nucleation process
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and provides a chance for particle growth to yield a larger particle size, which the naked
eye can notice after longer reaction times (15–30 min). On the other hand, at a relatively
low pH medium (pH 3.3 ± 002), the formation of gold nanoparticles is carried out through
an intermediate [AuCl3(OH)]− which undergoes a LaMer burst nucleation within about
10 s [60,61]. However, at higher pH mediums, a much longer nucleation time (around 60 s)
is required, and the particles undergo reduction through [AuCl2(OH)]2

−and [AuCl(OH)]3
−

followed by a much slower growth process. When coupling both effects of high temperature
and pH, a uniform low-size range of gold nanoparticles could be produced [58,61].

UV–visible spectroscopy can check for morphological changes and optical properties
as nanoparticles display surface plasmon resonance (SPR) varying with its form and size at
different frequencies [57,61]. The reaction was executed inside the device cuvette for 30 s and
the measurement of the mixed solution was done immediately for higher accuracy. Figure 5a
shows a UV–visible spectrum of an aqueous solution of gold precursor in water at room
temperature (20 ± 3 ◦C), mixed with only ascorbic acid (B1,RT), and mixed with only gelatin
(B2,RT). The figure also presents the spectra of the gold prosecutor mixed with both agents at
room temperature (M,RT) as well as near boiling temperature (M,BT). All the measurements
took place within 2 min from the reaction beginning (i.e., 30 s for mixing and around 60 s for
measuring). As noted, there are no peaks for the used gold precursor solution in water or the
solution of gold precursor with the ascorbic acid. However, the presence of gelatin with the
gold precursor shows a surface plasmon resonance broad band at around 570–600 nm. In the
case of the gold prosecutor with the mixture, a strong absorption band around 500–600 nm
is observed that corresponds to the excitation of surface plasmon vibrations in the gold
nanoparticles. The presence of both ascorbic acid and gelatin shows a broader SPR beak at
around 507–667 nm. It can be seen that the peak was broadened with urchin-shaped gold
nanoparticles, as illustrated in TEM images in the previous section, which was prepared
at RT (20 ± 3 ◦C). This broad peak can be attributed to the existence of transversal and
longitudinal SPR [62]. The sharp increase in the UV band at a wavelength of about 500 nm
may be due to the instantaneous formation of the nanogold particles during the measurement,
as the reaction was processed within the measuring cuvette for maximum accuracy. The
unsmooth surface causes a greater enhancement of the electromagnetic field at the ends of
the urchin-shaped nanoparticle spikes supplemented by a red shift in the peak [57].

Additionally, the uneven distribution of the surface electron layers in the urchin-
shaped gold nanoparticles is what causes the difference in absorption qualities between
them and the spherical ones [45,63]. On the other hand, the much less broad SPR absorption
band of gold nanoparticle that was prepared near boiling temperature (95 ± 3 ◦C) appeared
at 540 nm. Figure 5b shows there was not a noticeable difference in the SPR after 12 min of
mixing the gold precursor and both ascorbic acid and gelatin together at room temperature
(the measuring was executed with 2-min intervals).

Furthermore, Figure 5c shows the same determined SPR band after 12 min mixing
between the gold precursor mixed with both ascorbic acid and gelatin at near boiling
temperature (95 ± 3 ◦C). Regarding using only ascorbic acid with the gold precursor near
BT (B1,BT), a small SPR band was formed compared to (B1,RT) in Figure 5a, which can be
ascribed to the fast growth of gold nanoparticles with the ascorbic acid with heating.

It is considered common knowledge that gold nanoparticles smaller than 2 nm do
not demonstrate SPR [57,64]. Such small gold nanoparticles can be determined by using
a particle size analyzer as shown in Figure 6. The use of either ascorbic acid or gelatin at
near boiling temperature (95 ± 3 ◦C) can produce gold nanoparticles. To stop the growth of
gold particles and/or to reduce the nanoparticle aggregation, the addition of pure ethanol
with a ratio of 3:1 ethanol/reaction solution was done after 2 min of mixing at BT and
after 15 min mixing at RT. The effect of ethanol is strongly illustrated by a reduction in
the particle size of the formed gold nanoparticles produced using only the reducing agent
(ascorbic acid) at 95 ± 3 ◦C from 257–421 nm to a much narrower 6–13 nm size, whereas the
addition of ethanol to the solution of gold precursor and gelatin at BT resulted in shifting
the particle size range from 45–74 nm to 95–200 nm.
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Figure 6. Particle size analyzer of the formed gold nanoparticles suspended in the reaction solution,
and after adding ethanol. The nanoparticles were synthesized using (a) only ascorbic acid (B1,BT) and
only gelatin (B2,BT). (b) Using both ascorbic acid and gelatin at both room temperature (M,RT), and
near the boiling point (M,BT).

It seems the role of ethanol is different in the two cases; in the case of using ascorbic
acid, the used ethanol may reduce the particle size growth, but in the case of using gelatin,
the used ethanol reduced the role of gelatin as a capping agent and enhanced the particle
aggregation. The degradation effect of the ethanolic solution on the ascorbic acid was previ-
ously proven [64] in which the higher ethanol concentration (>50%) promotes lowering the
water activity environment that supports the degradation of ascorbic acid into a transitional
compound; L-xylosone, and then to other carbon compounds [65]. Therefore, adding the
ethanol solution will lead to stopping the reducing reaction and result in a reduction in
the particle size of the produced nanogold. Meanwhile, ethanol with a high concentration
(>50%) works on the precipitation of gelatin into particles [66]. Therefore, the effectiveness
of the gelatin as a capping agent is weakened, and a larger gold particle size is formed. The
results of B1,RT, and B2,RT were not within the measuring limit, which may be attributed to
the formation of an extremely small particle size (out of the measuring limits of the particle
size analyzer; <3 nm). In the case of using both ascorbic acid and gelatin near BT as shown
in Figure 6B, the size of produced nanoparticle shifted from 16–27 nm to 3–8 nm. In the
case of using both ascorbic acid and gelatin at RT, the size of produced urchin-shaped gold
nanoparticles shifted from 21–45 nm to 3–17 nm. From the obtained results, we can assume
that the addition of ethanol may be a tool to control the size of the gold nanoparticles
according to the targeted final gold particle size.
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The existence of gold nanoparticles was verified using XRD. Figure 7 shows diffraction
peaks for the used gold precursor in distilled water at 95 ± 3 ◦C reaction temperature
and the green synthesized nanoparticles using a mixture of ascorbic acid and gelatin as
a reducing agent and a capping agent, respectively at 95 ± 3 ◦C reaction temperature. The
determined four strong Bragg diffraction peaks at 38.18◦, 44.02◦, 65.75◦, and 78.02◦ can be
assigned to the (111), (200), (220), and (311) planes [67,68]. It is possible to interpret these
diffraction peaks as a face-centered cubic of gold and a natural crystal structure [58,59].
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Figure 7. XRD diffraction patterns of gold precursor (hydrogen tetrachlorourate) and the formed
gold nanoparticles at 95 ± 3 ◦C after adding ethanol, decantation, and drying in a desiccator.

The FT-IR spectrum shown in Figure 8 illustrates the existence of the following groups:
the strong, broad band observed at 3414 cm−1 suggests the existence of the O-H group
and primary amine O-H band. The band at 2953 cm−1 may correspond to C-H stretching
vibrations of the alkanes group, and the band at 1641 cm−1 indicates the existence of amide I.
The narrow peak at 1541 cm−1 can be assigned for the presence of amide II. The peak at
1437 cm−1 may be attributed to –N-H. The peak at 1257 cm−1 can be assigned to –C-O. The
narrow peak at 1084 cm−1 can be attributed to the presence of C-N stretching vibrations of
aliphatic amines. This FT-IR spectrum indicates the presence of gelatin as a capping agent for
gold nanoparticles even after the addition of ethanol to the formed gold nanoparticles. FT-IR
proposed that both carboxylic acid groups and amine groups share the conjugation with gold
surfaces as well as the possibility of further conjugation with other molecules.

Sustainability 2022, 14, x FOR PEER REVIEW 12 of 16 
 

 

 
Figure 8. FT-IR spectra of gold nanoparticles formed near BT (red solid line) and at RT (black dashed 
line). 

4. Conclusions 
Spherical gold nanoparticles and urchin-shaped gold nanoparticles were successfully 

and instantly produced using a green-natured reducing agent (ascorbic acid), and a green-
natured capping agent (gelatin). Gelatin could be used as both a reducing and capping agent 
as reported in previous research [67], but the formed gold nanoparticles are not urchin-
shaped. In in vivo applications, urchin-shaped particles are preferred to spherical ones be-
cause they have a lower background and more effectively transmit near-infrared light 
through biological tissues [58]. For that, the authors strongly propose utilizing the prepared 
unique urchin-shaped nanogold in disease diagnostics and therapeutical applications. 

Table 2 shows that using both ascorbic acid and gelatin together resulted in an instant 
production of two different morphologies of gold nanoparticles as the effect of the reac-
tion temperature: at RT (20 ± 3 °C) and near BT (95 ± 3 °C). The role of gelatin is mainly as 
a capping agent, although it can be considered as a second reducing agent. The mixing 
time in a mixture of ascorbic acid and gelatin was shorter than those of either only ascorbic 
acid or only gelatin, especially at a room temperature reaction, due to the higher reaction 
rates indicated by the change in the solution reaction. Using both gelatin and ascorbic acid 
together resulted in a spontaneous reaction that can be used to shift the formed gold par-
ticles to extremely small sizes. The use of ethanol effectively reduced the aggregation of 
the particles. However, it had the opposite effect in the case of using gelatin alone. Re-
garding the used analysis techniques, the particle size analyzer was proved unsuitable for 
irregular (urchin-shaped) nanoparticles. However, it could be used as an indication of the 
formed, small, and smooth morphology. 

From this study, it is clear that the synthesis of biocompatible gold nanoparticles us-
ing both ascorbic acid and gelatin together as reducing and capping agents, respectively, 
is an instant, flexible, and green method. They produced spherical and urchin-shaped 
gold nanoparticles, which are candidates for use in medical, pharmaceutical, food, and 
cosmetics applications. 

  

Figure 8. FT-IR spectra of gold nanoparticles formed near BT (red solid line) and at RT (black
dashed line).

448



Sustainability 2022, 14, 16838

4. Conclusions

Spherical gold nanoparticles and urchin-shaped gold nanoparticles were successfully
and instantly produced using a green-natured reducing agent (ascorbic acid), and a green-
natured capping agent (gelatin). Gelatin could be used as both a reducing and capping
agent as reported in previous research [67], but the formed gold nanoparticles are not urchin-
shaped. In in vivo applications, urchin-shaped particles are preferred to spherical ones
because they have a lower background and more effectively transmit near-infrared light
through biological tissues [58]. For that, the authors strongly propose utilizing the prepared
unique urchin-shaped nanogold in disease diagnostics and therapeutical applications.

Table 2 shows that using both ascorbic acid and gelatin together resulted in an instant
production of two different morphologies of gold nanoparticles as the effect of the reaction
temperature: at RT (20 ± 3 ◦C) and near BT (95 ± 3 ◦C). The role of gelatin is mainly as
a capping agent, although it can be considered as a second reducing agent. The mixing
time in a mixture of ascorbic acid and gelatin was shorter than those of either only ascorbic
acid or only gelatin, especially at a room temperature reaction, due to the higher reaction
rates indicated by the change in the solution reaction. Using both gelatin and ascorbic
acid together resulted in a spontaneous reaction that can be used to shift the formed gold
particles to extremely small sizes. The use of ethanol effectively reduced the aggregation
of the particles. However, it had the opposite effect in the case of using gelatin alone.
Regarding the used analysis techniques, the particle size analyzer was proved unsuitable
for irregular (urchin-shaped) nanoparticles. However, it could be used as an indication of
the formed, small, and smooth morphology.

From this study, it is clear that the synthesis of biocompatible gold nanoparticles
using both ascorbic acid and gelatin together as reducing and capping agents, respectively,
is an instant, flexible, and green method. They produced spherical and urchin-shaped
gold nanoparticles, which are candidates for use in medical, pharmaceutical, food, and
cosmetics applications.

Table 2. Summary of the size range and morphology of the obtained gold nanoparticles at two differ-
ent reaction temperatures.

Preparation
Temperature Property Ascorbic Acid (B1)

pH 3.6 ± 0.02
Gelatin (B2)

pH 3.1 ± 0.01
Ascorbic Acid and Gelatin (M)

pH 3.3 ± 0.02

RT (20 ± 3 ◦C)

Determined
Size (nm)

TEM
(water)

Particle size TEM
(water)

Particle size TEM
(water)

Particle size

Water Eth. water Eth. water Eth.

9–34 - - 2–8 - - 20–120 21–45 3–17

Morphology Irregular Spherical/Urchin mix Urchin

Mixing time 30 min 30 min 15 min

BT (95 ± 3 ◦C)

Determined
Size (nm)

TEM
(water)

Particle size TEM
(water)

Particle size TEM
(water)

Particle size

Water Eth. water Eth. water Eth.

5–20 257–421 6–13 3–14 45–74 95–200 5–22 16–27 3–8

Morphology Spherical

Mixing time 10 min 20 min 2 min
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Abstract: This paper presents a numerical study of detailed heat transfer and flow field characteristics
in a flat plate heat exchanger with different types of ribs (rectangular and triangular) with different
heights (H: 2.5, 5, 7.5, and 10 mm) and spacings (S: 75, 95, 128, and 195 mm). A comprehensive
numerical model was established and validated with experimental data in the literature, resulting
in good agreement. The effects of the height, spacing, and shape of the ribs in addition to thermal-
hydraulic parameters were investigated over two values of the Reynolds number (9880–3210). The
results concluded that the highest values of the thermal-hydraulic parameters are 1.62 and 1.84 for
the hot and cold air sides, in the rectangular ribs, with a thickness, height, and spacing of 75 mm, and
95 mm, respectively. It is worth mentioning that the rectangular ribs have the maximum value of
thermal performance at the high and low values of the Reynolds number of turbulent flows. The
present design can be used in waste heat recovery systems.

Keywords: numerical simulation; heat transfer enhancement; turbulent flow; plate heat exchanger

1. Introduction

Heat transfer augmentation techniques are essential in many industrial applications
because they allow for compact heat exchangers with high thermal performance [1].

Several studies have shown interest in improving heat transfer in engineering applica-
tions. There are typically three methods for improving heat transfer: Active, passive, and
compound techniques. In the active technique, an external source of energy is required
to enhance the heat transfer such as surface vibration, magnetic field, jet impingement,
etc. In the passive technique, the configuration of the system has some modifications to
improve the heat transfer such as ribs and dimples, rough surfaces, nanoparticles, etc. In
the compound technique, the combination of active and passive methods occurs [2].

The passive technique can be divided into three groups (using nanoparticles, geometry
modifications, and a combination between nanoparticles and geometry modifications)
as follows:

Firstly, nanoparticles are added to the fluid to create nanofluids. Nanofluids have
recently been seen as a promising choice for thermal fluids and can be effectively used
for heat transfer. The nanofluids significantly enhance the heat exchanger’s thermal per-
formance in various applications, such as CPU (central processing unit) coolers [3] and
annulus and plate heat exchangers [4]. On the other hand, the nanoparticles were also
added to phase-change materials (PCMs) to enhance their thermal conductivity in different
applications [5,6].

Secondly, geometry modifications are made by using dimples [7] or roughening the
heat transfer surfaces using grooves, ribs or wires, or helically corrugated tubes [8–10].
Artificial roughness is used in several applications such as evaporators, steam condensers,
blades of gas turbines, cooling channels, heat exchangers, and solar air heaters [11,12].
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Due to the secondary flow areas that form near the wall and decrease the thickness of
the thermal boundary layer in a way that increases the rate of heat transfer, these modified
geometries produce good mixing in the fluid flow.

Unfortunately, adopting these methods to speed up the heat transfer rate sometimes
results in an increase in the pressure drop as a side effect [8,9]. The impact of the channel rib
and flow features on heat transfer and friction factor characteristics has been demonstrated
by several experimental and numerical studies [13,14].

Moon et al. [15] numerically investigated the configuration of 16 ribs with various
cross-sectional shapes and found that boot-shaped rib turbulators have the maximum heat
transfer performance with a similar pressure penalty to that of the square rib. In addition,
the size of the recirculating zone is directly impacted by the slope of the front surface of the
rib, making it a crucial component in determining the performance of heat transfer.

Pingan et al. [11] numerically studied the heat transfer of the airflow in a channel with
various rib shapes (triangular, semi-circular, and rectangular) using a standard k-ε turbulent
model with enhanced wall treatment. It was found that the maximum and minimum values
of the average Nusselt number of the channel occurred with the triangular and rectangular
ribs, respectively.

Finally, several researchers concentrated on utilizing both previous methods of en-
hancing heat transfer (using ribs and nanoparticles). For instance, Wongcharee and Eiamsa-
ard [16] conducted an experimental study on the flow of a turbulent CuO-water nanofluid
inside a corrugated tube. It was observed that the heat transfer for this geometry increases
by 1.57 times compared to the pure fluid inside the simple tube when a 0.7% volume
fraction of CuO is used.

Manca et al. [17] numerically investigated the turbulent forced convection of an Al2O3-
water nanofluid in a ribbed channel with different rib shapes (square and rectangular). It
was observed that although there is a greater pressure drop penalty, the enhancement of
heat transfer grows with the volume fraction of the particles and Reynolds number. The
pressure drop and heat transfer rate are improved by using the ribbed surfaces and adding
nanoparticles to the base fluid.

Overall, the spanwise vortices created by the ribs break up the boundary layer and
cause flow separation and reattachment in the inter-rib area, which causes turbulence.
A higher rate of convective heat transfer results from the high magnitude of turbulent
transport because it improves heat exchange through good mixing. However, the rib
turbulators also increase the pressure drop and the consumption of energy, which has an
impact on the thermal system’s total thermo-hydraulic performance [18]. Therefore, finding
the optimum rib design is crucial in order to maximize heat transfer while minimizing
pressure drop.

As previously mentioned, the flow behavior in ribbed channels was studied to produce
a significant enhancement in heat transfer rates. The flow recirculation patterns around
a single rib are described by Cho et al. [19]. A large recirculation zone is created at the
lee-side regions downstream of the rib, accompanied by a small vortex in the vicinity of the
bottom corner of the rib. These recirculation zones encompass a sizable portion of the rib
and bottom wall, which is frequently regarded as having poor heat transfer and locally low
surface Nusselt numbers [20].

Consequently, the optimum design is the case that increases the performance of heat
transfer with a small value of pressure drop. Therefore, to obtain the best design conditions,
a trade-off between the increase in heat transfer and the decrease in the pressure drop
should be performed.

It can be observed from the previous literature review that most of the studies focused
separately on the effect of the rib shape, spacing, and height in a duct or a tube with one
fluid. The optimum rib shape in a counter flat plate heat exchanger (hot and cold flow) for
a complete heat transfer process between two turbulent fluids has not been studied before.

This research gap is the aim of this paper, and the present design can be used in
waste heat recovery systems. In the present paper, the influence of the different rib shapes
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(rectangular and triangular) with different heights (H: 2.5, 5, 7.5, and 10 mm) and spacing
(S: 75, 95, 128, and 195 mm) is investigated on the performance of the heat transfer and
pressure drop. The thermal-hydraulic parameter, which combines an enhancement of the
rate of heat transfer and the pressure drop due to friction, is also studied on hot and cold
sides to obtain the best design of the flat plate heat exchanger.

2. Theoretical Modeling

The current work studied the different types of rib shapes, heights, and spaces to
optimize the design that can improve the thermal performance of the heat exchanger. The
flat plate heat exchanger consisted of five channels: Three channels for the hot air flow
(at Re = 3210 and T = 260 ◦C) and two channels for the cold air flow (at Re = 9880 and
T = 27 ◦C). The previous conditions were selected to match the velocity of the hot fluid
(exhaust gases) and cold fluid (intake air) in waste heat recovery systems, especially for a
cold start-up in diesel engines as in Ref [6,21]. The length and width of the heat exchanger
were 400 mm and 180 mm, respectively, with a 30 mm height for the hot and cold channels.
A counterflow was created between the hot and cold air, which can increase the heat transfer
between them. The cold air passes through two channels (L ×W × H: 400 × 180 × 30 mm)
and the hot air passes through three channels of the same dimensions. The separation
wall between the hot and cold channels was made of aluminum with a 4 mm thickness.
Two types of ribs (rectangular and triangular shapes) were studied to compare the results
and obtain the optimum design.

Different numbers of ribs with increasing spacings (S: 75, 95, 128, and 195 mm) and
heights (H: 2.5, 5, 7.5, and 10 mm) in two shapes (rectangular and triangular) were simulated
in cases A, B, C, and D. The rectangular ribs were represented in case A, and the triangular
ribs with sloping in the direction of the cold airflow and the hot airflow were represented
in cases B and C, respectively. The previously mentioned cases with case D (no ribs) are
displayed in Figure 1, and the geometry of the triangular and rectangular ribbed flat plate
heat exchangers is presented in Figure 2.
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The turbulent renormalization group model (RNG k-εmodel) displays the flow regime
of the turbulent flow of the cold and hot air. The governing equations that rule the heat
transfer and the motion of a fluid are the continuity, momentum, and energy equations,
which can be described as follows [6,21]:

Continuity:
∂ρ

∂t
+

∂

∂xi
(ρui) = 0 (1)

Momentum:

∂

∂t
(ui) +

∂

∂xj

(
uiuj

)
= −1

ρ

∂P
∂xi

+
∂

∂xj

(
νSij − u′ iu′ j

)
(2)
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where Sij is the main strain rate and is estimated by the following equation:

Sij =
1
2

(
∂ui
∂xj

+
∂uj

∂xi

)
(3)

u′ iu′ j represents the unknown turbulent or Reynolds-stress tensor and u′ i signifies the
velocity fluctuation in the i-direction.

Energy:

∂

∂t
(ρE) +

∂

∂xi
[ui(ρE + p)] =

∂

∂xj

[(
k +

cpµt

Prt

)
∂T
∂xj

+ ui
(
τij
)

eff

]
(4)

where E indicates the total energy, (τij) eff denotes the stress tensor, k represents the thermal
conductivity (W/m ◦C), and Prt is a turbulent Prandtl number.

(
τij
)

e f f = µe f f

[
∂uj

∂xj
+

∂ui
∂xj

]
− 2

3
µe f f

∂ui
∂xi

δij (5)

The description of turbulence using two transport partial differential equations is given
by the k-ε model (PDEs). It can be divided into three types, standard, renormalization
group (RNG), and realizable k-ε models. The theory of the renormalization group is a
statistical technique that is used to develop the RNG model. The transport equation of
k (turbulence kinetic energy) and ε (turbulence dissipation rate) for steady flow can be
defined as follows [22]:

∂

∂t
(ρk) +

∂

∂xi
(ρkui) =

∂

∂xj

[
αkµe f f

∂k
∂xj

]
+ Gk + Gb − ρε −YM + Sk (6)

and

∂

∂t
(ρε) +

∂

∂xi
(ρεui) =

∂

∂xj

[
αεµe f f

∂ε

∂xj

]
+ C1ε

ε

k
(Gk + C3εGb)− C2ερ

ε2

k
+ Sε (7)

where:
µeff denotes the effective viscosity at the high values of Reynolds numbers.
αk and αε indicate the inverse effective Prandtl numbers (αk = αε = 1.393).
Gk is the generation of turbulence kinetic energy due to the mean velocity gradients.
Gb is the generation of turbulence kinetic energy due to buoyancy.
YM is the effect of the fluctuating dilatation incompressible turbulence on the overall

dissipation rate.
Sk and Sε are user-defined source terms.

µe f f = ρCµ
k2

ε
(8)

The present model is established by the following model constants: Cµ = 0.0845,
C1ε = 1.44, and C2ε = 1.92.

The enhancement of the heat transfer rate can be calculated in terms of the thermal-
hydraulic parameter (η), which is described by the following equation [23]:

η =
Nu
Nus

( f
fs
)
( 1

3 )
(9)
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where f and fs represent the friction coefficients for the ribbed channel and the smooth
channel, respectively. In addition, Nu and Nus are the Nusselt numbers for the ribbed
channel and the smooth channel, respectively.

The thermal-hydraulic parameter combines the enhancement of the rate of heat
transfer and the pressure drop due to friction to obtain the best design of the flat plate
heat exchanger.

3. Numerical Simulation

Numerical simulations were carried out to analyze the process of heat transfer using
commercial code ANSYS 2022 R2, thereby employing a finite volume approach to discretize
the governing equations.

3.1. Boundary and Initial Conditions

The entire device was initially at an ambient temperature of 27 ◦C. For the inlet of both
the hot and cold airflow, a uniform velocity distribution with uniform temperature was
created. The boundary conditions for the inlets of the duct were estimated to be a velocity
inlet. At the same time, the pressure outlets were selected for the duct’s exits and the outer
walls of the heat exchangers were insulated.

3.2. Solution Procedures

The turbulence model for hot and cold airflows was considered along with initial and
boundary conditions. The numerical simulation of the model was developed using ANSYS
2022 R2 software. The pressure–velocity coupling equations were determined using the
semi-implicit method for the pressure-linked equations (SIMPLE) scheme. The governing
equations in conjunction with the boundary and initial conditions were described using
a control volume approach. The central difference and QUICK schemes were used to
describe the diffusion and convection terms, respectively. For velocity–pressure coupling,
the SIMPLER algorithm was applied. Iterative calculations were nonstop until all problem
variables satisfied a relative convergence criterion of 10−6.

3.3. Model Validation

The present model was numerically solved, and the predicted results were compared
with the experimentally published results of the turbulence model. Under the same
operating conditions, the numerical results were validated.

The turbulent flow through the hot and cold air channels was fabricated, and the
numerical model recognized in this work was validated against the numerical study by
Menge et al. [24]. Figure 3 illustrates the boundary conditions of the published model [24]
as follows: The inlet boundary is defined as a velocity inlet with a uniform velocity of
1 m/s. In addition, at the inlet, the relative turbulent intensity is equal to 5%. The outlet
boundary is defined as a pressure outlet with an average static reference pressure of 0 Pa.
The Solver was double precision, pressure based, and implicit. The pressure–velocity
coupling was SIMPLE, and the turbulent kinetic energy and the turbulent dissipation rate
were second-ordered upwind with a convergence criterion of 1 × 10−6.
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Figure 4 indicates the relationship between the axial velocity and the pipe inlet position
to the point at which the entire pipe reaches a constant value using the present numerical
model and the published model. As seen in the figure, they match each other well.
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3.4. Mesh Generation and Mesh Independence Test

ANSYS-Design Modeler 2022 R2 software was used to create the fluid domain for
a fully developed channel with a certain height (h). The dimensions were chosen to
confirm a fully developed flow and to facilitate a comparison with Blasius. The fluid region
was discretized by using the finite element method through the ANSYS-Mesh 2022 R2.
Two different techniques are used to distribute the cell through the cold and hot channels.
Firstly, through the channel length in the x-direction, the cells were uniformly distributed.
Secondly, through the channel height in the y-direction, the cells were non-uniformly
distributed. The grid was recognized so that it could capture the velocity distribution in
all near-wall regions of the flow. ANSYS-Mesh 2022 R2 software was used to generate the
mesh independence test with a non-uniform range of cells. The cell number started with
20 to 50 cells, which were distributed through the height of the channel with a growth
rate (GR) equal to 1.1. The RNG k-εmodel was employed with enhanced wall treatment,
which can be simulated in the near-wall region. Using this option, the height of the first
cell near the wall, which is called y+, is acceptable when y+ < 4 [22]. A numerical study
was established to study the two-dimensional (2-D) flow and heat transfer in the ribbed
duct at two values of Reynolds numbers when using rectangular and triangular ribs.

In FLUENT, the finite volume technique was used to solve the continuity, momentum,
and energy equations that define heat transfer and fluid flow under given boundary
conditions. The continuity and momentum equation residuals have been estimated to be
10−4 and 10−6 for the energy equation.

Figure 5 compares the skin coefficient values (Cf ) at different cell numbers per height
for both hot and cold channels, and the skin coefficient drops with the increase in the cell
number. The relationship between the skin coefficients of both hot and cold channels at
different values of the first cell height y+ (y+ = uτy/ν) is shown in Figure 6, and the skin
coefficient declines when reducing the first cell height.

459



Sustainability 2022, 14, 15143Sustainability 2022, 14, 15143 8 of 16 
 

(a) 

 

(b) 

 
Figure 5. Skin coefficient with the number of cells per height for (a) hot air and (b) cold air. 

(a) 

 

(b) 

 
Figure 6. Skin coefficient versus the height of the first cell (y+) for (a) hot air and (b) cold air. 

It is observed from the figures that, for both hot and cold air flows, the skin coefficient 
value shows a slight change when the number of cells per height increases above 45 cells. 
Thus, the optimal cell number per channel height with a small error in the results is 45 
cells at a growth rate of 1.1 and y+ of 0.26. 

4. Results and Discussions 
The obtained results elucidate the effect of rectangular and triangular ribs on the 

thermal performance of the flat plate heat exchanger and compare them to obtain the op-
timum design. 

Figure 5. Skin coefficient with the number of cells per height for (a) hot air and (b) cold air.

Sustainability 2022, 14, 15143 8 of 16 
 

(a) 

 

(b) 

 
Figure 5. Skin coefficient with the number of cells per height for (a) hot air and (b) cold air. 

(a) 

 

(b) 

 
Figure 6. Skin coefficient versus the height of the first cell (y+) for (a) hot air and (b) cold air. 

It is observed from the figures that, for both hot and cold air flows, the skin coefficient 
value shows a slight change when the number of cells per height increases above 45 cells. 
Thus, the optimal cell number per channel height with a small error in the results is 45 
cells at a growth rate of 1.1 and y+ of 0.26. 

4. Results and Discussions 
The obtained results elucidate the effect of rectangular and triangular ribs on the 

thermal performance of the flat plate heat exchanger and compare them to obtain the op-
timum design. 

Figure 6. Skin coefficient versus the height of the first cell (y+) for (a) hot air and (b) cold air.

It is observed from the figures that, for both hot and cold air flows, the skin coefficient
value shows a slight change when the number of cells per height increases above 45 cells.
Thus, the optimal cell number per channel height with a small error in the results is 45 cells
at a growth rate of 1.1 and y+ of 0.26.

4. Results and Discussion

The obtained results elucidate the effect of rectangular and triangular ribs on the
thermal performance of the flat plate heat exchanger and compare them to obtain the
optimum design.

4.1. Flow Structure in Ribbed Duct

The main concept of designing ribbed ducts is to achieve higher flow turbulence
and hence greater heat transfer. The predicted velocity contours for the rectangular and
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triangular ribs are shown in Table 1. It can be observed that both hot and cold airflow
accelerates and decelerates through the passage due to the contraction and expansion
caused by the ribs.

Table 1. Velocity contours for the rectangular and triangular ribs.

Rectangular Ribs Triangular Ribs
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the high- and low-turbulence Reynolds numbers is stable. The flow separates and then 
reattaches as mentioned in Refs [26,27]; therefore, there is non-complete contact with the 
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In the triangular ribs, the fluid motion of a highly turbulent Reynolds number in the
cold airflow has a wavy style due to the slope of the ribs. In addition, the recirculation
regions developed by the ribs are increased with the increase in the Reynolds number as
mentioned in Ref [25]. However, through the rectangular ribs, the fluid motion through
the high- and low-turbulence Reynolds numbers is stable. The flow separates and then
reattaches as mentioned in Refs [26,27]; therefore, there is non-complete contact with the
wall at some points on the cold air side (high Reynolds number), but on the hot air side
(low Reynolds number), it is uniform in the triangular ribs.

In the rectangular ribs, when the flow is on the upper side, a large recirculation zone
is created at the lee-side regions on the lower side of the rib. Moreover, when the flow is on
the lower side, a large recirculation zone is created at the lee-side regions on the upper side
of the rib. For both of the previous positions, there is a small vortex in the vicinity of the
bottom corner of the rib. This description of the flow is in agreement with that mentioned
in Ref [19]. These recirculation zones encompass a sizable portion of the rib and bottom
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wall, which is frequently regarded as having poor heat transfer and locally low surface
Nusselt numbers [20]. On the other hand, the low Reynolds number in the hot airflow has
no wavy motion through the velocity contours.

Table 2 shows the contours of the turbulence intensity for all cases of the RNG turbu-
lence model. It can be realized from these contours that the turbulence intensity is higher
downstream of the upper edge of the ribs where the major shear layer region is located
due to the non-uniform velocity and motion of the fluid through the triangular ribs as
mentioned before due to the separation and reattaching of the fluids. This motion makes
non-complete contact with the wall at some points on the cold air side (high Reynolds
number) but the hot air side (low Reynolds number) is uniform. The turbulence intensity is
also non-uniform, especially in the highly turbulent Reynolds number as in the cold airflow.

Table 2. Turbulence intensity contours for the rectangular and triangular ribs.
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As shown in the contours, the weak and robust intensity is established according to
the cold air position after the ribs. The cold-air-side turbulence intensity in rectangular ribs
is higher than in triangular ribs due to the aforementioned intensity fluctuations. However,
on the hot air side, the slope of the triangular ribs causes the intensity after the ribs to be
more concentrated than the rectangular ones.
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The predicted contours of the temperature distribution for the ribbed cross-sectional
passages are shown in Table 3. It was found that the temperature of both fluids near the
wall was most affected by the ribs. Due to the effect on the circulation generated by the
ribs, the heat transfer between the cold and hot fluid flows is increased.
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4.2. The Ribs’ Height Effect 
Figure 7 illustrates the variation of the convection heat transfer coefficient for the hot 

and cold channels with different heights, spacings, and shapes of ribs. The figure also 
demonstrates that the convection heat transfer coefficient increases with the increase in 
the rib height, and the maximum value occurs at a spacing of 75 mm for the rectangular 
and triangular ribs. The convection heat transfer coefficient in the triangular ribs is higher 
than in the rectangular ones, especially for the hot air side. 
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For both rectangular and triangular ribs, the convection heat transfer coefficient
gradually increases until the rib height reaches 7.5 mm. At this rib height, there is a
significant increase in the convection coefficient due to the higher flow turbulence as
mentioned in Tables 1–3.
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Figure 8 shows the pumping power variations through the channel of the hot and
cold air sides with the rib height for different shapes of ribs. It can also be seen that the
pumping power increases with the increase in rib height, and the maximum value occurs
at 75 mm of rib spacing for the rectangular and triangular ribs.
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Figure 8. Pumping power required with cell height for the (a) hot and (b) cold air sides.

For the hot and cold air sides, the pumping power for rectangular and triangular
ribs almost has the same value and gradually increases with the rib height until it reaches
7.5 mm. At this rib height, there is a significant increase in the pumping power due to the
big increase in the friction value.

It can be observed that increasing the rib’s height and number increases the turbulence
intensity and velocity, which can improve the thermal performance of the flat plate heat
exchanger. However, the enhancement of heat transfer by using ribs occurs with an increase
in the friction value. Therefore, it is essential to calculate the thermal-hydraulic parameter,
which combines the enhancement in the heat transfer and pressure drop due to friction
through the channel, to obtain the best number and height of the cell.

Figure 9 shows the disparity of the overall heat transfer coefficient at different heights
of ribs, as the overall heat transfer coefficient increases when increasing the height of ribs.
The overall heat transfer has a rapid increase after the rib height of 7.5 mm in both shapes
due to the increase in the turbulence intensity in the fluid flow because of increasing the
rib height. The overall heat transfer coefficient has a small increase with the rib height
at the spacing of 195 mm in the two shapes of ribs. The other ribs’ spacings have slight
differences between the triangular and rectangular ribs until reaching the 7.5 mm rib height.
The overall heat transfer coefficient in the rectangular ribs is greater than the triangular ribs
in the spacing cases of 95 and 128 mm due to the separation of the fluid in the triangular
rib after this height. The spacing of 75 mm (5 ribs) creates a small distance between ribs,
therefore the effect of fluid separation in triangular ribs decreases and has a higher overall
heat transfer value than in rectangular ribs.
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Figure 10 presents the thermal-hydraulic parameter with the rib’s height. With an
increasing rib height, the thermal-hydraulic parameter increases until it reaches the highest
value and then begins to decrease for both hot and cold airflow due to the increase in the
value of the friction. At this point, the fiction value is higher than the improvement in the
heat transfer rate.
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The thermal-hydraulic parameter value with rectangular ribs is higher than the value
of triangular shapes. The maximum thermal-hydraulic parameters are 1.62 and 1.84 for the
hot and cold airflow at a height of 75 mm and a spacing of 95 mm, respectively. According
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to the previous results, ribs with a height and spacing of 75 mm and 95 mm, respectively,
were selected as the optimal design for the flat plate heat exchanger.

5. Conclusions

A numerical simulation for the heat transfer and fluid flow in the ribbed flat plate heat
exchanger (rectangular and triangular ribs) is developed for various spacing distances and
heights, and the following results are drawn from this work:

1. The ribs’ shape and the value of the Reynolds number have a great effect on the
fluid motion. Therefore, the motion of a high-Reynolds-number fluid as in the cold
airflow has a wavy style when passing through the triangular ribs. Due to that, there
is non-complete contact with the wall at some points on the cold air side.

2. The highest values of the thermal-hydraulic parameters are 1.62 and 1.84 for the hot
air and cold air sides, in the rectangular ribs, with a thickness, height, and spacing of
5mm, 75 mm, and 95 mm, respectively.

It is worth mentioning that the rectangular ribs have the maximum value of thermal
performance at high and low values of the Reynolds number of turbulent flows compared
to the triangular ribs. The present design of a flat plate heat exchanger can be used in waste
heat recovery systems.
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