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Preface to ”Multiscale Simulation of Composite
Structures: Damage Assessment, Mechanical Analysis
and Prediction”

Composites can be engineered to exhibit high strength, high stiffness, and high toughness.

Composite structures have increasingly been used in various engineering applications. In recent

decades, most fundamentals of science have expanded in length by many orders of magnitude.

Nowadays, one of the primary goals of science and technology seem to be to develop reliable

methods for linking the physical phenomena that occur over multiple length scales, particularly

from a nano-/microscale to a macroscale. To engineer composites for high performance and to

design advanced structures, the relationship between material nano-/microstructures and their

macroscopic properties must be established to accurately predict their mechanical performance and

failure. Multiscale simulation is a tool that enables studying and comprehending complex systems

and phenomena that would otherwise be too expensive or dangerous, or even impossible, to study

by direct experimentation and, thus, to achieve this goal.

This reprint assembles high-quality chapters that advance the field of the multiscale simulation

of composite structures, through the application of any modern computational and/or analytical

methods alone or in conjunction with experimental techniques, for damage assessment or mechanical

analysis and prediction.

Stelios K. Georgantzinos
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Editorial

Multiscale Simulation of Composite Structures: Damage
Assessment, Mechanical Analysis and Prediction
Stelios K. Georgantzinos

Laboratory for Advanced Materials, Structures, and Digitalization, Department of Aerospace Science and
Technology, National and Kapodistrian University of Athens, 34400 Psachna, Greece; sgeor@uoa.gr

Abstract: Composites can be engineered to exhibit high strength, high stiffness, and high toughness.
Composite structures have been used increasingly in various engineering applications. In recent
decades, most fundamentals of science have expanded their reach by many orders of magnitude.
Currently, one of the primary goals of science and technology seems to be the quest to develop reliable
methods for linking the physical phenomena that occur over multiple length scales, particularly from
a nano-/micro-scale to a macroscale. The aim of this Special Issue is to assemble high quality papers
that advance the field of multiscale simulation of composite structures, through the application of
any modern computational and/or analytical methods alone or in conjunction with experimental
techniques, for damage assessment or mechanical analysis and prediction.

Keywords: composite structures; multiscale simulation; finite element analysis; damage assessment;
mechanical analysis

To engineer composites for high performance and to design advanced structures,
the relationship between material nano-/micro-structures and their macroscopic properties
must be established in order to accurately predict their mechanical performance and failure.
Multiscale simulation is a tool that enables the study and comprehension of complex
systems and phenomena that would otherwise be too expensive or dangerous, or even
impossible, to study by direct experimentation and, thus, to deal with.

The mechanical characterization of textile composites is a challenging task due to their
nonuniform deformation and complicated failure phenomena. However, Zhao et al. [1] in-
troduced a three-dimensional mesoscale finite element model to investigate the progressive
damage behavior of a notched single-layer triaxially braided composite subjected to axial
tension. The damage initiation and propagation in fiber bundles were simulated using
three-dimensional failure criteria and the damage evolution law. A traction–separation law
was applied to predict the interfacial damage of fiber bundles. The proposed model was
correlated and validated by the experimentally measured full field strain distributions and
effective strength of the notched specimen. The progressive damage behavior of the fiber
bundles was studied by examining the damage and stress contours at different loading
stages. Parametric numerical studies were conducted to explore the role of modeling
parameters and geometric characteristics on the internal damage behavior and global mea-
sured properties of the notched specimen. Moreover, the correlations of damage behavior,
global stress–strain response, and the efficiency of the notched specimen were discussed
in detail. The results of this paper delivered a throughout understanding of the damage
behavior of braided composites and can help in the specimen design of textile composites.

Accelerated construction in the form of steel–concrete composite beams is among
the most efficient methods to construct highway bridges. One of the main problems
with this type of composite structure, which has not yet been fully clarified in the case
of continuous beam, is the crack zone initiation that gradually expands through the beam
width. Gautam et al. [2] proposed a semi-empirical model to predict the size of cracks
in terms of small box girder deflection and intensity of the load applied on a structure.
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A set of steel–concrete composite small box girders were constructed using steel fibrous
concrete and experimentally tested under different caseloads. The results were then used
to create a dataset of the box girder response in terms of beam deflection and crack width.
The dataset obtained was then utilized to develop a simplified formula providing the
maximum width of cracks. The results showed that the cracks were initiated in the hogging
moment region when the load exceeded 80 kN. Additionally, it was observed that the
maximum cracked zone occurred in the center of the beam due to the maximum negative
moment. Moreover, the crack width of the box girder at different loading cases was
compared with the test results obtained from the literature. A good agreement has been
found between the proposed model and experiment results.

With the aim of damage reduction in person subjected to ballistic impact, polymeric,
carbon, and glass fibers are commonly used to develop protective systems. However, dur-
ing recent decades, it has been found that a combination of high strength yarns in different
directions generates flexible woven fabrics, which are light and highly resistant at the same
time. Therefore, aramid fibers are one of the protection materials most used today, with
a growing trend in the industry. Feito et al. [3] investigated the effect of the impact angle
of a projectile during low-velocity impact on Kevlar fabrics using a simplified numerical
model. The implementation of mesoscale models is complex and usually involves a long
computation time, in contrast with practical industry needs to obtain accurate results
rapidly. In addition, when the simulation includes more than one layer of composite ply,
the computational time increases even in the case of hybrid models. With the goal of
providing useful and rapid prediction tools to the industry, a simplified model has been
developed in this work. The model offers an advantage in the reduced computational
time compared with a full 3D model (around 90% faster). The proposed model has been
validated against equivalent experimental and numerical results reported in the literature,
with acceptable deviations and accuracies for the design requirements. The proposed nu-
merical model allows for the study of the influence of the geometry on the impact response
of the composite. After a parametric study related to the number of layers and the angle of
impact, using a response surface methodology, a mechanistic model and a surface diagram
were presented to help with the calculation of the ballistic limit.

Concrete-filled steel tubes (CFSTs) show advantageous applications in the field of
construction, especially for a high axial load capacity. The challenge in using such structures
lies in the selection of many parameters constituting CFST, which necessitates defining
complex relationships between the components and the corresponding properties. The axial
capacity (Pu) of CFST is among the most important mechanical properties. Nguyen et al. [4]
investigated the possibility of using a feedforward neural network (FNN) to predict Pu.
Furthermore, an evolutionary optimization algorithm, namely invasive weed optimization
(IWO), was used for tuning and optimizing the FNN weights and biases to construct a
hybrid FNN–IWO model and to improve its prediction performance. The results showed
that the FNN–IWO algorithm is an excellent predictor of Pu, with a value of R2 of up to
0.979. The advantage of FNN–IWO was also pointed out with gains in accuracy of 47.9%,
49.2%, and 6.5% for root mean square error (RMSE), mean absolute error (MAE), and R2,
respectively, compared with the simulation using the single FNN. Finally, the performance
when predicting Pu as a function of structural parameters, such as the depth/width ratio,
the thickness of the steel tube, the yield stress of steel, the concrete compressive strength,
and the slenderness ratio, was investigated and discussed.

Circular opening steel beams have been increasingly acknowledged in structural
engineering because of their many remarkable advantages, including their ability to bridge
the span of a large aperture or their lighter weight compared with conventional steel beams.
Nguyen et al. [5] investigated and selected the most suitable parameters used in particle
swarm optimization (PSO), namely the number of rules (nrule), the population size (npop),
the initial weight (wini), the personal learning coefficient (c1), the global learning coefficient
(c2), and the velocity limits (fv), in order to improve the performance of the adaptive
neuro-fuzzy inference system in determining the buckling capacity of circular opening
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steel beams. This is an important mechanical property in terms of the safety of structures
under subjected loads. An available database of 3645 data samples was used for the
generation of training (70%) and testing (30%) datasets. Monte Carlo simulations, which
are natural variability generators, were used in the training phase of the algorithm. Various
statistical measurements, such as root mean square error (RMSE), mean absolute error
(MAE), Willmott’s index of agreement (IA), and Pearson’s coefficient of correlation (R),
were used to evaluate the performance of the models. The results of the study show that
the performance of ANFIS optimized by PSO (ANFIS-PSO) is suitable for determining
the buckling capacity of circular opening steel beams but is very sensitive under different
PSO investigation and selection parameters. The findings of this study show that nrule = 10,
npop = 50, wini = 0.1 to 0.4, c1 = [1, 1.4], c2 = [1.8, 2], and fv = 0.1, which are the most suitable
selection values for ensuring the best performance for ANFIS-PSO. In short, this study
might help in selecting suitable PSO parameters for the optimization of the ANFIS model.

Commonly, nanocomposite material applications are associated with the simultaneous
actions with more than one type of loading. Specifically, the investigation of nanocompos-
ites subjected to both thermal as well as mechanical loads is perhaps one of most interesting
fields of research, since high-temperature applications are very frequent. Giannopou-
los et al. [6] provided a computationally efficient and reliable hybrid numerical formulation
capable of characterizing the thermomechanical behavior of nanocomposites, which was
based on a combination of molecular dynamics (MD) and the finite element method (FEM).
A polymeric material was selected as the matrix—specifically, poly(methyl methacrylate)
(PMMA), commonly known as Plexiglas, due to its extensive applications. On the other
hand, the fullerene C240 was adopted as a reinforcement because of its high symmetry
and suitable size. The numerical approach was performed at two scales. First, an analysis
was conducted at the nanoscale level by utilizing an appropriate nanocomposite unit cell
containing C240 at a high mass fraction. A MD-only method was applied to accurately
capture all of the internal interfacial effects and, accordingly, its thermoelastic response.
Then, a micromechanical, temperature-dependent finite element analysis took place using
a representative volume element (RVE), which incorporated the first-stage MD output,
to study nanocomposites with small mass fractions, for which a atomistic-only simula-
tion would require a substantial computational effort. To demonstrate the effectiveness
of the proposed scheme, numerous numerical results were presented, while the investi-
gation was performed in a temperature range that included the PMMA glass transition
temperature, Tg.

Although some work has already been conducted on the vibrations of composite
structures reinforced by nanoparticles, there are only a few studies that focused on the vi-
bration behavior of carbon fiber-based laminate composites with pure graphene inclusions.
Georgantzinos et al. [7] developed a computational procedure to investigate the vibration
behavior of laminated composite structures, including graphene inclusions in a matrix. Con-
cerning the size-dependent behavior of graphene, its mechanical properties were derived
using nanoscopic empiric equations. Using the appropriate Halpin–Tsai models, the equiva-
lent elastic constants of the graphene reinforced matrix were obtained. Then, the orthotropic
mechanical properties of a composite lamina of carbon fibers and hybrid matrix can be
evaluated. Considering a specific stacking sequence and various geometric configurations,
carbon fiber-graphene-reinforced hybrid composite plates were modeled using conven-
tional finite element techniques. Applying simply support or clamped boundary conditions,
the vibrational behavior of the composite structures was finally extracted. Specifically,
the modes of vibration for every configuration were derived, and the effect of graphene
inclusions in the natural frequencies was calculated. The higher the volume fraction of
graphene in the matrix, the higher the natural frequency for every mode. Comparisons
with other methods, where possible, were performed to validate the proposed method.

Giannopoulos and Georgantzinos [8] investigated the thermomechanical effects of
adding a newly proposed nanoparticle within a polymer matrix such as polyethylene.
A nanoparticle was formed by a typical single-walled carbon nanotube (SWCNT) and two
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equivalent giant carbon fullerenes that were attached by their nanotube edges through
covalent bonds. In this way, a bone-shaped nanofiber that may offer enhanced thermo-
mechanical characteristics when used as a polymer filler, due to each unique shape and
chemical nature, was developed. The investigation was based on molecular dynamics sim-
ulations of the tensile stress–strain response of the polymer nanocomposites under a variety
of temperatures. The thermomechanical behavior of the bone-shaped nanofiber-reinforced
polyethylene was compared with that of an equivalent nanocomposite filled with ordinary
capped single-walled carbon nanotubes to reach some coherent fundamental conclusions.
That study focused on the evaluation of some basic, temperature-dependent properties of
the nanocomposite reinforced with these innovative bone-shaped allotropes of carbon.

The flexural strength of Slender steel tube sections is known to achieve significant
improvements upon being filled with concrete; however, this section is more likely to fail by
buckling under compression stresses. Al Zand et al. [9] investigated the flexural behavior
of a Slender steel tube beam that was produced by connecting two pieces of C-sections and
filled with recycled-aggregate concrete materials (CFST beam). The C-section’s lips behaved
as internal stiffeners for the CFST beam’s cross section. A static flexural test was conducted
on five large-scale specimens, including one specimen that was tested without concrete
(hollow specimen). The ABAQUS software was also employed for the simulation and
non-linear analysis of 20 additional CFST models in order to further investigate the effects
of varied parameters that were not tested experimentally. The numerical model was able
to adequately verify the flexural behavior and failure mode of the corresponding tested
specimen, with an overestimation of the flexural strength capacity of about 3.1%. Generally,
the study confirmed the validity of using the tubular C-sections in the CFST beam concept,
and their lips (internal stiffeners) led to significant improvements in the flexural strength,
stiffness, and energy absorption index. Moreover, a new analytical method was developed
to specifically predict the bending (flexural) strength capacity of the internally stiffened
CFST beams with steel stiffeners, which was well-aligned with the results derived from
the current investigation and with those obtained by others.

The composite shear wall has various merits over traditional reinforced concrete
walls. Thus, several experimental studies have been reported in the literature to study
the seismic behavior of composite shear walls. However, few numerical investigations
were found in previous literature because of difficulties in the interaction behavior of steel
and concrete. Najm et al. [10] presented a numerical analysis of smart composite shear
walls that use an infilled steel plate and concrete. The study was carried out using the
ANSYS software. The mechanical mechanisms between the web plate and concrete were
investigated thoroughly. The results obtained from the finite element (FE) analysis show
excellent agreement with the experimental test results in terms of the hysteresis curves,
failure behavior, ultimate strength, initial stiffness, and ductility. The results indicate that
increasing the gap between the steel plate and the concrete wall from 0 mm to 40 mm
improved the stiffness by 18% compared with the reference model, which led to delaying
failures in this model. Expanding the infill steel plate thickness to 12 mm enhanced
the stiffness and energy absorption at ratios of 95% and 58%, respectively. This resulted
in a gradual decrease in the strength capacity of this model. Meanwhile, increasing the
concrete wall thickness to 150 mm enhanced the ductility and energy absorption at ratios
of 52% and 32%, respectively, which led to restricting the model and reducing the lateral
offset. Changing the distance between shear studs from 20% to 25% enhanced the ductility
and energy absorption by about 66% and 32%, respectively.

A major part of the computational cost required for determining an optimal material
design with extreme properties using a topology optimization formulation is devoted to
solving the equilibrium system of equations derived through the implementation of the
finite element method (FEM). To reduce this computational cost, among other method-
ologies, various model order reduction (MOR) approaches can be utilized. Kazakis and
Lagaros [11] presented a simple Matlab code for solving the topological optimization for
the design of materials combined with three different model order reduction approaches.
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The three MOR approaches presented in the code implemented are the proper orthogonal
decomposition (POD), the on-the-fly reduced order model construction and the approx-
imate reanalysis (AR) following the combined approximations approach. The complete
code, containing all participating functions (including the changes made to the original
ones), was also provided.

Funding: This research received no external funding.
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Article

A Simple Matlab Code for Material Design Optimization Using
Reduced Order Models
George Kazakis † and Nikos D. Lagaros *,†

Institute of Structural Analysis and Antiseismic Research, School of Civil Engineering, National Technical
University of Athens, 9, Heroon Polytechniou Str., Zografou Campus, GR-15780 Athens, Greece;
kzkgeorge@gmail.com
* Correspondence: nlagaros@central.ntua.gr; Tel.: +30-210-772-2625
† These authors contributed equally to this work.

Abstract: The main part of the computational cost required for solving the problem of optimal
material design with extreme properties using a topology optimization formulation is devoted
to solving the equilibrium system of equations derived through the implementation of the finite
element method (FEM). To reduce this computational cost, among other methodologies, various
model order reduction (MOR) approaches can be utilized. In this work, a simple Matlab code
for solving the topology optimization for the design of materials combined with three different
model order reduction approaches is presented. The three MOR approaches presented in the code
implementation are the proper orthogonal decomposition (POD), the on-the-fly reduced order model
construction and the approximate reanalysis (AR) following the combined approximations approach.
The complete code, containing all participating functions (including the changes made to the original
ones), is provided.

Keywords: topology optimization; microstructure; homogenization; Matlab; reduced order models;
reduced basis; on-the-fly construction; POD; approximate reanalysis

1. Introduction

The basic theory for the implementation of topology optimization in material design
was presented first in 1994 by Sigmund [1], followed by Sigmund and Torquato in 1997 [2]
and by Gigiansky and Sigmund in 2000 [3]. Since then, many other studies have been
published dealing with a variety of different material optimization problem formulations.
Neves et al. [4] and Fujii et al. [5] used the density-based approach to design periodic
microstructures for optimal elastic properties. Guest and Prévost [6] dealt with the topology
optimization of the fluid flows in the design of porous periodic materials. Challis et al. [7],
Amstutz et al. [8] and Gao et al. [9] proposed level set-based approaches for the design
of microstructures, and Huang et al. in [10,11] presented a Bi-directional Evolutionary
Structural Optimization (BESO)-method-based approach for the optimal design of periodic
microstructures. A detailed review of the different methodologies in the optimal design
of materials together with a description of the variety of the approaches presented so far
to deal with the topology optimization of the macro design concurrently with the micro
design can be seen in [12].

In the past, due to the increased computational effort required for solving the topology
optimization problem, various methodologies along different directions (approximate re-
analysis, model order reductions, machine learning, etc.) have been presented. Indicatively,
Kirsch and Paralambros [13] first proposed a unified approach to structural reanalysis
using the combined approximations in topology optimization. Wang et al. [14] presented
a methodology of recycling search spaces in iterative solvers during the optimization
procedure. Amir et al. [15] proposed an approximate reanalysis approach in topology
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optimization based on the combined approximations approach and the use of approx-
imations for dealing with the solution of the analysis problem, generated by a Krylov
subspace iterative solver [16]. In addition, in [17], Amir et al. addressed the computational
cost of the robust topology optimization formulation. Gogu [18] presented an on-the-fly
approach for the construction of the reduced order model. Alaimo in [19] proposed an
reduced order model approach where a reduced basis is created based on the functional
principal component analysis (FPCA). Ferro et al. [20] proposed a proper orthogonal de-
composition (POD) approach where the stages of the SIMP method were used as reduced
basis vectors during the optimization procedure. Senne et al. [21] proposed a combination
of the approximate reanalysis technique with the sequential piecewise linear program-
ming method, and Xiao et al. [22] proposed a reduced order modeling approach which
constructed the reduced basis using the proper orthogonal decomposition (POD) approach.
Meanwhile, in the same direction, to reduce the computational effort, various machine
learning methodologies have been presented, and the precursor of these was a study by
the authors [23].

So far, many Matlab code implementations of the topology optimization formula-
tion have been presented in various publications. For the density-based approach, the
first code was the so-called top99 [24] implementation that was followed by the top88
one [25]. Both Matlab codes were dealing with the 2D topology optimization problem
formulation. Liu et al. [26] and Ferrari [27] presented an extension of the density-based
approach into the 3D space, with Ferrari [27] suggesting code modifications for achieving
better performance. Talischi et al. [28] and Chi et al. [29] expanded the 2D and 3D
density-based approaches by using the capability to deal with unstructured meshes as
well. Amir et al. in [30] presented a code implementation for improving the computa-
tional cost of the topology optimization procedure using the multi-grid, preconditioned
conjugated gradients solver (MGCG). Huang et al. [31] presented an Evolutionary Struc-
tural Optimization (ESO) topology optimization code implementation based on the top99
for the 2D space. Wang et al. [32] and Challis [33] published code implementations that
rely on the level set approach for the topology optimization for 2D problem formulations.
Otomori et al. [34] and Wei et al. [35] also presented level set-based code implementa-
tions for the topology optimization using the reaction diffusion equation and radial basis
functions, respectively. In 2019, an integration of a topology-optimization procedure with
SAP2000, well-known commercial software for analysis and design of structural systems,
was presented by the authors [36]. In addition, Gao et al. in [37] presented IgaTop, a
topology optimization formulation using isogeometric analysis.

Subsequently, several code implementations were also presented that were deal-
ing with the homogenization-based topology optimization approaches. Specifically, nu-
merical homogenization implemented for 2D and 3D material design was presented in
studies [38,39]. In addition, an energy-based homogenization approach combined with the
optimal design of materials was presented in [40]. In this study, a topology-optimization-
based Matlab code implementation is presented that deals with the problem of material
design at the microstructure level, assisted by model order reduction (MOR) approaches.
In particular, the topology optimization procedure is combined with the proper orthogonal
decomposition (POD), the on-the-fly reduced order model construction and the approx-
imate reanalysis following the combined approximations approach. Although the code
provided covers the case of microscale material design for 2D design domains, it can easily
be extended to 3D design domains by modifying the homogenization part to produce
the 3D elasticity tensor of the unit cell and extend the problem formulation’s description
to handle both macro and micro scales. The implementation of the MOR approaches is
independent of the dimensionality of the formulation due to being applied in the solution
part of the finite element analysis performed at the macro scale.

The layout of the work is composed of four sections accompanied by
Sections 1 and 6. In particular, a short description of the optimal design problem of
materials is presented in Section 2; subsequently, in Section 3 the theoretical part of the
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integration of the model order reduction methodologies into the material optimization
problem is provided. The detailed description of the most critical parts of the Matlab code’s
implementation is provided in Section 4, followed by test examples in Section 4 where the
ease of use of the code is presented.

2. Optimal Design of Materials

The formulations of the topology optimization (TO) problem used for the design of
materials are expressed as the optimal distribution of material volume fraction into the
unit cell design domain so that the structural response is optimized. Thus, compared
to the original TO problem, the design variables are different, from density values X of
the finite elements used to discretize the macro design domain to densities x of the finite
elements discretizing the micro-unit cell design domain. In this scope, it can be seen that
the optimization procedure performed involves two different scales; the macro scale and
the micro one (Figure 1). The design variables as well as the volume constraint are defined
at the micro scale, where as the objective function is set on the macro scale; however, it is
still expressed as a function of x. The transition between the two scales is achieved through
the elasticity tensor by means of the homogenization method [38].

Figure 1. Schematic representation of the periodic unit cell (micro scale) inside the macro structure
(macro scale).

The mathematical formulation of the typical topology optimization problem is thus
changed according to the following expression of Equation (1).

C(x) = FT ·U(x)

s.t.

F = K ·U(x)

V(x)/V0 = f

0 ≤xe ≤ 1

(1)

where C(x) is the compliance, F is the load vector, U(x) is the resulting displacements
from the structural analysis, F = K ·U is the linear system of equations derived from the
finite element method, V(x) is the material volume resulting from the densities x, V0 is
the full domain material volume and f is the volume fraction applied as a constraint. The
derivative of the objective function is obtained using the adjoint method [41] as described
in the following expression of Equation (2):

∂C
∂xe

= −UT · ∂K
∂xe
·U (2)

while ∂K/∂xe is calculated using the following expression of Equation (3):

∂K
∂xe

=
∂CH

∂xe
· K0 (3)
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where CH is the homogenized elasticity tensor. According to the homogenization theory,
the elasticity tensor is obtained by applying unit strains globally to the unit cell domain as
well as locally to the finite elements used to discretize the unit cell domain and then using
the following expression of Equation (4).

CH
i,j =

1
V

N

∑
e=1

∫

xe
(u0(i)

e − u(i)
e ) · k0

e · (u0(j)
e − u(J)

e )dVe (4)

where superscript 0 denotes the globally applied strains, thus u0 are the displacement fields
resulting from the globally applied unit strains, u are the displacement fields resulting
from the locally applied unit strains and CH is the elasticity tensor. If Equation (4) is then
differentiated with respect to ye, the derivative of the elasticity tensor can be obtained using
the following expression of Equation (5):

∂CH

∂xe
=

∂E
∂xe
· 1

V

∫

xe
(u0(i)

e − u(i)
e ) · k0

e · (u0(j)
e − u(J)

e )dVe (5)

Furthermore, the derivative of the Young modulus with respect to each unit cell
element density is obtained using the modified SIMP approach [42]. Thus, the Young
modulus as a function of density value x is defined using the following expression of
Equation (6):

E(x) = Emin + xp · (E0 − Emin) (6)

and the derivative from the expression of Equation (7):

∂E
∂xe

= p · xp−1 · (E0 − Emin) (7)

3. Model Order Reduction in Material Optimization

The main focus of the model order reduction (MOR) approaches is to reduce the
computational cost required for solving the linear system of equations formulated from
the finite element method (FEM). This is achieved by creating a reduced basis model and
finding an approximate solution instead of solving the full-order system of equations. The
creation of the reduced basis system of equations is accomplished by substituting first
the displacement vector U in the finite element equilibrium system of equations with an
approximation vector Φ · y. Matrix Φ = {Φi, . . . , Φm} consists of the reduced basis vectors,
and its first dimension corresponds to the dimension of vector U. Its second dimension
refers to a small number (e.g., 5 to 10) chosen as the number of the reduced basis vectors.
The left and right hand sides of the resulting equation is then multiplied by ΦT , as shown
in the following expressions of Equation (8).

F = K ·U 

F ≈ K ·Φ · y 


ΦT · F ≈ ΦT · K ·Φ · y 

Fe f f ≈ Ke f f · y

(8)

where F is the load vector, U is the displacement vector, K is the stiffness matrix, Fe f f is
the reduced approximation of the load vector, Ke f f is the reduced approximation of the
stiffness matrix and y is the reduced basis displacement vector. In general, to assess the
accuracy of the projected solution, the residual load can be obtained and divided by the
norm of the original load vector, as shown in the following Equation (9).

e2 =
‖K ·Φ · a− F‖2

‖F‖2 (9)

10



Materials 2022, 15, 4972

Thus, the most important part of the procedure is the creation of the reduced basis
vectors that represent the main variation in most of the reduced model approaches. In the
following subsections, the methodology as well as the creation of the reduced basis vectors
of three MOR approaches will be presented. The three approaches implemented are the
proper orthogonal decomposition (POD), the on-the-fly reduced order model construction
and the approximate reanalysis following the combined approximations approach. In most
MOR approaches, the approximation of the displacement field is taken into account in the
calculation of the sensitivities through the expression of Equation (10).

∂C
∂xe

= −yT ·ΦT · ∂K
∂xe
·Φ · y−

Nb

∑
i=1

λT
i ·

∂Ki
∂xe
·Ui (10)

where the first term of the expression corresponds to the sensitivity calculated from the
approximate solution and the second part denotes the adjustment term which corrects
the sensitivity calculation, taking into account that the solution is a approximation. The
term λi is the solution vector of the following expression of Equation (11) for each reduced
basis vector.

Ki · λi = 2 · yi · (F− K ·Φ · y) (11)

Ui used in Equation (10) and Ki of Equation (11) denote the displacement vector
and stiffness matrix of each reduced basis vector, respectively. Aiming to simplify the
code implementation of the adopted MOR approaches into the optimal material design
procedure that is described below, the sensitivity adjustment term in not taken into account.

3.1. Proper Orthogonal Decomposition

According to the proper orthogonal decomposition (POD) approach, the construction
of the reduced basis vectors is achieved by means of the singular value decomposition (SVD)
factorization methodology. In particular, a small number (e.g., five to ten) of optimization
iterations is performed first that is equal to the number of the reduced basis vectors, in
which the full-scale system equations are solved and the resulting displacement vectors
are stored in the matrix A. Thus, matrix A is composed of different snapshots of the
displacement field in the early phases of the optimization procedure. Before applying the
SVD factorization methodology to the matrix A, the mean of the displacement snapshot
of the final reduced basis vector is subtracted from A, as described in [22]. Then, SVD
methodology is applied to matrix A and three different matrices are generated, as shown
in the following Equation (12):

A = U · Σ ·V ′ (12)

Matrix U in general contains information about the spacial correlation of the snapshots
of matrix A. Matrix Σ is a diagonal matrix containing the weight coefficients denoting the
importance of each column of matrix U, and finally V contains the corresponding time
dynamics of each of the columns of matrix U. The columns of matrix U are also called the
POD modes and are used as the reduced basis vectors Φi consisting of matrix Φ. Thus, in
the POD approach, the reduced basis matrix Φ coincides with the first matrix (i.e., U) of
the SVD of matrix A.

Φ = U (13)

Subsequently, given the creation of the reduced basis matrix Φ in each optimization
iteration, the displacement vector is obtained using the constructed reduced model and
then projected to the full scale. The accuracy of each new solution in validated using
Equation (9), and if the deviation is too large, a full-scale finite element analysis (FEA)
is performed and the matrix A is updated with the new snapshot of displacements (mth
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column of matrix A), removing the earliest generated one (i.e., the first column of matrix
A). A new SVD is performed on the updated variant of A and a new reduced basis matrix
Φ is used for the next iterations.

3.2. On-the-Fly Reduced Order Model Construction

Similarly to the POD approach, according to the on-the-fly approach a number of
optimization iterations are performed first in order to generate displacements snapshots
of the early optimization stages. Then, the reduced basis vectors are created based on the
Gram–Schmidt orthogonalization methodology which is applied onto the displacement
snapshots of the early optimization stages, as follows: for the first reduced basis vector,
only the first displacement snapshot is utilized, in which a normalization is performed
following the expression of Equation (14):

Φ1 =
U1

‖U1‖
(14)

For the next reduced basis vectors, the following Gram–Schmidt orthogonalization
procedure is applied, taking into account all previous reduced basis vectors, as shown in
the following expression of Equation (15).

Φ̂i+1 = Ui+1 −
i

∑
j=1
〈Ui+1, Φj〉Φj (15)

Subsequently, the new Φ̂i+1 is normalized (as denoted in Equation (16) and the result-
ing vector is added to the reduced basis matrix.

Φi+1 =
Φ̂i+1

‖Φ̂i+1‖
(16)

Following the same steps as described for the POD approach, when the reduced
basis matrix Φ is constructed, the subsequent optimization iterations rely on approximate
displacement fields obtained using the reduced basis matrix and the accuracy of every new
reduced basis based FEA in assessed using the expression of Equation (9). If the accuracy
is not acceptable, a new reduced basis vector is created by means of a full-scale FEA and
using the previously described procedure. Then, matrix Φ is updated by removing the
earliest generated reduced basis vector (i.e., first column of matrix Φ) and adding the new
one as the mth column of matrix Φ.

3.3. Approximate Reanalysis

In contrast to the POD and on-the-fly approaches, in the approximate reanalysis,
one the reduced basis vectors is not created based on displacement snapshots obtained
from the initial optimization iterations. Instead, new reduced basis vectors are created
in each optimization iteration. These reduced basis vectors are based only on a single
snapshot of the displacement field obtained by solving the full-scale system of equations;
the displacement field snapshot is updated during the optimization procedure. The fist
reduced basis vector is equal to the displacement snapshot used as the basis of the reduced
order model, and thus is defined using the following expression of Equation (17):

Φ1 = U1 = K−1
0 · F (17)

Using Φ1 and K0 as the basis of each reduced basis matrix Φ, at each iteration, a new
set of reduced basis vectors is constructed. Each vector is obtained using the following
expression of Equation (18):

K0 ·Ui = F− ∆K ·Ui−1 i = 2 . . . imax (18)
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where Φi = Ui, ∆K is the difference between the original stiffness matrix K0 and the one
corresponding to the current iteration. The size of the reduced basis is not the same for
every iteration; after the creation of each reduced basis vector the accuracy of the solution
is validated using Equation (9), and if it is below a certain threshold, the accuracy of the
solution is accepted. A maximum size of reduced basis vectors is also provided. The update
of the first reduce basis vector is usually performed after either a fixed number of iterations
or after the change in the design variables or the compliance is significant. For a more detail
review of the approximate reanalysis approach, the reader is referred to [15].

4. The Matlab Code Implementation

Part of the implementation of the methodologies described previously into a Matlab
code is based on two existing codes. For the homogenization part, the basis was the Matlab
code presented by Andreassen in [38], whereas for the topology optimization part, the basis
was the Matlab code presented also by Andreassen in [25]. For efficiency, in the following
sections only the parts of the code modified and the logic behind these modifications will be
presented, starting from the part of the homogenization method and then to the topology
optimization part. The code implementation presented here is composed of nine Matlab
files. These are: homogenize function (i.e., homogenize.m Matlab file) that implements the
homogenization procedure, elementMatVec function (i.e., elementMatVec.m Matlab file) that
is used to compute the element load vectors and stiffness matrix, Q4elementStiffnessMatrix
function (i.e., Q4elementStiffnessMatrix.m Matlab file) that is used for performing a similar
role to the elementMatVec function, interpolate function (i.e., interpolate.m Matlab file) that
performs the SIMP interpolation scheme, UCOpt function (i.e., UCOpt.m Matlab file) that
performs the material topology optimization procedure, and three additional Matlab files
containing the procedures of the corresponding MOR approaches, i.e., pod.m Matlab file
containing the pod function, onthefly.m Matlab file containing the onthefly function and
ar.m Matlab file containing the ar function.

4.1. Homogenization Code Implementation (Matlab File “homogenize.m”)

In this section, the modifications made to the homogenization Matlab files will be
presented. For a more in-depth description of the functionalities of the original Matlab
homogenization code, the reader is referred to [38]. There were two main modifications
of the current implementation compared to the original function, denoted as homogenize,
that is used for implementing the homogenization method, originally presented by An-
dreassen [38]. The first modification refers to the transition from the lame parameters to
the Poisson ratio and Young modulus parameters, and the second one to the addition of
the derivative of the homogenized tensor dCH/dye with respect to the densities at the unit
cell level.

Input parameters: The input arguments of the new implementation of the homogenize
function are the following:

1 func t ion [CH,DCH] = homogenize ( lx , ly , E , nu , dE , phi )

where lame parameters as well as the mapping parameters are replaced by matrix E
containing the values of the Young modulus for every finite element used to discretize the
unit cell domain, matrix dE contains the derivative of the Young modulus based on the
modified SIMP approach, following the expression of Equation (7) and the Poisson ratio nu
that is the same for all finite elements. In addition, an extra output argument was added to
the method called DCH which is the derivative of the elasticity tensor from the expression
of Equation (5), calculated using the parameter matrix dE.

Initialization: Due to the elimination of the mapping variable, the number of elements
along the directions of the abscissa and ordinate of the unit cell are taken from the size of
matrix E, and thus Line 4 (of the original code in [38] function) was slightly modified to
take the number of elements from matrix E, as follows:

4 [ nely , nelx ] = s i z e ( E ) ;
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By using the Young modulus and Poisson ratio, the need for decomposing into two
parts the loading vectors and stiffness matrix as described in [38] is not required. Thus,
function elementMatVec was modified to return three loading vectors corresponding to
the three different unit strains, as shown in the following expression of Equation (19) and
the element stiffness matrix computed using the Poisson ratio parameters without the
Young modulus.

f i
e =

∫

Ve
BT

e · Ce · eidVe (19)

Thus, Line 9 (of the original code in [38]) was modified to have the following form:

9 [ ke , f e ] = elementMatVec ( dx/2 , dy/2 , phi , nu ) ;

Assembly of the stiffness matrix and loading vectors: elementMatVec function (see
Matlab file “elementMatVec.m”) was modified to compute the element loading vectors and
stiffness matrix using the Poisson ratio by changing the first Line of the function to compute
the elasticity tensor from Poisson ratio and Young modulus of one instead of the Lame
parameters as presented below:

2 A = [1 nu 0 ; nu 1 0 ; 0 0 (1−nu ) / 2 ] ;
3 C = 1/(1−nu^2) *A;

Thus, in the last lines of the function where the loading vectors and stiffness matrix
are computed, the lines are

34 % Element matr ices
35 ke = ke + weight * ( B ’ * C * B ) ;
36 % Element Loads
37 f e = f e + weight * ( B ’ * C * diag ( [ 1 1 1 ] ) ) ;

In the assembly of the global stiffness matrix part of the homogenize function, Lines
34 and 35 (of the original code in [38]) are removed due to Young modulus already being
a matrix, and Line 37 (of the original code in [38]) is modified to multiply the element
stiffness matrix with a vector of the Young modulus, as shown below:

37 sK = ke ( : ) *E ( : ) . ’ ;

Moving now to the creation of the global loading vector, Line 41 (of the original code
in [38]) is replaced by a simple multiplication of the element loading vector with the element
Young modulus.

41 sF = f e ( : ) *E ( : ) . ’ ;

Due to the element loading vectors as well as the element stiffness matrix no longer
being separated into two parts, Lines 53 and 54 (of the original code in [38]) are removed
from the code. In addition, an extra line is added bellow the initialization of the elasticity
tensor, initializing the derivative of the elasticity tensor. During the iterative procedure
performed from Lines 64 to 75 (of the original code in [38]), the parameters sumLambda
and sumMu are replaced with the parameter sumYoung which is obtained in the same
way using ke instead of keLambda and keMu. An extra procedure is added to compute
the derivative of the elasticity tensor in which the variable sumYoung is multiplied with
the derivative of the Young modulus and then added to the cell variable DCH. DCH is a
cell variable of a size of the number of elements, and contains the 3× 3 derivative of the
elasticity tensor of each element. The new iterative procedure is presented below:

64 f o r i =1:3
65 f o r j = 1 : 3
66 sumYoung = ( ( chi0 ( : , : , i ) − ch i ( edofMat +( i −1) * ndof ) ) * ke ) . * . . .
67 ( chi0 ( : , : , j ) − chi ( edofMat +( j −1) * ndof ) ) ;
68 sumYoung = reshape (sum( sumYoung , 2 ) , nely , nelx ) ;
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69 % Homogenized e l a s t i c i t y tensor
70 CH( i , j ) = 1/cellVolume *sum(sum( E . * sumYoung ) ) ;
71 finalSum = dE . * sumYoung ;
72 f o r k =1: nely
73 f o r l =1: nelx
74 DCH{ k , l } ( i , j ) = 1/cellVolume * finalSum ( k , l ) ;
75 end
76 end
77 end
78 end

4.2. Topology Optimization Code Implementation

In this section, all modification applied to the top88 code published in [25] will be
presented. The aim of all modifications was to transfer the code implementation from
the conventional topology optimization formulation into the optimal design of materials.
The new function used to perform the optimization procedure is called UCOpt. In this
function, in addition to the input parameters already present in the original top88 code,
four extra parameters were added. Due to the two different scales (micro and macro), two
parameters (i.e., lx, ly) representing the dimensions along the directions of the abscissa and
ordinate of the macro domain, respectively, were added for the case of macro scale, and
two parameters (i.e., nlx, nly) representing the number of elements along the directions of
the abscissa and ordinate of the unit cell were added for the micro scale. Thus, the resulting
function is presented below:

2 func t ion UCOpt( lx , ly , nelx , nely , nlx , nly , v o l f r ac , penal , rmin , f t )

As for the creation of the stiffness matrix variable KE, a new function is utilized. This
function takes into consideration the length of the finite element along the directions of the
abscissa and ordinate in the form of dx and dy, as well as the elasticity tensor instead of the
Young modulus and the Poisson ratio used in the original code. This change is applied to
enable the creation of the stiffness matrix from the homogenized elasticity tensor created
by the homogenization function. In addition, the creation of the element stiffness matrix is
performed inside the optimization procedure before the finite element analysis. Moving
to the initialization of the design variables, in Lines 40 to 47 (of the UCOpt function), the
initialization of the design variable is performed, in which instead of mapping the volume
fraction to all densities and circle of zero densities is created in the centre of the unit cell,
and all other densities are set to one, as shown in Figure 2.

Figure 2. Initial unit cell.
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This is achieved using the following iterative procedure:

40 x = ones ( nly , nlx ) ;
41 f o r i = 1 : nlx
42 f o r j = 1 : nly
43 i f s q r t ( ( i−nlx /2−0.5) ^2+( j−nly /2−0.5) ^2) < min ( nlx , nly ) /3
44 x ( j , i ) = 0 ;
45 end
46 end
47 end

Moving to the optimization loop, two additional steps are added before performing
the finite element analysis part. In the first step, a function called interpolate is utilized
to compute the Young modulus and its derivative with respect to the design variables
using the expressions of Equation (6) for the element Young modulus and Equation (7)
for the corresponding derivative. During the second step, the resulting Young modulus
and its derivative are provided to the homogenize function, which in turn produces the
elasticity tensor and its derivative for each element consisting the unit cell. Moving to the
finite element analysis part, the function Q4elementstiffnessMatrix is utilized to obtain the
element stiffness matrix from the homogenized elasticity tensor, which in turn is used to
perform the finite element analysis and compute the macro-domain displacements. For the
computation of the sensitivities, an iterative procedure is utilized, looping for each element
of the micro domain to create a different stiffness matrix for each unit cell element based
on each element’s derivative of the homogenized elasticity tensor. Then, the variable ce is
computed in the same manner as in the original code, resulting in the computation of the
derivative dc.

67 f o r i = 1 : nly
68 f o r j = 1 : nlx
69 dKE = Q4elementSt i f fnessMatr ix ( l x /nelx /2 , ly/nely /2 ,90 ,DCH{ i ,

j } ) ;
70 ce = reshape (sum ( (U( edofMat ) *dKE) . *U( edofMat ) , 2 ) , nely , nelx ) ;
71 c = c + sum(sum( ce ) ) ;
72 dc ( i , j ) = − sum(sum( ce ) ) ;
73 end
74 end

4.3. Model Order Reduction: Code Implementation

In this section, the implementation of the three model order reduction approaches will
be presented. Aiming to create an easy integration of the three approaches into the UCOpt
function presented in the previous section, the usage of the class structure is opted for
the three MOR approaches. Thus, each approach is created as a single Matlab class object
containing three common functions denoted as solve, fea and counts, respectively. The solve
function is implemented differently for each class, while it is used by the UCOpt function in
order to compute every set of displacements during the optimization procedure. The two
other functions are the same for all three classes and they are used to perform the full-scale
finite element analyses (function fea) and to return the number of full- and reduced-scale
iterations performed (function counts). Since the class properties are modified during
the optimization procedure, all MOR classes inherit from the handle a Matlab class. In
order to use the MOR classes in the UCOpt function, an extra parameter is used called p,
representing the MOR class, while Line 62 (of the pod class) is modified to call the solve
function of the p class, as presented below:

62 % U( f r e e d o f s ) = K( f reedofs , f r e e d o f s ) \F ( f r e e d o f s ) ;
63 U( f r e e d o f s ) = p . so lve (K( f reedofs , f r e e d o f s ) , F ( f r e e d o f s ) ) ;
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4.3.1. POD: Code Implementation (Matlab File “pod.m”)

The pod class was developed for the code implementation of POD approach, which
except for the constructor function, requires seven properties and three functions. Out of
these properties, three refer to iteration trackers, i.e., parameters labeled as loop, f ll and rdc
tracking the total number of TO iterations performed, the total number of full finite element
analyses and the total number of reduced basis finite element analyses, respectively. The
forth parameter refers to the tolerance tol that represents the residual force tolerance used
as a criterion for updating the reduced basis vectors after the creation of the reduced basis.
The remaining three parameters correspond to the number of the reduced basis vectors Nb,
the reduced basis matrix f i and a matrix containing the displacement snapshots A that is
used to create the reduced basis matrix.

The implementation of the POD approach is performed inside the solve function. The
solve function is separated into two main sections. The first section is executed during the
first iterations for creating the first variant of the reduced basis matrix f i, as shown below:

24 U = obj . f ea (K, F ) ;
25 obj .A( : , ob j . loop ) = U;
26 i f ob j . loop == obj .Nb
27 obj .A = obj .A − mean(U) ;
28 [ ob j . f i , ~ , ~ ] = svd ( ob j .A, ’ econ ’ ) ;
29 end

The second section is executed after the first creation of the reduced basis. In particular,
in this section the reduced displacement field y is calculated, projecting it to the full scale of
the displacement field U. Then, it is determined if the forces residual is acceptable. If the
forces’ residual is deemed not acceptable, then the reduced basis is updated using a new
set of displacement snapshots. The implementation is presented below:

31 y = obj . f i ’ *K* ob j . f i \ ob j . f i ’ * F ;
32 U = obj . f i * y ;
33 dF = K*U−F ;
34 re s = norm ( dF ) ;
35 i f r e s > obj . t o l
36 U = obj . f ea (K, F ) ;
37 obj .A( : , 1 ) = [ ] ;
38 obj .A( : , ob j .Nb) = U;
39 obj .A = obj .A − mean(U) ;
40 [ ob j . f i , ~ , ~ ] = svd ( ob j .A, ’ econ ’ ) ;
41 e l s e
42 obj . rdc = obj . rdc + 1 ;
43 end

For the creation of the reduced basis matrix f i, the svd function of Matlab is utilized
selecting the ′econ′ option for generating an economy-size decomposition of matrix A.

4.3.2. On-the-Fly: Code Implementation (Matlab File “onthefly.m”)

In the implementation of the on-the-fly reduced order model approach, the number
of properties required by the corresponding class is reduced from seven to six, basically
removing only the displacement snapshot matrix A. All other properties remain the same
as those used in the POD implementation of the corresponding class. In the same manner
as in the POD class, the implementation of the on-the-fly approach requires the use of the
solve function. The on-the-fly implementation is also separated into two main parts. In
the first one where the reduced basis matrix f i is computed, the norm function of Matlab
is utilized to perform the normalization of the displacement field vector, whereas the
procedure is exactly as described in Section 3.2 where the theoretical description of the
on-the-fly reduced order model approach is provided.
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22 i f ob j . loop == 1
23 U = obj . f ea (K, F ) ;
24 obj . f i ( : , ob j . loop ) = U/norm (U) ;
25 e l s e i f ob j . loop <= obj .Nb
26 U = obj . f ea (K, F ) ;
27 Uorth = U − obj . f i * ( ob j . f i ’ *U) ;
28 obj . f i ( : , ob j . loop ) = Uorth/norm ( Uorth ) ;
29 e l s e

In the second part of the on-the-fly implementation, the procedure mirrors that of
the POD implementation where instead of the svd function of Matlab, the update of the
reduced basis matrix is performed as described in the expressions of Equations (15) and (16)
in Lines 42 to 45 (of the onthefly class).

30 y = obj . f i ’ *K* ob j . f i \ ob j . f i ’ * F ;
31 U = obj . f i * y ;
32 dF = K*U−F ;
33 re s = norm ( dF ) ;
34 i f r e s > obj . t o l
35 U = obj . f ea (K, F ) ;
36 obj . f i ( : , 1 ) = [ ] ;
37 Uorth = U − obj . f i * ( ob j . f i ’ *U) ;
38 obj . f i ( : , ob j .Nb) = Uorth/norm ( Uorth ) ;
39 e l s e
40 obj . rdc = obj . rdc + 1 ;
41 end

4.3.3. Approximate Reanalysis: Code Implementation (Matlab File “ar.m”)

To keep the same structure of the code implementation for the approximate reanalysis
approach as that of the previously presented two MOR approaches, the displacement
snapshots are updated in a fixed number of iterations without taking into account the
change in the objective function or the design variables. For the implementation of the
approximate reanalysis approach, two new properties were added compared with the
implementation of the on-the-fly approach. These properties correspond to the stiffness
matrix K0 of the full-scale FEA and to a counter r f that keeps record of how often a new
full-scale FEA will be performed.

As far as the solve function goes, its first part, i.e., Lines 32 to 35 (of the ar class), deals
with the initialization of the reduced basis matrix f i. As discussed earlier, at the beginning
of this section the criterion for the update of this procedure is simplified. More specifically,
the update of the reduced basis matrix takes place in the first iteration and then after a fix
number of iterations specified by the class variable r f , as shown bellow:

25 i f ( ob j . loop == 1) || (mod( ob j . loop , ob j . r f ) == 0)
26 U = obj . f ea (K, F ) ;
27 obj . f i ( : , 1 ) = U;
28 obj . K0 = K;
29 e l s e

In the second part of the solve function, the reduced displacement vector is obtained.
In more detail, in Line 37, the difference between the stiffness matrices (dK) is computed.
Then, a while loop is implemented (see Lines 41 to 49 of the ar class) which builds the
reduced basis matrix f i until either the maximum number of reduced basis vectors is
reached or the residual is smaller than the tolerance value tol predefined.

30 e l s e
31 dK = K−obj . K0 ;
32 U = obj . f i ( : , 1 ) ;
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33 re s = 1 0 0 ;
34 s = 1 ;
35 while ( r es > ob j . t o l ) && ( s <= obj .Nb)
36 s = s + 1 ;
37 U = obj . K0\(F − dK*U) ;
38 obj . f i ( : , s ) = U;
39 y = obj . f i ’ *K* ob j . f i \ ob j . f i ’ * F ;
40 U = obj . f i * y ;
41 dF = K*U−F ;
42 r es = norm ( dF ) ;
43 end
44 obj . rdc = obj . rdc + 1 ;
45 end

5. Test Examples

In this section, three simple test examples will be presented in order to demonstrate
the ease of use of the proposed topology optimization Matlab code and how the three
MOR approaches are integrated in order to assist the search procedure. The first test
example refers to a simple bridge problem, the second one refers to the cantilever beam
problem and the third one corresponds also to a cantilever beam problem with the load
applied at the central right side of the domain. The macro domains for all test examples
are schematically presented in Figure 3. In all test examples, the number of the iterations
required, the number of full-scale FEAs and the final objective function value achieved are
presented when the three MOR approaches are implemented, as well as the case without
the application of any MOR approach.

(a) (b)

(c)

Figure 3. Test examples considered. (a) Bridge test example. (b) Cantilever beam 1 test example.
(c) Cantilever beam 2 test example.

5.1. Bridge Test Example

The implementation of the MBB beam test example with respect to the load vector
and fixed degrees of freedom is the default implementation of the UCOpt function. The
optimization parameters were a grid of 300× 150 finite elements in the directions of the
abscissa and ordinate for the discretization of the macro domain and a grid of 50× 50 finite
elements in the directions of the abscissa and ordinate for the discretization of the micro
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domain. A target volume fraction of 40%, penalization factor for the SIMP approach of 3,
filter radius of 1.5 and application only of a sensitivity filter (option f t = 1) were chosen.
As far as the three MOR approaches go, the size of the reduced basis was chosen to be 8 for
the POD and on-the-fly approaches and 10 for the approximate reanalysis, the tolerance
for the update was set equal to 0.01 for all approaches and the update frequency for the
approximate reanalysis was set to every six iterations. The script implementation for the
POD-assisted optimization implementation is presented below:

1 p = pod ( 8 , 0 . 0 1 ) ; % f o r the proper orthogonal decomposition
approach

2 UCOpt( 1 0 , 1 0 , 2 0 0 , 1 0 0 , 5 0 , 5 0 , 0 . 5 , 3 , 1 . 5 , 1 , p ) ;

For the implementation of the other two MOR approaches, changes are only required
in the first line where the MOR is created, as follows:

1 p=onthef ly ( 8 , 0 . 0 1 ) ; % f o r the on−the−f l y approach

and

1 p=ar ( 1 0 , 0 . 0 1 , 6 ) ; % f o r the approximate r e a n a l y s i s approach

The results obtained of every MOR approach as well as the implementation without
MOR assistance are presented in Table 1.

Table 1. Bridge test example: Results of each MOR approach as well as the classic implementation.

Approach Total itrns Full FEAs Compliance

FEA 26 26 105.14
POD 26 8 105.14

on-the-fly 26 8 105.14
AR 26 5 105.14

On the results of topology optimization achieved, in terms of unit cell structure, for
the various implementations (with and without MOR), minor differences are observed,
while the compliance value resulting from the four implementations is the same. Thus,
only one of the results achieved, and in particular, the one obtained by means of the POD
approach, is presented in Figure 4.

Figure 4. Optimized periodic unit cell for the bridge test example macro structure.

5.2. Cantilever Beam 1 Test Example

For the implementation of the first cantilever beam test example, changes to the load
vector and fixed degrees of freedom should be made. In more detail, Lines 13 and 14 of the
UCOpt function should be changed, as presented below:

13 F = sparse ( 2 * ( nelx +1) * ( nely +1) ,1 ,−1 ,2* ( nely +1) * ( nelx +1) , 1 ) ;
14 f i x e d d o f s = 1 : 2 * ( nely +1) ;

The optimization parameters were a grid of 200× 100 finite elements in the directions
of the abscissa and ordinate for the discretization of the macro domain and a grid of 50× 50
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finite elements in the the directions of the abscissa and ordinate for the discretization of
the micro domain. Similarly to the first test example, a target volume fraction of 50%,
penalization factor for the SIMP approach of 3, filter radius of 1.5 and application only of
the sensitivity filter (i.e., option f t = 1) were chosen. For the MOR approaches, the size
of the reduced basis was chosen to be 4 for the POD and on-the-fly approaches and 10
for the approximate reanalysis, the tolerance for the update was set equal to 0.01 for all
approaches and the update frequency for the approximate reanalysis was set to every five
iterations. The results obtained for the first cantilever beam test example are presented
below in Table 2.

Table 2. Cantilever Beam 1: Results of each MOR approach as well as the classic implementation.

Approach Total TOP itrns Full FEAs Compliance

FEA 107 107 257.3
POD 104 20 257.3

on-the-fly 101 21 257.3
AR 107 22 257.3

Similarly to the first test example, on the results of topology optimization achieved,
in terms of unit cell structure, for the various implementations (with and without MOR)
minor differences are observed, while the compliance value resulting from the four imple-
mentations is the same. Thus, only one of the results achieved, and in particular, the one
obtained by means of the on-the-fly approach, is presented in Figure 5.

Figure 5. Optimized periodic unit cell for the cantilever beam 1 test example macro structure.

5.3. Cantilever Beam 2 Test Example

For the implementation of the second cantilever beam test example (labeled as
cantilever beam 2), changes to the load vector and fixed degrees of freedom should be
applied. In more detail, Lines 13 and 14 (of the UCOpt) function should be changed as
presented below:

13 F = sparse ( 2 * ( ( nely +1) * nelx + ( nely +1) − c e i l (1/2* nely ) )
,1 ,−1 ,2* ( nely +1) * ( nelx +1) , 1 ) ;

14 f i x e d d o f s = 1 : 1 : 2 * ( nely +1) ;

The optimization parameters were a grid of 300× 100 finite elements in the directions
of the abscissa and ordinate for the discretization of the macro domain and a grid of 50× 50
finite elements in the the directions of the abscissa and ordinate for the discretization of
the micro domain. Similarly to the first test example, a target volume fraction of 50%,
penalization factor for the SIMP approach of 3, filter radius of 1.5 and application only
of the sensitivity filter (i.e., option f t = 1) were chosen. For the MOR approaches, the
size of the reduced basis was chosen to be 4 for the POD and on-the-fly approaches
and 10 for the approximate reanalysis, the tolerance for the update was set equal to 0.01
for all approaches and the update frequency for the approximate reanalysis was set to
every five iterations. The results obtained for the second cantilever beam test example are
presented below in Table 3.
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Table 3. Cantilever Beam 2: Results of each MOR approach as well as the classic implementation.

Approach Total TOP itrns Full FEAs Compliance

FEA 84 84 1369.0
POD 83 16 1369.1

on-the-fly 84 16 1368.9
AR 84 17 1368.9

Similarly to the remarks reported for the first two examples presented before, on the
results of topology optimization achieved, in terms of unit cell structure, for the various
implementations (with and without MOR) observed minor differences are observed, while
the compliance value resulting from the four implementations is the same. Thus, only one
of the results achieved, and in particular, the one obtained by means of the approximate
reanalysis approach, is presented in Figure 6.

Figure 6. Optimized periodic unit cell for the cantilever beam 2 test example macro structure.

6. Conclusions

The scope of this work is to present an open source numerical implementation of a
methodology dealing with the optimal design of material structure using the theories of
topology optimization and homogenization as well as the application of reduced order
models. The code presented is written in Matlab, and two of the functions are partially
based on existing well-known codes, published on the topology optimization and homog-
enization formulations. The implementation of the three model order reduction (MOR)
approaches is simple, and the aim is to provide the means to integrate such models in any
type of topology optimization problem formulation. Although the code implementation of
the topology optimization part is based on a 2D space variant, it can easily be extended to
the 3D space as well without the need to modify any of the three MOR classes presented in
this study. The authors would be happy to receive suggested improvements that can be
implemented in the public domain of the UCOpt codes.
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Abstract: The flexural strength of Slender steel tube sections is known to achieve significant im-
provements upon being filled with concrete material; however, this section is more likely to fail
due to buckling under compression stresses. This study investigates the flexural behavior of a
Slender steel tube beam that was produced by connecting two pieces of C-sections and was filled
with recycled-aggregate concrete materials (CFST beam). The C-section’s lips behaved as internal
stiffeners for the CFST beam’s cross-section. A static flexural test was conducted on five large scale
specimens, including one specimen that was tested without concrete material (hollow specimen). The
ABAQUS software was also employed for the simulation and non-linear analysis of an additional
20 CFST models in order to further investigate the effects of varied parameters that were not tested
experimentally. The numerical model was able to adequately verify the flexural behavior and failure
mode of the corresponding tested specimen, with an overestimation of the flexural strength capacity
of about 3.1%. Generally, the study confirmed the validity of using the tubular C-sections in the
CFST beam concept, and their lips (internal stiffeners) led to significant improvements in the flexural
strength, stiffness, and energy absorption index. Moreover, a new analytical method was developed
to specifically predict the bending (flexural) strength capacity of the internally stiffened CFST beams
with steel stiffeners, which was well-aligned with the results derived from the current investigation
and with those obtained by others.

Keywords: stiffened CFST beam; recycled concrete; finite element; flexural strength; cold-formed tube

1. Introduction

The usefulness of various types of concrete-filled steel tube (CFST) has been proven
in modern composite structural projects since they have achieved better performances
(in terms of strength, ductility and stiffness) than the corresponding conventional con-
crete/steel members under axial and flexural loading [1–4]. In general, the structural
performance of concrete-filled steel composite members, under different loading scenarios,
has been experimentally and numerically examined in several studies; for example, those
presented in [5–9].

Particularly, the adequacy of using the Slender steel tube section (Class 4; as per Eu-
rocode classification) in the concept of CFST beams has been previously investigated [10–14].
This section (Slender) has achieved more strength improvement percentages than those
of the Noncompact and Compact sections, after being filled with concrete materials, as
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compared to their corresponding hollow tube sections [10,15]. In addition, the steel tubes
of CFST members with Slender cross-sections usually have lighter self-weight than the
Noncompact and Compact sections; thus, they are more favourable in terms of reducing
the impact of cost in construction projects. However, the Slender tube section is more
likely to buckle outward at the compression zone stress because of Slender structural
sections [16,17]. Therefore, internal steel stiffeners were provided to delay and restrict the
outward tube’s buckling of the Slender CFST beams’ cross-section [18–21]. For example,
Al Zand et al. [19] experimentally and numerically examined the effect of using varied
shapes of internal steel stiffeners that were welded along all sides of high-slenderness cold-
formed square CFST beams. Their investigation showed that these CFST beams’ flexural
stiffnesses and strength capacities were improved by about 22–29% when a single stiffener
was welded along each tube’s internal sides, and these values were increased by a further
48–59% when double steel stiffeners were provided. Furthermore, in some cases, the CFST
beam’s cross-sections were externally stiffened, either by using additional steel plates that
were fixed mechanically along the beam’s flanges [5], or by preparing a cold-formed tube’s
cross-section with V-grooves that were provided along the sides of the CFST beam [22].
However, the welding of additional steel stiffeners for the stiffening of the CFST beam’s
cross-section could require an additional fabrication process and extra labour costs. Thus,
using pre-fabricated cold-formed tubular steel sections (C-sections/C-Purlins) without
extra welding and/or mechanical fixation could be considered as a new concept for use in
the stiffened Slender CFST beam system, particularly for lightweight flooring structures.
For example, in Malaysia, the cost of 1 ton of fabricated steel sections is about 1000 USD,
and the equivalent cost of hot-rolled sections is about 1200 USD, while the cost of 1 ton of
concrete is about 40–50 USD. This material’s cost comparison shows that it is very useful if
the engineers can utilise CFST beams that have been prepared from cold-formed sections
filled with concrete in the lightweight composite structures, even though the self-weight
of these composite beams can increase by 5–8 times as compared to the equivalent steel
beams due to the effect of concrete infill material.

The research topic of CFST has received considerable attention over the past few years
from a wide range of structural engineering scholars. A dependent stress–strain model
was developed for the CFST column [23]. The flexural behaviour of steel-fibre-reinforced
self-stressing recycled-aggregate CFST was studied by [24]. The behaviour of heated
CFST stub columns, containing steel fibre and tire rubber, was tested by [25]. Reinforced
CFST with steel bars was studied experimentally in terms of its seismic behaviour [26].
Several other related research studies on the advanced application of CFST can be reviewed
through [27,28]. Nevertheless, this review of the literature evidenced the importance of the
enhancement of concrete properties for the achievement of better reliability and robustness
in construction projects [29–31].

In recent years, engineers have been increasingly utilizing the recycled aggregate
generated from the demolition of existing materials and waste materials in the field of
construction [24,32–34]. There have been several studies on the behaviour of Recycled-
Aggregate Concrete (RAC) material, which is prepared by crushing the old structural
elements of concrete. For example, variations in the RAC replacement percentages (0%,
25% and 50% of the raw aggregate) were adopted in the concrete infill material for CFST
members under flexural and compression loads [11,24,35–40]. The results achieved were
quite similar to those obtained for CFST members filled with normal concrete, albeit with
slightly lower strength capacities [38]. Recently, Liu et al. [24] used RAC and sulphoalu-
minate cement in varied concrete mixtures, which were reinforced with steel fibre and
used as infilling material for 54 CFST beams. Their experimental study reveals that the
reinforcement of the recycled-aggregate concrete mixture with 1.2% steel fibre can achieve
similar flexural behaviour to that of the CFST beams that are filled with normal concrete.
Furthermore, using the lightweight concrete infill material can significantly reduce the
overall self-weight of the CFST members [17,41–43], which is significant given that the
self-weight represents one of the most important challenges in terms of adopting composite
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members of this type in modern structures. Generally, using expanded polystyrene (EPS)
beads as a replacement for the raw aggregate is the most effective method that is usually
used to achieve lightweight concrete mixtures [19,44–46]. For instance, EPS can also be
sourced from waste polystyrene materials (recycled materials). However, the performance
of cold-formed steel tubes (the Slender tube section) filled with lightweight and recycled
concrete material under pure flexural loading has not yet been extensively investigated.
In such cases, as explained earlier, the overall self-weight and the cost impact constitute
important factors in the Engineer’s decision to adopt this system in modern composite
structures. Therefore, at present, finding an alternative CFST composite structural design
concept is a matter of urgency.

The main objectives of this research can be highlighted as follows: The first aim was
to examine the suitability of using the new concept of cold-formed tubular cross-sections
fabricated from two pieces of galvanized C-sections (face-to-face connection) in the Slender
CFST beam’s system, in which the lips of these C-sections are expected to behave as
internal steel stiffeners along the top and bottom flanges. Second, this research project
aimed to explore the behaviour of the proposed Slender CFST beams, specifically when
recycled-aggregate concrete mixture is used instead of the normal concrete mixture, in
order to reduce the self-weight and cost of the beam’s section. Lastly, to date, all of the
theoretical methods for predicting the flexural strength of CFST beams were developed
according to different standards, and they were mostly intended to be applied for beams
with conventional tube sections (unstiffened sections). As such, this study aimed to
develop a new analytical method that can theoretically predict the flexural strength capacity
(ultimate bending moment; Mu) of the internally stiffened CFST beam’s cross-section with
varied numbers/sizes of steel stiffeners; this constitutes one of the main novelties of the
current research work. Therefore, five CFST specimens were prepared for this purpose and
were experimentally tested under pure flexural loading, including one specimen without
concrete filling material (hollow tube section). The finite element (FE) ABAQUS software
was used to develop and analyse an additional 20 models that were designed to examine
the effect of further parameters that were not explored experimentally.

2. Experimental Approach
2.1. Preparation of Samples

In order to suggest a new concept for the design of Slender steel tube cross-sections
that are internally stiffened, in this research, five specimens were produced from two steel
C-sections connected by means of tack welding to obtain the suggested steel tubular section,
as shown in Figure 1. These prefabricated tubular sections had 20 mm lips that functioned
as internal stiffeners along the top and bottom flanges of the tubular beams. A single
specimen was tested as a hollow tube beam (HB), while the other four tubes’ specimens
were filled with different concrete mixtures (filled beam; FB). The raw coarse aggregate
of the concrete mixtures was replaced with different recycled-aggregate materials (EPS
and RAC), since one of the main objectives of this research was to reduce the self-weight
and cost of the mixture. The replacement percentages of raw coarse aggregate (by volume)
were equal to 0% (filled beam designation; FB-RC0), 30% (FB-RC30), 50% (FB-RC50), and
70% (FB-RC70), as presented in Table 1. All steel tubes specimens were placed vertically,
after which the concrete material was poured from the top ends in multiple stages, while
the bottom ends were temporary sealed to prevent water leakage.

2.2. Material Properties

Steel tube: Three coupons were cut from the cold-formed C-sections and prepared in
accordance with the ASTM-E8/E8M-2009 standard. The average results of the yield tensile
strength (fy), maximum elongation (%), ultimate tensile strength (fu), and elastic modulus
(Es) were 489 N/mm2, 27.4%, 558 N/mm2, and 201 × 103 N/mm2, respectively, and these
results were obtained from the direct tensile of coupons test.

27



Materials 2021, 14, 6334

Concrete mixtures: the recycled aggregates used in the suggested concrete mixtures
were EPS beads (4–6.3 mm) with a density of 9.5 (kg/m3), and RAC (4.75–16 mm) with
a density of 1278 kg/m3; these densities were much lower than that of the raw coarse
aggregate (1490 kg/m3). As explained earlier, the first concrete mixture was prepared
without the use of any recycled aggregate (normal concrete; 0% replacement aggregate:
RC0). The second concrete mixture (RC30) was prepared by replacing 30% (by volume) of
the raw coarse aggregate by EPS beads only. Meanwhile, the concrete mixtures RC50 and
RC70 were also made by replacing 30% of the raw aggregate with EPS beads and adding
another 20 and 40% (in terms of total volume) of RAC, respectively, bringing the total
replacement to 50 and 70%, respectively. In addition, silica fume (SF) material was used
to enhance the bonding performance between the cement and EPS beads, as previously
advised in [45]. Lastly, for all concrete mixtures, a water/cement (w/c) ratio of 0.46 was
used together with the superplasticizer liquid (Real Flow 611). The proportions of the
concrete mixtures are presented in Table 2. For each concrete mixture, three samples of
concrete cubes (150 mm) were prepared, cured for up to 28 days, and tested in accordance
with BS 1881: 1983.
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Figure 1. Cold-formed steel C-sections (all dimensions in mm).

Table 1. Designations and results of the tested specimens.

Specimen
Designations

D × B × t
(mm)

Le
(m)

fy
(MPa)

fcu
(MPa)

Ec
(GPa)

Mu
(kN·m)

Ki
(kN·m2)

Ks
(kN·m2)

EAI
(kN·mm)

HB 200 × 150 × 1.5 2.8 489 - - 14.1 1207 1121 201.8
FB-RC0 200 × 150 × 1.5 2.8 489 26.2 21.1 57.7 2216 1924 5996
FB-RC30 200 × 150 × 1.5 2.8 489 14.6 14.5 53.7 2157 1751 5539
FB-RC50 200 × 150 × 1.5 2.8 489 14.1 13.8 52.6 2194 1726 5493
FB-RC70 200 × 150 × 1.5 2.8 489 13.7 13.2 51.5 2066 1690 5439

Table 2. Proportions of the concrete mixtures (kg/m3).

Mixture
Designations Cement Fine

Agg.
Coarse
Agg.

Silica
Fume

EPS
(%) EPS RAC

(%) RAC Water Slump
(mm) Density

RC0 390 700 1115 - - - - - 180 128 2295
RC30 350 700 781 40 30 2.1 - - 180 147 1881
RC50 350 700 558 40 30 2.1 20 190 180 151 1813
RC70 350 700 335 40 30 2.1 40 380 180 154 1772
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2.3. Test Setup

All specimens were tested under four-point static loads, as shown in the schematic
of the test setup in Figure 2. A hydraulic jack with a maximum capacity of 500 kN was
used to apply the static load on the suggested CFST specimens. Utilizing linear variable
differential transducers (LVDTs) type KYOWA, Osaka, Japan, the vertical deflections of the
specimens were recorded at different locations. The strain gauges SG1 to SG5 were fixed
vertically at the mid-span of each CFST specimen. A data logger was used for collection of
the data from the load cell, strain gauges, and LVDTs during the tests, and these data were
recorded in a computerized system.

Materials 2021, 14, x FOR PEER REVIEW 5 of 26 
 

 

Table 2. Proportions of the concrete mixtures (kg/m3). 

Mixture  
Designations Cement 

Fine 
Agg. 

Coarse  
Agg. 

Silica 
Fume 

EPS 
(%) EPS 

RAC 
(%) RAC Water 

Slump  
(mm) Density 

RC0 390 700 1115 - - - - - 180 128 2295 
RC30 350 700 781 40 30 2.1 - - 180 147 1881 
RC50 350 700 558 40 30 2.1 20 190 180 151 1813 
RC70 350 700 335 40 30 2.1 40 380 180 154 1772 

2.3. Test Setup 
All specimens were tested under four-point static loads, as shown in the schematic 

of the test setup in Figure 2. A hydraulic jack with a maximum capacity of 500 kN was 
used to apply the static load on the suggested CFST specimens. Utilizing linear variable 
differential transducers (LVDTs) type KYOWA, Osaka, Japan, the vertical deflections of 
the specimens were recorded at different locations. The strain gauges SG1 to SG5 were 
fixed vertically at the mid-span of each CFST specimen. A data logger was used for 
collection of the data from the load cell, strain gauges, and LVDTs during the tests, and 
these data were recorded in a computerized system. 

 
Figure 2. Schematic of specimens’ test setup (all dimensions in mm). 

3. Discussion of Experimental Results 
3.1. Failure Modes 

All specimens were tested beyond their strength capacities in order to study their 
extreme failure performance. The hollow steel tube specimen (HB) showed the inward 
tube’s buckling failure at the support points only, wherein the failure of tube’s webs was 
increased gradually by increasing the applied load, as shown in Figure 3a. Meanwhile, all 
filled specimens (FB-RC0, FB-RC30, FB-RC50, and FB-RC70) showed almost typical failure 
modes regardless of the types of their concrete mixtures. It was found that, for all filled 
specimens, outward buckling failure started occurring at the top tube’s flange, between 
the two-point loads of these filed specimens, particularly when the applied load values 
reached about 70–80% of their ultimate loading capacity, as shown in Figure 3b. This 
performance was due to the effects of the concrete infill materials, which mainly 

Figure 2. Schematic of specimens’ test setup (all dimensions in mm).

3. Discussion of Experimental Results
3.1. Failure Modes

All specimens were tested beyond their strength capacities in order to study their
extreme failure performance. The hollow steel tube specimen (HB) showed the inward
tube’s buckling failure at the support points only, wherein the failure of tube’s webs was
increased gradually by increasing the applied load, as shown in Figure 3a. Meanwhile,
all filled specimens (FB-RC0, FB-RC30, FB-RC50, and FB-RC70) showed almost typical
failure modes regardless of the types of their concrete mixtures. It was found that, for
all filled specimens, outward buckling failure started occurring at the top tube’s flange,
between the two-point loads of these filed specimens, particularly when the applied load
values reached about 70–80% of their ultimate loading capacity, as shown in Figure 3b. This
performance was due to the effects of the concrete infill materials, which mainly prevented
the occurrence of inward buckling failure of the steel tube. Figure 3c presents all filled
specimens after testing at the extreme failure limits.
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Furthermore, the 20 mm lips located at the top and bottom edges of the prefabricated
cold-formed C-sections were well bonded with the concrete core, thus implying that these
lips functioned sufficiently as internal stiffeners for the top and bottom flanges of the steel
tubes of these filled specimens. Therefore, the outward buckling failure occurred only at the
half-width of their top flanges (see Figure 3b). These lips achieved similar contributions to
those of the additionally welded steel stiffeners that were included in previous research to
stiffen the Slender CFST members [19,47]. Moreover, there was no slippage failure between
the steel tube and the concrete core observed at both opened ends of the tested filled
specimens. Unlike the unfilled specimen (HB), the filled specimens (FB-RC0, FB-RC30,
FB-RC50 and FB-RC70) displayed a smooth deflection behaviour during the loading stages,
which was quite similar to the half-sine curve, as illustrated in Figure 4. This performance
allowed the CFST beams to distribute the point loads with almost uniform stress along the
beam’s span, which was very similar to the beams that were loaded in a uniform loading
scenario during the practical application of the members. Based on this finding, the above
hypothesis was confirmed insofar as the currently suggested prefabricated cold-formed
tubular steel beam filled with recycled concrete materials performed very similarly to the
conversional CFST beams, which were tested earlier, for example, in [11,17,19,48].

3.2. Flexural Behaviour and Strength Capacity

This section discusses the flexural behaviour, ultimate moment capacity (Mu), and the
moment vs. strain relationships of the tested specimens. The relationships between the
bending moment and the deflection at mid-span for the tested specimens are compared in
Figure 5, including the hollow specimen (HB). In general, for the concrete filled specimens,
the moment–deflection curves continued to show linear behaviour until an archive of about
50–60% of their Mu values, after which these curves behaved as elasto-plastics up to the
loading limits of about 70–80% of their Mu values (at this point, buckling failure of the top
flange started to occur). Thus, due to further outward buckling failure, the same moment–
deflection curves showed fully plastic behaviour with continual slow decreases. The Mu
value of the filled specimens was recorded at the deflection limit of Le/50 − Le/60 [49],
which was about 46 mm to 56 mm. However, the moment–deflection curve of the unfilled
specimen (HB) showed an almost linear behaviour until the peak loading point (Mu)
was achieved, at which the bottom flanges started to buckle inwardly at the supporting
points; furthermore, as a result of extreme tube buckling failure, the loading curve began
to descend.
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The Mu values of the tested specimens are presented in Table 1. The HB specimen
achieved the ultimate flexural capacity of 14.1 kN·m; this capacity increased to 57.7 kN·m
when the same fabricated steel tubular specimen was filled with normal concrete (FB-RC0),
achieving an improvement of 409%. The tubular specimen filled with varied recycled
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concrete achieved Mu values that were slightly lower than those of the FB-RC0 specimen
(57.7 kN·m); these values were 53.7 kN·m, 52.6 kN·m and 51.5 kN·m, for specimens FB-
RC30, FB-RC50 and FB-RC70, respectively. In addition, it was noticed that, regardless of
the aggregate replacement percentages, the concrete filled tubular specimens achieved
much higher flexural strength capacity values as compared to the capacity of the hollow
specimen (HB), with a strength improvement of about 363 to 381%. It is worth mentioning
that the self-weight of the tube beam was substantially increased due to the addition of the
filled concrete; however, the flexural strength was remarkably enhanced, as stated above
(363–409%). From the structural engineering point of view, this represents a very important
finding regardless of the increment of the weight, and, in this case, the role of the structural
engineer, who can prospectively determine scenarios in which this would be reliable for
the targeted purpose of construction projects. On the other hand, the cost was also found
to be a vital element in the construction design when we compared the concrete cost with
the steel cost; this was the case because, in global terms, the cost of 1 ton of steel is about
15–20 times the cost of 1 ton of concrete material.

Furthermore, the moment vs. longitudinal tensile strain relationships obtained at the
mid-span of the steel tube of the filled specimens are presented in Figure 6. In this figure,
it can be seen that the moment–strain relationships showed a fairly typical behaviour for
all of the filled specimens regardless of the percentages of replacement aggregate in the
concrete material [11,24]. The strain gauges SG1 and SG2 (see Figure 2) showed gradually
increasing negative values (compression stress) with the increasing of the bending loads,
while the strain gauges located at the bottom-half of beam’s cross-section (SG4 and SG5)
showed gradual increases in their tension-related stress values. In contrast, the strain
gauge SG3 (located in the middle of the specimen’s mid-span) showed a slight increase
in tension-related stress, confirming that a positive correlation was discovered with the
upward movement of the neutral axis in the tested filled specimens as the bending loads
increased. Figure 7, as an example, shows the maximum strains distributed at the tube’s
mid-span depth along its cross-section for specimens FB-RC0 and FB-RC30 during a variety
of loading stages. In the current study, the aforementioned moment–strain relationships
of the fabricated filled-steel tubular beams behaved similarly to those obtained for the
conventional cold-formed CFST beams [11,48].

3.3. Flexural Stiffness

The initial stiffness (Ki) and serviceability stiffness (Ks) levels of tested specimens are
usually measured from the moment vs. mid-span curvature relationships [50–53], which
are based on moment values of 0.2Mu and 0.6Mu, respectively. The Ki and Ks values of the
tested specimens are presented in Table 1. The HB specimen achieved the lowest flexural
stiffness values as compared to those of the filled specimens (FB), which were 1207 kN·m2

and 1121 kN·m2 for Ki and Ks, respectively. These values increased to 2216 kN·m2 and
1924 kN·m2 for the FB-RC0 specimen due to the influence of the normal concrete infill
material. In general, similar flexural stiffness improvement behaviours were recorded
for all of the filled recycled concrete materials (FB-RC30, FB-RC50 and FB-RC7), but with
slightly lower values than that of FB-RC0, since they had lower concrete modulus (Ec)
values. For example, compared to the FB-RC0 specimen (0% aggregate replacement), the
FB-RC70 specimen, which was filled with recycled concrete (30% EPS plus 40% RAC)
achieved lower Ki and Ks values (−6.7% and −12.1%, respectively). From the above
discussion, it can be concluded that even when using the recycled aggregate in the concrete
infill materials of the cold-formed CFST beams, the flexural stiffness can nevertheless
be significantly improved, to a far greater degree than that of the corresponding hollow
tube beam.
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3.4. Energy Absorption Index

The ability of CFST beams to dissipate energy compared to that of the hollow steel
tube beams was confirmed in several previous research studies [19,54]. Most commonly,
the energy absorption index (EAI) of CFST beams was estimated from the cumulative area
under the load vs. the deflection curves, up to the point at which the maximum beam
strength limit had been reached [22,54,55]. The EAI values of the tested specimen in the
current research are presented in Table 1; these values clearly confirm that the energy
dissipation ability of the newly fabricated hollow specimen was extremely enhanced when
filled with normal/recycled concrete materials. For example, the EAI value of the HB
specimen increased from 201.8 kN·mm to 5996 kN·mm (29.7 times) when it was filled with
normal concrete (FB-RC0). Moreover, compared to the tubular specimens that were filled
with normal concrete (0% replacement aggregate), the specimens that were filled with
recycled aggregate (EPS and RAC) had a slightly lower ability to dissipate energy, which can
be considered a logical outcome since they achieved slightly lower loading capacities (see
Figure 6). It is interesting to note that the EAI values of specimens FB-RC30, FB-RC50, and
FB-RC70 were approximately 5539 kN·mm (−7.6%), 5493 kN·mm (−8.3%), and 439 kN·mm
(−9.2%), respectively, as compared to the value of the FB-RC0 specimen (5996 kN·mm).
These values represent significant achievements when compared to the value obtained
for the corresponding unfilled HB specimen (201.8 kN·mm), being approximately 26.9 to
27.5 times higher

4. Numerical Approach
4.1. Development and Verification of the Numerical Model

The suggested CFST beam was further investigated in terms of its flexural behaviour
by using the ABAQUS 6.14 software to conduct non-linear finite element (FE) analysis. In
order to reduce the time conception of the analyses of the models, a typical 3D quarter
model was built to simulate the actual tested CFST specimen, as shown in Figure 8, which
had the advantages of the symmetric cross-section and the beam’s loading scenario already
having been prepared [15,19,56–58]. The actual test loading scenario was implemented in
the FE modelling scenario by allowing the nodes that were positioned at the upper tube’s
flange (loading point) to gradually move downwards during the FE analysis, using the
incremental downward displacement option (displacement control approach), which is
available in the software. The nodes placed at the support’s location were restricted from
horizontal and vertical movement, but they were allowed to freely rotate around the X-axis
to simulate the roller support. Then, the loading value of the FE model was obtained from
the reaction forces that were observed at the support’s nodes [19,56].

The main component materials of the currently developed FE CFST models are the
concrete infill and the steel tube (double C-sections). For the concrete component, the
C3D8R element type was used, which has eight nodes integrated with six degrees of
freedom, while, for the steel tube components, the type S4R shell element was used. The
penalty friction coefficient of 0.75 was adopted in the current FE analysis to realise the
mechanical interaction between the surfaces of the steel and concrete parts. In general,
several parameters that mainly affected the proper friction coefficient values, such as the
loading type, the size/shape of the beam’s cross-section, and the properties of the materials
were selected [10,19,56–58]. Thus, in the current study, a convergence study was adopted
in order to establish a suitable friction coefficient value (0.75), where several preliminary
FE CFST models, which had varied friction coefficient values ranging from 0.4 to 0.9, were
utilised. A finer mesh size was used for the distance between the two applied loads to
sufficiently represent the failure modes of the analysed CFST models.

Consequently, the material properties of the steel tube and concrete components of
the FE model were the same as those of the corresponding tested specimen. Generally, the
concrete material is considered to be a brittle material since it cracks under tension-related
stress and is crushed under compression stress [15]. Thus, the “Concrete Damage Plasticity”
approach was adopted for the current FE models in order to ensure the compressive and
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tensile performance of the concrete infill component [15,57,59,60]. The elastic modulus
and Poisson’s ratio of the steel component were identified in the elastic-isotropic section,
while the plastic-isotropic option was used to identify the steel-yielding strength and the
relevant strain values. For both the steel and concrete materials of the developed FE CFST
models, the constitutive stress vs. strain relationships were estimated by adopting the same
expressions that were used earlier in [15,56].
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The validity of the current FE models was confirmed via the corresponding experi-
mental results; almost all of the filled specimens with varied concrete mixtures achieved
similar behaviours and close flexural strength capacities. Thus, the FB-RC30 specimen
(a steel tubular beam filled with a recycled concrete mixture of 30% EPS beads) was se-
lected to verify the relevant FE model. The numerical analysis showed that the moment
vs. mid-span deflection relationship of the FB-RC30 (FE) model sufficiently agreed with
that of the corresponding tested specimen (FB-RC30), as shown in Figure 9a. The flexural
strength capacity value of the numerical model of FB-RC30 was overestimated by about
3.1% (55.4 kN·m) as compared to that obtained from the corresponding tested specimen,
which was an acceptable degree of deviation. In addition, the outward buckling failure
occurring at the top-half cross-section of the tested FB-RC30 specimen, for the distance
between the two-point loads, was numerically simulated by the relevant FE model, as
shown in Figure 9b.

4.2. Parametric Studies

After confirming the validity of the developed CFST model, additional models were
built and analysed to investigate the influence of further parameters. In particular, the
effects of varied tube thickness (1.0 mm to 3.0 mm), concrete infill strength (14.6 MPa to
55.0 MPa), steel yield strength (275 MPa to 550 MPa), and steel tube depth (150 mm to
250 mm) were studied, and these were categorized into groups A, B, C and D, respectively.
Table 3 presents the model’s designation along with the physical properties adopted for
the 20 CFST models, including the Mu, Ki and Ks values derived from their FE analyses.
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Table 3. FE model designations and analysis results.

Models
Designation

D × B × t
(mm)

fy
(MPa)

fcu
(MPa)

Ec
(GPa)

As
(mm2)
×102

Is
(mm4)
×106

Ac
(mm2)
×104

Ic
(mm4)
×107

Mu
(kN·m)

Ki
(kN·m2)

Ks
(kN·m2)

FB1-A 200 × 150 × 1.0 489.0 14.6 16.2 7.72 4.87 2.92 9.52 38.1 2093 1929
# FB2-A 200 × 150 × 1.5 489.0 14.6 16.2 11.5 7.23 2.88 9.28 55.4 2375 2125
FB3-A 200 × 150 × 2.0 489.0 14.6 16.2 15.3 9.54 2.85 9.05 72.4 2511 2345
FB4-A 200 × 150 × 2.5 489.0 14.6 16.2 19.0 11.8 2.81 8.82 88.8 3024 2815
FB5-A 200 × 150 × 3.0 489.0 14.6 16.2 22.7 14.0 2.77 8.60 105.0 3575 3285

# FB1-B 200 × 150 × 1.5 489.0 14.6 16.2 11.5 7.23 2.88 9.28 55.4 2375 2125
FB2-B 200 × 150 × 1.5 489.0 25.0 21.2 11.5 7.23 2.88 9.28 58.7 2491 2219
FB3-B 200 × 150 × 1.5 489.0 35.0 25.0 11.5 7.23 2.88 9.28 60.3 2699 2339
FB4-B 200 × 150 × 1.5 489.0 45.0 28.4 11.5 7.23 2.88 9.28 61.0 2819 2529
FB5-B 200 × 150 × 1.5 489.0 55.0 31.4 11.5 7.23 2.88 9.28 62.2 3033 2798

FB1-C 200 × 150 × 1.5 275.0 14.6 16.2 11.5 7.23 2.88 9.28 36.0 2293 1978
FB2-C 200 × 150 × 1.5 350.0 14.6 16.2 11.5 7.23 2.88 9.28 39.3 2274 1998
FB3-C 200 × 150 × 1.5 420.0 14.6 16.2 11.5 7.23 2.88 9.28 48.3 2302 2011

# FB4-C 200 × 150 × 1.5 489.0 14.6 16.2 11.5 7.23 2.88 9.28 55.4 2375 2125
FB5-C 200 × 150 × 1.5 550.0 14.6 16.2 11.5 7.23 2.88 9.28 59.9 2432 2173

FB1-D 150 × 150 × 1.5 489.0 14.6 16.2 10.0 3.74 2.15 3.85 37.0 1287 978
FB2-D 175 × 150 × 1.5 489.0 14.6 16.2 10.8 5.32 2.52 6.17 46.1 1814 1436

# FB3-D 200 × 150 × 1.5 489.0 14.6 16.2 11.5 7.23 2.88 9.28 55.4 2375 2125
FB4-D 225 × 150 × 1.5 489.0 14.6 16.2 12.3 9.51 3.25 13.3 66.0 3286 2686
FB5-D 250 × 150 × 1.5 489.0 14.6 16.2 13.0 12.2 3.62 18.3 77.1 4407 3530

# Verified FE model with the corresponding tested FB-RC30 specimen.

4.2.1. Performance of Bending Behaviour

In Figure 10, the moment vs. mid-span deflection curves of the analysed FE models
are presented independently for each group. These curves showed elastic behaviour at
the initial loading stage up to a certain limit, followed by plastic behaviour until the
ultimate strength capacity of the CFST model was achieved. The models with varied tube
thicknesses and depths showed a major influence on their moment–deflection curves at
both the elastic and plastic loading stages, as shown in Figure 10a,d for the FE models in
groups A and D, respectively. This is a logical flexural behaviour since the cross-section
parameters (the steel area and moment of inertia) of the suggested CFST models were
increased as a result of enhancements in their tubes’ thicknesses and/or depths. However,
the use of varied tube yield strengths did not bring about a major impact on the models’
moment–deflection behaviours at the elastic stage, but a major effect was found at their
plastic stage only, as shown in Figure 10c for the models in group C. Moreover, very limited
improvement was recorded for the moment–deflection curves’ behaviour when only the
compressive strength of the infill material increased, as shown in Figure 10b.

4.2.2. Performance of Stiffness

The stiffness values of the analysed FE models are given in Table 3. The Ki and Ks
values improved significantly with the increases in the steel tube’s thickness and/or the
depth of the studied models (group A and D), while very limited improvements were
recorded when only the concrete compressive strength was increased (models in Group C).
For example, the FB2-A model achieved Ki and Ks values of 2375 kN·m2 and 2125 kN·m2,
respectively. These values were improved by about 50–55% (3575 kN·m2 and 3285 kN·m2)
when only the tube’s thickness increased from 1.5 mm to 3.0 mm (FB5-A). Moreover, the
stiffness Ki and Ks values of the FB1-B model were improved by about 18–19% (2819 kN·m2

and 2529 kN·m2) when only the fcu value increased by about three times (from 14.6 MPa to
45 MPa).
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4.2.3. Performance of Bending Strength

The ultimate bending strength capacities (Mu) of the analysed FE models are given
in Table 3. In addition, they are independently compared for each group in Figure 11.
Generally, compared to all of the studied parameters, increasing the tube’s thickness
(group A) led to major improvements in the suggested CFST models’ Mu values; these
improvements were even more significant than the effects of tube’s depth (Group D).
Meanwhile, increasing the strength of the concrete infill led to limited improvements in
their Mu values. This can be considered a reasonable outcome since the tube’s thickness
directly increased the overall area of the steel cross-section, including the internal stiffeners
(the lips of the C-sections) at the top and bottom beam’s flanges. Similar outcomes have
been recorded in other studies for the conventional CFST beams that were investigated
here [10,14,61]. For example, the FB2-A control model with 1.5 mm thickness achieved
an Mu value of 55.4 kN·m; this value was increased to about 30.6% (72.4 kN·m) and
60.3% (88.8 kN·m) when only the tube’s thickness was increased to 2.0 mm and 2.5 mm,
respectively. Meanwhile, the same Mu value (55.4 kN·m) for the FB1-B model, in which
concrete infill of 14.6 MPa strength was used, was increased by about 12.2% (62.2 kN·m)
when a three-times-higher compressive strength was used (55 MPa; model FB5-B).
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5. Design Guidelines
5.1. Evaluation of the Obtained Flexural Stiffness

This section evaluates the currently known flexural stiffness values (Ki and Ks) ob-
tained from existing experimental and numerical approaches. The theoretical expressions
that are presented in the AIJ-1997 [62], EC4-2004 [63], and ANSI/AISC 360-10 [64] standards
are used:

K = ES IS + C1EC IC (1)

where Es and Is are the modulus of elasticity and moment of inertia, respectively, for the
steel part. Ec and Ic are the modulus of elasticity and moment of inertia, respectively, for
the concrete part. The C1 is a reduction factor for the concrete stiffness part, which is taken
to be 0.6 in EC4-2004, and 0.2 in AIJ-1997. However, in the ANSI/AISC 360-10 standard,
the C1 value is estimated to be 0.6 + 2As/(As + Ac), but should not exceed 0.9. The Ec
value in Equation (1) is 9500 (fck + 8)1/3, 4700 (fc)0.5 and 21,000 (fc/19.6)0.5 for the EC4-2004,
AISC-2010 and AIJ-1997 standards, respectively. Furthermore, the theoretical methods
developed by Han et al. [51] and Al Zand et al. [56] for the independent prediction of the
values of flexural stiffness at the initial and serviceability levels (Ki and Ks) were adopted.

The predicted values of flexural stiffness (Kpredicted), and the experimentally and nu-
merically obtained values (Kobtained), are compared in Figure 12. Generally, the obtained
flexural stiffness values at the initial loading stage (Ki) are slightly overestimated by the
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theoretical prediction, which is acceptable since it is within ±20% [50,52]. However, the
AIJ-1997 standard achieves the lowest predicted stiffness values (K-AIJ) as compared to
the other standards and methods, since this standard uses the lowest concrete stiffness
redaction factor (C1 = 0.2). Additionally, the EC4-2004 and ANSI/AISC 360-10 standards
showed a more conservative prediction for the stiffness values (K-EC4 and K-AISC) at
the serviceability level (see Figure 12b), given that they use a single-expression formula
(Equation (1)) to estimate the flexural stiffness value of the CFST members, unlike the
expression methods of Han-2006 and Al Zand-2020, in which the flexural stiffness values
of CFST beams are estimated at two different loading stages (two independent levels: Ki
and Ks).
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5.2. Evaluation of the Obtained Flexural Strength

The ultimate flexural strength (Mu) values obtained for the tested and analysed CFST
models were evaluated, using the existing theoretical methods given by EC4-2004 [63],
Han-2004 [61], and Al Zand-2020 [56], to verify the findings of the current study. In Table 4,
the predicted Mu values of the currently investigated beams and models are compared,
using the above theoretical methods (Mu-EC4, Mu-Han and Mu-Zand), with those obtained
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from the current experimental and numerical investigations, including six models analysed
by others [19]. Generally, the existing methods showed a conservative prediction of the
Mu values of the investigated CFST beams and models, with reasonable coefficient of
variation (COV) values, since these methods were mainly developed for conventional
CFST beams (section of beams without internal steel stiffeners). In Table 4, it can be seen
that Mu-EC4 achieved a mean value (MV) of 0.643. However, Mu-Han and Mu-Zand achieved
higher MVs, which were 0.740 and 0.734, respectively, since these two methods took into
account the effects of the total area of the steel (As) of the CFST beam’s cross-section. The
above comparison confirmed that the lips of the C-sections used in the Slender CFST
beams investigated in this study behaved as internal steel stiffeners, which led to sufficient
improvements in their flexural strength capacities [19].

Table 4. Verification of the obtained Mu values of the tested specimens and analysed FE models.

Model
Designations

λ
(W/t)

λst
(Weff/t)

Mu
(kN.m)

Mu-EC4
(kN.m)

Mu-EC4
/Mu

Mu-Han
(kN·m)

Mu-Han
/Mu

Mu-P1
(kN·m)

Mu-P1
/Mu

Mn
(kN·m)

Mn
/Mu

FB-RC0 98.0 48.0 57.7 39.1 0.678 42.3 0.732 42.6 0.738 48.9 0.848
FB-RC30 98.0 48.0 53.7 37.3 0.694 39.3 0.731 37.2 0.692 46.7 0.870
FB-RC50 98.0 48.0 52.6 37.2 0.706 39.2 0.745 36.8 0.700 46.6 0.886
FB-RC70 98.0 48.0 51.5 37.1 0.720 39.1 0.759 36.5 0.709 46.5 0.903

FB1-A 148.0 73.0 38.1 25.8 0.678 27.2 0.713 27.1 0.711 30.1 0.789
FB2-A 98.0 48.0 55.4 37.2 0.671 39.2 0.707 37.1 0.670 46.7 0.842
FB3-A 73.0 35.5 72.4 48.2 0.665 51.7 0.714 48.6 0.671 61.4 0.848
FB4-A 58.0 28.0 88.8 58.8 0.663 64.8 0.730 61.7 0.695 75.1 0.846
FB5-A 48.0 23.0 105.0 69.3 0.660 78.5 0.747 68.0 0.647 88.6 0.844
FB1-B 98.0 48.0 55.4 37.2 0.671 39.2 0.707 37.1 0.670 46.7 0.842
FB2-B 98.0 48.0 58.7 38.9 0.663 41.9 0.713 42.1 0.717 48.6 0.829
FB3-B 98.0 48.0 60.3 40.0 0.663 44.5 0.738 45.5 0.755 49.9 0.827
FB4-B 98.0 48.0 61.0 40.8 0.669 46.9 0.769 49.3 0.809 50.7 0.832
FB5-B 98.0 48.0 62.2 41.4 0.666 49.1 0.789 53.7 0.863 51.4 0.826
FB1-C 98.0 48.0 36.0 22.0 0.611 23.7 0.660 23.9 0.665 27.8 0.772
FB2-C 98.0 48.0 39.3 27.4 0.697 29.1 0.741 28.9 0.735 34.7 0.883
FB3-C 98.0 48.0 48.3 32.4 0.671 34.2 0.708 33.2 0.688 41.1 0.851
FB4-C 98.0 48.0 55.4 37.2 0.671 39.2 0.707 37.1 0.670 46.7 0.842
FB5-C 98.0 48.0 59.9 41.5 0.693 43.8 0.731 40.4 0.674 51.1 0.853
FB1-D 98.0 48.0 37.0 24.5 0.662 25.4 0.688 23.4 0.632 31.0 0.839
FB2-D 98.0 48.0 46.1 30.6 0.663 32.0 0.694 29.9 0.649 38.5 0.836
FB3-D 98.0 48.0 55.4 37.2 0.671 39.2 0.707 37.1 0.670 46.7 0.842
FB4-D 98.0 48.0 66.0 44.4 0.672 47.1 0.713 45.0 0.682 55.4 0.839
FB5-D 98.0 48.0 77.1 52.1 0.676 55.7 0.722 53.6 0.695 64.8 0.840

# SB2-SI (St1.5) 131.3 65.2 60.1 35.0 0.584 45.4 0.755 53.1 0.885 43.2 0.719
# SB2-SI (St3.0) 131.3 64.7 64.2 35.3 0.550 51.3 0.799 56.8 0.884 48.1 0.749
# SB2-SI (St4.5) 131.3 64.2 69.7 35.6 0.510 57.2 0.820 60.9 0.873 53.6 0.768
# SB3-DI (St1.5) 131.3 43.1 65.5 35.3 0.539 50.9 0.777 56.5 0.863 50.3 0.769
# SB3-DI (St3.0) 131.3 42.4 76.5 35.8 0.468 63.0 0.823 65.4 0.854 62.4 0.816
# SB3-DI (St4.5) 131.3 41.8 88.0 36.4 0.413 74.6 0.848 75.3 0.856 76.6 0.870

MV - - - - 0.643 - 0.740 - 0.734 - 0.831
COV - - - - 0.112 - 0.057 - 0.110 - 0.049

# FE CFST models stiffened with internal I-steel stiffeners analysed by Al Zand et al. [19].

5.3. Development of the New Analytical Method

Generally, the cross-sections of steel tubes are classified into Compact, Noncompact
and Slender sections based on their ability to buckle under compression stress. The tube’s
effective-width (Weff)-to-thickness (t) ratio, usually known as the slenderness ratio (λ), is
used as a limit for this classification in the majority of related standardised codes. In the
current study, the slenderness limits that are specified in ANSI/AISC 360-10 [64] (Chapter I)
were adopted for the classification of the rectangular steel tube beams that were filled with
concrete (cross-sections of CFST members). Figure 13 presents the relationship between
the nominal flexural strength (Nominal moment; Mn) and the slenderness ratio (λ) of
the cross-section of CFST beam’s tube. First, the tube’s cross-section was classified as a
“Compact section” if the λ value was within the limits of the compactness ratio (λp), which
was equal to 2.26 (Es/Fy)0.5. Second, if the value of λ was larger than that of λp, but within
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the limits of the noncompactness ratio (λr), which was equal to 3.0 (Es/Fy)0.5, then the
tube’s cross-section was classified as a “Noncompact section”. Third, when λ exceeded
the limit of λr but was within the limits of the maximum ratio (λlimit), which was equal to
5.0 (Es/Fy)0.5, then the cross-section of the CFST beam’s tube was classified as a “Slender
section”. This was the case because the ANSI/AISC 360-10 code does not permit the use of
Slender CFST beams if their λ values exceed the maximum limit (λlimit).
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In this study, a novel analytical method for the prediction of the nominal moment
(Mn) was developed based on the fundamental theory of stress block diagrams of CFST
beams that are internally stiffened with steel stiffeners, as shown in Figure 14. For this
purpose, several assumptions were adopted, which are listed as follows:

i. This method was limited to rectangular CFST beams with internal stiffeners under
pure static bending.

ii. The shear span-to-depth ratio was assumed to have no significant effects on the CFST
beam’s deflection behaviour [51,61].

iii. Full interaction between the concrete infill and the steel tubes/stiffeners was as-
sumed [19,51,61].

iv. In the classification of the stiffened steel tube of the CFST beam, the effective flat
width between the web and stiffener (weff) was used instead of the overall effective
tube width (Weff) for estimation of the stiffened slenderness ratio (λst = weff/t). In
another words, (λst = weff/t) was used instead of (λ = Weff/t) for the classification.

v. A nominal concrete confinement, which varied considerably based on the slenderness
limit, was assumed to have been generated by the steel tube.

vi. The tension-related stress of the concrete, which occurred due to cracking failure,
was ignored.

vii. The variations in stress due to the stiffener’s depth and the flange’s thickness
were ignored.

viii. Compact section (see Figure 14a): this section was assumed to have rigid-plastic
behaviour and the steel stress was assumed to remain within the yielding limit (Fy)
at both the tension and compression zones. The concrete compression stress was
assumed to be within the limits of the ultimate strength (fcu) and distributed as a
rectangular stress block to the N.A. position.

ix. Noncompact section (see Figure 14b): this section was assumed to have elastic-plastic
behaviour at the tension zone and elastic behaviour at the compression zone, and the
steel stress was assumed to be within the limits of Fy [12,64]. The concrete compression
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stress was assumed to be within the limits of 0.9fcu and distributed as a triangular
stress block to the N.A. position.

x. Slender section (see Figure 14c): this section was assumed to have pure elastic be-
haviour, and the steel stress was assumed to be within the limits of Fy at the maximum
tension face and within the limits of the buckling stress (Fcr) at the maximum compres-
sion face [12,64]. For this section, a lower concrete compression stress was assumed,
which was taken to be within the limits of 0.8fcu.

xi. Finally, when the forces over the stiffened CFST beam’s cross-section attained equi-
librium (see Figure 14), the summarized forms of the new analytical formula for
predicting the Mn for each section classification could be expressed as follows:

For the Compact section
(
λst ≤ λp

)

yc =
(

2tDFy + fcuWe f f t
)

/
(

4tFy + fcuWe f f

) (2)

Mn = Mp= We f f tFy(D − t)+tstdstFy(D − Dst)+tFy[yc
2 +

(
D − yc)2]+0.5We f f fcu(yc − t)2

For the Noncompact sec tion
(
λp < λst ≤ λr

) (3)

yn =
(

2tDFy+0.45 f cuWe f f t
)

/
(

4tFy+0.45 f cuWe f f

)
(4)

My= We f f tFy(D − t)+tstDstFy (D − Dst)+tFyD(D − 2yn)+4/3tFyyn
2+0.3We f f fcu(yn − t)2 (5)

Mn= Mp −
[(

Mp− My
)
·
(
λ − λp

)
/
(
λr − λp

)]

For the Slender sec tion (λr < λst ≤ λlimit)
(6)

Fcr= 9Es /(We f f /t)2 (7)

ys =
[
tDFy+We f f t

(
0.4 fcu+ f y − f cr

)
+tstdst

(
Fy− f cr

)]
/
(

t
(

Fy+ f cr
)
+0.4 fcuWe f f

)
(8)

Mn= Mcr= We f f tFcr(ys −t/2)+We f f tFy(D − ys − t/2)+tstdstFcr(ys − dst/2)
+ tstdstFy(D − ys −dst/2)+2/3tFcrys

2+2/3tFy(D − ys)
2

+0.267We f f fcu(ys− t)2
(9)
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Accordingly, the embedded steel stiffeners that were provided to stiffen the sec-
tions of the CFST beams/columns significantly reduced the flat distance of their tube’s
flanges/walls, which led to a delay in the tube’s buckling failure, as discussed earlier in this
paper and previously confirmed in the literature [19,22,47]. On that basis, the classification
of the tube sections of the CFST beams could be changed from Slender to Noncompact
and/or to Compact due to the influence of these stiffeners, as evidenced in the comparisons
between the stiffened slenderness ratios (λst) and the λ values in Table 4. Furthermore,
when compared to the Mu values obtained from the current study and the additional
models analysed in [19], the new analytical method achieved the best prediction values
(Mn), with MV and COV values of 0.831 and 0.049, respectively, as compared to the existing
theoretical methods shown in Table 4.

6. Conclusions

The conclusions of the investigated CFST beams are summarized as follows:
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â The experimental investigation confirmed that the bending capacity of the suggested
prefabricated Slender CFST beams made from two pieces of C-sections was enhanced
by about 3.7 times even when filled with 70% replacement recycled concrete material.

â Under the static bending load, the prefabricated tubular steel beams (double C-
sections) filled with recycled concrete (0, 30%, 50%, and 70%) behaved very similarly
to the conventional CFST beams. Additionally, the lips of these C-sections were
adequately bonded to the concrete and acted as internal stiffeners for the Slender
CFST beam’s cross-section, which delayed the outward buckling failures at their
top flanges. For example, the use of recycled aggregate to replace raw aggregate at
a proportion of up to 70% resulted in slightly lower flexural stiffness and strength
capacity values (−7.2% to −10.7%) compared to those obtained using normal concrete.

â Generally, it is worth highlighting that the suggested fabricated steel tube beams’
self-weight was increased substantially due to the effect of concrete infill materials.
In turn, the flexural strength capacities of these beams were remarkably enhanced,
by approximately 409% and 363%, when using normal concrete and 70% recycled
concrete mixtures, respectively. These findings are very important from a structural
engineering point of view as, regardless the increment of the beams’ self-weight, they
can be used to prospectively determine the scenarios in which this composite system
would be reliable for the targeted purpose of construction projects. Cost also played
a vital role in the construction design process, which was demonstrated when we
compared the cost of the concrete and steel sections in the local market.

â The flexural behaviour of tested CFST beam was accurately simulated using the
ABAQUS software. The results obtained from the non-linear analyses of FE CFST
models that were prepared for investigation of various parameters confirmed that
slightly increasing the thickness of the tubes in these models had a major influence
on their flexural strengths and stiffnesses as compared to the effects of other parame-
ters. In contrast, a limited degree of influence was achieved when the compressive
strengths of the concrete infill material and/or the yielding strengths of the steel tubes
were increased.

â Lastly, the newly developed analytical method achieved the best prediction of the
flexural strength capacities of the internally stiffened CFST beams that were tested
and analysed in this study, since it was able to independently consider the influence
of internal steel stiffeners along with the effects of the properties of steel tubes and
concrete. However, this method was found to only be reliable for the internally
stiffened rectangular CFST beams.

It is worth highlighting the main research limitation of the current investigation,
namely that the uncertainties related to this model could be further examined as they are
very significant in terms of the parameters of structural behavior. In addition, further
experimental/numerical investigations, other than the rectangular cross-sections under
static/dynamic loading scenarios, could be conducted on the stiffened CFST beams.
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Abbreviations

Area of concrete core cross-section (Ac), area of steel tube cross-section (As), coefficient of
variation (COV), depth of rectangular steel tube (D), depth of steel stiffener (dst), modulus of elas-
ticity for concrete (Ec), modulus of elasticity for steel (Es), compressive strength of concrete cube
at 28 days (fcu), characteristic concrete strength of 0.67fcu (fck), ultimate strength of steel (fu), yield
strength of steel (fy), steel tube buckling stress (Fcr), moment of inertia for concrete tube cross-section
(Ic), moment of inertia for steel tube cross-section (Is), initial flexural stiffness of composite section
(Ki), serviceability level of the flexural stiffness of the composite section (Ks), effective length of the
specimen (M), ultimate bending moment capacity (flexural strength capacity; Mu), nominal bending
moment (Mn), plastic limit bending moment (Mp = Mu), yield limit bending moment (My), mean
value (MV), steel tube/C-section thickness (t), steel stiffener thickness (tst), width of rectangular
steel tube (W), effective width of rectangular steel tube (Weff), effective width/distance between two
internal stiffeners and/or between the edge of the tube and the first internal stiffener (weff), distance
of N.A. from the top flange of the tube for the Compact section (yc), distance of N.A. from the top
flange of the tube for the Noncompact section (yn), distance of N.A. from the top flange of the tube
for the Slender section (ys), slenderness ratio of steel tube cross-section (λ), slenderness ratio at the
compactness limit (λp), slenderness ratio at the noncompactness limit (λr), maximum limit of the
slenderness ratio (λlimit), stiffened slenderness ratio (λst = weff/t).
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Abstract: The composite shear wall has various merits over the traditional reinforced concrete walls.
Thus, several experimental studies have been reported in the literature in order to study the seismic
behavior of composite shear walls. However, few numerical investigations were found in the previous
literature because of difficulties in the interaction behavior of steel and concrete. This study aimed to
present a numerical analysis of smart composite shear walls, which use an infilled steel plate and
concrete. The study was carried out using the ANSYS software. The mechanical mechanisms between
the web plate and concrete were investigated thoroughly. The results obtained from the finite element
(FE) analysis show excellent agreement with the experimental test results in terms of the hysteresis
curves, failure behavior, ultimate strength, initial stiffness, and ductility. The present numerical
investigations were focused on the effects of the gap, thickness of infill steel plate, thickness of the
concrete wall, and distance between shear studs on the composite steel plate shear wall (CSPSW)
behavior. The results indicate that increasing the gap between steel plate and concrete wall from
0 mm to 40 mm improved the stiffness by 18% as compared to the reference model, which led to delay
failures of this model. Expanding the infill steel plate thickness to 12 mm enhanced the stiffness and
energy absorption with a ratio of 95% and 58%, respectively. This resulted in a gradual drop in the
strength capacity of this model. Meanwhile, increasing concrete wall thickness to 150 mm enhanced
the ductility and energy absorption with a ratio of 52% and 32%, respectively, which led to restricting
the model and reduced lateral offset. Changing the distance between shear studs from 20% to 25%
enhanced the ductility and energy absorption by about 66% and 32%, respectively.

Keywords: composite steel plate shear wall; hysteresis curves; ductility; energy absorption;
finite element model

1. Introduction

The components of composite steel plate shear walls (CSPSWs) consist of web plates,
infill steel plates, concrete, and shear studs. The composite steel plate shear wall proves to
be excellent over reinforced concrete walls in terms of ultimate strength, stiffness, ductility,
and energy dissipation [1].
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Previous studies have demonstrated a high interest in using composite steel plate
shear walls in buildings and construction [2–4]. The appropriate provisions for compos-
ite shear walls, such as various seismic behaviors of composite shear walls, are ASCE
7-10 and AISC 341-10 [5,6], which are prepared by allowing the use of CSPSW systems
in earthquake zones. Scholars have conducted numerous experimental tests to examine
the behavior of composite shear walls in the absence of boundary walls. Nie et al. [7],
Mydin [8], Wright [9], and Wang [10] described that composite shear walls not only
have high ultimate strength but also have excellent ductile behavior. The local buck-
ling of the web and fracture failure of corners of the wall are the observed failure modes.
Zhang et al. [11] and Zhang et al. [12] showed that more channels reduce the ultimate
strength and stiffness of the wall but observed improvement in the ductile and energy
dissipation behavior. Lastly, to calculate the ultimate strength, initial stiffness has been
proposed. However, all the essential variables are not included in the proposed equation,
which leads to moderate results. Therefore, this creates a strong demand to perform an
exhaustive numerical analysis of composite shear walls [13,14].

Several studies have suggested the equation-based FE analysis for composite shear
walls. Nguyen et al. [15], Epackachi et al. [16], and Rafiei et al. [17] developed finite element
models and checked their accuracy. The parametric analysis of the connector in the wall
shows that an increase in the number of connectors could improve the bearing capacity
of the steel plate and that a change in the spacing of the connector could affect the failure
mode of the steel plate. Wei et al. [18] studied the axial compression performance of
composite shear walls. The effect of distance-to-thickness ratios on the failure mode was
studied, and a formula to calculate the axial compression of a composite shear wall has
been suggested. The higher axial compression ratio of the wall is beneficial to restrain
the internal concrete and enhance the compressive strength of the concrete. Thus, the
energy dissipation capacity of the composite shear wall is enhanced [19,20]. Increasing
the thickness of the steel plate can increase the stiffness and ultimate bearing capacity
of the wall, as the hysteretic curve of the wall is plumper [21–24]. Epackachi et al. [25]
simulated shear walls with different aspect ratios. When the aspect ratio was between
0.6 and 3.0, the coupling effect of the moment and shear force was obviously achieved.
The specifications [6,26–28] define the formula for the shear capacity of composite shear
walls. The formulas for the shear and flexural capacity were given, but the formula for
estimating the flexural–shear coupling was not supplied [29]. Kantaros et al. [30] reported
a comparison of the mechanical properties of different scaffold designs that, however,
featured the same porosity and similar dimensions. Compressive strength testing was
conducted in three 3D-printed scaffold designs. Moreover, a finite element study was
conducted, simulating the compressive strength testing. The results of the compression
testing experiment were found to be in good agreement with the computational analysis
results. Nedelcu and Cucu [31] studied the buckling modes identification by an FEA of
thin-walled members using only GBT cross-sectional deformation modes. The authors
presented the latest developments of an original method based on generalized beam theory
(GBT) capable of identifying the fundamental deformation modes of global, distortional, or
local nature in general buckling modes provided by the shell finite element analysis (FEA)
of isotropic thin-walled members.

In summary, the seismic performance of the CSPSW is typically affected by various
factors such as the thickness of the infill steel plate, thickness of the concrete wall, distance
between the shear studs, ratio of reinforcement, concrete strength, steel yield strength, and
layout of the shear stud [32]. Rahai, A. and Hatami, F. [33] investigated the performance
of the composite shear wall and established the base for the research on seismic behavior.
Although few analyses have suggested the formulas for calculation of lateral stiffness,
ductility, and energy dissipation, they were all based on the test results. The predictive
effect with other parameters is unknown. In addition, the previous studies mainly focused
on the behavior of traditional CSPSW.

52



Materials 2022, 15, 4496

This study’s objective was to examine the behavior of the smart CSPSW under cyclic
load and to investigate the consequence of many parameters on this new type of CSPSW.

2. Smart Structure Technology

The research on how to maintain the safety of humans inside buildings is an important
issue of concern in modern times, as buildings with a low security level pose a threat to
human life. Smart structure technology is a modern building and structure control system
that notes its own condition, detects impending failure, monitors the damage, and adapts
to changing environments [34,35]. The smart technology of composite steel plate shear
wall is installed by adding a gap between the steel frame and concrete wall; this gap is
provided to improve the performance of CSPSW. The most important benefits of this gap
are improvement in stiffness, ductility, and energy absorption of all the systems [36].

A smart composite shear wall system consists of an infill steel plate, boundary frame
(beam and column), and concrete wall attached on one side of the infill steel plate or
both sides (in this research, the steel plate was attached on one side only). The reinforced
concrete wall is in mediating contact with the boundary steel frame because there is a gap
in between [37]. The difference between the traditional and smart CSPSW is in the change
in the behavior of the concrete wall under cyclic loading, whereas in the traditional CSPSW,
the concrete wall works in conjunction with a steel plate. However, in smart CSPSW, due
to the gap between the steel frame and concrete wall, RC will not work and resist lateral
load until the inter-story drift has reached a certain value. Figure 1 shows the structural
components of the newly developed shear walls [38–41].
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3. Experimental Program
3.1. Sample Design

The experimental work conducted on CSPSW was carried out by Rahai and Hatami [33]
to study the behavior of composite shear walls made of concrete and steel. The details of
the experimental work of CSPSW are shown in Figure 2.
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Figure 2. Experimental specimen dimensions.

The frame’s parameters had a length (center to center of column) of 2000 mm and
height (center to center of the beam) of 1000 mm. For this model, IPE2000 from ST37 was
used for the flexural frame strengthened with 12 mm plates connected to both flanges. Steel
of 3 mm thickness was used for the plates. The thickness of the concrete plate was 50 mm,
reinforced with 1% of concrete volume.

There was a 30 mm gap between the concrete cover and the boundary elements. In
order to connect the concrete cover to a steel plate, 7 mm diameter * 100 mm length bolts
were used. Moreover, to reinforce the concrete, a 6.5 mm reinforcing bar diameter was
used with a center-to-center distance of 65 mm [31]. Table 1 shows the characteristics and
strength of steel that was used in all models St37 with yield stress of 240 MPa and ultimate
stress of 370 MPa. The steel’s behavior was considered a bilinear elastic–plastic curve for
modeling. The compressive strength of concrete in the 28th day’s cylindrical core sample is
45 MPa, and its tensile strength is equivalent to 3 MPa.
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3.2. Loading Program and Test Setup

Horizontal loading was controlled by force [33]. In the force loading phase, the
horizontal forces were 600 kN, and loading was cyclically loaded with 1/60 Hz frequency.
The experimental load characteristics are shown in Table 2. The loading history is illustrated
in Figure 3.

Table 2. Cyclic loading time history.

Time (s)
Max. Load (KN) Loading Shape Frequencies (Hz.)

Start End

0.0 71 0.0 Cyclic 0.0
72 180 300 Cyclic 1/60
181 360 500 Cyclic 1/60
361 540 600 Cyclic 1/60
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4. Finite Element Model (FEM)
4.1. Model Overview
4.1.1. Part and Element of the FE Model

The numerical study was performed by finite element analysis using ANSYS. The
finite element model consists of five parts: the infilled steel plate, shear studs, outer steel
frame, reinforced concrete wall, and reinforcement. The outer steel frame consists of a web
and flange plate.

The four nodded shell 181 elements from the ANSYS element library were used to model
the outer steel frame, infilled plate, web, and flange plate. The element has six degrees of
freedom at each node. The change in stress in the thickness direction cannot be ignored in
shear stud and concrete walls because the sizes in the three directions have little difference.
Therefore, the element choice to represent the shear stud and reinforcement was a link 180.
The element used to represent the concrete wall was 3D solid65. In the test, the shear studs
were welded on the web plate. Thus, the shear studs were tied to the steel plate in the FE
model. In the test, the reinforcement and the steel studs were fixed in the concrete.

4.1.2. Contact of FE Mode

The friction contact model has been used between the steel plate and concrete. The
tangential friction coefficient is 0.6 [37], as shown in Figure 4a. Interface surface between
infill steel plate and concrete wall represented by targe170 and contact 174. Finally, the load
slip action is represented by comb 39, as shown in Figure 4. The assembled FE model is
shown in Figure 4e.
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4.1.3. Boundary Conditions

The bottom frame is a fixed-end constraint, and the boundary condition of the top
beam is a sliding constraint. Therefore, six degrees of freedom are constrained at the bottom
steel frame (i.e., U1 = U2 = U3 = UR1 = UR2 = UR3 = 0), and four degrees of freedom are
constrained at the top steel frame (i.e., U3 = UR1 = UR2 = UR3 = 0).

4.1.4. Steel Constitutive Model

Steel plate is a major element in the composite shear wall. Preferably, this plate is
chosen of steel with a low yield point. For example, an St37 steel plate is preferred for
high-strength steel plates because an St37 steel plate, due to its low yield point, is preferred
to encourage the yielding of steel plates.

4.1.5. Concrete Constitutive Model

The reinforced concrete cover on one side or both sides of a steel plate carries some of
the story shears by improving the diagonal compression field and increasing strength and
stiffness. Of course, the major role of the reinforced concrete cover is to prevent out-of-plane
buckling of steel plate prior to reaching yielding. In some cases, shear studs not only are
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subjected to shear but also to a considerable tension due to local buckling of the steel plate.
For cast-in-place concrete, welded shear studs are usually utilized; for pre-cast concrete
walls, bolts can be used.

4.2. Validation of Finite Element Model

Before performing an actual parametric study, the validation of the FE model was
performed. The results of hysteretic curves obtained from FE analysis and test results
were compared, as shown in Figure 5. It is observed that predicted FE results are directly
matching with actual test results. Therefore, it is concluded that the FE model is able to
simulate the hysteretic curves of the composite steel plate shear wall in a significant way.
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In the test loading process, the steel plate experienced severe buckling at different
positions with increasing horizontal displacement as shown in Figure 6. The FE model
could simulate the local buckling phenomenon, as shown in Figure 7.
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The results obtained during the last cyclic loading from the experimental test and the
ANSYS output are presented in Figures 6–8, which show the comparison of out-of-plane
deflection and crack formation in the composite shear wall in different experimental and
numerical specimens. The lateral displacement was found to be 6.47 mm and 7 mm in the
case of numerical and experimental tests, respectively.
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5. Parametric Analysis

For optimization of shear wall parameters in tall structures, the parametric study
was performed by changing the section size and design guidelines as suggested [33]. The
consequences of numerous variables have been vitally studied on the stiffness, ductility,
and energy dissipation of the composite shear wall. In order to study the hysteric behavior
of the model in parametric analysis, the cyclic load was applied to the wall. The boundary
conditions in the model were consistent with the test.

The variables consisted of the gap between the concrete wall and steel frame, the
thickness of the infill steel plate, the concrete wall, the distance between the shear studs,
the ratio of reinforcement, concrete strength, steel yield strength, and layout of a shear stud.
The selected standard model parameters are different, and many were chosen as follows:
the gap between the concrete wall and steel frame was 40 mm, concrete wall thickness was
50 mm, the steel ratio was 1%, and infill steel plate thickness was 3 mm. In addition, a
distance of 200 mm between the shear studs was selected, the axial compressive strength of
the concrete was 45 MPa, the yield strength of the infill steel plate was 240 MPa, and the
layout of the shear stud (H*V) was 3*8.

In the parametric analysis, the gap had a range of 0–30–40–50 mm, the thickness of
the infill steel plate had a range of 3–6–12 mm, the thickness of the concrete wall had a
range of 50–75–100–150 mm, and the distance between the shear studs had a range of
200–210–220–230–240–250 mm.

5.1. Influence Rules of the Parameters

The influence rules of key design parameters are studied by including material dis-
placement, stiffness, ductility, and energy dissipation. The structural behavior of the
composite steel plate shear wall, when subjected to cyclic load, is characterized by four
different stages when increasing the applied load; these stages are:
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• The initial elastic stiffness phase;
• The shear yielding stiffness phase;
• The post-yielding stiffness phase;
• The pre-failure stiffness phase.

Meanwhile, the smart CSPSW, at first loading, displays a linear elastic response where
the steel frame and infill steel plate, beams and columns, undergo inelastic deformations.

After that, the interaction between the infill steel plate and the reinforced concrete
panel in the compression field is extra efficient. While the lateral loading is further raised,
the infill steel plate responsible is immaterially and geometrically nonlinear. Moreover, the
lateral shear stiffness of the wall decreases substantially owing to the shear yield of the
infill steel plate.

During the third phase, with the excess of lateral unloading, the pure shear yield
transpires pending the full shear yield appearing in the infill steel plate, and the lateral
stiffness reduces gradually at this phase.

While the lateral load surpasses the shear yield capacity of the infill steel plate, the
material and geometric nonlinearity responsible for steel frame and boundary elements is
massive. At this phase, the frame supplies utmost lateral stiffness.

From the results, it can be seen that increasing the model thickness (infill steel plate
and concrete wall) worked to increase the structural strength capacity and the model’s
ability to absorb and dissipate energy, which led to a delay in the model failure; at the same
time, it prevents the rapid drop in the load-carrying capacity.

Similarly, increasing the distance and layout of the shear studs (certified number of
shear studs) increased the structural strength capacity and enhanced the ability of the
model to absorb energy and the model ductility.

What is more, if the properties of smart CSPSW were increased, the structural strength
capacity and model ability to absorb and dissipate energy would be enhanced.

5.1.1. The First-Group Models (Influence of Gap between Concrete Wall and Steel Frame)

1. Lateral displacement

After loading the first-group models SW-G0mm, SW-G30mm, SW-40MM (R), and
SW-G50mm gradually, it can be noted that the model passed through four phases as
explained below. Furthermore, lateral displacement of group 1 at each phase can be seen
in Figure 9.
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• Phase A:

In this phase, the applied load causes linear relation between the horizontal unload
and the resulting displacement. This relationship for the models SW-G0mm, SW-G30mm,
SW-40MM (R), and SW-G50mm continued until yield deflection was reached.

In this phase, the lateral displacement of models SW-G30mm, SW-40mm (R), and
SW-G50mm was larger by 12%, 17%, and 28%, respectively, as compared with the reference
model SW-G0mm. By increasing the lateral load, the first yield will occur in the steel plate
defined. The out-of-plane displacement of group 1 for 0 mm, 30 mm, 40 mm, and 40 mm
gaps is shown in Figure 10.

Materials 2022, 15, x FOR PEER REVIEW 13 of 29 
 

 

 
Figure 9. Lateral displacement of group 1. 

    
0 mm gap 30 mm gap 40 mm gap 50 mmgap 

Figure 10. Out-of-plane displacement for the various gaps between the steel frame and concrete 
wall. 

2. Stiffness 
Stiffness is the ratio of load vs. deformation and can be used to describe either the 

elastic or plastic (after yield) range. It can be seen from the load-deflection curve that the 
stiffness refers to the slope of the curve at any point along the curve. Figure 11 presents 
the initial elastic stiffness (Ke) and the proportion of the initial elastic stiffness of SPSW to 
CSPSW (Kec/Kes) (Rahai and Hatami, 2009). 

Figure 11 shows the stiffness for all group one models. From this result, it can be 
noted that when increasing the gap to 30 and 40 mm for SW-G30mm and SW-40mm (R), 
the stiffness was increased by 2 and 18%, respectively, in comparison with the reference 
model SW-G0mm. Consequently, the model resistance deformations increased. However, 
in the model of gap 50 mm, its stiffness decreased significantly by 13% as compared to the 
reference model SW-G0mm, where the specimen was resistant to lateral load. SW-40mm 
(R) has terrific stiffness among all the models of the first group, and stiffness is equal to 
176.47 kN/mm. 

1.
2

1.
69

3.
26

4.
05

1.
34

1.
87

2.
5

3.
95

1.
43

1.
94

2.
69

3.
4

1.
54

2.
09

3.
39

4.
1

(phase A) (Phase B) (phase C) (phase D)
la

te
ra

l d
isp

la
ce

m
en

t (
m

m
)

SW-G0mm SW-G30mm SW-G40mm(R ) SW-G50mm

Figure 10. Out-of-plane displacement for the various gaps between the steel frame and concrete wall.

It is worth mentioning that, in this stage, all the models of traditional and smart
composite steel plates with a gap of 30, 40, and 50 mm, respectively, were symmetric in
their behavior until they reached the shear yield zone.

• Phase B:

This phase began at the shear yield zone, which represents the first point of the
transformation curve to a flat line that has a high incline, as a result of the high increase in
the specimen deflection.

When increasing the gap between the steel frame and concrete wall, the interaction
between the reinforced concrete panel and infill steel plate in the compression zone became
more active. Thus, the results caused a decrease in the lateral shear stiffness for this model.
The shear yield zone of the models SW-G30mm, SW-40mm (R), and SW-G50mm was found
to be larger by 11%, 15%, and 24% as compared to the reference model SW-G0mm.

• Phase C:

During this phase, when lateral load increases, the shear yield spreads until the full
shear yield occurs in the infill steel plate; the models with gaps gave good results under
increased lateral load.

For models with a gap of 30 and 40 mm, the lateral displacement was lower than that
of the model without a gap of SW-G0mm by 23% and 20%. However, this displacement for
models with a gap (50) mm was larger than that of reference model SW-G0mm by 4%.

• Phase D:

This phase refers to the pre-failure of the models. In CSPSW, the infill steel plate of
CSPSW resists lateral load by pure shear yield, as a reinforced concrete panel prevents
inelastic buckling.

In this phase and in the same cycle loading (600 KN), the deflection of SW-G50mm is
larger by 14% compared with the reference model SW-G0mm. Meanwhile, for the other
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models (SW-G30mm and SW-G40mm (R)) at the same cycle loading, the deflection was
lower by 2% and 16%, respectively.

In this phase, all the models show a nonlinear inelastic reaction of the steel frame,
and the lateral stiffness is supplied by steel boundary elements. It is worth mentioning
at this stage that the symmetry between the behavior of SW-G50mm and the behavior of
SPSW shows the large gap between the steel frame and concrete wall, which leads to the
formation of cracks in the concrete before contact between them. Furthermore, the system
loses the idea of a smart composite steel plate shear wall, which depends essentially on
concrete contribution delay to work with steel frame.

2. Stiffness

Stiffness is the ratio of load vs. deformation and can be used to describe either the
elastic or plastic (after yield) range. It can be seen from the load-deflection curve that the
stiffness refers to the slope of the curve at any point along the curve. Figure 11 presents
the initial elastic stiffness (Ke) and the proportion of the initial elastic stiffness of SPSW to
CSPSW (Kec/Kes) (Rahai and Hatami, 2009).
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Figure 11. Stiffness of group 1.

Figure 11 shows the stiffness for all group one models. From this result, it can be
noted that when increasing the gap to 30 and 40 mm for SW-G30mm and SW-40mm (R),
the stiffness was increased by 2% and 18%, respectively, in comparison with the reference
model SW-G0mm. Consequently, the model resistance deformations increased. How-
ever, in the model of gap 50 mm, its stiffness decreased significantly by 13% as com-
pared to the reference model SW-G0mm, where the specimen was resistant to lateral load.
SW-40mm (R) has terrific stiffness among all the models of the first group, and stiffness is
equal to 176.47 kN/mm.

3. Ductility

Ductility refers to the deformation that a material can undergo after it has yielded
or exceeded its elastic range. From the load-deflection curve, it is concluded that duc-
tility refers to the length of the curve after the yield point to failure. The ductility ra-
tio is calculated as the ratio of the maximum displacement to the yield displacement
(µ = δmax/δy). The yield point displacement (δy) is calculated through the notion of equal
plastic energy. Hence, the area bounded by the perfect elastic–plastic curve is equal to that
of the actual push-over curve [30] (Shafaei et al., 2016).

The results of Figure 12 show that the model SW-G50mm has minimal ductility up
to 1.71 as a result of the high value of the deflection at the ultimate load, and this caused
sudden buckling and rapid drop in the load-carrying capacity when the ultimate load
was achieved.
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Figure 12. Ductility ratio of group 1.

The great ductility of models with a small gap was because of the high estimation of
the lateral displacement at an ultimate load contrasted and the lateral displacement value at
the yield load and, in this manner, brought on a gradual failure in the model load capacity.

From the above results, it appears that there was a proportional relationship between the
ductility and the gap between the steel frame and concrete wall; therefore, increasing the gap
resulted in a decrease in the ductility due to the decreased moment of inertia when the gap
was increased. Consequently, this affects the ability of shear wall to resist the lateral load.

4. Energy Absorption

Energy absorption ability is a critical indicator of the model’s resilience to loading.
Models with high energy absorption ability are typically found to have high imperviousness
to impact and crash loading and hence are valuable for high-performance structures.

The absorbed energy by a shear wall in a half-cycle can be objectively accepted as the
zone under shear load displacement, from which the region of recoverable elastic is not
subtracted. It is assumed that the unloading and the elastic moduli are approximately the
same. For instance, when the max cycle load of the reference model is equal to 600 kN,
the displacement value will be about 4.01 mm, and its curve will take a parabola shape.
Therefore, energy absorption is equal to (1/3*displacement*load), where the former law
represents the area of the parabola shape [30] (Shafaei et al., 2016).

Figure 13 shows the energy absorption of each model through each phase. Through
phase B, it can be noticed that an increased gap between the steel frame and concrete wall
could increase the energy absorption by 2%, 34%, and 35% for SW-G30mm, SW-G40mm (R),
and SW-G50mm, respectively, as compared to reference model SW-G0mm.

Models with the gap (SW-G30mm, SW-G40mm (R), and SW-G50mm) had good energy
absorption, which was due to the high area under the curve of load deformation, and it
referred to the increase in the resistance of the model to the deformation.

In phase D, it can be seen that the energy absorption of the models SW-G30mm,
SW-G40mm (R), and SW-G50mm was larger by 10%, 6%, and 12% as compared to model
SW-G0mm.

From the results of the phases above and the calculation of stiffness, ductility, and
energy absorption, it is noticed that the gap between the steel frame and concrete wall should
be limited by a specific value of 4% of the width because this value gives a good result,
which results in a delay in the failures of the model, and this model is economical in the
amount of concrete. Therefore, the other groups of smart CSPSW can use SW-G40mm (R) as a
reference model.
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Figure 13. Energy absorption of group 1.

5.1.2. The Second-Group Models (Influence of Infill Steel Plate Thickness)

1. Lateral displacement

The second group, models SW-TS6mm and SW-TS12mm, was loading gradually; the
lateral displacement of group 2 at each phase can be seen in Figure 14. Moreover, it can be noted
that they passed through four phases depending on the applied load, as discussed below.
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Figure 14. Lateral displacement of group 2.

• Phase A:

The applied loads cause a linear relationship between the lateral load and the resulting
displacement. This relationship for models SW-TS6mm and SW-TS12mm continued until
yield displacement was achieved. In this stage, the lateral displacement value of the models
SW-TS6mm and SW-TS3mm (R) was lower by 67% and 89% as compared with the reference
model SW-TS3mm (R), as a result of an increase in the smart CSPSW thickness of infill
steel plate which caused a decrease in the yield displacement and increase in the yield
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load values which led to an increase in the elastic stage for the models SW-TS6mm and
SW-TS12mm as compared to the reference model SW-TS3mm (R).

• Phase B:

In this phase, increasing the thickness of the infill steel plate caused an increase in the
strain hardening capacity for these models and led to an increase in the stress redistribution
significantly until ultimate displacement was achieved. For SW-TS6mm and SW-TS12mm,
the lateral displacement was lower by about 43–59% as compared to the reference model
SW-TS3mm (R). At the same load, as a result of the increased thickness of the steel plate of
smart CSPSW, there was a decrease in the yield displacement and increase in yield load
values that led to an increase in the elastic stage for all the models, as compared to reference
model SW-TS3mm (R).

• Phase C:

During this phase, when increasing the lateral load, the shear yield propagated until
the full shear yield occurred in the infill steel plate, therefore increasing the thickness of the
infill steel plate from 3 to 6 and 12 mm. The lateral displacement was lower by 36% and 54%,
respectively, as compared to the reference model SW-TS3mm (R).

• Phase D:

The collapse of the reference model SW-TS3mm (R) began before the SW-TS6mm and
SW-TS12mm. When comparing the result in this phase at the same cycle loading, it can be
noticed that the lateral displacement of SW-TS6mm and SW-TS12mm is lower by 35% and 48%,
respectively, as compared with the reference model SW-TS3mm (R). At this stage for SW-TS12MM,
the frame provides the most lateral stiffness. Furthermore, by increasing the load, the frame
reaches its collapse mechanism, and lateral stiffness declines gradually to a near-zero value.

Generally, it can be pointed out that the thickness of steel has a substantial effect on
the lateral displacement, as shown in Figure 15.
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Figure 15. Out-of-plane displacement of group 2 for various steel thicknesses.

2. Stiffness

Figure 16 demonstrates the stiffness values for the second-group models. From this
result, it can be noted that increasing the thickness of the infill steel plates from 3 to 6 and
12 mm led to an increase in their stiffness by about 55% and 95%, respectively, as compared
to the reference model SW-TS3mm (R). Thus, it can be concluded that the stiffness of the
models was directly compared to the infill steel plate thickness.
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Figure 16. Stiffness of group 2 (thickness of infill steel plate).

3. Ductility

Figure 17 shows the ductility ratio of all the models when increasing the thickness
of the infill steel plate. From Figure 17, it can be found that the models SW-TS6mm and
SW-TS12mm have larger ductility, up to 12% and 21%, respectively, as compared to the
reference model SW-TS3mm (R). It was because of the high estimation of the deflection at
an ultimate load and the deflection value at the yield load, and in this manner, it brought
on a continuous failure in the model failure limit.
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Figure 17. Ductility ratio of group 2.

Therefore, it seems that there is a proportional relationship between the ductility and
the infill steel plate thickness; consequently, increasing the thickness causes an increase in
the ductility.

4. Energy Absorption

Figure 18 shows the energy absorption of each model through each phase. For
SW-TS6mm and SW-TS12mm in phase C, when there was an increase in the thickness of
the infill steel plate, the energy absorption increased by 5% and 14% as compared to the
reference model SW-TS3mm (R). Meanwhile, through phase D, it is noticed that an increase in
the thickness of the infill steel plate resulted in an increase in the energy absorption by 53% and
57% for SW-TS6mm and SW-TS12mm as compared to the reference model SW-TS3mm (R).
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Figure 18. Energy absorption of group 2.

Models with a large thickness (SW-TS12mm) had great energy absorption, and it was
due to the high area under the curve of load deflection. It refers to the increased resistance
of the model to the deformation. From the results of the phases above and calculation
of stiffness, ductility, and energy absorption, it can be noticed that the thickness of infill
steel plate for (2000*1000) mm (length*width) specimen dimensions should be limited by a
specific value (min 3 mm) due to the trail thickness of 1 mm of the infill steel plate which
results in a quick failure in the model. The type of failure was expressed as an opening in
the steel plate. As a result, the best range for using the thickness of the infill steel plate was
between 3 and 12 mm. The best value in terms of cost economy was 6 mm.

5.1.3. The Third-Group Models (Influence of Concrete Wall Thickness)

1. Lateral displacement

The third-group models SW-TC75mm, SW-TC100mm, and SW-TC150MM were load-
ing gradually. From the result, it is noted that they passed through four phases depending
on the applied load, and the lateral displacement of each phase is shown in Figure 19:

• Phase A:
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The applied load causes a linear relationship between the lateral load and the resulting
lateral displacement. This relationship for the models SW-TC75mm, SW-TC100mm, and
SW-TC150mm continued until yield displacement was achieved. In this phase, the lateral
displacement value of the models SW-TC75mm, SW-TC100mm, and SW-TC150mm was
lower by 33%, 37%, and 58% as compared with the reference model SW-TC50mm (R).
Increasing the smart CSPSW thickness of the concrete wall caused a decrease in the yield
displacement and increase in yield load values and thus an increase in the elastic stage
for the specimens SW-TC75mm, SW-TC100mm, and SW-TC150mm as compared to the
reference model SW-TC50mm (R).

• Phase B:

After increasing the thickness of the concrete wall, a comparison of the result was
performed, and it was noticed that lateral displacement of the models SW-TC75mm,
SW-TC100mm, and SW-TC150mm at the same load was lower than the reference model
SW-TS3mm (R) by 26%, 30%, and 37%. This is because of increasing the thickness of the
concrete wall of this model, which increases the strain hardening capacity for the models,
and that led to an increase in the stress redistribution significantly until data achieved the
ultimate displacement.

• Phase C:

When increasing the lateral load, the shear yield propagates until the full shear yield
occurs in the infill steel plate. In this phase, after comparison of the result, when increasing
the thickness of concrete wall from 50 to 75, 100, and 150 mm, the lateral displacement was
lower by 5%, 6%, and 16%, respectively, as compared to the reference model SW-TC50mm (R).

• Phase D:

The collapse of the reference model SW-TS3mm (R) began before the SW-TC75mm,
SW-TC100mm, and SW-TC150mm because of the increased thickness of the concrete
wall. Thus, the failure possibility of this model under lateral load was lower than under
other loads. Consequently, when comparing the result in this phase at the same cycle of
loading, it can be noticed that the lateral displacement of SW-TC75mm, SW-TC100mm, and
SW-TC150mm is lower by 3%, 4%, and 5%, respectively.

In general, it was observed that the thickness of concrete has an influence on the term
lateral displacement, as shown in Figure 20.
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2. Stiffness

Figure 21 shows the stiffness values for third-group models. From these results, it can
be concluded that increasing the thickness of concrete wall from 50 to 75, 100, and 150 mm
leads to an increase in its stiffness by 3%, 4%, and 5%, respectively, as compared to the
reference model SW-TC50mm (R). Thus, it can be noted that the thickness of concrete wall
has a slight effect on the model’s stiffness.
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Figure 21. Stiffness of group 3.

3. Ductility

The values of ductility of the third-group models when increasing the thickness of
the concrete walls are shown in Figure 22. After comparison of the result, it can be found
that the models (SW-TC75mm, SW-TC100mm, and SW-TC150mm) have large ductility of
32%, 38%, and 52%, respectively, as compared to the reference model SW-TC50mm (R).
This result was due to a high value of lateral displacement at the ultimate load compared
to the deflection value at the yield load and thus caused a gradual failure in the model
load capacity.
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Figure 22. Ductility ratio of group 3.
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Thus, it appears that there is a proportional relationship between the ductility and
the concrete wall thickness; therefore, increasing the thickness causes an increase in the
ductility and ultimately gives a gradual drop in the load-carrying capacity until the failure
load is reached.

4. Energy Absorption

The energy absorption of each model through each phase is shown in Figure 23. For
SW-TC75mm, SW-TC100mm, and SW-TC150mm in phase C, when there is an increase in
the thickness of the concrete wall, the energy absorption increases by 15%, 23%, and 24%,
respectively, as compared to reference model SW-TC50mm (R).
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Meanwhile, through phase D, it can be noticed that an increased thickness of concrete
wall increased the energy absorption by 13%, 18%, and 32%, respectively, for SW-TC75 mm,
SW-TC100 mm, and SW-TC150 mm as compared with reference model SW-TC50mm (R).
The models with the large thickness (SW-TC150mm) had good energy absorption, and it
was due to the high area under the curve of load deformation. It refers to the increased
resistance of the model to the deformation.

From the calculation of stiffness, ductility, and energy absorption, it can be noticed
that concrete wall has a large effect on the behavior of smart CSPSW because increasing the
thickness of concrete wall leads to an increase in the contribution of concrete in force transfer;
therefore, the influence of lateral load on the infill steel plate becomes low. Moreover,
increased thickness leads to restricting the frame and reducing the lateral offset.

From the results of the phases above, the thickness of concrete wall for (2000 * 1000) mm
(length * width) specimen dimensions should be limited by a specific value (max 150 mm)
because the behavior of smart CSPSW remains the same beyond that thickness. Therefore, the
best range for using the thickness of the concrete wall was 50–100 mm.

5.1.4. The Fourth-Group Models (Influence of Distance between Shear Studs)

1. Lateral displacement

From Figure 24, it can be seen that the models SW-D210mm, SW-D220mm,
SW-D230mm, SW-D240mm, and SW-D250mm go through the same phases as the ref-
erence model SW-D200mm (R) when loaded gradually, which are as follows:

• Phase A:

For the models SW-D210mm, SW-D220mm, SW-D230mm, SW-D240mm, and
SW-D250mm, the elastic phase starts from the beginning of loading to the yield dis-
placement. The lateral displacement values of the models SW-D210mm, SW-D220mm,
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SW-D230mm, SW-D240mm, and SW-D250mm were lower by 20%, 30%, 58%, 59%, and
60% as compared to the reference model SW-D200mm (R). At the same load, decreasing
the distance between the shear studs of smart CSPSW, which causes a decrease in the yield
displacement and increase in the yield load values, leads to an increase in the elastic stage
for all the models as compared to the reference model SW-D200mm (R). Therefore, it can be
noted that a decreased distance between shear studs in all the models has a large effect on
the elastic stage for these models.
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Figure 24. Lateral displacement of group 4.

• Phase B:

The strength capacity of the models SW-D210mm, SW-D220mm, SW-D230mm,
SW-D240mm, and SW-D250mm was governed by the plastic deformation, which occurred
because of the moment capacity and the shear force at the shear studs. This moment capac-
ity of the models decreases due to a decrease in distance between shear studs (increased
number of shear studs) because of the occurrence of a high reduction in the moment contri-
bution of these models. Consequently, the lateral displacement of the models SW-D210mm,
SW-D220mm, SW-D230mm, SW-D240mm, and SW-D250mm was lower by 12%, 24%, 37%,
40%, and 45% as compared to the reference model SW-D200mm (R). From this, it can be
noted that the presence of increased distance between shear studs affected significantly the
shear yield phase through the escalation of strain hardening capacity and led to a significant
change in the escalation models’ stress redistribution compared with the reference model
SW-D200mm (R).

• Phase C:

In this phase, all models of the fourth group had very similar behaviors with very
close values of the yield load and yield displacement. It is also observed that the increased
distance between shear studs in the CSPSW models did not have a large effect on the post
shear yielding phase for these models. In this phase, when there was a variation in the
distance between shear studs of 200–250 mm for SW-D210mm, SW-D220mm, SW-D230mm,
SW-D240mm, and SW-D250mm, the lateral displacement was lower by 0.74%, 0.74%, 1.86%,
4%, and 14% as compared to the reference model SW-D200mm (R).
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• Phase D:

This phase began when the model reached the ultimate load by exposure of all model
elements that are situated above and below the shear stud to high stresses. The collapse of
the reference model SW-D200mm (R) began with the occurrence of buckling in the infill
steel plate because of using many shear studs. In other words, the small distance between
the shear studs leads to high plastification around shear studs because of exposure to high
compression, which leads to a global buckling failure mode.

After the comparison of the result in this phase at the same cycle of loading, it
is noticed that the lateral displacement of SW-D210mm, SW-D220mm, SW-D230mm,
SW-D240mm, and SW-D250mm is lower by 1%, 2%, 5%, 6%, and 9% as compared to
the reference model SW-D200mm (R).

Overall, it was observed that the distance of the shear stud has a slight effect on the
term of lateral displacement, as shown in Figure 25.
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2. Stiffness

Figure 26 gives the values of the stiffness for the fourth-group models. Figure 26 shows
that increased distance between shear studs in the models SW-D210mm, SW-D220mm,
SW-D230mm, SW-D240mm, and SW-D250mm enhances their stiffness by 1%, 3%, 5%, 6%,
and 10%, respectively, compared to the reference model SW-D200mm as a result of the
small lateral displacement of these models. From the results, it can be seen that the distance
between shear studs has very little effect on the model stiffness.
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Figure 26. Stiffness of group 4.

3. Ductility

Figure 27 shows the ductility values of the fourth-group models SW-D210mm,
SW-D220mm, SW-D230mm, SW-D240mm, and SW-D250mm. From Figure 27, it can be
concluded that the increased distance between shear studs in the models SW-D210mm,
SW-D220mm, SW-D230mm, SW-D240mm, and SW-D250mm enhanced their ductility sub-
stantially by 12%, 22%, 34%, 37%, and 40%, respectively.
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Figure 27. Ductility ratio of group 4.

A gradual drop in the load-carrying capacity of these models was observed when
they reached the ultimate load compared with the sudden and rapid drop of the reference
model SW-D200mm (R).

4. Energy Absorption

Figure 28 shows the energy absorption of each model through each phase. For
SW-D210mm, SW-D220mm, SW-D230mm, SW-D240mm, and SW-D250mm in phase C,
when increasing the distance between shear studs, the energy absorption increases by 14%,
23%, 32%, 33%, and 30% as compared to reference model SW-D200mm (R). While through
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phase D, it can be seen that increased distance between shear studs increased the energy
absorption by 9%, 15%, 20%, 22%, and 24% for SW-D210mm, SW-D220mm, SW-D230mm,
SW-D240mm, and SW-D250mm as compared to reference model SW-D200mm (R). The
models with a large distance (SW-D250mm) had good energy absorption, and it was due to the
high area under the curve of load deflection. This refers to the improved resistance of the model
to the deformation.
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Figure 28. Energy absorption of group 4.

From the results of stiffness, ductility, and energy absorption, it is noticed that the
distance between shear studs for (2000 * 1000) mm (length * width) specimen dimensions
should be limited by a specific value (250 mm). This is because large distances will cause
widespread buckling of the steel plate in free sub-panels between the shear stud and thus
will result in no improvement. Therefore, the ideal range for the distance between the shear
studs was 200–250 mm.

6. Conclusions

Based on the numerical results conducted in this study, the conclusions were drawn
as follows:

• Increasing the gap between the steel frame and concrete wall influences the sequences
of the yielding of components, where yielding shows in the beam and infill steel plate
first. At the end of the test, the columns showed yielding at the base but did not buckle.
The gap between the steel frame and the concrete wall should be limited by a specific
value of 4% of the width, as this value has a considerable effect on delaying failures of
the model. Moreover, this model is economical in terms of the volume of concrete.

• The thickness of infill steel plate for 2000*1000 mm (length*width) specimen dimen-
sions should be limited by a specific value (min 3 mm) because using 1 mm of infill
steel plate resulted in a quick failure in the model; the type of failure was expressed as
an opening in the steel plate. Therefore, the ideal range of infill steel plate thickness
was 3–12 mm. The best value in terms of cost economy is 6 mm.

• The thickness of the concrete wall for (2000*1000) mm (length*width) specimen di-
mensions should be limited by a specific value (max 150 mm) because the behavior of
smart CSPSW remains the same beyond that thickness. Therefore, the best range for
using the thickness of the concrete wall was 50–100 mm.

• The distance between shear studs for 2000*1000 mm (length*width) specimen dimen-
sions should be limited by a specific value of 250 mm because large distances will cause
widespread buckling of the steel plate and will result in no enhancement. Therefore,
the best range for the distance between the shear stud was 200–250 mm.
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Abstract: In the present study, the thermomechanical effects of adding a newly proposed nanoparticle
within a polymer matrix such as polyethylene are being investigated. The nanoparticle is formed by a
typical single-walled carbon nanotube (SWCNT) and two equivalent giant carbon fullerenes that are
attached with the nanotube edges through covalent bonds. In this way, a bone-shaped nanofiber is
developed that may offer enhanced thermomechanical characteristics when used as a polymer filler,
due to each unique shape and chemical nature. The investigation is based on molecular dynamics
simulations of the tensile stress–strain response of polymer nanocomposites under a variety of
temperatures. The thermomechanical behavior of the bone-shaped nanofiber-reinforced polyethylene
is compared with that of an equivalent nanocomposite filled with ordinary capped single-walled
carbon nanotubes, in order to reach some coherent fundamental conclusions. The study focuses on
the evaluation of some basic, temperature-dependent properties of the nanocomposite reinforced
with these innovative bone-shaped allotropes of carbon.

Keywords: bone-shaped; fullerene; nanotube; polymer; nanocomposite; stress-strain

1. Introduction

The majority of the nanocomposite (NC) problems and applications are typically
related to combinations of loads instead of single types of loads. Perhaps the most common
problem is the study of an NC under the simultaneous action of mechanical as well
as thermal loadings. Nowadays, the research on nanomaterial reinforced composites
that are subjected to thermomechanical loads is of great interest since it may provide
valuable practical and efficient solutions in a variety of novel applications. Today, intensive
research is carried for the production of polymer-based nanocomposites with special and
enhanced thermal conductivity properties for use in thermal management systems [1,2]
or, on the contrary, for the development of nanofilled polymers for thermal insulation
applications from energy storage to power delivery [3]. Additional attention is paid
in the field of structural applications where nanoreinforced polymers seem to be ideal
candidates for high-temperature operation devices [4,5]. The accurate prediction of the
thermomechanical properties especially of polymer-based NCs, which provide enhanced
mechanical characteristics such as high strength-to-weight ratio, is of high importance. In
this context, Burgaz [6] has investigated the current status of thermomechanical properties
of polymer NCs containing nanofillers in the form of nanocylinders, nanospheres, and
nanoplatelets, using case studies from the literature to highlight significant innovations
and potential applications. In another interesting attempt, Reddy et al. [7] have discussed
some of the recent developments in multiscale modeling of the thermal and mechanical
properties of advanced NC systems by including relevant works from the literature to
improve the theoretical background.
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Theoretical approximations for analyzing the thermomechanical properties of NCs
include molecular dynamics (MD) [8–16], molecular mechanics (MM) [17,18], and contin-
uum mechanics (CM) [19] based methods. In addition, multi-scale numerical schemes
have recently been proposed, which combine atomistic simulations such as MD or MM
with other CM methods such as FEM in an effort to provide reliable predictions with
low-computational cost [17,18,20]. Despite the fact that the MM and the CM formulations
require significantly smaller computational efforts, the MD approaches seem to be more
versatile and provide more accurate and reliable numerical solutions when investigating
multiphase nanomaterial components in the nanoscale. This is due to the variety of poten-
tial models, force fields, algorithm choices, and simulation modulus that are available in
most of the relevant commercial codes [21].

There are several recent attention-grabbing works associated with the MD simulation
of the thermomechanical behavior of carbon nanomaterial reinforced polymers. In a
relatively early effort, Cho and Yang [8] performed a parametric study to investigate
the effects of composition variables on the thermic and mechanical properties of carbon
nanotube (CNT)-reinforced NCs using MD simulations. Aiming at a different outcome,
Liu et al. [9] adopted classical MD simulations to investigate the absorption and diffusion
behavior of polyethylene (PE) chains on the surface of the side-wall of a CNT at different
temperatures. Much later, Herasati et al. [10] investigated the effects of polymer chain
branches, crystallinity, and CNT additives on the glass transition temperature of PE. In a
characteristic attempt, Jeyranpour et al. [11] adopted MD to carry out a comparative study
regarding the effects of fullerenes on the thermo-mechanical properties of a specialized resin
epoxy. An extended study was performed by Pandey et al. [12] who focused on the study of
viscoelastic, thermal, electrical, and mechanical properties of graphite flake-reinforced high-
density PE composites. Adopting a different matrix material, Zhou et al. [13] conducted a
comparative study to determine the effects of graphene and CNTs on the thermomechanical
properties of asphalt binder using MD. On the other hand, Park et al. [14] investigated the
thermomechanical characteristics of silica-mineralized nitrogen-doped CNT reinforced poly
(methyl methacrylate) (PMMA) NCs for the first time by MD simulations. An interesting
study was presented by Singh and Kumar [15] in which they examined the interfacial
behavior of functionalized CNT/PE NC at different temperatures using MD simulations,
utilizing the second-generation polymer consistent force field (PCFF). Finally, in a more
recent attempt, Zhang et al. [16] investigated via MD simulations the thermomechanical
properties of a NC consisting of weaved PE and CNT junctions.

At least at the micro-scale, it is well established that bone-shaped (BS) fibers may
carry the load more effectively and provide higher fiber pull-out resistance because of
the mechanical interlocking between the enlarged fiber ends and the matrix [22]. On the
other hand, in a notable attempt, Xu et al. [23] presented a novel approach for the template
synthesis of BS CNT nanomaterials. Taking into consideration the aforementioned facts, in
the present work, the reinforcing ability of a recently presented nanofiber (NFB) [24], when
used as filler in a polymeric matrix made of PE, is numerically analyzed via MD simula-
tions at various temperature levels. Typically, the circular edges of single-walled carbon
nanotubes (SWCNTs) are capped with fullerene hemispheres of the same diameter [25].
However, here, the SWCNT edges are enlarged by attaching to them giant spherical molec-
ular formations, which are based on the atomistic structure of stable high-order carbon
fullerenes [26]. The NC is tested by using a periodic unit cell that contains at its center this
special carbonic single-walled molecular structure as reinforcement. The proposed BS NFB
is surrounded by a number of PE chains composing the polymeric matrix phase. A uniform
and periodic NFB dispersion is assumed at a rather high mass fraction of 20% in order to
better unveil all the temperature-dependent reinforcing effects. The thermomechanical
behavior of the NC is examined via the presentations of various temperature-dependent
diagrams regarding its axial stiffness coefficients, tensile strength, and linear coefficient of
thermal expansion. The influence of the temperature rise on the longitudinal and transverse
tensile stress–strain behavior is also illustrated. At all times, for comparison reasons, the
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BS NFB/PE NC under major investigation is set into contrast with an equivalent PE NC
reinforced by an ordinary capped (OC) SWCNT of the same tubular diameter and total
length. To the author’s best knowledge, this is the first time that the effects of this BS NBF
on the thermomechanical behavior of a polymer are being examined via MD or any other
theoretical approach.

2. Primary Geometry and Density Assumptions
2.1. Structure of Single Molecules

Typically, the PE matrix phase is assumed to consist of polymeric chains of
100 monomers. The repeat unit of the PE chains is illustrated in Figure 1a. Figure 1b
depicts the molecular structure and basic geometric characteristics of the investigated BS
SWCNT, while Figure 1c shows the atomistic formation of the OC SWCNT, which is also
tested for comparison reasons.
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The tubular shape of both NFBs is achieved by using the molecular structure of the
zigzag (10,0) SWCNT, the radius of which is rt = 0.397 nm [25]. The edges of the BS SWCNT
are capped by using enlarged spherical segments based on the molecular structure of C500
fullerene [26]. The radius and the length of the spherical C500 fullerene-like segment are
rF = 0.997 nm [26] and lF = 1.912 nm < 2 rF, respectively. The length of the (10,0) SWCNT-like
tubular shape is lT = 12.58 nm, leading to a total BS NFB length of 16.40 nm.

On the other hand, the edges of the OC SWCNT are formed by using the hemispherical
molecular structure of C60 fullerene [25]. The radius of C60 hemisphere is obviously equal
to rf = rt = 0.397 nm [25]. By selecting the specific nano-dimensions, the total length of
the OC NFB becomes 16.30 nm, which is almost equal to the BS NFB total length. Thus, a
comparison of the reinforcing ability between these two types of NFBs may be enabled.

It may be proved that the lattice area ANFB of each NFB is given by:

ANFB ≈
{

2πrtlT + 2[(2πr2
F + 2πrF(lF − rF)], NFB = BS SWCNT

2πrtlt + 2(2πr2
f ), NFB = OC SWCNT

(1)

The total number of atoms NNFB of the BS and OC NFB is 2130 and 1520, respectively.
In addition, the wall thickness of both NFBs is assumed to be equal to the usual distance
between two successive carbon layers in graphite, i.e., t = 0.335 nm. Given the specific wall
thickness, the density of each NFB may be approximated by the following equation:

ρNFB =
mNFB

ANFBt
(2)
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where mNFB is the mass of the NFB, which may easily be calculated by the relationship:

mNFB = NNFBmC (3)

where mC = 1.9927 × 10−23 g is the mass of a carbon atom.

2.2. Unit Cells

The initial model domains are analyzed according to a global Cartesian coordinate
system (x,y,z). In order to comprehensively examine the two-phase NC models, the pure
PE amorphous material should be analyzed beforehand for each tested temperature level
T = 300, 325, 350, 375, 400 K. It should be mentioned that all simulations are performed
for temperatures higher than the glass transition temperature of polyethylene [10]. For all
cases, it is assumed that the PE has an initial density equal to inρPE = 0.6 g/cm3. According
to this PE density value, by utilizing 10 PE polymer chains and by taking into account the
molecular weight of each PE chain, a cubic unit cell of equal initial side lengths of inLPEx,
inLPEy, and inLPEz along the x-, y-, and z-axis is constructed [21]. It should be noticed that
the use of more than 10 chains inside the unit cell had a negligible effect on the overall
numerical outcome regarding the thermomechanical behavior of PE. After conducting the
full MD procedure described in the following section, the final converged values of the
PE unit cell density fiρPE(T), the side lengths fiLPEx(T) = fiLPEy(T) = fiLPEz(T), as well as the
thermomechanical behavior of the PE at a given temperature T are estimated. The final
equilibrated formation of an amorphous unit cell of the pure PE at 300 K is illustrated in
Figure 2. The depicted vectors σxx, σyy, and σzz correspond to the normal stresses in the x,
y, and z direction, while the vectors σxy, σyz, and σzx denote the shear stresses in the x-y,
y-z, and z-x plane, respectively, required for the thermomechanical characterization of a
given unit cell.
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The initial geometry of the NC unit cells is defined in a more complicated manner.
First, both the BS and the OC SWCNT of Figure 1a,b, respectively, are kept constantly
aligned with the x-axis. Moreover, their centroid is maintained at the center of the unit cells
at all times. To assure an effective distribution of the reinforcements within the polymeric
material, it is assumed that the longitudinal length of the NC unit cell inLNCx(T) is six times
higher than its transverse lengths inLNCy(T) and inLNCz(T), i.e., inLNCx(T) = 6 × inLNCy(T)
= 6 × inLNCz(T). This aspect ratio is kept stable at all times until the molecular structure
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of the final equilibrated unit cell is achieved, which means that in the final stage of the
analysis there is fiLNCx(T) = 6 × fiLNCy(T) = 6 × fiLNCz(T).

In order to enable packing [21] of the PE chains into each unit cell, an initial NC
density inρNC should be predefined. It is convenient to assume that the density of both
NFBs ρNFB is negligibly affected within the temperature range from 300–400 K. Then, the
initial density of the NC may be estimated by the following relationship:

inρNC =
mNFB + mPE

mNFB

ρNFB
+

mPE
inρPE

(4)

where mPE is the mass of the PE inside the unit cell.
The specific mass of the PE may be estimated via the following equation:

mPE = mNFB
(100−MNFB)

MNFB
(5)

where MNFB is the mass fraction of the NFB taken equal to 20% for all cases under
consideration.

Evidently, in Equation (4), the initial density of the polymeric matrix component is
taken equal to inρPE = 0.6 g/cm3, i.e., the initially assumed density for the construction of
the pure PE unit cell.

It is easy to prove that the initial longitudinal and transverse lengths of the NC unit
cell may be calculated by:

inLNCx = 6× inLNCy = 6× inLNCz =
3

√
36
(

mNFB

ρNFB
+

mPE
inρPE

)
(6)

Having the initial geometry of the NC fully defined, the MD formulation may be
carried out in order to compute the final unit cell shape expressed by the lengths fiLNCx(T),
fiLNCy(T), and fiLNCz(T); the density fiρNC(T); and the temperature-dependent mechanical
behavior characterized by the corresponding stress–strain curves. A representative final
equilibrated unit cell of the BS and OC SWCNT reinforced polymer is shown in Figure 3a,b,
respectively.
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temperature T = 300 K.

3. MD Simulation

The full MD simulation procedure that is proposed here is divided into the following
described stages, realized by using the “Materials Studio” software package (Version 2017).
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3.1. Geometry Optimization of Single Molecular Structures

In the first stage, geometric optimization (GO) [21] is performed for each initially
assumed molecular structure, i.e., the main PE chain as well as both NFBs, which are
depicted in Figure 1. During the GO, energy minimization is achieved by using the
steepest descent algorithm [21]. It is assumed that convergence is accomplished when the
absolute difference of the computed system energy and force between two subsequent
iterations becomes less than 0.001 Kcal/mol and 5 Kcal/mol/nm, respectively. The required
numerical calculations are based on the Dreiding potential that contains four contributing
terms for representing bond stretching, changes in bond angle, changes in dihedral rotation,
and van der Waals non-bonded interactions. The total energy according to the Dreiding
generic force field may be expressed as [27]:

Utotal = ∑
bond

[
1
2

kb(b− b0)
2
]
+ ∑

angle

[
1
2

kθ(θ − θ0)
2
]

+ ∑
dihedral

[
4
∑

n=1
kn(cos ϕ)n−1

]
+ ∑

nonbond



4ε0



(

δ

rij

)12

−
(

δ

rij

)6






(7)

In the last equation, the first three sums denote the energies required to stretch bonds
from their equilibrium length b0 to b, change bend angles from their equilibrium value θ0
to θ, and twist atoms about their bond axis by an angle ϕ. The final sum, which contains
functions of the atom pair distance rij denotes the Lennard-Jones-based van der Waals
(vdW) non-bond interactions. The constant ε0 and δ is the energy well depth and the
zero-energy spacing of the Lennard-Jones potential, respectively. Depending on the atom
type combinations, the Dreiding force-field predefines the stiffness-like parameters kb, kθ ,
and kn [21,27]. It should be mentioned that, here, the vdW contributions are computed
according to the atom-based summation method using a cut-off radius of 1 nm and long-
range corrections [28].

After conducting the GO of the single BS SWCNT, some negligible cross-sectional
asymmetries are revealed on the molecular structure of its edges. Characteristically,
Figure 4 demonstrates the molecular configuration of the BS SWCNT after being geo-
metrically optimized in the first stage of the MD analysis. Overall, it may be observed that
the enlarged spherical edges obtain a 3d hexagon-like shape which, however, does not
influence that provided by the NFB mechanical interlocking phenomena.
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Figure 4. The BS SWCNT molecular structure before and after the GO with respect to the global
Cartesian coordinate system (x,y,z).

3.2. Construction and Geometry Optimization of Unit Cells

In the second stage, the periodic unit cell representing the problem under considera-
tion is constructed using standard packing algorithms available by commercial software
packages [21] and by following the procedure that is analytically described in the previous
section. After defining the three-dimensional (3d) unit cell box for the tested temperature
T, a number of PE chains are inserted into it while the packing algorithm evenly increases
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their population until the initial unit cell density is achieved, i.e., inρPE = 0.6 g/cm3 or inρNC
of Equation (4) when the pure matrix or the NC is to be analyzed, respectively. Evidently,
the relevant positioning of the molecules is performed after computing the interactions be-
tween neighbor atoms via the Dreiding force field whereas the single-chain conformations,
ring spearing, and close contacts are constantly monitored. To achieve a minimized initial
unit cell state, low energy sites are preferred over high energy sites for each molecular
structure. A GO process, like the one described in the first stage, is executed to additionally
reduce the overall potential energy of the 3d problem domain.

3.3. Dynamic Analysis of Unit Cells

In the third stage, a three-phase dynamic analysis is performed for each investigated
temperature T by using a time step of 1 fs in all cases. The followed MD numerical
scheme including the utilized force field, the equilibrium algorithms, and the dynamic
analysis computational process, is similar to the one proposed and validated by Bao
et al. [29], in an effort to investigate amorphous PE under cyclic tensile-compressive loading
below the glass transition temperature. Due to the dynamic nature of the simulation, in
order to keep the molecular systems under a specific temperature and pressure level, the
Andersen thermostat and Berendsen barostat are utilized, respectively [28]. Initially, an
MD simulation takes place for a 50 ps time period under the NVT ensemble, assuming a
temperature of 500 K. Then, the NPT ensemble is utilized for a 250 ps time interval to keep
the temperature and the external pressure of the unit cell at 500 K and 1 atm, respectively.
Finally, an NPT dynamic analysis is carried out to drop slowly the temperature from 500 K
to T = 300, 325, 350, 375, and 400 K by adopting 2 ps simulation time per 1 K of temperature
decrease. After the finalization of the procedure, the relaxed equilibrium state, true final
density, and side lengths of the unit cell are obtained. Performing an NPT dynamic analysis
using even higher time intervals or a time step lower than 1 fs had no observable effect on
the final numerical solutions.

3.4. Thermomechanical Properties Calculation

In the fourth and final stage of the process, the tensile stress–strain curves at a given
temperature T are computed by applying to the 3d unit cell a set of quasi-static uniaxial
tension and shear deformations. To avoid an extraordinary computational cost, the maxi-
mum chosen amplitude of strains is +0.1. The normal stresses, i.e., σxx, σyy, and σzz, and
shear stresses, i.e., σxy, σyz, and σzx, (see Figure 2) at each strain level may be estimated
through the following average virial stress of a system of particles [28]:

σ =
1

2V ∑
j( 6=i)

(mij ⊗ uij + rij ⊗ fij) (8)

where V is the volume of the system, i and j denote two particles at positions ri and rj,
respectively, rij is equal to ri–rj, fij is the inter-particle force applied on particle i by particle
i, and mij and uij are the corresponding mass and velocity contributions.

In order to estimate the axial stiffness coefficients Exx, Eyy, and Ezz, Hooke’s law may
be utilized in the three axial directions as:

σxx = Exxεxx; σyy = Eyyεyy; σzz = Ezzεzz (9)

where σxx, σyy, and σzz and εxx, εyy, and εzz are the tensional normal stresses and strains in
the x-, y-, and z-axis, respectively.

Note that despite the amorphous nanostructure of the pure PE unit cell, it may be
assumed that it has an almost isotropic behavior due to the high length accompanied by
the random distribution of the polymer chains in the simulation box. Contrary, regarding
the NC unit cells, significant anisotropy is present due to the NFB reinforcements.

Finally, note that the computation of the final unit cell size at the reference temperature
T0 and an arbitrary temperature T1, permits the calculation of the coefficient of linear ther-
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mal expansion aL. The specific thermal coefficient along the x-axis, with which the NFBs are
aligned, can be approximated for the temperature range [T0,T1] via the following equation:

aLx =
fiLUCx(T1)− fiLUCx(T0)

T1 − T0

1
fiLUCx(T0)

(10)

where fiLUCx is the final unit cell length along the x-axis, defined after the MD process
is finalized.

4. Results and Discussion

For all the material cases under investigation, i.e., the BS SWCNT reinforced PE, the
OC SWCNT reinforced PE, and, last but not least, the pure PE, simulations are conducted
for five different temperatures, i.e., T = 300, 325, 350, 375, and 400 K. Furthermore, all the
numerical tests regarding the NC materials correspond to a reinforcement (BS SWCNT of
OC SWCNT) mass fraction MNFB of 0.2 (20%). Finally, in order to reduce the computational
cost without, however, excluding any key information from the numerical solutions, the
maximum applied tensile strain is 10% for all cases.

To show the density variations of the BS SWCNT/PE NC, the OC SWCNT/PE NC, and
the pure PE during the three-phase dynamic analysis, Figure 5a–c are given, respectively.
Each figure shows the density variation of the corresponding unit cell with time, at all the
tested temperatures. Generally, the analysis shows that convergence of the density values is
achieved after a total MD simulation time of 450 ps. The final density values fiρ(T), obtained
after the three-phase dynamic analysis, correspond to the final points of the curves. These
right endpoints of the curves in Figure 5, which define the final converged density at each
temperature level, show that the pure PE density values, as expected, are lower than those
of the NFB/PE NCs due to the absence of interphase interactions. Note that the use of
larger unit cells, i.e., lower mass fractions, would not be so helpful in revealing the effects
of the investigated BS NFB and, thus, is avoided here.

Figure 6 depicts the numerically computed final densities for all the tested materials
and temperatures. The density of the pure PE varies between 0.83–0.80 as the temperature
increases from 300 to 400 K, a prediction that is in good agreement with other computational
and experimental estimations [30,31]. As it can be seen, all the density-temperature varia-
tions present an almost linear drop as the temperature increases. The OC SWCNT/PE NC
seems to have slightly higher final density values in comparison with the BS SWCNT/PE
NC at all temperature levels. However, the linear density decrease of both NC materials
presents almost the same slope of decrease. Possibly, the lower density of the BS SWCNT
reinforced PE is due to the larger lattice area that the BS NFB presents. The larger the NFB
external area, the greater the interface region between the NFB and the matrix, which is
characterized by the interlayer distance t = 0.335 nm.

Figure 7a,b illustrates the tensile and shear stress–strain behavior, respectively, of the
pure amorphous PE material at various temperature levels. Note that the thermomechanical
behavior of the PE, in the absence of an NFB reinforcement, is practically isotropic, and
thus the same tensile and shear curve applies to all directions. The first peak in the tensile
stress–strain curves corresponds to the tensile yield stress of the material. The tensile curve
is characterized by a stress-softening region after the yield point. For even higher tensile
deformations, PE presents a stress-hardening response [32,33] which, however, may not
be illustrated for the rather small strains up to 10% that are investigated here. The tensile
yield stress found here for T = 300 K is about 78.4 MPa and is in good agreement with the
corresponding value of about 76.8 MPa found in an MD computational study based on
Dreiding potential model [32]. A higher value of about 108.6 MPa is reported for a room
temperature in another similar MD simulation [33]. In addition, an elastic modulus of
1.63 GPa and a Poisson’s ratio of 0.37 are estimated here for the pure PE at 300 K, which are
rather lower than the corresponding computed values of 1.32 GPa and 0.32, respectively,
found elsewhere [33]. In another MD formulation in which the COMPASS force field has
been used instead [34], an elastic modulus of 1.22 GPa and a Poisson’s ratio of 0.37 have
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been proposed for a temperature of 298 K. For all the tested temperatures, the computed
shear stress–strain curves are almost linear for stains up to 10% while their slop decreases
in a linear manner as the temperature increases.
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Figure 7. Stress–strain curves in (a) tension and (b) shear of the pure PE for various temperatures.

On the other hand, the computations showed that the NC materials present a distinct
behavior along the longitudinal, i.e., effective, direction x in which the NFB is oriented,
while they demonstrate an almost identical tensional response along the two transverse
directions y and z because of the transverse cross-sectional symmetry of both NFBs. The ten-
sile stress–strain temperature-dependent response of the BS and the OC SWCNT reinforced
PE along the longitudinal x-axis and transverse y- or z-axis is illustrated in Figure 8a,b,
respectively. In addition, Figure 9 depicts the variation of the zx shear stress versus the zx
shear strain and temperature.
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various temperatures.

The longitudinal direction x presents an upgraded temperature-dependent mechanical
response compared with the other two directions. Both NFBs significantly improve the
effective mechanical characteristics in the whole temperature range. However, it becomes
obvious that the BS SWCNT/PE NC may carry a significantly higher maximum stress than
the OC SWCNT/PE one, while it presents an advanced axial stiffness coefficient (tangent
of the slope of the linear part of the tensile curves) in the longitudinal direction. This is due
to the advanced geometric interlocking and load transfer mechanisms provided by the BS
NFB mainly in the longitudinal direction. In addition, the special edge shape of the BS NFB
seems to lead to an intense tensile stress hardening in the x-axis soon after the yield point
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is reached. Instead, there is no notable thermomechanical behavior enhancement provided
by the BS SWCNT over the OC one, regarding the tensional yield stress in the transverse
directions y and z. Furthermore, almost the same transverse elastic moduli increase may
be observed by using both fibers in the PE matrix. Finally, according to the shear stresses–
strain variations depicted in Figure 9, the BS NFB seems to offer a rather improved shear
stiffness in the z-x plane for the whole temperature range under investigation.
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To better demonstrate the enhancing ability of the BS proposed NFB, the key
temperature-dependent axial properties arisen from Figures 7a and 8a are summarized
and better analyzed in Figure 10.
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Specifically, Figure 10a,b presents the effective axial stiffness coefficients and the
tensile yield stresses of the three investigated materials, i.e., the pure PE, the BS, and OC
SWCNT/PE NC, at a variety of temperature levels, respectively. A steady drop in the
mechanical performance of all the materials as the temperature rises is observed in both
figures. The positive influence of the BS NFB, due to the better 3d interlocking and stress
transfer that is provided by its enlarged edges, on both the elastic and yield region, may be
concluded by Figure 10a,b, respectively. Figure 10a proves that the BS NFB improves the
longitudinal stiffness of the PE more effectively than the OC NFB in the whole investigated
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temperature range. A significantly higher longitudinal tensile yield stress is observed when
the BS SWCNT is used as a reinforcing agent. Specifically, Figure 10b reveals that the BS
SWCNT/PE NC may carry at least two times higher axial load than the OC SWCNT/PE
NC independently of the temperature level.

The present numerical tests are carried out considering several simplifications re-
garding the NFBs such as uniform dispersion, perfect alignment, single-walled molecular
structure, straight shape, and specific type and length for the CNT reinforcement. Thus,
straightforward comparisons between the present results and corresponding experimen-
tal ones using the same NC design parameters may not be provided. Therefore, only a
qualitative comparison is attempted with an experimental measurement regarding the
elastic modulus of high-density PE (HDPE) reinforced with multi-walled CNTs (MWCNTs),
having lengths of 10–30 µm and diameters of 5–15 nm, at a 10% volume fraction [35]. The
specific experimentally tested volume fraction is comparable with the one investigated
here. It should be mentioned at this point that by using the computed density of the pure
PE at 300 K presented in Figure 5a and combining Equations (3) and (5), it may easily be
proved that the OC SWCNT mass fraction of 20% corresponds to a volume fraction of
about 8.6%. The reported experimental elastic modulus value at room temperature for the
above-described MWCNT/HDPE NC is 7.86 GPa [35], which is in good agreement with
the present numerical prediction of 8.09 GPa concerning the OC SWCNT/PE NC case.

Finally, the computed values of the linear coefficient of thermal expansion aLx along
the x-axis for the three investigated materials are included in Table 1. The relevant average
calculations for the three materials are based on Equation (10). For all cases, a linear
increase of the longitudinal length of the unit cells is observed in the temperature range
from 300–400 K. The computed linear coefficient of thermal expansion for the pure PE is
in excellent agreement with corresponding reported experimental values that typically
vary from 1.2 × 10−4 to 1.5 × 10−4 (1/K) [36]. According to the computed data, the linear
coefficient of thermal expansion of the pure PE exhibits a notable increase when filled with
both NFBs. However, the influence of the OC SWCNT is more significant, perhaps due to
the fact that it leads to denser NC unit cell structures (Figure 6).

Table 1. The computed values of the linear coefficient of thermal expansion aLx for the three materials
and the temperature range from 300–400 K.

Simulated Material Average Computed Linear Coefficient of
Thermal Expansion for x-axis aLx (1/K)

Pure PE 1.431 × 10−4

OC SWCNT/PE nanocomposite 1.257 × 10−4

BS SWCNT/PE nanocomposite 1.056 × 10−4

Evidently, the extent of accuracy of the presented results is rather affected by the
adopted theoretical assumptions as well as the inherent numerical restrictions of the
adopted atomistic technique. For example, in the present work, the possible cross-linking
phenomena are not considered while a rather high NC mass fraction is investigated in
order to minimize the unit cell size and the complexity of molecular interactions and, thus,
advance the convergence and the overall computational process. In addition, since the
effect of the reinforcement on the NC material yielding becomes apparent by just applying
strains up to 10%, the investigation of very high strains up to fracture is avoided. In
this way, the computational cost is simultaneously reduced. In addition, the molecular
simulations and their outcome are strongly dependent on the adopted potential field, cut-
off distance, size of time-step, and equilibrium/convergence criteria. Nevertheless, despite
the abovementioned limitations, the reliability of the research conclusions demonstrating
the superiority of the proposed BS over the OC NFB, may be considered certain, given
that the comparison between the two different reinforcements is realized by using the
same theoretical fundamentals and computational options for the whole temperature range
under investigation.
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5. Conclusions

The present study has focused on the numerical prediction of the load-carrying
capability of BS NBFs when utilized as reinforcements in polyethylene, under a variety
of temperature levels. The computations have been grounded on the MD technique
utilizing the Dreiding force field. The molecular structure of the proposed BS NFB has
been based on the combination of a typical SWCNT and two giant carbonic fullerenes
appropriately attached at the open SWCNT edges. An OC SWCNT of equivalent length and
tubular diameter has been also tested in order to reach some distinct conclusions about the
superiority of the BS NFB reinforcement regarding the provided temperature-dependent
mechanical interlocking at the interphase. The numerical results and comparisons with the
standard SWCNT NFB have shown that the proposed NFB increases more considerably
both the axial stiffness as well as the tensile yield stress of the NC, especially in the
longitudinal direction of the fiber for all the tested temperatures. In the near future,
relevant research and relevant MD simulations at temperatures around the glass transition
point of the polymeric matrix phase may reveal even more special features of the proposed
BS carbonic nanomaterial.
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Abstract: In this study, a computational procedure for the investigation of the vibration behavior
of laminated composite structures, including graphene inclusions in the matrix, is developed.
Concerning the size-dependent behavior of graphene, its mechanical properties are derived using
nanoscopic empiric equations. Using the appropriate Halpin-Tsai models, the equivalent elastic
constants of the graphene reinforced matrix are obtained. Then, the orthotropic mechanical properties
of a composite lamina of carbon fibers and hybrid matrix can be evaluated. Considering a specific
stacking sequence and various geometric configurations, carbon fiber-graphene-reinforced hybrid
composite plates are modeled using conventional finite element techniques. Applying simply support
or clamped boundary conditions, the vibrational behavior of the composite structures are finally
extracted. Specifically, the modes of vibration for every configuration are derived, as well as the effect
of graphene inclusions in the natural frequencies, is calculated. The higher the volume fraction of
graphene in the matrix, the higher the natural frequency for every mode. Comparisons with other
methods, where it is possible, are performed for the validation of the proposed method.

Keywords: composite structures; graphene; carbon fiber; hybrid matrix; vibrations; finite
element analysis

1. Introduction

Composites are made up of two or more constituent materials that, when combined, generate
a material with physical and chemical characteristics different from the individual components.
Composite structures have presented outstanding advances in the last decades. The recent applications
of fiber-reinforced composite structures to marine [1], civil [2], aerospace [3] and other industries [4–6]
have already been reviewed in the open literature. Fast progress in manufacturing has resulted to the
necessity for the improvement of composites in terms of strength, stiffness, density, and lower cost.

Graphene is a carbon allotrope, the thinnest known material, i.e., one carbon atom thick, which
additionally is exceptionally strong—almost 200 times stronger than steel [7–9]. Furthermore, graphene
presents outstanding electric [10,11], heat [12] and optical [13] properties. The excellent properties of
graphene make it an excellent candidate as reinforcing material in composites. Consequently, many
studies can be found in the literature investigating experimentally [14–17], computationally [18–20],
or analytically [21,22] the effect of graphene in nanocomposites. The superb behavior of graphene
nanocomposites has driven the research and technology for finding advanced applications. Chang and
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Wu [23] have reported recent energy-related development of graphene nanocomposites in solar energy
conversion, such as photovoltaic and photoelectrochemical devices and artificial photosynthesis, as well
as electrochemical energy devices and improvements in environmental applications of functionalized
graphene nanocomposites for the detection and removal of heavy metal ions, organic pollutants, gas
and bacteria. Kumar et al. [24] have systematically examined the recent progress in illustrating the
complexities of mechanical and thermal behavior of graphene- and modified graphene-based polymer
nanocomposites. They also reported the potential applications, existing challenges, and potential
perspectives regarding the multi-scale capabilities and promising advancements of the graphene
family-based nanocomposites materials.

The fiber and matrix-dominant behavior of fiber-based polymer composites are crucial in many
mechanical, aerospace, or structural applications. Pre-mixing the polymer matrix with nanoparticles
could enhance the through-thickness or matrix-dominant properties. Rafiee et al. [25] employed
several graphene-based nanomaterials, including graphene oxide and its thermally reduced version
(rGO), graphene nanoplatelets, and multi-walled carbon nanotubes to modify the epoxy matrix and
the surface of glass fibers. Unmodified and modified epoxy and fibers were used for fabricating
multiscale glass fiber-reinforced composites, following the vacuum-assisted resin transfer molding
process. The composites obtained combined improvements in both the fiber and matrix-dominant
properties, resulting in superior composites. Kostagiannakopoulou et al. [26] developed a new class
of carbon fiber-reinforced polymers with a nano-modified matrix, based on graphene nano-species.
Their results have shown that nano-doped composites present a significant improvement of the
interlaminar strain energy release rate of the order of 50% for the case of graphene nano-platelets.
Taş and Soykok [27] have determined engineering constants of carbon nanotube based unidirectional
carbon fiber-reinforced composite lamina theoretically with two different approaches. They have
modeled using the finite element method and analyzed the behavior of a specific stacking sequence
and configuration of a composite plate under static loadings. Their results have shown a considerable
improvement of the plate stiffness due to the presence of nanotubes.

Although some works have already been done on vibrations of composite structures reinforced
by nanoparticles, there are only a few works, which focused on vibration behavior of carbon
fiber-based laminate composites with pure graphene inclusions. Hulun et al. [28] have investigated
free vibration of graphene nanoplatelet (GPL) reinforced laminated composite quadrilateral plates
using the element-free IMLS-Ritz method. They concluded that increasing GPLs weight fraction
can increase the natural frequency of quadrilateral plate. Shen et al. have investigated nonlinear
vibration of functionally graded graphene-reinforced composite laminated plates [29], functionally
graded graphene-reinforced composite laminated cylindrical panels resting on elastic foundations [30],
and functionally graded graphene-reinforced composite laminated cylindrical shells [31] in thermal
environments. Wang et al. [32] have proposed a two-dimensional elasticity model of laminated
graphene-reinforced composite (GRC) beams, where the graphene disperses uniformly in each layer,
but the graphene volume fraction may vary from layer to layer. It is found that the laminated GRC
beam with graphene distribution pattern X has the least deflection and highest fundamental frequency
at extreme length-to-thickness ratios, but it has the highest deflection and least fundamental frequency
at a very low length-to-thickness ratio due to its reduced transverse shear stiffness.

In the present paper, a computational approach is proposed for the estimation of vibration
characteristics of carbon fiber laminate composite plates with graphene inclusions. The method firstly
computes the size-dependent mechanical properties of graphene used in the composite. In the second
phase, the orthotopic properties of the hybrid matrix are calculated adopting Halpin-Tsai models
for specific volume fractions of graphene in the matrix. Knowing the elastic constants of hybrid
matrix, the elastic mechanical properties of the composite lamina can be evaluated. In the next step,
finite element models are developed for various configurations of laminated composite plates using
conventional shell elements. Applying different boundary conditions and solving the free vibration
problem, modes of vibration and corresponding natural frequencies are finally extracted. The effect of
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graphene volume fraction on vibration characteristics of various composite plates is determined. To the
authors’ best knowledge, it is the first time where this holistic and relatively simple approach (four-stage
technique), taking into account the size-dependent behavior of graphene inclusions, is proposed for
the vibration analysis of graphene-carbon fiber-reinforced composite structures.

2. Computational Approach

2.1. Problem Definition

Figure 1 depicts the composite plate considered to be analyzed. In Figure 1a, the finite element
model of the graphene in nanoscale is illustrated. The information about the size-dependent mechanical
performance of graphene derived from nanoscale is used for the determination of the elastic constants of
hybrid matrix (Figure 1b) using Halpin-Tsai homogenization model. The elastic constants of the hybrid
matrix are utilized in order to compute the orthotropic mechanical properties of the unidirectional
composite lamina (Figure 1c). Then, the finite element modeling of a composite plate considering a
specific stacking sequence (Figure 1d) can be performed for its vibration analysis.
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Figure 1. Modeling procedure (four-stage technique) of a laminated composite plate with graphene
inclusions (a) finite element model of graphene in nanoscale; (b) homogenized model of hybrid matrix;
(c) composite lamina with hybrid matrix; (d) composite plate with specific stacking sequence.

2.2. Graphene Mechanical Properties in Nanoscale

The elastic mechanical behaviour of different-sized graphene can be numerically examined
and predicted using a spring-based finite element approach [7,33]. According to those approaches,
three-dimensional, two-nodded, spring-based, finite elements of three degrees of freedom per node are
combined in order to model effectively the interatomic interactions presented inside the graphene.
The calculated variations of mechanical elastic constants have been approached by appropriate
size-dependent non-linear functions of two independent variables, i.e., length and width for graphene,
in order to express the analytical rules governing the elastic behaviour. The numerical results have
been already validated through comparisons with corresponding data given in the open literature.
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The Young’s modulus in TPa of the graphene can be predicted using the following rational
function [33]

Egr
(
wgr, lgr

)
=

P0 + a01wgr + b01lgr + b02lgr
2 + c02wgrlgr

1 + a1wgr + b1lgr + a2wgr2 + b2lgr2 + c2wgrlgr
, 0 < wgr, lgr ≤ 10 nm (1)

where P0, a01, b01, b02, c02, a1, b1, a2, b2, and c2 are constants, which are determined by non-linear fitting,
while wgr and lgr are the graphene width and length, respectively. The values of the constants
of Equation (1), concerning both the two chirality directions of graphene are presented in Table 1.
The accuracy of this equation compared to the finite element predictions and expressed by the coefficient
of determination is calculated to be over than 99.5%.

Table 1. Fitting parameters of Equation (1) for the prediction of Young’s modulus variation in TPa.

Direction P0 a01 b01 b02 c02 a1 b1 a2 b2 c2

Zig zag 676 13640 −2532 58250 19170 11760 −4.7 × 10−4 63.72 85900 17870
Armchair 2.98 3.03 13.55 0.893 −1.197 3.042 19.53 1.1487 × 10−1 1.225 −1.634

2.3. Graphene/Polymer Matrix Physical Properties

The three-dimensional (3D) Halpin-Tsai model for randomly oriented discontinuous rectangular
reinforcements is utilized to compute the Young’s modulus of the hybrid graphene/polymer matrix.
According to this model, the Young’s modulus of the graphene/polymer matrix can be predicted by the
following equation [34]

Em−gr =
1
5

EL +
4
5

ET (2)

where

EL =
1 + ξLηLVgr

1− ηLVgr
Em (3)

ET =
1 + ξTηTVgr

1− ηTVgr
Em (4)

and

ηL =

Egr
Em
− 1

Egr
Em

+ ξL

, ηT =

Egr
Em
− 1

Egr
Em

+ ξT

(5)

ξL = 2
lgr

tgr
+ 40Vgr

10, ξT = 2
wgr

tgr
+ 40Vgr

10 (6)

where Vgr and tgr stand for volume fraction and thickness of graphene, respectively. Furthermore, Em

is the Young’s modulus of the polymer matrix, while ξT, ξL, ηL, and ηT are Halpin-Tsai parameters,
depending on the geometry of the reinforcement.

Assuming that Poisson’s ratio vm for both pure polymer matrix and hybrid matrix are
approximately similar, it is calculated that Poisson’s ratio of graphene/polymer matrix is

vm−gr = vm (7)

Consequently, the shear modulus of the hybrid matrix exhibiting quasi-isotropic behaviour may
be evaluated from the next equation

Gm−gr =
Em−gr

2(vm−gr + 1)
(8)

96



Materials 2020, 13, 4225

Considering the inertia effect for the dynamic problem, the equivalent mass density of the hybrid
matrix can be determined using rule of mixtures as

ρm−gr = Vgrρgr + Vmρm (9)

where ρgr, ρm, and Vm are the mass density of graphene, mass density of matrix, and the volume
fraction of the matrix, respectively. It is also known that

Vgr + Vm = 1 (10)

2.4. Physical Properties of Composite Lamina

Considering a unidirectional lamina, its Young’s modulus in longitudinal direction, E1, and
Poisson’s ratio, υ12 can be computed by employing the standard rule of mixture [35] as follows:

E1 = E f 11 V f + Em−grVm−gr (11)

υ12 = υ f V f + υm−grVm−gr (12)

where Ef11, Vf, υf and Vm-gr are Young’s modulus of fiber along in longitudinal direction, volume fraction
of fiber, Poisson’s ratio of fiber and volume fraction of the hybrid matrix, respectively. The remaining
orthotropic material properties, i.e., Young’s modulus in transverse direction, E2, Poisson’s ratio, υ23,
and shear moduli, G12 and G23, can be computed by the next general Halpin-Tsai [36] expression

P
Pm−gr

=
1 + ξηV f

1− ηV f
(13)

where Pm-gr are the related properties of hybrid matrix. Moreover, η is an experimental factor, which is
computed by using the next equation,

η =

P f
Pm−gr

− 1

P f
Pm−gr

+ ξ
(14)

where Pf are the related properties of fiber. Notice that ξ is a measure of reinforcement geometry, which
affected by loading conditions. Here, ξ is chosen as 2 for computation of E2 and as 1 for computations
of υ23, G12 and G23.

Considering inertia effects, the equivalent mass density of the composite structure can be
determined using rule of mixtures as

ρc = V fρ f + Vm−grρm−gr (15)

where ρ f , ρm−gr and Vm−gr are the mass density of the fiber, mass density of the hybrid matrix, and
volume fraction of the hybrid matrix, respectively. It is also known that

V f + Vm−gr = 1 (16)

2.5. Finite Element Modelling of the Composite Plate

In the present study, the finite element method is used for conducting free vibration analysis of the
composite plates with graphene inclusion. For performing the vibration analysis, an appropriate mesh
must be developed in the problem domain. Considering that the composite plate has a side-to-thickness
ratio higher than 10, shell elements are an effective option for meshing the model. Here, 4-node,
quadrilateral, stress/displacement shell elements with reduced integration and a large-strain formulation
are used [37].
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According to the ASTM D7264 standard, w × l × t, with w, l > 10 t rectangular composite plates
are modelled, where w is the width, l is the length, and t is the thickness of the plate. The plates consist
of 8 unidirectional layers. The thickness and the stacking sequence of all plates under consideration
are 2 mm and [0/+45/−45/90]s, respectively. The model has been tested for its convergence in terms of
mesh density and a mesh with a size of 0.5 mm for each element is finally chosen.

The hybrid composite plates of these characteristics, as well as different carbon nanostructure
inclusion types and volume fractions, have been successfully validated [34] for bending loading
conditions. Since the method is validated, it can be expanded for the solution of the free vibration
problem. The elemental matrices and displacements are written in the global coordinate system by
applying the appropriate transformation matrices. After generating the global stiffness matrix (K) and
the global mass matrix (M), assembled from the elemental matrices using conventional finite element
procedures and considering the undamped free vibrations of the composite plate, the equation of
motion can be assembled as

M
..
d + Kd = 0 (17)

where d is the assembled displacement vector. By applying the boundary conditions on the composite
plate, the eigenvalue problem can be solved using common finite element procedures, which reveal
the natural frequencies and corresponding mode shapes of vibration.

3. Results and Discussion

In this work, polyester resin, graphene, and carbon fiber were selected as matrix material, nano
inclusion and reinforcement, respectively. Physical properties of the components constituting the
hybrid composite material are presented in Table 2. These properties are the basis for the estimation of
the lamina physical properties presented in the next section.

Table 2. Physical properties of components of the composite material.

Carbon Fiber [38] Polyester Resin [27] Graphene (Equation (1))

Ef 11 (MPa) 230,000 Em (MPa) 3000 Egr (MPa) 735,000
Ef 22 (MPa) 15,410 υm 0.316 wgr (nm) 10.02

υf 23 0.46 Gm (MPa) 1139.8 lgr (nm) 9.97
υf 12 0.29 ρm (g/cm3) 1.20 ρgr (g/cm3) 2.26

Gf 12 (MPa) 10,040
Gf 23 (MPa) 5287
ρf (g/cm3) 1.80

3.1. Effect of Graphene on Composite Lamina Physical Properties

Given the physical properties of the components, the physical properties of graphene-added
unidirectional carbon fiber-reinforced lamina are evaluated theoretically, based on the proposed
method, and the outcome is provided in Table 3. Note that E1, E2, G12, G23, as well as ρc increase as the
volume fraction of graphene increases. Specifically, there is an 34.6%, 542%, 533%, and 686% increase
in E1, E2, G12, and G23 with the addition of 50 vol.% graphene, respectively. Simultaneously, there is
only 13.6% increase in the mass density of the lamina due to the presence of graphene since it is denser
than polyester resin.

3.2. Vibrational Characteristics of the Composite Plate

A numerical calculation of the natural frequencies and mode shapes of vibration can be carried
out for a composite plate, according to the procedure described in the previous section for different
boundary conditions. Here, we assume two types of supports, (a) the longitudinal and transversal
edges of the rectangular plate are clamped, CCCC (clamped—clamped—clamped—clamped),
and (b) the longitudinal and transversal edges of the plate are simply supported SSSS
(simple—simple—simple—simple). Figure 2 depicts several basic bending mode shapes of vibration
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of the rectangular plate. The general nomenclature for the mode shapes, here, is (a,b), where a and
b correspond to the number of ridges or valleys existing in the mode at longitudinal and transverse
direction of the plate. Note that Figure 2 depicts the transverse modes of the CCCC case; however,
the general shape (a,b) exists in the SSSS case as well. The difference in the shape is mainly on the
boundaries, where the rotation of the degrees of freedom are free and fixed in SSSS and CCCC boundary
condition, respectively. The structure of the first three (basic) modes of vibration depends on the plate
geometric and stiffness characteristics. In general, the presence of graphene into the composite seems
not to influence the shape of the vibration modes; however, it affects their sequence.

Table 3. Physical properties of components of the composite material.

Vgr E1 (GPa) E2 (GPa) v12 v23 G12 (GPa) G23 (GPa) ρc (g/cm3)

0.00 139.20 7.799 0.300 0.397 4.924 3.493 1.560
0.05 142.21 13.280 0.300 0.397 8.451 5.732 1.581
0.10 145.47 16.673 0.300 0.397 10.589 7.466 1.602
0.15 149.04 19.828 0.300 0.397 12.552 9.233 1.624
0.20 152.95 23.073 0.300 0.397 14.559 11.124 1.645
0.25 157.25 26.537 0.300 0.397 16.693 13.182 1.666
0.30 162.00 30.305 0.300 0.397 19.010 15.445 1.687
0.35 167.29 34.453 0.300 0.397 21.558 17.953 1.708
0.40 173.20 39.064 0.300 0.397 24.388 20.752 1.730
0.45 179.86 44.237 0.300 0.397 27.562 23.901 1.751
0.50 187.42 50.094 0.300 0.397 31.154 27.473 1.772
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Figure 3 depicts the natural frequency, f 0, of the composite plate without the presence of graphene
considering various configurations. Specifically, the width remains constant w = 25 mm, while the
length is l = 25, 30, 35, 45, 85, 145, 245 mm. Figure 3a illustrates the natural frequency variation
concerning CCCC boundary conditions. Figure 3b describes the natural frequency variation regarding
SSSS boundary conditions. The natural frequencies of the CCCC case are greater than the corresponding
ones of SSSS, as expected.
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various configurations for (a) CCCC, and (b) SSSS boundary conditions.

3.3. Effect of Graphene on Natural Frequancies Assuming under CCCC Boundary Conditions

In order to study the effects of graphene inclusion on vibration behavior of laminated composite
plates under CCCC boundary conditions, various values of volume fraction of graphene are studied.
Specifically, eleven different cases are considered, i.e., Vgr = 0, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40,
0.45, and 0.50. Figure 4 illustrates the effect of graphene volume fraction on (1,1) (Figure 4a), (1,2)
(Figure 4b), (2,1) (Figure 4c), and (2,2) (Figure 4d) transverse vibrations. As observed, the higher the
volume fraction of graphene, the higher the frequency of graphene. This observation is true for all the
different transverse modes. Specifically, there is an up to 73.2%, 82.7%, 72.6%, and 82.4% increase in
(1,1), (1,2), (2,1), and (2,2) mode shape, respectively, with the addition of 50 vol.% graphene.
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Figure 5 shows the effect of graphene volume fraction on (1,3) (Figure 5a), (3,1) (Figure 5b),
(2,3) (Figure 5c), (3,2) (Figure 5d), and (3,3) (Figure 5e) transverse vibrations. As described
previously, the higher the volume fraction of graphene, the higher the natural frequency of graphene.
This observation is true for all different transverse modes. Specifically, there is an up to 91.5%, 71.5%,
91.4%, 82% and 90.6% increase in (1,3), (3,1), (2,3), (3,2), and (3,3), respectively, with the addition of 50
vol.% graphene. It is noted that the graphene increases slightly more the normalized frequency of
higher order modes than basic ones.

Materials 2020, 13, x FOR PEER REVIEW 9 of 15 

 

0.0 0.1 0.2 0.3 0.4 0.5
1.0

1.2

1.4

1.6

1.8
CCCC

f/f
0

Vgr

 l/w = 1.0   
       = 1.2  
       = 1.4    
       = 1.8    
       = 3.4   
       = 5.8   
       = 9.8   

 
0.0 0.1 0.2 0.3 0.4 0.5

1.0

1.2

1.4

1.6

1.8 CCCC

f/f
0

Vgr

 l/w = 1.0   
       = 1.2  
       = 1.4    
       = 1.8    
       = 3.4   
       = 5.8   
       = 9.8   

 
(c) (d) 

Figure 4. Normalized frequency versus volume fraction of graphene considering (a) (1,1), (b) (1,2), (c) 
(2,1), and (d) (2,2) vibration mode for the CCCC boundary condition. 

Figure 5 shows the effect of graphene volume fraction on (1,3) (Figure 5a), (3,1) (Figure 5b), (2,3) 
(Figure 5c), (3,2) (Figure 5d), and (3,3) (Figure 5e) transverse vibrations. As described previously, the 
higher the volume fraction of graphene, the higher the natural frequency of graphene. This 
observation is true for all different transverse modes. Specifically, there is an up to 91.5%, 71.5%, 
91.4%, 82% and 90.6% increase in (1,3), (3,1), (2,3), (3,2), and (3,3), respectively, with the addition of 
50 vol.% graphene. It is noted that the graphene increases slightly more the normalized frequency of 
higher order modes than basic ones. 

0.0 0.1 0.2 0.3 0.4 0.5
1.0

1.2

1.4

1.6

1.8

2.0
CCCC

f/f
0

Vgr

 l/w = 1.0   
       = 1.2  
       = 1.4    
       = 1.8    
       = 3.4   
       = 5.8   
       = 9.8   

 
0.0 0.1 0.2 0.3 0.4 0.5

1.0

1.2

1.4

1.6

1.8
CCCC

f/f
0

Vgr

 l/w = 1.0   
       = 1.2  
       = 1.4    
       = 1.8    
       = 3.4   
       = 5.8   
       = 9.8   

 
(a) (b) 

Figure 5. Cont.

101



Materials 2020, 13, 4225
Materials 2020, 13, x FOR PEER REVIEW 10 of 15 

 

0.0 0.1 0.2 0.3 0.4 0.5
1.0

1.2

1.4

1.6

1.8

2.0
CCCC

f/f
0

Vgr

 l/w = 1.0   
       = 1.2  
       = 1.4    
       = 1.8    
       = 3.4   
       = 5.8   
       = 9.8   

 
0.0 0.1 0.2 0.3 0.4 0.5

1.0

1.2

1.4

1.6

1.8 CCCC

f/f
0

Vgr

 l/w = 1.0   
       = 1.2  
       = 1.4    
       = 1.8    
       = 3.4   
       = 5.8   
       = 9.8   

 
(c) (d) 

0.0 0.1 0.2 0.3 0.4 0.5
1.0

1.2

1.4

1.6

1.8

2.0
CCCC

f/f
0

Vgr

 l/w = 1.0   
       = 1.2  
       = 1.4    
       = 1.8    
       = 3.4   
       = 5.8   
       = 9.8   

 
(e) 

Figure 5. Normalized frequency versus volume fraction of graphene considering (a) (1,3), (b) (3,1), (c) 
(2,3), (d) (3,2), and (e) (3,3) vibration mode for CCCC boundary condition. 

3.4. Effect of Graphene on Natural Frequancies Assuming SSSS Boundary Conditions 

In order to study the effects of graphene inclusion on vibration behavior of laminated composite 
plates under SSSS boundary conditions, various values of volume fraction of graphene are considered. 

Once again, 11 different cases are considered, i.e., Vgr = 0, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 
0.40, 0.45, and 0.50. Figure 6 illustrates the effect of graphene volume fraction on (1,1) (Figure 6a), 
(1,2) (Figure 6b), (2,1) (Figure 6c), and (2,2) (Figure 6d) transverse vibrations. As observed, the higher 
the volume fraction of graphene, the higher the frequency of graphene for all different transverse 
modes. Specifically, there is an up to 64.9%, 60.9%, 63.4%, and 70.1% increase in (1,1), (1,2), (2,1), and 
(2,2) mode shape, respectively, with the addition of 50 vol.% graphene. 

Figure 7 shows the effect of graphene volume fraction on (1,3) (Figure 7a), (3,1) (Figure 7b), (2,3) 
(Figure 7c), (3,2) (Figure 7d), and (3,3) (Figure 7e) transverse vibrations. As previously, the higher the 
volume fraction of graphene, the higher the frequency of graphene. This observation is true for all 
the different transverse modes. Specifically, there is an 79.3%, 60.9%, 79.2%, 69.1% and 80% increase 
in (1,3), (3,1), (2,3), (3,2), and (3,3), respectively, with the addition of 50 vol.% graphene. As in SSSS 
case, the graphene seems to increase slightly more the normalized frequency of higher order modes 
than basic ones. 

Figure 5. Normalized frequency versus volume fraction of graphene considering (a) (1,3), (b) (3,1), (c)
(2,3), (d) (3,2), and (e) (3,3) vibration mode for CCCC boundary condition.

3.4. Effect of Graphene on Natural Frequancies Assuming SSSS Boundary Conditions

In order to study the effects of graphene inclusion on vibration behavior of laminated composite
plates under SSSS boundary conditions, various values of volume fraction of graphene are considered.

Once again, 11 different cases are considered, i.e., Vgr = 0, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35,
0.40, 0.45, and 0.50. Figure 6 illustrates the effect of graphene volume fraction on (1,1) (Figure 6a), (1,2)
(Figure 6b), (2,1) (Figure 6c), and (2,2) (Figure 6d) transverse vibrations. As observed, the higher the
volume fraction of graphene, the higher the frequency of graphene for all different transverse modes.
Specifically, there is an up to 64.9%, 60.9%, 63.4%, and 70.1% increase in (1,1), (1,2), (2,1), and (2,2)
mode shape, respectively, with the addition of 50 vol.% graphene.

Figure 7 shows the effect of graphene volume fraction on (1,3) (Figure 7a), (3,1) (Figure 7b), (2,3)
(Figure 7c), (3,2) (Figure 7d), and (3,3) (Figure 7e) transverse vibrations. As previously, the higher the
volume fraction of graphene, the higher the frequency of graphene. This observation is true for all the
different transverse modes. Specifically, there is an 79.3%, 60.9%, 79.2%, 69.1% and 80% increase in
(1,3), (3,1), (2,3), (3,2), and (3,3), respectively, with the addition of 50 vol.% graphene. As in SSSS case,
the graphene seems to increase slightly more the normalized frequency of higher order modes than
basic ones.
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Figure 6. Normalized frequency versus volume fraction of graphene considering (a) (1,1), (b) (1,2),
(c) (2,1), and (d) (2,2) vibration mode for SSSS boundary condition.
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structure due to the presence of graphene that differs from each other (Table 3). Nevertheless, as is well 
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3.5. Average Effect of Graphene on Natural Frequencies 

In order to estimate the average effect of graphene on the natural frequencies of the composite 
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Figure 7. Normalized frequency versus volume fraction of graphene considering (a) (1,3), (b) (3,1),
(c) (2,3), (d) (3,2), and (e) (3,3) vibration mode for the SSSS boundary condition.

In the previous cases (SSSS and CCCC), the behavior of the normalized frequency of various
vibration mode versus the graphene volume fraction has been depicted concerning different L/w ratio.
It is observed that the slope of this curve changes with different L/w ratio, and the trend is also different
for the different vibration mode. The effect is more obvious in lower order than higher order modes.
This phenomenon may be explained by the variation of the stiffness and mass (density) characteristics
of the structure due to the presence of graphene that differs from each other (Table 3). Nevertheless,
as is well known, mass and stiffness ratio directly affect the vibration frequency.

3.5. Average Effect of Graphene on Natural Frequencies

In order to estimate the average effect of graphene on the natural frequencies of the composite
plate, the mean value of the normalized frequency is calculated for every graphene volume fraction
considering all modes shape of vibration. Figure 8 depicts the average effect of graphene concerning
both CCCC and SSSS boundary conditions. It is obvious that the effect of graphene is greater in CCCC
than SSSS boundary conditions. For a rough estimation of the effect for Vgr greater than zero, a linear
function can be used, i.e.,

f
f0

= cVgr + d (18)
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where c is the slope, and d is the intercept. In the CCCC case, c = 1.4164 and d = 1.0745 with R2 = 0.9848.
In the SSSS case, c = 1.1797 and d = 1.0533 with R2 = 0.9885.
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4. Conclusions 

A multi-scale procedure has been applied in the investigation of the vibration behavior of 
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practical restriction on the addition of graphene above a certain level (maximum of 10 wt.%), owing 
to the development of agglomerates [39]. Here, we considered a uniform distribution of the graphene 
in the polymer matrix concerning low- and high-volume fractions. Therefore, the present approach 
may be used as a design tool for low-volume fractions and be able to reveal the optimum vibrational 
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Future work concerns the attempt of introduction of a correction in the present computational 
approach considering the non-uniform distribution of nanoparticles in the polymer matrix. 

Author Contributions: Conceptualization, S.G.; methodology, S.G.; software, S.G., G.G. and S.M.; validation, 
S.G., G.G. and S.M.; investigation, S.G.; writing—original draft preparation, S.G.; writing—review and editing, 
G.G. and S.M.; visualization, S.G., G.G. and S.M.; supervision, S.G.; All authors have read and agreed to the 
published version of the manuscript. 

Funding: This research received no external funding 

Conflicts of Interest: The authors declare no conflict of interest. 
  

Figure 8. Average effect of graphene on natural frequency of the composite plate of graphene for CCCC,
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4. Conclusions

A multi-scale procedure has been applied in the investigation of the vibration behavior of
laminated composite plates reinforced by carbon fibers and graphene. According to analysis results,
the following important general conclusions have been drawn:

• The presence of graphene enhanced considerably the orthotropic mechanical properties of the
polymer composite lamina;

• The presence of graphene into the composite does not influence the shape of the vibration modes,
however it affects their sequence;

• The presence of graphene into the composite increase significantly natural frequencies of
the structure;

• The presence of graphene into the composite increase slightly more the normalized frequency of
higher order than basic modes;

• The presence of graphene into the composite increase more natural frequencies of CCCC than
SSSS boundary condition.

The dispersion of graphene particles in a polymer matrix is a big challenge, and there exists a
practical restriction on the addition of graphene above a certain level (maximum of 10 wt.%), owing to
the development of agglomerates [39]. Here, we considered a uniform distribution of the graphene
in the polymer matrix concerning low- and high-volume fractions. Therefore, the present approach
may be used as a design tool for low-volume fractions and be able to reveal the optimum vibrational
performance for higher ones.

Future work concerns the attempt of introduction of a correction in the present computational
approach considering the non-uniform distribution of nanoparticles in the polymer matrix.
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Abstract: The aim of the present study is to provide a computationally efficient and reliable hybrid
numerical formulation capable of characterizing the thermomechanical behavior of nanocomposites,
which is based on the combination of molecular dynamics (MD) and the finite element method (FEM).
A polymeric material is selected as the matrix—specifically, the poly(methyl methacrylate) (PMMA)
commonly known as Plexiglas due to its expanded applications. On the other hand, the fullerene C240

is adopted as a reinforcement because of its high symmetry and suitable size. The numerical approach
is performed at two scales. First, an analysis is conducted at the nanoscale by utilizing an appropriate
nanocomposite unit cell containing the C240 at a high mass fraction. A MD-only method is applied to
accurately capture all the internal interfacial effects and accordingly its thermoelastic response. Then,
a micromechanical, temperature-dependent finite element analysis takes place using a representative
volume element (RVE), which incorporates the first-stage MD output, to study nanocomposites with
small mass fractions, whose atomistic-only simulation would require a substantial computational
effort. To demonstrate the effectiveness of the proposed scheme, numerous numerical results are
presented while the investigation is performed in a temperature range that includes the PMMA glass
transition temperature, Tg.

Keywords: nanocomposite; PMMA; fullerene; finite element method; molecular dynamics; multiscale

1. Introduction

Commonly, the nanocomposite materials applications are associated with the simultaneous
action of more than one type of loading. Especially, the investigation of nanocomposites subjected to
both thermal as well as mechanical loads is perhaps one of most interesting fields for research,
since high-temperature applications are very frequent. Recently, polymers that are reinforced
with carbon nanomaterials have greatly attracted the scientific interest because of their enhanced
material properties such as high strength-to-weight ratio. Evidently, the characterization of the
thermomechanical performance of such nanocomposites may offer versatile design solutions for a
variety of novel applications. In an effort to highlight significant innovations and potential applications
in this research area, Burgaz [1] has investigated the current status of thermomechanical properties of
polymers containing nanofillers in the form of nanocylinders, nanospheres, and nanoplatelets.

Since the experimental procedures intended for an adequate characterization of nanostructured
composites are complicated and require extensive resources and time, the development and introduction
of new computational approaches for simulating nanocomposites may be considered as a valuable,
if not necessary, alternative. Perhaps, the MD method is the most popular tool for analyzing
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nanomaterial-reinforced polymers due to its ability to capture, with high accuracy, all the interatomic
phenomena with respect to the temperature and pressure.

Discussion on some of the most interesting MD studies associated with the thermomechanical
response of nanoreinforced polymers is essential. In a relatively early study, Cho and Yang [2] have
performed a parametric study to investigate the effects of composition variables on the thermal
and mechanical properties of carbon nanotube (CNT) reinforced polymers using MD simulations.
Given that the glass transition temperature Tg is a key property for polymers, Allaoui and Bounia [3]
have reviewed and analyzed various literature results dealing with the effect of unmodified multiwall
carbon nanotubes (MWCNT) on the cure kinetics and Tg of their epoxy composites. Aiming at a
similar goal, Herasati et al. [4] have investigated the effects of polymer chain branches, crystallinity,
and CNT additives on the glass transition temperature of polyethylene (PE). Targeting a different
matrix material, Mohammadi et al. [5] have investigated the effect of alumina and modified alumina
nanoparticles on the glass transition behavior of a PMMA/alumina nanocomposite by MD simulations.
The effect of inorganic particles have been studied by Zhang et al. [6], who have established silica–epoxy
nanocomposite models to investigate the influence of a silane-coupling agent on the structure and
thermomechanical properties of the nanocomposites through MD simulation. An extended study
has been performed by Pandey et al. [7] focusing on the computation of viscoelastic, thermal,
electrical, and mechanical properties of graphite flake-reinforced high-density PE composites. Recently,
Dikshit and Engle [8] have employed MD simulations to study the mechanical properties of epoxy
bisphenol A diglycidyl ethe (DGEBA) with and without the reinforcement of CNT, while in a similar
attempt, Dikshit et al. [9] have performed a MD study to investigate the mechanical properties
of graphene-reinforced epoxy nanocomposite. Aiming on the study of functionalizing polymer
carbon nanofillers, Xue [10] have performed a cooling process by MD simulation to predict the Tg

of graphene/PMMA composites. On the other hand, for the first time, Park et al. [11] investigated
the thermomechanical characteristics of silica-mineralized nitrogen-doped CNT-reinforced PMMA
nanocomposites by MD simulations. An interesting investigation regarding the interfacial behavior of
functionalized CNT/PE nanocomposites at different temperatures has been performed by Singh and
Kumar [12] using MD simulations and the second-generation polymer consistent force field (PCFF).
Experimenting in a differently nanostructured reinforcing agent, Zhang et al. [13] have investigated
via MD simulations the thermomechanical properties of nanocomposites consisting of weaved PE and
CNT junctions.

Although there have been numerous efforts to investigate the influence of dispersing CNTs and
graphene nanoribbons in polymers, fewer studies are available on the relevant effects of spherical
carbon nanoparticles. In a study distinguished because of the kind of carbon allotrope that is used
as a nanoreinforcement, Jeyranpour et al. [14] have adopted MD to carry out a comparative study
regarding the effects of fullerenes on the thermomechanical properties of a specialized resin epoxy.
Izadi et al. considered a similar nanocomposite [15] when estimating the elastic properties of PMMA
reinforced with C60 fullerene and C60@C240 carbon onion by using MD simulations; however, they did
not consider the effect of temperature.

All the above investigations have been realized via MD, which is a method that demands extensive
computational power. Due to the high pre-processing and main-processing computational times
required for analyzing material components at the nanoscale, several multiscale techniques [16–18]
have been proposed that combine the benefits of molecular and continuum modeling. Characteristically,
Montazeria and Rafii-Tabar [16] presented a combination of MD, molecular mechanics (MM),
and the finite element method (FEM) that is capable of computing the elastic constants of a
polymeric nanocomposite embedded with graphene sheets and carbon nanotubes at various
temperatures. Similarly, Tsiamaki and Anifantis [17] have utilized a multiscale model based on
MM and FEM to analyze the thermomechanical behavior of graphene/PMMA nanocomposites.
Recently, Giannopoulos [18] proposed a formulation combining MD and FEM to predict the mechanical
behavior of fullerene-reinforced nylon-12; however, this was at room temperature only. An interesting
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review on the recent developments in multiscale modeling of the thermal and mechanical properties of
advanced nanocomposite systems has been given by Reddy et al. [19].

Apart from the more common carbon nanomaterials such as CNTs and graphene, which have
unquestionably attracted the most attention in recent years, many researchers have started to explore
the effects of reinforcing polymers with fullerenes [14,15,18]. Especially giant fullerenes such as C240

present unique characteristics that have been widely studied in the recent years. Giant fullerenes
have already been experimentally observed and successfully produced. Very early, Ruoff et al. [20]
utilized mass-spectrometric techniques to demonstrate the presence of carbon clusters C2n with n as
high as 300, in carbon soot material produced using the arc-synthesis method. On the other hand,
Shinohara et al. [21] successfully extracted a series of very large all-carbon molecules, including C240,
with quinoline from fullerene-rich carbon soot produced by the vaporization of graphite in a helium
atmosphere using the contact arc method. In an effort to provide generalized geometrical relationships
describing the structure of giant fullerenes, Wang and Chiu [22] have also shown that the C240 giant
fullerene cage has the same Ih symmetry as C60 and that it has twelve pentagonal faces in icosahedra
alignment. Having a similar aim, Schwerdtfeger et al. [23] recently presented a general overview of
recent topological and graph theoretical developments in fullerene research over the past two decades,
describing both solved and open problems. In the theoretical field, Kim and Tomnek [24] reported
an MD simulation of melting and evaporation of the carbon fullerenes C20, C60, and C240. Finally,
focusing on the C240, Cabrera-Trujillo [25] used density functional theory (DFT) to study the electronic
structure and binding of Na clusters encapsulated inside the fullerene cage.

Considering the exceptional structural and physical properties of giant fullerenes, which have
been extensively discussed in some of the aforementioned studies, the reinforcing capability of
C240 when compounded with polymers is computationally investigated in the present study over a
wide temperature range. The symmetric fullerene C240 is preferred as a reinforcing agent because
of its high symmetry, which may allow the achievement of an almost isotropic nanocomposite
behavior. In addition, the PMMA is selected as the matrix material due to its high stiffness and wide
range of applications. Moreover, its sensitivity on the temperature around its glass transition point,
which has been investigated in several experimental [26–28] and MD studies [29], may permit the
drawing of more illustrative conclusions about the fullerene reinforcement impact under different
loading and environmental conditions. The adopted numerical technique is performed at two
scales. At the first scale, MD simulations [30] of a low computational cost are performed by using a
periodic unit cell to extract the temperature-dependent properties of the pure PMMA as well as the
C240/PMMA nanocomposite at a high mass fraction of 20%. The Condensed Phase Optimized Molecular
Potential (COMPASS) [31] is adopted in view of its superiority over other potential models describing
polymers [32]. Then, at a second scale, an RVE is developed and simulated via FEM [33] by using the
data outputs from the MD-only analysis, in order to investigate nanocomposites with small C240 mass
fractions, whose analysis via MD would not be computationally feasible by utilizing typical computer
resources. A variety of diagrams are presented that depict the variation of nanocomposite properties
such as elastic modulus, Poisson’s ratio, and linear coefficient of thermal expansion with temperature
and C240 mass fraction. Comparisons with relevant predictions found elsewhere are attempted, where
possible. To the author’s best knowledge, it is the first time that the temperature-dependent mechanical
properties of the C240/PMMA nanocomposite are predicted via a multiscale technique based on MD
and FEM.

2. Multiscale Analysis

It is well known that MD is a numerical simulation method that is capable of predicting the time
evolution of a system of interacting atoms. It is based on the generation of atomic trajectories via the
numerical integration of Newtown’s equation of motion by utilizing a specific interatomic potential,
initial conditions, and boundary conditions. Although the MD method may accurately represent all
the interatomic phenomena, it entails a substantial computational cost, which is dramatically increased
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with the number of the interacting atoms [18], due to the numerical integrations over long time intervals
that are usually required to reach equilibrium states. Thus, the analysis of large systems such as the
one tested here, i.e., a C240/PMMA nanocomposite, leads to the necessity of combining atomistic with
continuum numerical approaches. The use of a multiscale technique becomes a must when dealing
with composites reinforced with low mass fractions of nanoparticles, since their MD-only analysis
would require extremely large periodic unit cells.

Let us assume that the investigated C240/PMMA nanocomposite is characterized by a uniform and
periodic reinforcement distribution. Given the spherical and symmetric shape of C240 nanoparticles,
the system domain may be fully described by a cubic periodic volume of the system domain illustrated
in Figure 1, which contains a centrally located fullerene surrounded by a number of PMMA chains, i.e.,
the matrix material.

Materials 2020, 13, x FOR PEER REVIEW 4 of 22 

 

when dealing with composites reinforced with low mass fractions of nanoparticles, since their MD-
only analysis would require extremely large periodic unit cells. 

Let us assume that the investigated C240/PMMA nanocomposite is characterized by a uniform 
and periodic reinforcement distribution. Given the spherical and symmetric shape of C240 
nanoparticles, the system domain may be fully described by a cubic periodic volume of the system 
domain illustrated in Figure 1, which contains a centrally located fullerene surrounded by a number 
of PMMA chains, i.e., the matrix material. 

The adopted numerical analysis is contacted at two scales. The MD-only method is utilized at 
the first scale while a CM method, realized via FEM and by using the previous MD output data, is 
performed at the second scale. The MD method offers the important precise representation of 
interfacial interactions and stress transfer mechanisms between the fullerene and the matrix while 
the CM method, based on FEM, provides modeling simplicity and a low computational cost. 

At the first scale, MD simulations of the pure PMMA with respect to the temperature are initially 
performed to extract the necessary temperature-dependent property curves for the matrix material. 
Then, another periodic unit cell is developed and simulated that represents a nanocomposite with a 
high weight concentration of C240 equal to wC240 = 0.2. The MD-only simulation of the specific 
nanocomposite unit cell, whose topology is defined by the yellow colored ijklmnop cubic domain in 
Figure 1, leads to the computation of corresponding temperature-dependent property curves. 

 

Figure 1. The nanocomposite representative volume element (RVE) (1/8 of the periodic volume of the 
system domain) with a small fullerene mass fraction and the nanocomposite unit cell with a fullerene 
mass fraction of 0.2, modeled via the finite element method (FEM) and molecular dynamics (MD), 
respectively. 

At the second scale, a CM-based RVE, denoted as ijklmnop in Figure 1, is developed for three 
small mass fractions of C240, i.e., wC240 = 0.01, 0.03, and 0.05, and then, it is simulated through FEM 
using appropriate boundary conditions of symmetry and loading. Note that only the 1/8 of the 
periodic volume of the whole system domain is required to be represented due to the symmetry of 
the nanoparticle and its assumed uniform distribution within PMMA. Evidently, the red-colored 
subdomain of the RVE close to the vertex O (common volume between ijklmnop and IJKLMNOP 
cubes) is governed by the thermomechanical behavior of the nanocomposite with wC240 = 0.2, while 
the remaining blue-colored subdomain of the RVE represents the pure PMMA matrix. The 
temperature-dependent material properties, extracted from the MD-only simulations at the first scale 
analysis, are utilized in order to enable the finite element simulation of both RVE subdomains. The 

Figure 1. The nanocomposite representative volume element (RVE) (1/8 of the periodic volume of
the system domain) with a small fullerene mass fraction and the nanocomposite unit cell with a
fullerene mass fraction of 0.2, modeled via the finite element method (FEM) and molecular dynamics
(MD), respectively.

The adopted numerical analysis is contacted at two scales. The MD-only method is utilized
at the first scale while a CM method, realized via FEM and by using the previous MD output data,
is performed at the second scale. The MD method offers the important precise representation of
interfacial interactions and stress transfer mechanisms between the fullerene and the matrix while the
CM method, based on FEM, provides modeling simplicity and a low computational cost.

At the first scale, MD simulations of the pure PMMA with respect to the temperature are initially
performed to extract the necessary temperature-dependent property curves for the matrix material.
Then, another periodic unit cell is developed and simulated that represents a nanocomposite with
a high weight concentration of C240 equal to wC240 = 0.2. The MD-only simulation of the specific
nanocomposite unit cell, whose topology is defined by the yellow colored ijklmnop cubic domain in
Figure 1, leads to the computation of corresponding temperature-dependent property curves.

At the second scale, a CM-based RVE, denoted as ijklmnop in Figure 1, is developed for three small
mass fractions of C240, i.e., wC240 = 0.01, 0.03, and 0.05, and then, it is simulated through FEM using
appropriate boundary conditions of symmetry and loading. Note that only the 1/8 of the periodic volume
of the whole system domain is required to be represented due to the symmetry of the nanoparticle and
its assumed uniform distribution within PMMA. Evidently, the red-colored subdomain of the RVE
close to the vertex O (common volume between ijklmnop and IJKLMNOP cubes) is governed by the
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thermomechanical behavior of the nanocomposite with wC240 = 0.2, while the remaining blue-colored
subdomain of the RVE represents the pure PMMA matrix. The temperature-dependent material
properties, extracted from the MD-only simulations at the first scale analysis, are utilized in order
to enable the finite element simulation of both RVE subdomains. The material properties in both
subdomains are considered isotropic elastic, given that very small static strains are applied for the
requirement of the present study.

3. First Simulation Scale: MD-Only Formulation

3.1. Unit Cells Construction

At the first scale of the analysis, as aforementioned, two different simulation stages take place.
Initially, the pure PMMA is analyzed at various temperatures by utilizing a large enough unit cell to
ensure convergence. Evidently, as the pure PMMA unit cell becomes larger, the number of polymer
chains increases. Furthermore, when the simulation box contains a high number of polymer chains,
its response becomes statistically independent of the relative chain nanostructural positioning and
alignment. As a result, the MD-based numerical solution remains stable for large unit cells. Here,
a series of polymeric chains of 10 monomers each are adopted in order to represent the PMMA,
as Figure 2a depicts.
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The pure PMMA unit cell is analyzed according to a global Cartesian coordinate system (x, y, z)
for each tested temperature level. When performing MD simulations, it is very convenient to initially
adopt a small unit cell density in order to obtain a sparse molecular distribution. Then, common
equilibrium algorithms are applied at each time point, to obtain the actual density of the unit cell as
well as its equilibrated configuration. Here, it is assumed that the PMMA has an initial density at the
room temperature T = 300 K equal to 0.6 g/cm3. According to this PMMA density value, by utilizing
20 polymer chains and by taking into account the molecular weight of each chain, a cubic periodic unit
cell may be defined [30]. It should be noted that the adoption of more than 20 chains inside the unit cell
has been shown to have a negligible effect on the computed thermomechanical response of the pure
PMMA. After conducting the full MD procedure described in the following section, the converged
variations of volume, density, elastic modulus, and Poisson’s ratio with the temperature are obtained.
The equilibrated amorphous unit cell of the pure PMMA at 300 K is illustrated in Figure 3a.
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fullerene-reinforced PMMA at a mass fraction of wC240 = 0.2.

Secondly, the initial structure of the nanocomposite unit cell with wC240 = 0.2 is defined in a more
complicated manner. First of all, the fullerene C240 of Figure 2b is maintained at the center of the unit
cell at all times. The average radius of the specific fullerene is about rC240 = 7.07 Å [22,23]. In addition,
its wall thickness is assumed to be equal to the usual distance between two successive carbon layers in
graphite, i.e., t = 3.35 Å. Given, the specific wall thickness and the almost spherical shape of the tested
fullerene, its density at the room temperature may be approximated by the following equation:

ρC240 =
4
3

240mC

π(rC240 + t/2)3 (1)

where mC = 1.9927 × 10−23 g is the mass of a carbon atom.
In order to enable packing [30] of the PMMA chains into the unit cell, an initial nanocomposite

density of 0.6 g/cm3 is beforehand assumed for the room temperature. Then, the initial nanocomposite
unit cell volume may be estimated by the following relationship:

V =
mC240

wC240ρC240
(2)

Finally, before the initial packing of PMMA chains inside the unit cell and around the central
positioned fullerene, the following nanocomposite unit cell length may be assumed:

L =
3√

V (3)

After having defined the size of the three-dimensional (3d) nanocomposite unit cell for the room
temperature, a number of PMMA chains are inserted into it, while the packing algorithm evenly
increases their population until the initial assumed density is achieved. The equilibrated unit cell of
the nanocomposite with wC240 = 0.2 at 300 K is shown in Figure 3b.

3.2. Geometry Optimization of Molecular Structures and Potential Model

Firstly, geometric optimization (GO) [30] is performed for each initially assumed molecular
structure, i.e., the main PMMA chain as well as the C240 fullerene, which are depicted in Figure 2a,b,
respectively. During the GO, energy minimization is achieved by using the steepest descent
algorithm [30]. It is assumed that convergence is accomplished when the absolute difference of the
computed system energy and force between two subsequent iterations becomes less than 0.001 Kcal/mol
and 0.5 Kcal/mol/Å, respectively. The required numerical calculations are based on the COMPASS
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potential, which consists of the ten valence terms and two non-bonded interaction terms given
below [31].

U =
∑

bond
[kb2(b− b0)

2 + kb3(b− b0)
3 + kb4(b− b0)

4] +
∑

angle
[ka2(θ− θ0)

2 + ka3(θ− θ0)
3 + ka4(θ− θ0)

4]

+
∑

torsion
[kt1(1− cosφ) + kt2(1− cos 2φ) + kt3(1− cos 3φ)] +

∑
out of plane angle

kχ(χ− χ0)
2 +

∑
bond/bond

kbb(b− b0)(b′ − b′0)

+
∑

bond/angle
kba(b− b0)(θ− θ0) +

∑
angle/angle

kaa(θ− θ0)(θ′ − θ′0)+
+

∑
bond/torsion

(b− b0)[kbt1 cosφ+ kbt2 cos 2φ+ kbt3 cos 3φ] +
∑

angle/torsion
(θ− θ0)[kat1 cosφ+ kat2 cos 2φ+ kat3 cos 3φ]

+
∑

angle/torsion/angle
kata(θ− θ0)(θ′ − θ′0) cosφ+

∑
nonbond

εi j

[
2
(

ri j0
ri j

)9
− 3

(
ri j0
ri j

)6
]
+

∑
nonbond

qiq j
4πε0ri j

(4)

In the last equation, the first four sums denote the energies required to stretch bonds (b), bend angles
(θ), change torsion angles (φ) by twisting atoms about the bond axis, and distort atoms out of the plane
(χ) formed by the atoms to which they are bonded. The next six sums denote the energies between
the four types of internal coordinates described as functions of the Cartesian atomic coordinates [31].
The final two sums that contain functions of the atom pair distance qij denote the Lennard–Jones-based
van der Waals (vdW) non-bond interactions and the Coulomb’s electrostatic non-bond interactions due
to the charges qi and qj, respectively. The subscript 0 found in some parameters denotes corresponding
reference values. The constant ε0 is the well-known vacuum permittivity. Depending on the atom-type
combinations, the COMPASS force field predefines the stiffness-like parameters kb2, kb3, kb4, ka2, ka3, ka4,
kt1, kt2, kt3, kχ, kbb, kba, kaa, kbt1, kbt2, kbt3, kat1, kat2, kat3, and kata as well as the functional form of each term
qi, qj, εij, and rij0. Here, the vdW contributions are computed according to the atom-based summation
method using a cut-off radius of 12.5 Å and long-range corrections, while the electrostatic contributions
are computed by adopting the Ewald summation method with an accuracy of 0.001 kcal/mol [34].

Evidently, the relevant positioning of the molecules is performed after computing the interactions
between neighbor atoms via the COMPASS force field whereas the single chain conformations,
ring spearing, and close contacts are constantly monitored. To achieve a minimized initial unit cell
state, low-energy sites are preferred over high-energy sites for each molecular structure. A GO process,
as the one described earlier, is executed to additionally reduce the overall potential energy of the 3D
problem domain.

3.3. NPT Dynamic Analysis of the Unit Cells

All the MD simulations take place under the NPT ensemble and by using a time step of 1 fs.
The external pressure of the unit cell is maintained at 1 atm throughout each dynamic analysis. After the
finalization of the procedure at a specific temperature level, the relaxed equilibrium state, true final
density, and side lengths of the unit cell are obtained. Performing a dynamic analysis by introducing
additional time intervals under different ensembles such as NVT or using a time step lower than 1 fs
has no observable effect on the final numerical solutions. Due to the dynamic nature of the simulation,
in order to keep the system under a specific temperature and pressure level, the Andersen thermostat
and Berendsen barostat are utilized, respectively [34].

3.4. Thermomechanical Properties Calculation

After achieving equilibrium at a given temperature T, the elastic properties are computed by
applying to the 3D unit cells a set of three pairs of uniaxial tension/compression and three pairs of pure
shear static strains of a maximum amplitude of ±0.001.

The stresses at each strain level may be estimated through the following average virial stress of a
system of particles [34]:

σav =
1

2V

∑

j(,i)

ri j ⊗ fi j (5)
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where V is the volume of the system, i and j denote two particles at positions ri and rj, respectively,
rij is equal to rj − ri, and fij is the inter-particle force applied on particle i by particle j.

By considering the symmetry of the stress, strain, and stiffness tensors, Hooke’s law may be
expressed as:

σ = Cε (6)

Since the nanocomposite is assumed to be isotropic, the Lamé coefficients λ and µ may be defined
by diagonal stiffness coefficients of C as:

λ =
1
3
(C11 + C22 + C33) − 2

3
(C44 + C55 + C66) (7)

µ =
1
3
(C44 + C55 + C66) = G (8)

where G is the shear modulus.
Evidently, the elastic modulus E and the Poisson’s ratio ν may be calculated, respectively, by the

following equations:

E =
µ(3λ+ 2µ)
λ+ µ

(9)

ν =
λ

2(λ+ µ)
(10)

The computation of the initial and final unit cell volume V0 and V1, respectively, at a reference
temperature T0 and an arbitrary temperature T1 > T0, respectively, enables the estimation of the volume
coefficient of thermal expansion aV via the equation:

aV(T0 ≤ T ≤ T1) =
V1 −V0

T1 − T0

1
V0

(11)

Finally, the linear coefficient of thermal expansion aL for an isotropic medium may be approximated
by:

aL = aV/3 (12)

4. Second Simulation Scale: FEM Formulation

4.1. Geometry Definition and Finite Element Discretization

At the second scale, nanocomposites with small mass fractions of C240 are modeled and simulated
through FEM. A representative FEM model of the RVE, which corresponds to the case wC240 = 0.05,
is illustrated in Figure 4 and defined by the IJKLMNOP cubic domain. The problem is analyzed
according to a global Cartesian coordinate system (x, y, z) positioned at the vertex O. As depicted in
the figure, the RVE is consisted of the C240/PMMA subdomain with wC240 = 0.2 and the outer pure
PMMA subdomain.

The edge length of the nanocomposite subdomain with wC240 = 0.2 is taken equal to L/2, where L
is the corresponding unit cell length computed via the MD-only simulation at the first scale analysis.
On the other hand, Equations (1) to (2) may be combined in order to estimate the length of the RVE
LRVE as follows:

LRVE =
1
2

3

√
mC240

wC240ρC240
(13)

Both subdomains are discretized with isoparametric, hexahedral, linear, eight-noded finite
elements that have four degrees of freedom per node, i.e., the displacements ux, uy, uz, and the
temperature T [33]. The finite element meshes for the three case studies wC240 = 0.01, 0.03, and 0.05 are
depicted in Figure 5a–c, respectively.
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4.2. Material Properties Input and Output

The properties of both subdomains of each RVE FEM model are considered as temperature-
dependent elastic. The elastic modulus and Poisson’s ratio of both the nanocomposite with wC240 =

0.2 and the pure PMMA are input as functions of temperature, i.e., E(T) and ν(T). These functions
are determined by fitting corresponding data points computed by the MD-only simulations at the
first scale of the analysis. In order to compute the elastic properties of the nanocomposite RVE,
appropriate boundary conditions are applied. For the calculation of the elastic modulus ERVE(T)
and the Poisson’s ratio νRVE(T), a uniform strain of εz(T) = 0.001 is applied on the edge z = LRVE.
Simultaneously, the constraints ux = 0, uy = 0, and uz = 0 are applied on the edges x = 0, y = 0, and z
= 0, respectively, while the edges x = LRVE and y = LRVE are kept parallel to their original shape by
nodal coupling, since the symmetry implies that shear stresses on these edges should be zero. Then,
the elastic modulus of the nanocomposite ERVE(T) is calculated from the ratio of average stress σzav(T),
which are obtained from the sum of reactions in the ground edge z = 0 to the applied strain εz(T) =

0.001. Finally, the Poisson’s ratio νRVE(T) is estimated by the ratio of the arisen average transverse
strain εxav(T) = εyav(T) to the applied normal strain εz(T) = 0.001.

Considering the FEM simulation of the RVE thermal expansion behavior, a different load case
is applied. Evidently, the constraints remain the same in accordance with the symmetry. The linear
coefficient of thermal expansion aL(T) of both subdomains is defined according to the corresponding
output from the MD-only simulations again. Then, a small temperature load increment ∆T = T1−T0 is
applied in the whole RVE to compute its arisen edge length increment ∆LRVE = LRVE1 − LRVE0. As a result,
the linear coefficient of thermal expansion of the RVE may be estimated by the following relationship:

aLRVE(T0 ≤ T ≤ T1) =
LRVE1 − LRVE0

T1 − T0

1
LRVE0

(14)

5. Results and Discussion

5.1. First Simulation Scale

For both material cases under investigation, i.e., the pure PMMA and the PMMA reinforced
with fullerene C240 at a mass fraction of 0.2, the MD simulations are conducted under the NPT
ensemble with a target pressure of 1 atm and a time-dependent temperature T, which varies from 300
to 560 K as defined in Figure 6. For the figure, it may be seen that initially, the target temperature
is considered stable at 300 K for a time interval of 1000 ps, so that both the pure PMMA unit cell
and the nanocomposite unit cell with wC240 = 0.2 reach a minimized energy and an equilibrium state.
Then, it is assumed that temperature exhibits a step increment with time. Specifically, at each step,
the temperature remains stable for 300 ps and then increases by 10 K. Following such a technique,
the equilibrium is achieved much faster at each temperature level, expect for the first investigated
temperature level at 300 K for which a longer time interval is required for convergence.

The density variation of the pure PMMA and the C240/PMMA nanocomposite unit cells during
the dynamic analysis may be seen in Figure 6. Note that the initial density of 0.6 g/cm3 assumed
for both unit cells increases to reach its proper value at room temperature and then decreases as
the temperature elevates. The variation of the potential and kinetic energies of the two cells with
temperature is illustrated in Figure 7. All variations are almost linear ascending, while the kinetic
energy of the pure PMMA is higher for the whole temperature range and presents a higher gradient in
comparison with the nanocomposite unit cell. On the other hand, the pure PMMA presents a lower
potential energy up to 500 K in contrast with its reinforced version with wC240 = 0.2.
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Figure 8 depicts the volume change of the two unit cells versus temperature. As it can be seen,
the volume variation of each unit cell is characterized by two different regions, i.e., the glassy and
the rubbery one. At each region, the MD data points imply a linear behavior of a different slope.
A linear regression is applied on the set of data of the glassy and rubbery region of each medium. Then,
the glass transition temperatures Tg are estimated from the intersection of the arisen lines at 421 and
462 K for the pure and reinforced PMMA, respectively. The glass transition temperature is considerably
increased by reinforcing the PMME with fullerene C240 at a weight concentration of 20%. A similar
phenomenon has been observed regarding the case of PMMA filled with functionalized graphene [10].
The computed Tg regarding the pure PMMA is in good agreement with the corresponding values 411.4
and 430 K, which have been predicted in the MD-based studies [10] and [29], respectively. The details
about all the linear regressions shown in Figure 8 may be found in Table 1. Using the fitting parameters
of the table, one may define the volume of the unit cells as a function of temperature.
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Table 1. Definition of all the fitting functions adopted throughout the analysis.

Fitting of MD Data with Functions of Temperature

Property
Fitting

Equation
(T→K)

Nanocomposite with wC240 = 0.02 Pure PMMA

Volume,
V (Å3)

Linear
V = f + gT

T range 300 ≤ T ≤ 462 462 < T ≤ 560 300 ≤ T ≤ 421 421 ≤ T ≤ 560
f 19,038.73973 16,537.08047 44,046.02025 35,216.40195
g 7.50775 13.10966 6.0055 26.96125

Adjusted R2 0.96339 0.89922 0.83912 0.98609

Density,
ρ (g/cm3)

Linear
ρ = h + lT

T range 300 ≤ T ≤ 462 462 < T ≤ 560 300 ≤ T ≤ 421 421 < T ≤ 560
h 1.2401 1.33445 1.13239 1.3125
l −3.81086 × 10−4 −5.84103 × 10−4 −1.40928 × 10−4 −5.71409 × 10−4

Adjusted R2 0.96111 0.91912 0.85399 0.98549

Elastic
modulus, E

(GPa)

6th order
polynomial
E = A + B1T

+ B2T2 +
B3T3 + B4T4

+ B5T5 +
B6T6

T range 300 ≤ T ≤ 500 300 ≤ T ≤ 500
A −2209.3885 409.32795
B1 33.54518 −5.76718
B2 −0.20948 0.0332
B3 6.90037 × 10−4 −9.88824 × 10−5

B4 −1.26453 × 10−6 1.60037 × 10−7

B5 1.22205 × 10−9 −1.33008 × 10−10

B6 −4.86522 × 10−13 4.40984 × 10−14

Adjusted R2 0.99509 0.99509

Poisson’ s
ratio, ν

Boltzmann
ν = (D1 −
D2)/{1 +
exp[(T −
τ0)/τ]} + D2

T range 300 ≤ T ≤ 500 300 ≤ T ≤ 500
D1 0.2731 0.28715
D2 0.46094 0.49459
τ0 497.04191 414.53197
τ 14.45546 12.68674

Adjusted R2 0.9982 0.99698

The linear coefficient of thermal expansion aL of the pure PMMA and the nanocomposite with
wC240 = 0.2 with respect to the temperature is illustrated in Figure 9. The relevant estimations are
based on Equations (11) and (12). As observed for both materials, the linear coefficient of thermal
expansion has a lower and constant value for the temperatures below Tg, while it exhibits a notable
constant increase after this temperature point and up to 560 K. The presence of C240 within the PMMA
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matrix, as expected [10], appears to lead to a rise in thermal expansion, especially for temperatures
below 421 K, i.e., the glass transition point of the matrix.
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The linear coefficient of thermal expansion aL of the pure PMMA and the nanocomposite with 

wC240 = 0.2 with respect to the temperature is illustrated in Figure 9. The relevant estimations are based 

on Equations (11) and (12). As observed for both materials, the linear coefficient of thermal expansion 

has a lower and constant value for the temperatures below Tg, while it exhibits a notable constant 

increase after this temperature point and up to 560 K. The presence of C240 within the PMMA matrix, as 

expected [10], appears to lead to a rise in thermal expansion, especially for temperatures below 421 K, 

i.e., the glass transition point of the matrix. 
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Figure 9. Linear thermal expansion coefficient of the pure PMMA and the nanocomposite with wC240 =

0.2 unit cell with respect to the temperature.

The calculated aL of the pure PMMA is 4.4 × 10−5 and 1.9 × 10−4 K−1 in the glassy and rubbery
state, respectively, which are in decent agreement with the corresponding values 7.3 × 10−5 K−1 and
2.6 × 10−4 K−1, as reported in a different MD analysis [10]. Note that experimental evidence [35]
suggests that the pure PMMA presents a coefficient of linear thermal expansion in the range from
5 × 10−5 to 9 × 10−5 K−1 at room temperature (glassy state).

The dependence of the density ρ on the temperature T is illustrated for the pure PMMA and
nanocomposite unit cell in Figure 10. The density for both cases follows a linear decrease characterized
by two slopes. The kink positions reveal the corresponding glass transition points, which are identical
with those found from Figure 8. At all temperature levels, the density of the nanocomposite remains
higher. Again, a two-slope linear regression of the density–temperature variations is performed,
the results of which may be found in Table 1.
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Figure 10. Density of the pure PMMA and nanocomposite with wC240 = 0.2 with respect to the 
temperature and corresponding linear fittings. 
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The elastic modulus of the two unit cells with respect to the temperature is shown in Figure 11a.
It becomes obvious that the C240/PMMA nanocomposite presents an advanced stiffness. This is due to
the enhanced stiffness of the carbon nanoparticle. As expected, a stress relaxation is observed at the
glass transition points for both materials, which is implied by the significant drop of elastic modulus.
The elastic modulus–temperature nonlinear variations are fitted well with polynomial functions of 6th
degree that are fully defined in Table 1 for temperatures up to 500 K.
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Figure 11. The (a) elastic modulus and (b) Poisson ratio of the pure PMMA and the nanocomposite 
with wC240 = 0.2 with respect to the temperature and corresponding nonlinear fittings up to 500 K. 
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method are included in these figures for comparison reasons. A nonlinear reduction of the 
mechanical performance, as expressed by the elastic modulus decrease and Poisson ratio increase, is 
observed for all the materials as the temperature rises. Contrary, the higher the fullerene mass 
fraction, the higher the elastic modulus and the lower the Poisson ratio. For a given temperature, 
almost a linear change occurs in these properties as the reinforcement concentration increases. 

Figure 11. The (a) elastic modulus and (b) Poisson ratio of the pure PMMA and the nanocomposite
with wC240 = 0.2 with respect to the temperature and corresponding nonlinear fittings up to 500 K.

The temperature dependence of Poisson’s ratio of the PMMA and nanocomposite is illustrated in
Figure 11b. The Poisson ratio tends to reach the value of 0.5 as the temperature increases for the pure
PMMA case. On the other hand, the Poisson ratio of the PMMA reinforced with C240 at a mass fraction
of 20% presents lower values due to the effects of the fullerene constituent. An obvious intense Poisson
ratio increase occurs nearby the Tg point. Table 1 includes details about the fitting of the two Poisson
ratio–temperature variations for the temperature range from 300 to 500 K with the Boltzmann sigmoid
function, which are defined in the table as well.

In order to evaluate the performance of the MD-only simulations, Table 2 is presented. The table
includes some comparisons between the present results regarding the pure PMMA mechanical
properties at the room temperature with other corresponding predictions.

Table 2. Comparison of the elastic properties of the pure PMMA computed here via MD, with
corresponding results from other studies.

Study Materials Properties of Pure PMMA at T = 300 K

Elastic Modulus, E (GPa) Poisson’s Ratio, ν

Present MD-only formulation 3.065 0.286
Different MD formulation [15] 3.052 0.257

Experimental [26] 3.400 -

5.2. Second Simulation Scale

Three small C240 loadings of 1%, 3%, and 5% by weight are investigated by using the FEM models
shown in Figure 5a–c. The linear coefficient of thermal expansion, elastic modulus, and Poisson’s ratio
of the pure PMMA subdomain and nanocomposite subdomain with a C240 concentration of 20 wt % are
inserted into the model by utilizing the temperature-dependent functions provided from the first-scale
MD analysis and illustrated in Figure 11a,b and Figure 9, respectively. The same number of finite
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elements is used in all cases. Denser meshes than the ones depicted in Figure 5 lead to negligibly
different numerical solutions.

Figure 12a,b presents the elastic modulus E and the Poisson ratio ν of the tested C240/PMMA
nanocomposites, respectively. The limit cases for wC240 = 0 and wC240 = 0.2 treated with the MD-only
method are included in these figures for comparison reasons. A nonlinear reduction of the mechanical
performance, as expressed by the elastic modulus decrease and Poisson ratio increase, is observed for
all the materials as the temperature rises. Contrary, the higher the fullerene mass fraction, the higher
the elastic modulus and the lower the Poisson ratio. For a given temperature, almost a linear change
occurs in these properties as the reinforcement concentration increases.
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Figure 12. The (a) elastic modulus and (b) Poisson ratio of the nanocomposite with small fullerene 
mass fractions with respect to the temperature, predicted by combining FEM and MD. 

Table 3 shows a qualitative comparison between some present estimations via the proposed 
multiscale analysis and others predicted via MD [15] in which a rather dissimilar fullerene structure 
such as the carbon onion C60@C240 has been considered. Unfortunately, to the author’s best 
knowledge, there is not any relevant experimental contribution regarding the stiffness of the 
C240/PMMA nanocomposite, in order to provide a more comprehensive assessment. However, 
regarding the elastic modulus of the pure PMMA, a comparison with a corresponding experimental 
value is included in Table 2. 
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The contours of the von Mises equivalent stress of the nanocomposite with wC240 = 0.01, 0.03, 0.05 
and for a temperature of 420 K are depicted in Figure 13a–c. As seen, the maximum equivalent stress, 
which is located in the nanocomposite subdomain with wC240 = 0.2, rises as the fullerene concentration 
is increased. This reveals an enhanced capability of the fullerene to carry loads. 

Figure 12. The (a) elastic modulus and (b) Poisson ratio of the nanocomposite with small fullerene
mass fractions with respect to the temperature, predicted by combining FEM and MD.

Table 3 shows a qualitative comparison between some present estimations via the proposed
multiscale analysis and others predicted via MD [15] in which a rather dissimilar fullerene structure
such as the carbon onion C60@C240 has been considered. Unfortunately, to the author’s best knowledge,
there is not any relevant experimental contribution regarding the stiffness of the C240/PMMA
nanocomposite, in order to provide a more comprehensive assessment. However, regarding the
elastic modulus of the pure PMMA, a comparison with a corresponding experimental value is included
in Table 2.

Table 3. Present elastic properties of the nanocomposite with wC240 = 0.05 in contrast with some
comparable results from another theoretical study.

Theoretical Study Material Properties at T = 300 K

Elastic Modulus, E (GPa) Poisson’s Ratio, ν

Present FEM combined with MD
of PMMA reinforced with C240 at 5.00 wt % 3.247 0.284

Different MD simulation [15]
of PMMA reinforced with onion C60@C240 at 5.01 wt % 3.590 0.271

The contours of the von Mises equivalent stress of the nanocomposite with wC240 = 0.01, 0.03,
0.05 and for a temperature of 420 K are depicted in Figure 13a–c. As seen, the maximum equivalent
stress, which is located in the nanocomposite subdomain with wC240 = 0.2, rises as the fullerene
concentration is increased. This reveals an enhanced capability of the fullerene to carry loads.
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place exclusively in the glassy or rubbery state of the nanocomposite with wC240 = 0.01, 0.03, and 0.05, 
a targeted temperature change is applied from 300 to 301 K or from 499 to 500 K, respectively. 
Accordingly, the two boundary values of aL in the temperature interval [300 K, 500 K] are obtained 
through Equation (14). These two FEM data points are inserted in Figure 14, which also includes the 
step functions aL(T) for the limit cases, investigated via MD only, where wC240 = 0 and wC240 = 0.2. To 
assure safe estimations for the cases wC240 = 0.01, 0.03, and 0.05, a linear interpolation is required, 
which is graphically realized by interconnecting the two lower corner points (Tg, aL(Tg-)) of the two 
step functions aL(T) defined by MD. Then, some good approximations of the aL of the nanocomposites 
with wC240 = 0.01, 0.03, and 0.05 around their Tg may be graphically derived by defining specific 
intersection points and making linear interpolations as Figure 14 describes in detail. 

Figure 13. Contours of the resultant von Mises equivalent stress of the nanocomposite RVE at a
temperature of 400 K, with mass fractions of (a) wC240 = 0.01, (b) wC240 = 0.03, and (c) wC240 = 0.05.

The proposed FEM analysis is not efficient enough to compute straightforwardly the linear
coefficient of thermal expansion aL for the whole temperature range from 300 to 500 K, since complex
molecular phenomena occur in the interphase zone near the phase transition temperature, which may
only be described via atomistic models. Thus, in order to assure that the FEM computations take
place exclusively in the glassy or rubbery state of the nanocomposite with wC240 = 0.01, 0.03, and 0.05,
a targeted temperature change is applied from 300 to 301 K or from 499 to 500 K, respectively.
Accordingly, the two boundary values of aL in the temperature interval [300 K, 500 K] are obtained
through Equation (14). These two FEM data points are inserted in Figure 14, which also includes the
step functions aL(T) for the limit cases, investigated via MD only, where wC240 = 0 and wC240 = 0.2.
To assure safe estimations for the cases wC240 = 0.01, 0.03, and 0.05, a linear interpolation is required,
which is graphically realized by interconnecting the two lower corner points (Tg, aL(Tg−)) of the two
step functions aL(T) defined by MD. Then, some good approximations of the aL of the nanocomposites
with wC240 = 0.01, 0.03, and 0.05 around their Tg may be graphically derived by defining specific
intersection points and making linear interpolations as Figure 14 describes in detail.
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Figure 14. Linear thermal expansion coefficient of the nanocomposite with small fullerene mass 
fractions with respect to the temperature, predicted by combining FEM and MD as well as using linear 
interpolations. 
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where TgC240 are TgPMMA is the glass transition temperature of the component C240 and pure PMMA, 
respectively, while the nanocomposite Tg(wC240) function is assumed to pass through the two MD data 
points. 

0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20
400

410

420

430

440

450

460

470

480

490

500

FEM based on MD data & linear interpolations
  Nanocomposite,  wC240 = 0.01
  Nanocomposite,  wC240 = 0.03
  Nanocomposite,  wC240 = 0.05

MD-only simulations
  Nanocomposite unit cell, wC240 = 0.20
  Pure PMMA,  wC240 = 0

Analytical formula based on MD data
  Flory-Fox equation

wC240

G
la

ss
 tr

an
sit

io
n 

te
m

pe
ra

tu
re

, T
g (K

)

 

Figure 15. Glass transition temperature of the nanocomposite for small fullerene mass fractions, 
predicted by combining FEM and MD as well as using linear interpolations. 

Figure 14. Linear thermal expansion coefficient of the nanocomposite with small fullerene mass
fractions with respect to the temperature, predicted by combining FEM and MD as well as using
linear interpolations.

Note that the Tg points for the small fullerene concentrations are also indirectly revealed by the
arisen intersection points. The good performance of the proposed graphical procedure, which is
grounded on the utilization of both FEM and MD data points, in predicting Tg is demonstrated in
Figure 15, where a theoretical estimation via the well known Flory–Fox equation [36] is included.
The specific equation is defined as follows:

1
Tg(wC240)

=
wC240

TgC240
+

1−wC240

TgPMMA
(15)

where TgC240 are TgPMMA is the glass transition temperature of the component C240 and pure PMMA,
respectively, while the nanocomposite Tg(wC240) function is assumed to pass through the two MD
data points.
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Figure 15. Glass transition temperature of the nanocomposite for small fullerene mass fractions, 
predicted by combining FEM and MD as well as using linear interpolations. 

Figure 15. Glass transition temperature of the nanocomposite for small fullerene mass fractions,
predicted by combining FEM and MD as well as using linear interpolations.
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Figure 16a,b present the colored distributions of the resultant displacement due to a temperature
change from 300 to 301 K (glassy state) and from 499 to 500 K (rubbery state), respectively, for the
nanocomposite with wC240 = 0.01. It becomes obvious that the consequent expansions are more intense
at a higher temperature level since the coefficients of thermal expansion for all subdomains are higher
in their glassy state. Similar contours are presented in Figures 17 and 18 for the cases wC240 = 0.03 and
0.05, respectively, leading to analogous conclusions.
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Figure 16. Contours of the resultant displacement of the nanocomposite RVE with a mass fraction with
wC240 = 0.01, for a temperature change (a) from 300 to 301 K and (b) from 499 to 500 K.

Materials 2020, 13, x FOR PEER REVIEW 19 of 22 

 

Figure 16a,b present the colored distributions of the resultant displacement due to a temperature 
change from 300 to 301 K (glassy state) and from 499 to 500 K (rubbery state), respectively, for the 
nanocomposite with wC240 = 0.01. It becomes obvious that the consequent expansions are more intense 
at a higher temperature level since the coefficients of thermal expansion for all subdomains are higher 
in their glassy state. Similar contours are presented in Figures 17 and 18 for the cases wC240 = 0.03 and 
0.05, respectively, leading to analogous conclusions. 

  
(a) (b) 

Figure 16. Contours of the resultant displacement of the nanocomposite RVE with a mass fraction 
with wC240 = 0.01, for a temperature change (a) from 300 to 301 K and (b) from 499 to 500 K. 

  
(a) (b) 

Figure 17. Contours of the resultant displacement of the nanocomposite RVE with a mass fraction 
with wC240 = 0.03, for a temperature change (a) from 300 to 301 K and (b) from 499 to 500 K. 
Figure 17. Contours of the resultant displacement of the nanocomposite RVE with a mass fraction with
wC240 = 0.03, for a temperature change (a) from 300 to 301 K and (b) from 499 to 500 K.

126



Materials 2020, 13, 4132Materials 2020, 13, x FOR PEER REVIEW 20 of 22 

 

  
(a) (b) 

Figure 18. Contours of the resultant displacement of the nanocomposite RVE with a mass fraction 
with wC240 = 0.05, for a temperature change (a) from 300 to 301 K and (b) from 499 to 500 K. 

6. Conclusions 

A theoretical attempt was made to provide a multiscale numerical formulation for the efficient 
prediction of the thermoelastic response of nanomaterial/polymer composites. The aim was to 
provide an accurate numerical tool of a low computational cost that is capable of treating large 
problem domains, which would require substantial resources if treated via atomistic methods alone. 
To deal with such problems, the proposed method is applied into two phases. It starts from the 
molecular scale via MD and ends up to the continuum scale via FEM. Thus, the hybrid simulation is 
capable of capturing the complicated atomistic and interphase phenomena as well as reducing the 
computational effort simultaneously. 

For the purpose of the study, the fullerene C240 and the PMMA were utilized as the reinforcement 
and the matrix material, respectively. A MD formulation was initially developed in order to predict 
the temperature-dependent elastic modulus, Poisson ratio, and linear coefficient of thermal 
expansion of the pure PMMA and the C240/PMMA with a high fullerene mass fraction. The glass 
transition temperature of the specific media was also defined by the change in the slope of relevant 
thermal expansion curves. The extracted data points were fitted via appropriate functions and 
inserted into several FEM models to simulate nanocomposites with smaller fullerene mass fractions. 
The computations showed that the proposed multiscale formulation may perform well for low 
nanofiller contents up to 5 wt %. 

The FEM computations led to the full definition of the same properties for the whole investigated 
temperature and fullerene mas fraction range. It was demonstrated that for a given temperature level, 
the rise of the fullerene mass fraction leads to an almost linear increase of the nanocomposite stiffness 
but also to an analogous decrease of its Poisson’s ratio. The linear coefficient of thermal expansion of 
the nanocomposite was found to be constant before and after the glass transition temperature. Its 
value was significantly higher for the glassy state, while it showed a nearly linear increase with the 
increase of the nanofiller mass fraction. Finally, a drastic drop of the nanocomposite mechanical 
performance was observed near the glass transition point due to the stress relation. 

A further investigation is planned to be made in a future work, where the effects of utilizing 
different fullerene sizes, several combinations of fullerene types, and non-uniform nanofiller 
distributions will be extensively studied. 

Author Contributions: Conceptualization, G.I.G.; methodology, G.I.G.; software, G.I.G., S.K.G. and N.K.A.; 
validation, G.I.G., S.K.G. and N.K.A.; investigation, G.I.G.; writing—original draft preparation, G.I.G.; writing—
review and editing, S.K.G. and N.K.A.; visualization, G.I.G., S.K.G. and N.K.A.; supervision, G.I.G.; All authors 
have read and agreed to the published version of the manuscript. 

Figure 18. Contours of the resultant displacement of the nanocomposite RVE with a mass fraction with
wC240 = 0.05, for a temperature change (a) from 300 to 301 K and (b) from 499 to 500 K.

6. Conclusions

A theoretical attempt was made to provide a multiscale numerical formulation for the efficient
prediction of the thermoelastic response of nanomaterial/polymer composites. The aim was to provide
an accurate numerical tool of a low computational cost that is capable of treating large problem
domains, which would require substantial resources if treated via atomistic methods alone. To deal
with such problems, the proposed method is applied into two phases. It starts from the molecular
scale via MD and ends up to the continuum scale via FEM. Thus, the hybrid simulation is capable of
capturing the complicated atomistic and interphase phenomena as well as reducing the computational
effort simultaneously.

For the purpose of the study, the fullerene C240 and the PMMA were utilized as the reinforcement
and the matrix material, respectively. A MD formulation was initially developed in order to predict the
temperature-dependent elastic modulus, Poisson ratio, and linear coefficient of thermal expansion of the
pure PMMA and the C240/PMMA with a high fullerene mass fraction. The glass transition temperature
of the specific media was also defined by the change in the slope of relevant thermal expansion curves.
The extracted data points were fitted via appropriate functions and inserted into several FEM models
to simulate nanocomposites with smaller fullerene mass fractions. The computations showed that the
proposed multiscale formulation may perform well for low nanofiller contents up to 5 wt %.

The FEM computations led to the full definition of the same properties for the whole investigated
temperature and fullerene mas fraction range. It was demonstrated that for a given temperature level,
the rise of the fullerene mass fraction leads to an almost linear increase of the nanocomposite stiffness
but also to an analogous decrease of its Poisson’s ratio. The linear coefficient of thermal expansion of
the nanocomposite was found to be constant before and after the glass transition temperature. Its value
was significantly higher for the glassy state, while it showed a nearly linear increase with the increase
of the nanofiller mass fraction. Finally, a drastic drop of the nanocomposite mechanical performance
was observed near the glass transition point due to the stress relation.

A further investigation is planned to be made in a future work, where the effects of utilizing different
fullerene sizes, several combinations of fullerene types, and non-uniform nanofiller distributions will
be extensively studied.
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Abstract: In this paper, the main objectives are to investigate and select the most suitable parameters
used in particle swarm optimization (PSO), namely the number of rules (nrule), population size (npop),
initial weight (wini), personal learning coefficient (c1), global learning coefficient (c2), and velocity
limits (fv), in order to improve the performance of the adaptive neuro-fuzzy inference system in
determining the buckling capacity of circular opening steel beams. This is an important mechanical
property in terms of the safety of structures under subjected loads. An available database of 3645
data samples was used for generation of training (70%) and testing (30%) datasets. Monte Carlo
simulations, which are natural variability generators, were used in the training phase of the algorithm.
Various statistical measurements, such as root mean square error (RMSE), mean absolute error (MAE),
Willmott’s index of agreement (IA), and Pearson’s coefficient of correlation (R), were used to evaluate
the performance of the models. The results of the study show that the performance of ANFIS optimized
by PSO (ANFIS-PSO) is suitable for determining the buckling capacity of circular opening steel beams,
but is very sensitive under different PSO investigation and selection parameters. The findings of this
study show that nrule = 10, npop = 50, wini = 0.1 to 0.4, c1 = [1, 1.4], c2 = [1.8, 2], fv = 0.1, which are the
most suitable selection values to ensure the best performance for ANFIS-PSO. In short, this study
might help in selection of suitable PSO parameters for optimization of the ANFIS model.

Keywords: particle swarm parameters; adaptive neuro-fuzzy inference system; circular opening steel
beams; buckling capacity

1. Introduction

Circular opening steel beams have been increasingly acknowledged in structural engineering
because of their many remarkable advantages [1], including their ability to bridge the span of a large
aperture or their lighter weight compared with conventional steel beams. In general, the industrial
approach to producing such a structural member is the rolled method, involving a single steel piece.
This is then cut so that the two halves can be assembled, making an I-section, which is also called an
H-section steel beam. Hoffman et al. [2] showed that the flexural stiffness and specific gravity per unit
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length was improved significantly in circular opening steel beams structures. In addition, economic
and aesthetics factors are also beneficial points that deserve significant attention [3,4]. A typical
structural member has a regular circular openings along its length [1–8], and is about 40–60% deeper
and 40–60% stronger than a regular I-section [5,6]. Because of these advantages, circular beams
are not only used in lightweight or large-span structures, but are also used for other complex civil
engineering structures, such as bridges [9]. Due to the possibility of using circular opening steel
beams in various engineering applications, investigation of the failure behavior is crucial to ensure
the safety of structures. Several previously published studies on the failure modes of circular beams,
for instance the work by Sonck et al. [3], have shown that the web openings are the leading causes of
the complex failure behavior of cellular beams, including web post-buckling (WPB), the Vierendeel
mechanism (VM), rupture of the web post-weld [1], local web buckling (LWB), and web distortional
buckling (WDB) [5,6].

Miscellaneous analysis-related research studies have been conducted to study the behavior of
circular opening steel beams [10–12], which have mainly focused on the web openings using various
numerical approaches [7,9]. As an example, Chung et al. [11] used finite element models with material
and geometrical nonlinearity to calculate the behavior of circular beams, resulting in approximately
15.8% of error. Numerical methods help create various case studies in order to gain more knowledge
about the working principles of the structures. Taking the work of Panedpojaman and Thepchatri [4]
as an example, the authors created a total of 408 nonlinear finite element models using ANSYS
software to investigate the behavior of circular steel beams. The results indicated that there is always a
small difference between the finite element model and the theoretical formulation. In another study,
Sonck et al. [3] generated 597 numerical models, which were calibrated with laboratory tests for
14 geometrically different full-scale steel cellular beams and verified with 1948 numerical analyzes.
The results showed that the experimental and numerical curves were identical, with a maximum load
gap range of 5.1% to 6.5%. Typically, the numerical models are useful for evaluating the behavior of
circular beams [1,3,6,9,13]. However, these model require much effort and the use of modern software
and equipment.

Machine learning (ML) algorithms, a branch of artificial intelligence (AI) techniques, have been
constantly developed during the past few decades due to the significant increase in computer
science [14–21]. Various ML models have been effectively implemented to solve countless specific
engineering problems, including in material sciences [22–24], geotechnical engineering [25–29],
and especially structural engineering [18,30–32]. As an example, Vahid et al. [33] selected an artificial
neural network (ANN) algorithm, the most popular ML model, to predict the shear capacity of a web
opening steel I-beam. The proposed ANN model had better accuracy compared with other existing
formulas or theoretical predictions derived from the ACI 318-08 standard. Abambres et al. [34] also
used the ANN method to investigate the buckling load capacity of cellular beams under uniformly
distributed vertical loads, using eight geometrical parameters. Good results were achieved by the ANN,
giving 3.7% for the total error and 0.4% for the average relative error. Blachowski and Pnevmatikos [35]
proposed an ANN model for the design and control of the vibration of structural elements under
earthquake loading. In the same context of seismic excitation, Pnevmatikos and Thomos [36] employed
a stochastic control approach to determine the influence of random characters on the dynamic behavior
of engineering structures. The neuro-fuzzy system is another efficient ML algorithm, which has been
employed in many structural and material engineering applications, including for steel structures.
Seitllari and Naser [37] investigated the performance of an adaptive neuro-fuzzy inference system
(ANFIS) in predicting a fire-induced spalling phenomenon in steel-reinforced concrete structures.
Naser [38] derived a material model for steel structures, taking into account the dependency of
temperature based on machine learning techniques. Basarir et al. [39] compared the performance
between conventional regression techniques and ANFIS in predicting the ultimate pure bending of
concrete-filled steel tubular members. Naderpour and Mirrashid [40] used ANFIS to predict the shear
strength of beams that had been reinforced with steel stirrups. Mermerdaş et al. [41] applied ANFIS
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to evaluate the flexural behavior of steel circular hollow section (CHS) beams. It was stated that
the ANFIS was a promising tool for quick and accurate evaluation of the mechanical behavior of
steel-based engineering structures.

In general, the ML algorithms are excellent and effective for evaluating the behavior of
structural members, including circular beams. However, their performance depends significantly on
the selection of parameters used to learn the models [42]. Therefore, the process of determining such
parameters is crucial to obtain highly reliable and accurate prediction results. Concerning the ANN,
many parameters could be involved, such as the initial weights, biases to start the training phase,
the learning rate, the stopping criterion, the choice of features in the training phase, the choice of the
splitting dataset ratio, the number of hidden layers and the corresponding activation functions, the
training algorithm, and the number of neurons in each hidden layer [43–45]. Considering the ANFIS,
two groups of parameters can be considered, namely the nonlinear parameters of the antecedent
membership function (MF) and linear parameters of the consequent MF, which depends on the
partitioning of the fuzzy space, as well as the type of Sugeno model [46,47]. Besides, many optimization
techniques, such as particle swarm optimization (PSO), differential evolution (DE), evolutionary
algorithm (EA), genetic algorithm (GA), artificial bee colony (ABC). or cuckoo search (CS) techniques,
have been proposed to optimize the parameters of the ML models [48,49]. Each optimization technique
also possesses many different parameters that need to be tuned to obtain good prediction performances,
inducing the time required to adjust the combination of these parameters [48,49]. Among the
well-known optimization techniques, PSO is considered as one of the most popular and effective
techniques [50]. Many hybrid ML algorithms have used PSO for the parameter tuning process,
including ANN, ANFIS, and Support Vector Machine (SVM) algorithms [51–53]. In the literature,
limited studies have used ANFIS optimized by PSO (ANFIS-PSO) to predict the mechanical properties
of structural members. Moreover, a systematic investigation of ANFIS-PSO parameters under random
sampling has not been performed, as the sampling method has been proven to greatly affect the
accuracy of the ML algorithms [54].

In this study, the main purpose was to carry out a parametric investigation of PSO parameters
to improve the performance of ANFIS in predicting the buckling capacity of circular opening steel
beams, which is an important mechanical property that is crucial for the safety of structures under
subjected loads. The database used in this work consisted of 3645 data samples, which were derived
from numerical results using ANSYS and available in the literature. The parametric studies were
carried out with the help of Monte Carlo simulations, which are natural variability generators, in the
training phase of the algorithm. Various statistical measurements, such as the root mean square error
(RMSE), mean absolute error (MAE), Willmott’s index of agreement (IA), and Pearson’s coefficient of
correlation (R), were used to evaluate the performance of the model.

2. Novelty and Significance of This Study

As reported in the introduction, the estimation of the buckling capacity of circular opening steel
beams is important for the safety of structures under subjected loads. As instability is a complex
(nonlinear) problem that is affected by various parameters, the determination of the critical buckling
load remains challenge for researchers (engineers) in the fields of mechanics and civil engineering.
Despite various experimental works having investigated this problem, it is not easy to derive a
generalized expression that considers all the parameters that govern the instability of circular opening
steel beams. To overcome this difficulty, the use of ML techniques, such as ANFIS optimized by
the PSO algorithm proposed in this study, could be a good choice as a surrogate model. This soft
computing method could help to explore the nonlinear relationships between the buckling capacity and
the input variables, especially the geometrical parameters of the beams. In addition, the investigation
of PSO parameters based on the Monte Carlo random sampling technique could contribute to better
knowledge on selection of suitable parameters to achieve better performance with the PSO algorithm,
which could be further recommended for other problems. Finally, the proposed ML-based model
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could be a potential tool for researchers or structural engineers in accurately estimating the buckling
capacity of circular opening steel beams, which could (i) work within the ranges of values used in this
study for the input variables and (ii) save time and costs in development of other numerical schemes
(i.e., finite element models).

3. Database Construction

The database in this study was obtained by analyzing 3645 different configurations of circular
opening steel beams (Figure 1). It should be noted that the database was extracted from a validated finite
element model, which was previously proposed in the literature by Abambres et al. [34]. It consisted
of 8 input parameters, namely the length of the beam (denoted as L), the end opening distance
(denoted as d0), circular opening diameter (denoted as D), the inter-opening distance (denoted as d),
the height of the section (denoted as H), the thickness of the web (denoted as tweb), the width of the
flange (denoted as wflange), the thickness of the flange (denoted as tflange), and the buckling capacity,
which was considered as the target variable (denoted as Pu). It should be pointed out that the database
was generated for one material type (with a typical Young’s modulus of 210 GPa and Poisson’s ratio
of 0.3). The results of the statistical analysis of the Pu and the corresponding influential parameters are
presented in Table 1.
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Buckling
Capacity

Symbol L d0 D d H tweb wflange tflange Pu

Unit m mm mm mm mm mm mm mm N/m

Role Input Input Input Input Input Input Input Input Output

Min 4.0 12.0 247.0 24.70 420.00 9.0 162.0 15.0 26.4

MD a 6.0 256.5 373.0 108.17 560.00 12.0 216.0 20.0 169.3

Max 8.0 718.0 560.0 274.40 700.00 15.0 270.0 25.0 1361.7

Mean 6.0 265.4 383.6 112.51 560.00 12.0 216.0 20.0 225.7

SD b 1.4 157.5 93.0 68.51 114.33 2.5 44.1 4.1 182.5

CV c 23.6 59.3 24.2 60.90 20.42 20.4 20.4 20.4 80.9
a Median. b Standard deviation. c Coefficient of variation (%).
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The input and target variables in this work were scaled in the range of [0, 1] to minimize the
numerical bias of the dataset. After performing the simulation part, a transformation into the normal
range was conducted to better interpret the obtained results. Concerning the development phase,
the dataset was split into two parts, namely the training part (70% of the total data) and the testing part
(the remaining 30% of the data), which served as the learning and validation phases of the proposed
ANFIS-PSO model, respectively.

4. Machine Learning Methods

4.1. Adaptive Neuro-Fuzzy Inference System

Jang et al. [55] introduced the fuzzy adaptive system of adaptive neurology, called ANFIS, as an
improved ML method and a data-driven modeling approach to evaluate the behavior of complex
dynamic systems [56,57]. ANFIS aims to systematically generate unknown fuzzy rules from a given
set of input and output data. ANFIS creates a functional map that approximates the internal system
parameter estimation method [58–60]. Fuzzy systems are rule-based systems developed from a set
of language rules. These systems can represent any system with good accuracy and are, therefore,
considered to be universal approximators. Thus, ANFIS is the most popular neuro-fuzzy hybrid
network used for the modeling of complex systems. The ANFIS model’s main strength is that it is
a universal approximator with the ability to request interpretable “if–then” rules [61]. In ANFIS,
a Sugeno-type fuzzy system was used to construct the five-layer network.

4.2. Particle Swarm Optimization (PSO)

Eberhart and Kennedy developed the PSO algorithm in 1995. It is an evolutionary computing
technique with a particular enhancement method, population collaboration, and competition based
on the simulation of simplified social models, such as bird flocking, fish schooling, and swarming
theory [62–65]. It is a biological-based algorithm that shapes bird flocking social dynamics large number
of birds flock synchronously, suddenly change direction, iteratively scatter and group, and eventually
perch on a target. The PSO algorithm supports simple rules for bird flocking and acts as an optimizer
for nonlinear continuous functions [66]. PSO has gained much attention and has been successfully
applied in various fields, especially for unconstrained continuous optimization problems [67]. Indeed,
in PSO, a swarm member, also called a particle, is a potential solution, which is used as a search space
point. The global equilibrium is known as the food position. The particle has a fitness value and a
speed with which to change its flight path for the best swarm experiences to find the global optimum
in the D-dimensional solution space. The PSO algorithm is easy to implement and many optimization
problems have been empirically shown to perform well [68]. However, its performance depends
significantly on the algorithm parameters described below.

4.2.1. Initial Weight (wini)

The particle in the PSO is represented as a real-valued vector containing an instance of all
parameters that characterize the problem of optimization. By flying a number of particles, called a
swarm, the PSO explores the solution space. The initial swarm is generated at random, and generally
consecutive iterations maintain a consistent swarm size. The swarm of particles looks for the optimum
target solution in each iteration by referring to past experiences.

4.2.2. Cognition Learning Rate (Personal Learning Coefficient—c1)

PSO enriches swarm intelligence by storing the best positions that each particle has visited so far.
Particles I recall the best position among those it met, called pbest, and the best positions of its neighbors.
There are two variants, namely lbest and gbest, used to hold the neighbors in the best position. The
particle in the local version keeps track of the best lbest location obtained by its neighboring local
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particles. For the global version, any particles in the whole swarm will determine the best location for
gbest. Therefore, the gbest model is the lbest model’s special case.

4.2.3. Social Learning Rate (Global Learning Coefficient—c2)

PSO starts with the random initialization in the search space of a population (swarm) of individuals
(particles) and operates on the particles’ social behavior in the swarm. Consequently, it finds the best
global solution by simply adjusting each individual’s trajectory to their own best location and to the
best swarm particle in each phase (generation). Nevertheless, the trajectory of each particle in the
search space is modified according to their own flying experience and the flying experience of the other
particles in the search space by dynamically altering the velocity of each particle.

4.2.4. Number of Particles (Population Size—npop)

The location and speed of the ith particle can be expressed in the dimensional search space.
Every particle has its own best (pbest) location, according to the best personal objective value at the
time t. The world’s best particle (gbest) is the best particle found at time t in the entire swarm.

4.2.5. Velocity Limits (fv)

Each particle’s new speed is determined as follows:

yi,j(t + 1) = wyi,j(t) + c1r1(pi,j − xi,j(t)) + c2r2(pg,j − xi,j(t)); j = 1, 2, . . . , d (1)

where c1 and c2 are constants referred to as acceleration coefficients, w is referred to as the inertia
factor, and r1 and r2 are two independent random numbers distributed evenly within the spectrum.
The location of each particle is, thus, modified according to the following equation in each generation:

ai,j(t + 1) = ai,j(t) + yi,j(t + 1), j = 1, 2, 3, . . . , d (2)

In the standard PSO, Equation (1) is used to calculate the new velocity according to its previous
velocity and to the distance of its current position from both its own best historical position and its
neighbors’ best positions. The value of each factor in Yi can be clamped within the range to monitor
excessive particles roaming outside the search area, then the particle flies toward a new location.

4.3. Monte Carlo Simulation

The Monte Carlo technique has been commonly used as a variability generator in the training
phase of the algorithm, taking into account the randomness of the input space [69–72]. Hun et al. [73]
studied the problem of crack propagation in heterogeneous media within a probabilistic context using
Monte Carlo simulations. Additionally, Capillon et al. [74] investigated an uncertainty problem in
structural dynamics for composite structures using Monte Carlo simulations. Overall, the Monte
Carlo method has been successfully applied to take into account the randomness in the field of
mechanics [75–80]. The key point of the Monte Carlo method is to repeat the simulations many
times to calculate the output responses by randomly choosing values of the input variables in the
corresponding space [81,82]. In this manner, all information about the fluctuations in the input space
can be transferred to the output response. In this work, a massive numerical parallelization scheme
was programmed to conduct the randomness propagation process. The statistical convergence of the
Monte Carlo method reflects whether the number of simulations is sufficient, which can be defined as
follows [83–85]:

fconv =
100
mS

m∑

j=1

S j (3)

where m is the number of Monte Carlo iterations, S is the random variable considered, and S is the
average value of S.

136



Materials 2020, 13, 2210

4.4. Quality Assessment Criteria

In the present work, three quality assessment criteria—the correlation coefficient (R), root mean
squared error (RMSE), and mean absolute error (MAE)—have been used in order to validate and test
the developed AI models. R2 allows us to identify the statistical relationship between two data points
and can be calculated using the following equation [86–92]:

R =

√√√√√√√√√√√√√√√√√√

N∑
j=1

(
y0, j − y

)(
yp, j − y

)

√
N∑

j=1

(
y0, j − y

)2 N∑
j=1

(
yp, j − y

)2
(4)

where N is the number of observations, yp and y are the predicted and mean predicted values, while y0
and y are the measured and mean measured values of Young’s modulus of the nanocomposite,
respective j = 1:N. In the case of RMSE and MAE, which have the same units as the values being
estimated, low value for RMSE and MAE basically indicate good accuracy of the models’ prediction
output [93,94]. In an ideal prediction, RMSE and MAE should be zero. RMSE and MAE are given by
the following formulae [95–99]:

RMSE =

√√√ N∑

i=1

(y0 − yp)
2/N (5)

MAE =
1
N

N∑

i=1

∣∣∣y0 − yp
∣∣∣ (6)

In addition, the Willmott’s index of agreement (IA) has also been employed in this study.
The formulation of IA is given by [100,101]:

IA = 1−

N∑
i=1

(
y0 − yp

)2

N∑
i=1

(∣∣∣y0 − y
∣∣∣+

∣∣∣yp − y
∣∣∣
)2

(7)

5. Results and Discussion

5.1. Description of Parametric Studies

In order to investigate the influence of PSO parameters on the performance of ANFIS, parametric
studies were carried out by varying nrule, npop, wini, c1, c2, and fv, as indicated in Table 2. It is
noteworthy that the proposed range was selected by considering both problem dimensionality (i.e.,
complexity) and computation time. As recommended by He et al. [102] and Chen et al. [48], the PSO
initial weight should be carefully investigated. Therefore, a broad range of wini was proposed, ranging
from 0.1 to 1.2. The number of populations varied from 20 to 300 with a nonconstant step, whereas the
coefficients c1 and c2 ranged from 0.2 to 2 with a resolution of 0.2. The number of fuzzy rules varied
from 5 to 40. Finally, the fv ranged from 0.05 to 0.2.

The relationship between the number of fuzzy rules and the number of total ANFIS weight
parameters is depicted in Figure 2. As can be seen, the relationship is linear, showing that as the number
of fuzzy rules increases, the number of ANFIS weight parameters increases. For illustration purposes,
the number of weight parameters increases from 50 to 370, while the number of fuzzy rules increases
from 5 to 40. Additionally, the characteristics of the ANFIS structure are described in Table 3, showing
that the Gaussian membership function was used to generate fuzzy rules.
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Table 2. Values used for parameters in parametric studies.

Parameters Values Used

nrule 5 10 15 20 30 40

npop 20 40 60 80 100 150 200 250 300

wini 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2

c1 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

c2 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

fv 0.05 0.1 0.15 0.2
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Figure 2. Influence of the number of fuzzy rules on the number of total ANFIS weight parameters to be
optimized by PSO.

Table 3. Characteristics of ANFIS structure.

Parameter Description

Number of inputs 8
Number of outputs 1
Input membership function type Gaussian
Number of parameter per membership function 2
Number of fuzzy rules nrule
Output membership function type Linear
Number of nonlinear parameters 8 × 2 × nrule
Number of linear parameters 9 × nrule
Number of total parameters 25 × nrule

5.2. Preliminary Analyses

5.2.1. Computation Time

Figure 3 presents the influence of nrule and swarm parameters on the computation time. It is
worth noting that the running time was scaled with respect to the minimum value of the corresponding
parameter. For instance, the computation time using nrule = 10 is two times larger than the case
using nrule = 5. Additionally, in Figure 3, it is seen that nrule and npop exhibited the highest slope
(about 0.75), confirming that these two parameters required considerable computation time. For all
other parameters, the computation time remained constant when increasing the value of the parameter.
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Figure 3. Influence of variable increment ratio on running time, noting that both nrule and npop exhibit
a slope coefficient of 0.75.

5.2.2. PSO Stopping Criterion

In this study, 1000 iterations were applied as a stopping criterion in the optimization problem for
the weight parameters of ANFIS. Figure 4 shows the convergence of statistical criteria in the function
of nrule, whereas Figure 5 presents the convergence of these criteria regarding npop. For the evaluation
of RMSE, MAE, and R over 1000 iterations in 6 cases for different nrule, the training parts are given in
Figure 4a–c, whereas the testing parts are displayed in Figure 4d–f. It was observed that at least 800
iterations were required to obtain convergence results for RMSE, MAE, and R for all the cases. However,
no specific trend could be deduced in order to obtain the best nrule parameter. Finally, it is worth
noting that for all the cases of nrule, the values of RMSE, MAE, and R for the testing part were very
close. Indeed, the values of RMSE for the testing part ranged from 0.038 to 0.043, the values of MAE
for the testing part varied from 0.015 to 0.022, and those of R ranged from 0.95 to 0.97. The evaluation
of RMSE, MAE, R over 1000 iterations in 9 cases of npope is shown (Figure 5). Similar results were
obtained as for nrule. At least 800 iterations were needed to obtain the convergence results.
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Figure 4. Convergence of several statistical criteria over 1000 iterations in terms of nrule for the training
part: (a) RMSE, (b) MAE, (c) R. Convergence of several statistical criteria over 1000 iterations in terms
of nrule for the testing part: (d) RMSE, (e) MAE, (f) R.
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Figure 5. Convergence of several statistical criteria over 1000 iterations in terms of npop for the training
part: (a) RMSE, (b) MAE, (c) R. Convergence of several statistical criteria over 1000 iterations in terms
of npop for the testing part: (d) RMSE, (e) MAE, (f) R.

5.2.3. Statistical Convergence

In order to take into account variability in the input space, 200 random realizations were performed
for each configuration. These realizations increased the influence of the probability density function of
inputs on the optimization results. In terms of nrule, Figure 6a–c indicate the statistical convergence
of RMSE, MAE, and R for the training part, whereas Figure 6d–f present the statistical convergence
of the same parameters for the testing part, respectively. It can be seen that after about 100 random
realizations, statistical convergence was reached, which was correct for all the tested cases. Similarly,
Figure 7 shows the statistical convergence in terms of npop for both training and testing parts. Similarly,
200 random realizations were observed to be sufficient to achieve reliable results.
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Figure 6. Statistical convergence over 200 random realizations in terms of nrule for the training part:
(a) RMSE, (b) MAE, (c) R. Statistical convergence over 200 random realizations in terms of nrule for the
testing part: (d) RMSE, (e) MAE, (f) R.
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Figure 7. Statistical convergence over 200 random realizations in terms of npop for the training part:
(a) RMSE, (b) MAE, (c) R. Statistical convergence over 200 random realizations in terms of npop for the
testing part: (d) RMSE, (e) MAE, (f) R.

5.3. Parametric Performance

5.3.1. Influence of Number of Rules (nrule)

The evaluation of RMSE, MAE, R, and IA in the function of nrule is presented in Figure 8a–d,
respectively, for both training and testing parts. It can be seen that the accuracy of the ANFIS-PSO
reduced when the number of nrule increased (i.e., RMSE and MAE increased, while R and IA decreased).
It is worth noting that the higher the number of rules, the larger dimensionality of the problem
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(Figure 2). Therefore, regarding the total number of ANFIS weight parameters, the computation time,
and the average value of the statistical criteria (RMSE, MAE, R, and IA), nrule = 10 was considered as
the most appropriate value.
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5.3.2. Influence of Population Number (npop)

The evaluation of statistical criteria in the function of npop for RMSE, MAE, R, and IA is shown in
Figure 9a–d, respectively, for both training and testing parts. It can be seen that except for the low
value for population size (i.e., npop = 20), all other npop values show good prediction results, especially
for npop = 200. However, as introduced in the preliminary analyses for computation time, the higher
the number of npop, the more time is consumed. Finally, npop = 50 was chosen as the most appropriate
average value for statistical criteria and computation time.
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5.3.3. Influence of Initial Weight (wini)

The evaluation of statistical criteria in the function of wini for RMSE, MAE, R, and IA is shown
in Figure 10a–d, respectively, for both training and testing parts. It can be seen that poor prediction
performance was obtained when wini was larger than 0.5 (i.e., an increase of RMSE and MAE values
and a decrease of R and IA values). Regarding the statistical criteria (RMSE, MAE, R, and IA), a wini

value range of between 0.1 and 0.4 was the most appropriate.
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5.3.4. Influence of Personal Learning Coefficient (c1)

The evaluation of statistical criteria in the function of c1 for RMSE, MAE, R, and IA is shown
in Figure 11a–d, respectively, for both training and testing parts. It can be seen that good prediction
performance was obtained when c1 was in the range of [1, 1.4] for all statistical criteria (RMSE, MAE,
R, and IA). Therefore, c1 = [1, 1.4] was the most appropriate value.
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5.3.5. Influence of Global Learning Coefficient

The evaluation of statistical criteria in the function of c2 for RMSE, MAE, R, and IA is shown
in Figure 12a–d, respectively, for both training and testing parts. It can be seen that good prediction
performance was obtained when c2 was higher than 1.8 for all statistical criteria (RMSE, MAE, R,
and IA). Therefore, c2 = [1.8, 2] was the most appropriate value.
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5.3.6. Influence of Velocity Limits

The evaluation of statistical criteria in the function of fv for RMSE, MAE, R, and IA is shown
in Figure 13a–d, respectively, for both training and testing parts. It can be seen that no influence
could be established regarding all statistical criteria (RMSE, MAE, R, and IA). Therefore, fv = 0.1 was
finally chosen.
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5.4. Prediction Capability of the ANFIS-PSO Model using Optimal Configuration

Table 4 summarizes all of the optimal values, as identified previously. By using the optimal
coefficient in Table 4, a regression graph between the real and predicted Pu (kN) is shown in Figure 14.
The slope of the ideal fit was then used to measure the angle between the x-axis and the ideal fit, with
angles closer than 45◦ showing better performance. Figure 14a shows the predictability when using the
training set, whereas Figure 14b shows the same information applied to the testing set. In both cases,
the angles generated by the predicted output had slopes close to that of the ideal fit. This showed that
the performance of the proposed model was consistent. Figure 15 shows the error distribution graph
using the training part, testing part, and all data. In short, using the selected number of fuzzy rules
and PSO parameters, the prediction model gave excellent results (Table 5).

Table 4. Parameters used as optimum.

Parameter Optimal Value Final Selection

nrule 10 10
npop 50 50
wini 0.1–0.4 0.4
c1 1–1.4 1
c2 1.8–2 2
fv 0.1 0.1
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Figure 14. Graphs of regression plots between actual and predicted Pu (kN) for the (a) training part
and (b) testing part.
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Figure 15. Distribution of errors.

Table 5. Prediction capability.

Part RMSE MAE R IA Error Mean Error Std Running Time

Training 0.040 0.015 0.967 0.976 0.006 0.039
8 minTesting 0.037 0.014 0.968 0.977 0.005 0.037

5.5. Sensitivity Analysis

The sensitivity analysis was performed in order to explore the degree of importance of each input
variable using the ANFIS-PSO model. For this, quantile values at 21 points (from 0% to 100%, with a
step of 5%) of each input variable were collected from the database and served as a new dataset for
the calculation of critical buckling load. More precisely, for a given input, its value varied from 0%
to 100%, while all other inputs remained at their median (50%). This variation of values following
the probability distribution allows the influence of each input variable to be explored based on their
statistical behavior. The results of the sensitivity analysis are indicated in Figure 16 in a bar graph
(scaled into the range of 0% to 100%). It can be seen that all variables influenced the prediction of critical
buckling load through the ANFIS-PSO model. The most important input variables were L, wflange, tweb,
and tflange, which gave degree of importance values of 33.9%, 21.7%, 18.6%, and 10.6%, respectively.
This information is strongly relevant and in good agreement with the literature, in which the length
of the beam and geometrical parameter of the cross-section are the most important parameters [3–5].
However, it can be seen in Figure 16 that the height of the beam does not seriously affect the buckling
capacity of the structural members. It should be noted that only three independent values of the
section’s height were used to generate the database; for example, 420, 560, and 700 mm. Consequently,
the linear correlation coefficient between the section’s height and the buckling capacity was only −0.092.
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On the contrary, the minimum value of the beam’s length was 4000 mm (approximately 5.7 times larger
than the maximum section’s height) and five independent values were used to generate the database,
ranging from 4000 to 8000 mm, with a step of 1000 mm. Thus, the linear correlation coefficient between
the beam’s length and the buckling capacity was −0.667 (approximately 7.25 times bigger than the
linear correlation coefficient between the section’s height and the buckling capacity). Consequently,
a larger database should be considered in future studies to estimate the degree of importance of the
section’s height.
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Figure 16. Bar graph showing the estimations of degree of importance values.

The sensitivity analysis presented above demonstrates that the ML technique could assist in the
design phase for circular opening steel beams. In addition to reliable prediction of the critical buckling
load, the ANFIS-PSO model can also assist in the creation of input–output maps, as illustrated in
Figure 17. In particular, as L, tweb, wflange, and tflange were the most important variables, they are
used for map illustrations in this section. The values of the remaining variables were kept constant.
In Figure 17, four maps of critical buckling load are presented (with the same color range), involving
the relationship between Pu and L-wflange, L-tflange, L-tweb, and wflange-tflange, respectively. As can be
seen from the surface plots, the input–output relationship exhibited nonlinear behavior, which cannot
be easily identified from the database. Figure 17a shows that a maximum value for the critical buckling
load can be obtained if L reaches its minimum and wflange reaches its maximum value. On the other
hand, the critical buckling load reaches its minimum if L reaches its highest value and wflange reaches
its lowest value. This map confirms the negative effect of L, as pointed out in the literature [4].
In Figure 17b,c, the same results are obtained as in Figure 17a. This observation again confirms that the
geometrical parameters of the cross-section are highly important [1,5]. Such quantitative information
allows the design and analysis recommendations to be explored, as well as for new beam configurations
to be generated (within the range of variables considered in this present study).
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6. Conclusions

PSO is one of the most popular optimization techniques used to optimize and improve the
performance of machine learning models in terms of classification and regression. However, its
effectiveness depends significantly on the selection of parameters used to train this technique.
In this paper, investigation and selection of PSO parameters was carried out to improve and optimize
the performance of the ANFIS model, which is one of the most popular and effective ML models,
for prediction of the buckling capacity of circular opening steel beams. Different parameters (nrule,
npop, wini, c1, c2, and fv) of PSO were tuned on 3645 available data samples to determine the best values
for optimization of the performance of ANFIS.

The results show that the performance of ANFIS optimized by PSO (ANFIS-PSO) is suitable for
determining the buckling capacity of circular opening steel beams, but is very sensitive under different
PSO investigation and selection parameters. The results also show that nrule = 10, npop = 50, wini = 0.1
to 0.4, c1 = [1, 1.4], c2 = [1.8, 2], and fv = 0.1 are the most suitable selection settings in order to get the
best performance from ANFIS-PSO. The sensitivity analysis shows that L, wflange, tweb, and tflange are
the most important input variables used for prediction of the buckling capacity of circular opening
steel beams.

In short, this study might help in selection of the suitable PSO parameters for optimization of
ANFIS in determining the buckling capacity of circular opening steel beams. It also helps in suitable
selection of input variables for better prediction of the buckling capacity of circular opening steel
beams. However, it is noted that the optimal values of PSO parameters found in this study are suitable
for the ANFIS model in determining the buckling capacity of circular opening steel beams. Thus, it is
suggested that these parameters should be validated with other ML models applied in other problems.
Finally, variation in the mechanical properties of material used should be investigated in further
research, as this is important from a physics perspective.
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Abbreviations

Symbol Explanation SI Unit
ANFIS Adaptive neuro-fuzzy inference system
PSO Particle swarm optimization
R Correlation coefficient
RMSE Root mean squared error
MAE Mean absolute error
IA Index of agreement
CV Coefficient of variation %
nrule Number of fuzzy rules
npop PSO population size
wini PSO initial weight
c1 PSO cognition learning rate
c2 PSO social learning rate
fv PSO velocity limits
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Abstract: Concrete filled steel tubes (CFSTs) show advantageous applications in the field of
construction, especially for a high axial load capacity. The challenge in using such structure lies in the
selection of many parameters constituting CFST, which necessitates defining complex relationships
between the components and the corresponding properties. The axial capacity (Pu) of CFST is among
the most important mechanical properties. In this study, the possibility of using a feedforward
neural network (FNN) to predict Pu was investigated. Furthermore, an evolutionary optimization
algorithm, namely invasive weed optimization (IWO), was used for tuning and optimizing the FNN
weights and biases to construct a hybrid FNN–IWO model and improve its prediction performance.
The results showed that the FNN–IWO algorithm is an excellent predictor of Pu, with a value of R2 of
up to 0.979. The advantage of FNN–IWO was also pointed out with the gains in accuracy of 47.9%,
49.2%, and 6.5% for root mean square error (RMSE), mean absolute error (MAE), and R2, respectively,
compared with simulation using the single FNN. Finally, the performance in predicting the Pu in the
function of structural parameters such as depth/width ratio, thickness of steel tube, yield stress of
steel, concrete compressive strength, and slenderness ratio was investigated and discussed.

Keywords: axial capacity prediction; rectangular CFST columns; feedforward neural network;
invasive weed optimization; hybrid machine learning

1. Introduction

Concrete and steel are the two most commonly used construction materials today. However, each
material has different advantages and disadvantages [1–3]. Therefore, to be able to take advantages
and minimize disadvantages, an optimal solution is to use a combination of both materials, such as a
“combined steel concrete structure” or using a combination of concrete elements and steel elements in
“composite structures”. One of the combined steel concrete structures is a steel pipe composite structure
filled with medium or high strength concrete. This type of structure is called a steel-concrete pipe.

In recent decades, concrete filled steel tubes (CFSTs) have been widely used in the construction
of modern buildings and bridges [4], even in high seismic risk areas [5–10]. This increase in use is
because of the significant advantages that the CFST column system offers over conventional steel or
reinforced concrete systems, such as high axial load capacity [4], good plasticity and toughness [6],
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larger energy absorption capacity [7], convenient construction [11], economy of materials [12–14], and
excellent seismic and refractory performance [15]. In particular, this type of structure can reduce the
environmental burden by removing formwork [16], reusing steel pipes, and using high quality concrete
with recycled aggregate [17]. The characteristics of CFST are that the steel material is located far from
the central axis so the rigidity of the column is very large, and thus it also contributes to increasing the
moment of inertia of the structure [5,18]. The ideal form of concrete core works against the compressive
load and hinders the local buckling state of the steel pipe. Therefore, the CFST structures are often used
in locations subject to large compressive loads [9,15,19]. The CFST columns are mainly divided into
square columns, round columns, and rectangular columns, based on different cross-sectional forms [15].
In particular, the square and rectangular CFST columns have the advantage of easy connection and
reliable work with other structural members such as beams, walls, and panels [20]. Compared with
square CFST columns, rectangular columns have irregular bending stiffness along different axes, so
this type of column is suitable for the mechanical behavior of members including arch ribs, pillars,
abutments, and piers, and other structural members under load actions vary greatly from vertical to
horizontal [6]. Because the scope of application of rectangular CFST columns is quite wide and this
column is mainly subjected to compression, the main purpose of the paper is to analyze and evaluate
the ultimate bearing capacity of rectangular columns.

In recent decades, the regulations for calculating the CFST column type have been proposed
in design standards such as AISC-LRFD [21], ACI 318-05 [22], Japan Institute of Architecture [17],
European Code EC 4, British Standard BS 5400 [23], and Australian Standard AS-5100.6 [24]. In addition,
numerous experimental and numerical studies were conducted to analyze the mechanical properties of
rectangular CFST columns under axial compression. As an example, Hatzigeorgiou [25] has proposed
a theoretical analysis for modeling the behavior of CFST under extreme loading conditions. Later, the
verification of such an approach against experimental and analytical results has also been reported
in the work of Hatzigeorgiou [26]. In the work of Liu et al. [4], 26 rectangular CFST column samples
were experimented under concentric compression with the main parameters such as strength and
aspect ratio. In Chitawadagi et al. [8], the load capacity of CFST columns depended on the variation
of CFST properties such as the wall thickness of pipes, strength of in-filled concrete, area of cross
section of steel pipes, and pipe length. In this study, 243 rectangular CFST samples were investigated;
the experimental results were compared with the predicted column strength, which was performed
according to design codes such as EC4-1994 and AISC-LRFD-1994. In addition, there are many other
test methods dealing with factors that affect the bearing capacity of rectangular CFST columns such as
the effect of concrete compaction [27], load conditions, and boundary conditions [16]. The addition
of steel fibers in core concrete had a significant effect on the performance of concrete steel pipes [28]
and many other tests [9,13,29–32]. Finite element analysis is now also frequently used for design
and research issues thanks to the existence of many commercial software such as ABAQUS [33] and
ANSYS [34]. Tort et al. [35] carried out computational research to analyze the nonlinear response of
composite frames including rectangular concrete pipe beams and steel frames subjected to static and
dynamic loads. On the basis of the Drucker–Prager model, Wang et al. [36] developed a finite element
model that can predict the axial compression behavior of a composite column with a fibrous reinforced
concrete core. Collecting 340 test data of circular, square, and rectangular CFST columns, Tao et al. [37]
developed new finite element models for simulating CFST stub columns under compression mode
along the axis. The new model was more flexible and accurate for modeling the CFST stub columns.
However, the design standards were limited by the scope of use and were not suitable for high-strength
materials, and testing methods were often costly and time-consuming. The accuracy of finite element
models was greatly affected by the input parameters, especially the suitable selection of the concrete
model. Therefore, it is necessary to propose a uniform and effective approach to design rectangular
CFST columns.

In recent years, artificial intelligence (AI) based on computer science has gradually become
popular and applied in many different fields [38–41]. Artificial neural network (ANN) is a branch of AI
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techniques; different ANN-based modeling methods have been used by scientists in many construction
engineering applications [42]. Sanad et al. [43] used ANN to estimate the reinforced concrete deep
beams ultimate shear strength. Lima et al. [44] predicted the bending resistance and initial stiffness
of steel beam connection using a back-propagation algorithm. Seleemah et al. [45] applied ANN to
predict the maximum shear strength of concrete beams without horizontal reinforcement. Blachowski
and Pnevmatikos [46] have developed a vibration control system based on the ANN method, for
application in earthquake engineering. As an example for structural engineering, Kiani et al. [47]
have applied AI techniques including support vector machines (SVM) and ANN for deriving seismic
fragility curves. It is worth noticing that significant studies have been carried out to explore the
prediction of damage using AI techniques. In a series of papers, Mangalathu et al. [48] have proposed
various AI methods such as ANN and random forest for tracking damage of bridge portfolios [48] as
well as assessing the seismic risk of skewed bridges [49]. In terms of structural failure, typical failure
modes of reinforced concrete columns such as flexure, flexure–shear, and shear were investigated
by Mangalathu et al. [50,51] using decision trees (DT), SVM, and ANN. Guo et al. [52,53] employed
the ANN model for the identification of damage in different structures such as suspended-dome and
offshore jacket platforms. Regarding structural uncertainty analysis, various published works by E. Zio
should be consulted [54–56]. With rectangular CFST columns, the use of ANN has also been proposed.
For example, Sadoon et al. [57] proposed an ANN model for predicting the final strength of rectangular
concrete steel beam girder (RCFST) under eccentric shaft load. The results showed that the ANN
model was more accurate than the AISC and Eurocode 4 standard. Du et al. [10] formulated an ANN
model with different input parameters to determine the axial bearing capacity of rectangular CFST
column. The results of the model were compared with the results calculated according to European
Code EC 4 [23], ACI [22], and AISC360-10 [21], and found that the ANN model was accurate. However,
in the above studies, the mentioned correlation coefficient (R) was less than 0.98. Therefore, in this
paper, we tried to create a bulk sample set and proposed an algorithm to increase the accuracy of the
prediction of the axial load bearing capacity of the CFST column.

In short, the aim of this paper is dedicated to the development and optimization of an AI-based
model, namely the feedforward neural network (FNN), to predict the Pu of CFST. An optimization
algorithm, invasive weed optimization (IWO), was used to finely tune the FNN parameters (i.e.,
weights and biases) to develop a hybrid model, namely FNN–IWO, and to improve the prediction
performance. With respect to the CFST database, 99 samples were collected from the available literature
and used for the training and testing phases of the FNN–IWO algorithm. Criteria such as coefficient of
determination (R2), standard deviation error (ErrorStD), root mean square error (RMSE), mean absolute
error (MAE), and slope were used to evaluate the performance of FNN–IWO. Finally, an investigation
of the prediction capability in the function of different structural parameters was conducted.

2. Materials and Methods

2.1. Feedforward Neural Network (FNN)

An artificial or neural network (also known as an artificial neural network (ANN)) is a biological
neural network based a computational or mathematical model. It includes a number of artificial
neurons (nodes) that are linked to each other and processes information by transmitting along the
connections and calculating new values at the nodes (connection method for calculation) [58,59].
The ANN models are made up of three or more layers, including an input layer that is the leftmost
layer of the network representing the inputs, an output layer that is the rightmost layer of the network
representing the results achieved, and one or more hidden layers representing the logical reasoning
of the network [60–62]. The neurons in each layer are linked to the front and rear neurons with each
associated weight. A training algorithm is often used to repeat minimizing the cost function relative
to the link weight and neuron threshold. Networks are usually divided into two categories based
on how the units are connected, including the feedforward neural network (FNN) and the recurrent
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neural network. To date, FNN is the most popular architecture owing to its structural flexibility,
good performance, and the availability of many training algorithms [63]. Currently, the most widely
used training algorithm for multi-layer feedforward networks is the backpropagation algorithm (BP).
In BP, network training is achieved by adjusting weights and is done through numerous training sets
and training cycles [64]. With the ability to approximate the functions, FNNs have been successfully
applied in a number of civil engineering and structural fields [65] such as predicting the compression
strength of concrete [66], investigating the fire resistance of calves [67], determining the axial strength of
cylindrical concrete pillars [58], and predicting the fire resistance of concrete tubular steel columns [65].
Therefore, in this study, FNN was selected and used to predict the axial capacity of CFST.

2.2. Invasive Weed Optimization (IWO)

IWO is a new random number optimization method inspired by a popular phenomenon in
agriculture. The term of weed invasion was first introduced by Mehrabian and Lucas in 2006 [68].
This technique is based on a number of interesting features of invasive weed plants that reproduce
and distribute fast and vigorously, and adapt themselves to changes in climatic conditions [69].
Therefore, capturing their characteristics will lead to a powerful optimization algorithm [70].
The advantages of IWO algorithm compared with other evolutionary algorithms are few parameters,
simple structure, easy to understand, and easy to program features [71]. Up to now, the IWO algorithm
has become more and more popular and has been successfully applied in areas such as antenna system
design [72] and design of coding chains for DNA [73], as well as inter-related problems regarding
economic [74], tourism [75], and construction techniques [76]. The IWO algorithm is implemented by
the following steps:

Step 1. Initialization: Weeds are randomly scattered over a D-dimensional target area as the
primary solution.

Step 2. Reproduction: During reproduction, each weed produces seed depending on the physical
strength and colony. Weeds that acquire more resources have a better chance of producing
seeds and plants that are less adapted to fields are not able to reproduce, and thus produce
fewer seeds. The number of seeds increases linearly from the minimum value for the worst
weed to the maximum value for the best weed.

Step 3. Spatial dispersal: The seeds generated from step 2 are randomly dispersed in the search space
by means of normally distributed random numbers with an average of zero, but with different
variances to ensure that the seeds are located around the main factory.

Step 4. Competitive exclusion: The spawning and dispersal process randomly create a new population
for the next generation of weeds and their seeds. When the size of this new population is
greater than a certain maximum value, the lower-strength weeds will be eliminated through
competition and only some of the weeds will be equal to the dark weed population.

Step 5. Termination conditions: The process continues again from step 2 to step 4 until the maximum
number of iterations is reached and the best physical tree is nearest to the optimized solution.

2.3. Quality Assessment Criteria

Evaluation of the AI model was performed using statistical measurements such as mean absolute
error (MAE), coefficient of determination (R2), and root mean square error (RMSE). In general, these
criteria are popular methods to quantify the performance of AI algorithms [76,77]. More specifically,
the mean squared difference between actual values and estimated values defines RMSE, whereas the
mean magnitude of the errors defines MAE. The R2 evaluates the correlation between actual and
estimated values [78–80]. Quantitatively, lower RMSE and MAE show better performance of the
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models. In contrast, a higher R2 shows better performance of the model [81,82]. MAE, RMSE, and R2

are expressed as follows [83,84]:

MAE =
1
N

N∑

i=1

(ai − ai) (1)

RMSE =

√√√
1
N

N∑

i=1

(ai − ai)
2 (2)

R2 = 1−

N∑
i=1

(ai − ai)
2

N∑
i=1

(ai − a)2
(3)

where ai is the actual output, ai infers the predicted output, a infers the mean of the ai, and N infers the
number of used samples.

2.4. Data Used and Selection of Variables

In this study, a total of 99 compression tests of rectangular CFST columns (Figure 1) were extracted
from the available literature: Bridge [85], Du et al. [86], Du et al. [87], Ghannam et al. [88], Han [89],
Han & Yang [90], Han & Yao [91], Lin [92], Schneider [93], Shakir-Khalil & Mouli [94], and Shakir-Khalil
& Zeghiche [95]. Information of the database is summarized in Table 1, including the number of
data and the percentage of proportion, whereas Table 2 presents the initial statistical analysis of the
corresponding database.
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The experimental tests were carried out considering the following steps: design, processing of
steel tube, production of concrete, curing of specimens, and loading measurement [15,86]. As proposed
by Sarir et al. [96] and Ren et al. [15] in investigating CFST columns, initial geometric imperfections as
well as residual stress exhibited a negligible effect on the behavior of columns under axial loading.
Consequently, input variables affecting the axial capacity of rectangular CFST are from two main groups:
geometry of columns and mechanical properties of constituent materials. Therefore, six independent
variables were selected as inputs of the problem, such as depth of cross section (H), width of cross
section (W), thickness of steel tube (t), length of column (L), yield stress of steel (fy), and compressive
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strength of concrete (fc’). It is seen in Table 2 of the initial statistical analysis that all input variables
cover a wide range of values. More precisely, H varies from 90 to 360 mm with an average value of
163 mm and a coefficient of variation of 32%. W ranges from 60 to 240 mm with an average value of
111 mm and a coefficient of variation of 32%. t ranges from 0.7 to 10 mm with an average value of
4 mm and a coefficient of variation of 48%. L varies from 100 to 3050 mm with an average value of
869 mm and a coefficient of variation of 89%. fy ranges from 194 to 515 MPa with an average value of
329 MPa and a coefficient of variation of 24%. fc’ varies from 8 to 47 MPa with an average value of
31 MPa and a coefficient of variation of 39%.

It should be pointed out that the steel tube of 43 specimens was cold-formed, whereas welded
built-up was done in the other 56 configurations. In terms of failure modality, local outward buckling
failure of the external steel was observed in all specimens, as shown in Figure 2a. This is the same as
that observed by other investigations such as Han and Yao [91], Lyu et al. [97], Ding et al. [98], and Yan
et al. [99]. Depending on the dimension of the cross section, the locations of the external folding of
the steel tube are not the same. Such local buckling of the steel tube occurred mostly at the ends or
in the center along the axis of the specimens, as seen in Figure 2a. In addition to outward buckling
failure, fracture at the welding seam also occurred in welded specimens, as shown in Figure 2b.
Such tensile fracture is the result of too much growth of the concrete in the core [99]. However, the
tensile fracture of the steel tube generally occurred after the peak load [98]. Last, but not least, for all
specimens, concrete in the core was damaged in most of specimens following a shear failure mode,
as shown in Figure 2c [97,98]. Besides, the influence of temperature on the failure modality of stub
CFST structural members could be referred to in Yan et al. [99] (low temperature) and Lyu et al. [97]
(high temperature). Finally, Angelo et al. [100] and Kulkarni et al. [101] have tested and discussed
about the failure of rectangular CFST structural members in junction with wide beam for earthquake
engineering application.
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ratio differs than 1, the stress of confined concrete applied to the steel wall is not the same along the 
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Figure 2. Failure of rectangular CFST specimens: (a) local outward buckling of steel tube (reproduced
with permission from Han [89]), (b) tensile fracture at the welding seam of steel tube (reproduced with
permission from Ding et al. [98]), (c) damage of concrete core (reproduced with permission from Lyu et
al. [97]).

It is worth mentioning that only rectangular CFST columns (i.e., depth/width ratio greater than
1) were collected for investigation. As indicated in Table 2, the depth/width ratio ranges from 1 to 2,
allowing for exploring the axial failure of CFST around the weak axis. In addition, as the depth/width
ratio differs than 1, the stress of confined concrete applied to the steel wall is not the same along the weak
and strong axes, while the thickness of the steel tube was constant. Consequently, the consideration of
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only rectangular CFST columns could strongly reveal the influence of both the structural geometry
and mechanical properties of constituent materials.

Table 1. Information of the database used in this study.

No. Reference Number of Data % of Proportion

1 Bridge [85] 1 1.0
2 Du et al. [86] 5 5.1
3 Du et al. [87] 8 8.1
4 Ghannam et al. [88] 12 12.1
5 Han [89] 20 20.2
6 Han & Yang [90] 4 4.0
7 Han & Yao [91] 19 19.2
8 Lin [92] 6 6.1
9 Schneider [93] 9 9.1
10 Shakir-Khalil & Mouli [94] 14 14.1
11 Shakir-Khalil & Zeghiche [95] 1 1.0

Total 99 100

Table 2. Initial statistical analysis of database.

Parameters Symbol Unit Role Min Q25 Median Q75 Max Mean StD Coefficient of
Variation (%)

Depth of cross section H mm Input 90 127.9 150 195 360 163.38 53.01 32.45
Width of cross section W mm Input 60 90 100 124.48 240 110.94 35.63 32.12
Thickness of steel tube t mm Input 0.7 2.7 3 5 10.01 4.12 1.97 47.84

Length of column L mm Input 100 369.75 545 800 3050 869.23 772.12 88.83
Yield stress of steel fy MPa Input 194 245.18 340.1 357.88 514.53 329.09 78.73 23.92

Compressive strength
of concrete fc’ MPa Input 7.9 18.67 33.74 43.69 46.85 31.12 12.21 39.23

Axial capacity Pu kN Output 490 760 1006 1340 3575 1267.61 768.72 60.64

The dataset was randomly divided into two sub-datasets including the training part (60%) and
testing part (40%) part. All data were scaled into the range of [0,1] in order to reduce numerical biases
while treating with the AI algorithms, as recommended by various studies in the literature [102–104].
Such a scaling process is expressed using Equation (4) between raw and scaled data [105–107]:

xscaled =
(xraw − β)
α− β (4)

where α and β are the maximum and minimum values of the considered variable x, respectively.
It should be noticed that a reverse transformation could be used for converting data from the scaling
space to the raw one using Equation (4). Besides, a correlation analysis between the input and output
variables is performed and plotted in Figure 3.

Figure 3 was generated in order to explore the linear statistical correlation between variables in
the database. Therefore, a 7 × 7 matrix was generated, in which the upper triangular part indicates the
value of the correlation coefficient, whereas the lower triangular part shows the scatter plot between
two associated variables. The diagonal of the matrix indicates the name of the variable (i.e., as the
correlation coefficient of a variable itself is equal to 1). For interpretation purpose, the correlation
coefficient between H and W is indicated as 0.86, whereas the corresponding scatter plot between H
and W is shown on the left side of W (row 2, column 1). It is seen that a high and positive value of
statistical correlation was obtained in this case, confirmed by most of the data points being located
around the diagonal in the scatter plot.

It can be seen that no direct correlation was observed between each input and output (Pu).
The maximum value of the Pearson correlation coefficient (r) compared with Pu was calculated as 0.78
(for variable t), followed by 0.60 (for variable fy), 0.39 (for variable W), 0.30 (for variable H), 0.27 (for
variable fc’), and 0.18 (for variable L). Besides, the correlation between H and W was highest (r = 0.86).
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(fc’), and axial capacity (Pu).

3. Results and Discussion

3.1. Optimization of Weight Parameters of FNN using the IWO Technique

In this section, the optimization of weight parameters of FNN is presented using the IWO algorithm.
It is not worth noticing that the architecture of the FNN model is very important. Depending on the
problem of interest, the prediction results could exhibit significant variation from using one architecture
to another [96,107,108]. As the numbers of inputs and outputs are fixed, the undetermined parameters
of the architecture are the number of hidden layer(s) and the number of neurons in each hidden
layer(s) [109]. As proved by many investigations in the literature, the FNN model involving only one
hidden layer could be sufficient for exploring successfully complex nonlinear relationship between
inputs and outputs. For instance, Mohamad et al. [110] have used one hidden layer architecture model
for predicting ripping production, as have Singh et al. [111] for predicting cadmium removal. In civil
engineering application, a prediction model involving one hidden layer has also been widely applied
in many works, for instance, Gordan et al. [112] for earthquake slope stability or Sarir et al. [96] for
bearing capacity of circular concrete-filled steel tube columns. Therefore, the one hidden layer FNN
model was finally adopted in this work, also saving cost, processing time, and limitation of instruments.
On the other hand, the number of neurons in the hidden layer was recommended to be equal to the
sum of the number of inputs and outputs [109,113,114]. Consequently, the FNN model exhibits one
hidden layer and seven neurons in the hidden layer. The activation function for the hidden layer
was chosen as a sigmoid function, whereas the activation function for the output layer was a linear
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function [115]. The cost function was chosen such as the mean square error function [116]. Finally,
Table 3 indicates the information of the FNN model.

As revealed in the literature, a key aspect of using evolutionary algorithms for optimizing AI
models is to study the relationship between population size and problem dimensionality [117–120].
In many other evolutionary algorithms such as differential evolution, the number in the population is
recommended to be 7–10 times the number of inputs [121,122]. In this study, the population size of the
IWO technique was chosen as 50. Other parameters include the variance reduction exponent, chosen
as 2; initial value of standard deviation, chosen as 0.01; final value of standard deviation, chosen as
0.001; and maximum iteration, chosen as 800. It is worth noticing that such ranges of parameters
are commonly employed for training AI models using IWO algorithm, for instance, Huang et al. [76]
and Mishagi et al. [123]. It should also be noticed that a large population size cannot be useful in
evolutionary algorithms and affects the optimization results [124]. Information of the IWO algorithm
is presented in Table 3.

Table 3. Values and description of feedforward neural network (FNN) and invasive weed optimization
(IWO) parameters in this study.

Methods Parameter Values and Description

FNN

Number of neurons in input layer 6
Number of neurons in output layer 1

Number of hidden layers 1
Number of neurons in hidden layer 7

Size of weight matrix of hidden layer 42
Size of weight matrix of output layer 7

Size of bias vector of hidden layer 7
Size of bias vector of output layer 1

Dimension of optimization problem 57
Activation function for hidden layer Sigmoid
Activation function for output layer Linear

Training algorithm IWO
Cost function Mean square error

IWO

Population size 50
Variance reduction exponent 2

Initial value of standard deviation 0.01
Final value of standard deviation 0.001

Maximum iteration 800

Figure 4a presents the evolution of 42 weight parameters of the hidden layer, whereas Figure 4b
shows such evolution of 7 weight parameters of the output layer. It is seen that, at the 300 first iterations,
fluctuations were observed for all weight parameters, as the IWO algorithm imitated the colonizing
behavior of weed plants. After about 500–600 iterations, stabilization was achieved for weight
parameters for the 57-dimensional optimization problem. Consequently, at least 700–800 iterations are
needed in order to ensure the stabilization of the process.
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Weight parameters at iteration 800 were extracted for constructing the final FNN–IWO model
(a combination of FNN and IWO). This model was then used as a numerical prediction function for
parametrically investigating the deviation of quality assessment criteria in function weight parameters.
The parametric study could be helpful to verify if the results provided by the IWO were unique, that is,
the IWO allowed reaching the global optimum of the problem. For illustration purposes, only three
first weight parameters were plotted. Figure 5a presents the evolution of RMSE while varying weight
parameters N◦1 and N◦2 from their lowest to highest values. In the same context, Figure 5b presents
the evolution of RMSE while varying weight parameters N◦1 and N◦3 from their lowest to highest
values. It is seen from Figure 5a,b that the global optimum of the two RMSE surfaces matched the
final set of weight parameters provided by the IWO algorithm. This remark confirmed that the IWO
technique allowed calibrating the global optimum of the optimization problem, thus providing the
final FNN–IWO model.
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Figure 5. Verification of global optimum provided by the invasive weed optimization (IWO). The
surfaces of root mean square error (RMSE) show unique optimal solution, which minimizes the value
of RMSE: (a) between weight parameters N◦1 and N◦2, (b) between weight parameters N◦1 and N◦3.

Figure 6a–c present the evolution of RMSE, MAE, and R2 during the optimization process of FNN
weight parameters, for both training and testing data. It is seen that during the optimization using the
training data, good results of RMSE, MAE, and R2 for the testing data were obtained. It is not worth
noting that the testing data were totally new when applying. This remark allows exploring that no
overfitting occurred during the training phase (i.e., performance indicators of testing data go in a bad
direction). The efficiency and robustness of the IWO technique are then confirmed.
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Figure 6. Evaluation of the performance indicators during optimization: (a) RMSE, (b) mean absolute
error (MAE), and (c) R2, for training and testing data, respectively.

3.2. Influence of the Training Set Size

In this section, the influence of training set size (in %) on the prediction results is presented.
The training dataset was varied from 10% to 90% of the total data (with a resolution of 10%).
Figure 7 illustrates the influence of training set size, with respect to R2 (Figure 7a), RMSE (Figure 7b),
MAE (Figure 7c), ErrorStD (Figure 7d), and slope (Figure 7e). All relevant values are also highlighted
in Table 4.

As seen in Figure 7a,e for R2 and slope, the performance of the prediction model progressively
increased during the increasing of the training set size from 10% to 90%. For instance, for the testing
part, R2 = 0.387 when the training set size was 10%, which was increased to 0.987 when the training
set size was 90%. The same remark was also obtained when regarding Figure 7b,c,d for RMSE, MAE,
and ErrorStD, respectively. Moreover, the performance of the prediction model for both training and
testing parts became stable from 60% of the training set size (Figure 7a). This observation indicates
that no over-fitting occurred when the training set size surpassed a high percentage, for instance,
80%. This point proves that the prediction model is robust, exhibiting a strong capability in tracking
relevant information in the testing part even it is small. Finally, yet importantly, the prediction model
is promising in the case in which more data are available.
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Table 4. Summary of influence of training set size on the prediction results. RMSE, root mean square
error; MAE, mean absolute error.

Dataset Size of Training
Dataset (%)

Size of Testing
Dataset (%) R2 RMSE MAE ErrorStD Slope

Training

10 90 0.987 0.029 0.025 0.030 0.974
20 80 0.559 0.243 0.211 0.136 0.633
30 70 0.897 0.081 0.066 0.067 0.984
40 60 0.687 0.141 0.109 0.133 0.646
50 50 0.821 0.115 0.100 0.114 0.883
60 40 0.978 0.039 0.024 0.039 0.976
70 30 0.952 0.061 0.047 0.061 1.011
80 20 0.971 0.045 0.033 0.045 0.931
90 10 0.977 0.043 0.031 0.042 0.952

Testing

10 90 0.387 0.226 0.144 0.205 0.535
20 80 0.511 0.268 0.238 0.192 0.610
30 70 0.737 0.151 0.108 0.138 0.890
40 60 0.688 0.190 0.148 0.164 0.643
50 50 0.826 0.125 0.106 0.124 0.860
60 40 0.979 0.045 0.036 0.042 0.966
70 30 0.982 0.041 0.029 0.041 0.961
80 20 0.982 0.044 0.037 0.040 0.914
90 10 0.987 0.038 0.029 0.040 0.914
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3.3. Prediction Capability of the FNN–IWO Model

In this section, the performance of FNN–IWO in predicting the Pu of CFST is investigated.
The predicted outputs versus the corresponding experimental results associated with the training,
testing, and all datasets are presented in Figure 8. The fitted linear lines are also plotted (red lines) in
each graph to show the performance of the algorithm. R2 values with respect to the training, testing,
and all datasets were estimated at 0.978, 0.979, and 0.978, respectively, showing an excellent prediction
capability of FNN–IWO. Furthermore, three linear equations representing the relationships between
actual and predicted data were also given in each graph, including the intercepts and slopes. It is
observed that the FNN–IWO algorithm possessed a strong linear correlation between actual and
predicted Pu values.

The detailed performance of the proposed FNN–IWO algorithm is summarized in Table 5,
including R2, RMSE, MAE, standard deviation error (ErrorStD), slope, and slope angle. Regarding the
results of quality assessment and error analysis, FNN–IWO exhibited a strong capability in predicting
the critical compression capacity of the rectangular section.Materials 2020, 13, x FOR PEER REVIEW 15 of 25 
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Table 5. Performance indicators of the optimal FNN–IWO model.

Indicator R2 RMSE MAE ErrorStD Slope Slope Angle

Training part 0.978 0.039 0.024 0.039 0.976 44.296◦
Testing part 0.979 0.045 0.036 0.042 0.966 44.015◦

All data 0.978 0.042 0.029 0.041 0.969 44.101◦

For further assessment of the performance of the FNN–IWO algorithm, comparison between
the experimental and predicted results was performed at different quantile levels. For this purpose,
quantiles from 10% to 90% were computed to track the behavior of the distribution of the data, with a
focus on the most important statistical distribution. The results are presented (Figure 9a–c) for the
training, testing, and all data, respectively, whereas the percentage of error (%) between the predicted
and actual values at each quantile level is displayed in Figure 10.

It is seen that, for the training dataset, the actual and predicted data were highly correlated,
whereas a small difference was observed at each level of quantile for the testing part. With respect
to the whole dataset, the highest error ratio was observed at Q80, followed by Q90 and Q10. For the
values of error, it was seen that the FNN–IWO model exhibited a strong efficiency in predicting Pu

within the Q10–Q70 range (error < 5%) and from Q80 to Q90 (with error in the 5%–10% range).
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Figure 10. Percentage of error between quantile estimation for training, testing, and all data.

3.4. Prediction Accuracy in Function of Structural Parameters of FNN–IWO

In this section, the prediction accuracy of FNN–IWO with respect to different ranges of structural
parameters is presented. The actual and predicted Pu in function of the depth /width ratio, t, fy, fc’,
and slenderness ratio are displayed in Figure 11a–e, respectively. Besides, error analysis in terms of
R2, RMSE, and MAE for several intervals of the depth/width ratio, t, fy, fc’, and slenderness ratio,
respectively, is also indicated in Table 6 and Figure 11, together with the associated number of data.

In the case of the depth/width ratio, 11 configurations were found between 1 and 1.2, exhibiting
R2 = 0.98, RMSE = 137.57 kN, and MAE = 95.25 kN; 22 configurations were found between 1.2
and 1.4, showing R2 = 0.98, RMSE = 71.07 kN, and MAE = 56.01 kN; 43 configurations were found
between 1.4 and 1.6, exhibiting R2 = 0.97, RMSE = 144.71 kN, and MAE = 109.65 kN; 11 configurations
were found between 1.6 and 1.8, exhibiting R2 = 0.89, RMSE = 56.16 kN, and MAE = 38.91 kN;
and only 3 configurations were found between 1.8 and 2, exhibiting R2 = 1.00, RMSE = 24.75 kN,
and MAE = 21.81 kN. Such an analysis allowed confirming that the FNN–IWO model is efficient in
predicting Pu from nearly square to highly rectangular columns.
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In the case of slenderness, 78 configurations were found between 0 and 20 of slenderness, exhibiting
R2 = 0.98, RMSE = 123.29 kN, and MAE = 86.64 kN; 6 configurations were found between 20 and 40
of slenderness, showing R2 = 0.98, RMSE = 42.80 kN, and MAE = 32.09 kN; 13 configurations were
found between 40 and 60 of slenderness, exhibiting R2 = 0.99, RMSE = 72.25 kN, and MAE = 55.32 kN.
Although the number of data is small for large slenderness, such an analysis allowed remarking that
the FNN–IWO model is efficient in predicting Pu for short, medium, and long columns.
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Table 6. Error analysis of prediction performance with respect to different ranges of values of
structural variables.

Structural
Parameter

Lower
Bound

Upper
Bound

Number of
Data R2 RMSE

(kN)
MAE
(kN)

Depth/width ratio (-)

1 1.2 11 0.98 137.57 95.25
1.2 1.4 22 0.98 71.07 56.01
1.4 1.6 43 0.97 144.71 109.65
1.6 1.8 11 0.89 56.16 38.91
1.8 2 3 1.00 24.75 21.81

Thickness of steel
tube (mm)

0 2 4 0.91 87.07 70.74
2 4 52 0.91 118.58 80.36
4 6 29 0.97 85.70 61.60
6 8 8 0.91 178.54 143.84
8 10 6 0.89 92.27 72.82

Yield stress of steel
(MPa)

190 260 26 0.97 64.45 50.11
260 320 6 0.97 146.68 99.40
320 380 50 0.91 129.64 92.09
380 440 8 0.99 137.34 104.47
440 515 9 0.99 76.28 55.16

Compressive
strength of concrete

(MPa)

5 20 25 0.90 157.25 113.71
20 30 22 0.93 120.57 84.45
30 40 24 0.99 87.44 67.86
40 50 28 0.99 75.40 53.80

Slenderness ratio (-)

0 20 78 0.98 123.29 86.64
20 40 6 0.98 42.80 32.09
40 60 13 0.99 72.25 55.32
60 80 1 - 116.74 116.74
80 100 1 - 49.65 49.65

3.5. Comparison of the Hybrid Model of FNN–IWO and the Single FNN Model

In order to highlight the efficiency of the evolutionary IWO algorithm, comparisons between
FNN–IWO and the individual FNN were performed, using a similar training algorithm (scaled
conjugate gradient (SCG)), FNN architecture, and dataset.

Considering RMSE, MAE, and standard deviation error (ErrorStD), Figure 12 identifies the values
of the two algorithms for the training part (Figure 12a) and testing part (Figure 12b). It can be clearly
seen that FNN–IWO is more accurate than the single FNN, represented by a reduction of error for RMSE
(2 times), MAE (3 times), or ErrorStD (2 times). Improvement of the accuracy is more pronounced
in the training part than the testing part. Considering R2 and slope as error criteria, FNN–IWO also
exhibited an advantage compared with FNN without optimization, for both the training and testing
datasets (Figure 11c,d).

For the sake of comparison, Table 7 indicates the exact values and gains (in %) while using
FNN–IWO with FNN for five error criteria. With a focus on the testing part, the gains reached 47.9%,
49.2%, 41.3%, 6.5%, and 1.5% for RMSE, MAE, ErrorStD, R2, and slope, respectively. As a conclusion,
using IWO to tune the weights and bias of FNN strongly enhanced the accuracy in predicting Pu.
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Figure 12. Comparison of performance indicators between the individual FNN and FNN–IWO model:
(a) RMSE, MAE, and ErrorStD for training data; (b) RMSE, MAE, and ErrorStD for testing data; (c) R2

and slope for training data; and (d) R2 and slope for testing data.

Table 7. Comparison of performance indicators between FNN–IWO and individual FNN.

Data Model Used RMSE MAE ErrorStD R2 Slope

Training
FNN–IWO 0.039 0.024 0.039 0.978 0.976

FNN 0.087 0.070 0.075 0.923 0.893
% Gain +55.8 +65.9 +48.1 +6.0 +9.2

Testing
FNN–IWO 0.045 0.036 0.042 0.979 0.966

FNN 0.087 0.071 0.071 0.919 0.952
% Gain +47.9 +49.2 +41.3 +6.5 +1.5

4. Conclusions and Outlook

Even though many studies attempted to predict the Pu of CFST with different AI algorithms,
the accuracy and robustness of these algorithms still need further comprehensive investigation. In this
study, a novel hybrid approach of FNN–IWO was proposed and improved for the prediction of Pu of
CFST, of which IWO was used for tuning and optimizing the FNN weights and biases to improve the
prediction performance.

The results showed that the FNN–IWO algorithm is an excellent predictor of Pu, with a value of
R2 of up to 0.979. The performance of FNN–IWO in predicting Pu function of structural parameters
such as depth/width ratio, thickness of steel tube, yield stress of steel, concrete compressive strength,
and slenderness ratio was investigated and the results showed that FNN–IWO is efficient in predicting
Pu from nearly square to highly rectangular columns, as well as for short, medium, and long columns.
Better performance of FNN–IWO was also pointed out with the gains in accuracy of 47.9%, 49.2%,
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and 6.5% for RMSE, MAE, and R2, respectively, compared with the simulation using the single FNN.
This study may help in quick and accurate prediction of Pu of CFST for better practice purposes.

In general, the main advantage of AI-based methods is its efficient capability to model the
macroscopic mechanical behavior of the structural members without any prior assumptions or
constraints. Therefore, the developed AI model in this study could be applied to the pre-design
phase of the design process. Indeed, such quick numerical estimation is helpful to explore some
initial evaluations of the outcome before conducting any extensive laboratory experiments. To this
aim, a graphical user interface application should be compiled for facilitating the application by
engineers/researchers.

On the other hand, empirical formulae should be derived based on the “black-box” AI-based model
developed in this study for estimating the axial behavior of rectangular CFST columns. In addition,
the performance of such empirical formulae should be compared with other existing equations in
the literature such as Ding et al. [98], Wang et al. [125], and Han et al. [126]. Besides, numerical
finite element scheme should also be studied, especially for investigating the mechanical behaviors of
composite columns at both the micro and macro levels. Finally, improvement for current designs (such
as Eurocode-4 [127], AISC [128], and ACI [129]), if it exists, should be proposed.

The axial behavior of CFST composite columns is a complex problem, involving various variables
such as geometry and mechanical properties of constituent materials. Consequently, experimental
databases are crucial for studying this problem. In further studies, a larger database should be
considered, in order to cover more material strengths and geometric dimension ranges.

The methodology modeling of this work could be extended for predicting other macroscopic
properties such as bending, compression, or tension strength of not only composite members, but also
members made of a single material (i.e., concrete or steel members). Besides, an investigation based
on homogenization and de-homogenization approaches [130–134] could also be useful for studying
structural members under different boundary conditions and loadings. Such a framework, including
the finite element scheme, could also be coupled with AI-based prediction in order to better understand
the micro and macro behaviors of structural members.
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Abstract: In this study, the effect of the impact angle of a projectile during low-velocity impact on
Kevlar fabrics has been investigated using a simplified numerical model. The implementation of
mesoscale models is complex and usually involves long computation time, in contrast to the practical
industry needs to obtain accurate results rapidly. In addition, when the simulation includes more
than one layer of composite ply, the computational time increases even in the case of hybrid models.
With the goal of providing useful and rapid prediction tools to the industry, a simplified model
has been developed in this work. The model offers an advantage in the reduced computational
time compared to a full 3D model (around a 90% faster). The proposed model has been validated
against equivalent experimental and numerical results reported in the literature with acceptable
deviations and accuracies for design requirements. The proposed numerical model allows the study
of the influence of the geometry on the impact response of the composite. Finally, after a parametric
study related to the number of layers and angle of impact, using a response surface methodology,
a mechanistic model and a surface diagram have been presented in order to help with the calculation
of the ballistic limit.

Keywords: aramid; impact; computational techniques; finite elements; mechanical analysis

1. Introduction

With the aim of damage reduction in person subjected to ballistic impact, polymeric, carbon,
and glass fibers are commonly used to develop protective systems. However, during last decades it
has been found that a combination of high strength yarns in different directions generates flexible
woven fabrics which are light and highly resistant at the same time [1]. Therefore, aramid fibers are
one of the most used protection materials nowadays [2], with a growing trend in the industry.

Experimental studies have proved that the ballistic performance of aramid fabrics depends on many
factors, such as the projectile geometry [3,4], the impact velocity [3,5–7], the friction between yarns [8–10],
the woven structure of the fabric [6,11–13] and material properties [14]. However, most research has
found that each property individually does not control the ballistic performance [15,16], rather the
combined effect of all of these properties play a key role.

New studies to predict and to reduce the damage are constantly under study [17,18]. The use
of surrogate models is common in optimal design problems to approximate the objective functions,
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as neuronal networks [19,20] or genetic algorithms [21]. However, a big dataset is needed in most cases
to obtain good predicted values what can be expensive.

A useful tool for obtaining improved understanding of the behavior of aramid materials under
impact loads is the use of numerical models. The ballistic limit, V50, the deformed shape of
the woven fabric and the effect of the internal interlayer friction can be studied using the finite
element method. However, the geometry of the fabric structure and the failure mechanisms of the
yarns make the modelling of 3D fabrics complex [22–30]. To decrease the complexity of the finite
element model, new simple models using shell elements [31–35] and truss elements [36] have been
successfully implemented.

Duan et al. [22], Rao et al. [23] and Grujicic et al. [29,30] developed 3D numerical models with
solid elements representing yarns as homogenous continua. These studies analyzed mainly the
friction coefficient between the yarns and the clamping conditions. Modelling results showed that
the fabric boundary condition is a primary factor that influenced the friction effect, when only two
edges are clamped, fabric reduces the residual velocity of the projectile and absorbs energy more
effectively. Fabrics with high stiffness decelerate the projectile relatively rapidly meanwhile fabrics
with high-strength yarns need more time to initiate the failure. The material which combines both
properties is the most favorable of all the examined ones under the imposed boundary conditions
considered in the study.

Despite the accuracy of 3D models, some researchers observed that they have two limitations.
The first is that these models do not consider the statistical variability in the fabric geometry and
material properties. The second one is the high computational cost due to the realistic representation
of the fabric that requires a fine mesh with many elements.

To address the first problem and improve the prediction of the V50 velocities, Nilakantan
et al. [24,26,37] implemented a framework which incorporated the inherent statistical variability in
the system. This framework can be used to calculate the probabilistic velocity response (PVR) curve
for projectiles with different size and shape and for different clamped conditions. These studies
analyzed the projectile geometry [26], the impact location sensitivity [27] and the fabric clamping
conditions [28,38]. The findings showed that projectiles with a small impact area resulted in a higher
residual velocity when the impact occurs in the gap between the yarns compared to when it occurs
at the yarn crossover junction. The large cylindrical projectile, which had the flattest and the largest
impact face, showed no sensitivity to impact location. The study also remarked that a circular shaped
projectile shows lower dependency on the residual velocity with the projectile impact location than
other configurations. This is mainly due to the fact that this configuration is not sensitive to in-plane
fabric rotations, giving it a slight advantage over the other clamping configurations.

To address the second problem related to the computational efficiency, researchers presented
different solutions. One option was the use of shell elements instead of solid elements [32–35]. Ha–Minh
et al. [32,33] studied the effect of the number of elements used in the model (four and eight elements
by yarn) and showed, in terms of velocity evolution, similar results in both cases. This is a significant
conclusion because the computation time of the model with 8 elements is double than the model with
4 elements.

Chu et al. [35] studied mechanical properties of the yarns. It was concluded that the yarn density
does not affect significantly the ballistic performance of the fabric. As opposed to this, it was observed
that a high value of longitudinal Young’s modulus produces a faster deceleration of the projectile.

The second solution to reduce the computational cost is to modify the original 3D model, generating
a hybrid model, which is comprised of zones with different modelling resolutions and different finite
element formulation, all coupled together with impedance matching interfaces [31,39–42]. Barauskas
et al. [31] developed a model for a plain-woven single-ply. The fabric model presented three different
zones: a zone close to the impact area including failure modelling, a second zone where the woven
structure did not undergo failure, and a last zone (far from the impact area) implemented as orthotropic
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membrane. During this research, it was proved that it is not easy to validate this kind of approach due
to the many different levels involved in the process.

The original model of Nilakantan et al. [26], was modified in later studies [39–41]. New models
which combine solid and shell elements were tested under different distributions of both meso-level
and macro-level in the fabric producing a low cost computational model.

Finally, Ha-Minh et al. [42] carried out a study comparing three different hybrid models, that was
a modification of their initial macroscopic-model. The numerical analysis showed that the difference
among the models was negligible for results such as the evolution of projectile velocity and the global
impact fabric behavior.

With the objective of studying the friction coefficient in aramid woven, Das et al. [36] implemented
a model with truss elements. The study analyzed the influence of the friction coefficient and the
clamping conditions. It was reported that there is a limit for the friction between yarns since the
shape of the projectile is negligible and affects in a negative way to the energy dissipation and the
failure mechanism.

In the present study, a simplified finite element model is developed using truss elements with
the aim of establishing the advantage that 1D element models present over solid element models.
A validation analysis proved that the simplified model is efficient in terms of computational cost and
accuracy. A parametric study has been carried out using the numerical model, with specific focus on
the effect of the impact angle, a parameter that is not usually analyzed in the literature. Results are
used to generate a response surface diagram able to predict the ballistic limit for low impact velocities.
This methodology will be a useful tool for rapid impact response analysis in the industry.

2. Theoretical Study

The study of the physical mechanisms by which impact pressure waves reach the chest and
cause injury are continuously under study in the research community. It is a goal to determine how
the impact pressure waves are transmitted to the thorax or the brain in order to implement effective
preventive measures and reduce the exposure risks [43,44].

The energy absorption rate of aramid fabric during impact depends on many variables. Among all
of them, it should be mentioned the fiber modulus and the material modulus, which is related to the
ability to brake the projectile [22,45].

The breaking energy of the yarn is determined by its characteristics, such as tensile strength,
elongation or modulus. These factors affect the transmitting velocity of the stress wave that is generated
by the impact of the projectile. The wave must be dispersed rapidly, and the breaking energy must
be as high as possible to increase the impact resistance and the ballistic limit (velocity at which the
projectile passes through the material) [46].

The characteristics of the material, such as the interlacing geometry of the fibers, the thickness
and the number of layers, also affect the distance at which the impact disturbance will have moved in a
given time. They also influence the breaking energy of the material (ability to resist breakage due to an
external force), which depends on the tensile strength and elongation of the material.

3. Numerical Model

The numerical models implemented in this study were developed using the finite element explicit
code ABAQUS. The following sections describe the methodology used to generate both models.

3.1. Projectile

All projectiles were implemented as rigid solid objects to reduce the computational time [28].
Four geometric shapes (blunt, hemispherical, conical and truncated conical) was defined to keep
the mass constant to 7.5 g for all cases (see Figure 1). The friction coefficient between projectile and
material was established to be 0.22, taken from the literature [27]. As a rigid 3D object contained in a
3D space, a projectile has six degrees of freedom for motion. All rotation degrees have been restrained.
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The projectile can only traverse in the direction of the impact. The projectile velocity normal to the
fabric is specified before each simulation and it ranged between 30–130 m/s based on experimental
tests carried out in the same material by Yu et al. [47].
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Figure 1. Dimensions of the projectiles: (a) blunt projectile, (b) conical point projectile, (c) hemispherical
projectile and (d) truncated conical point projectile.

3.2. Specimen

The specimen was impacted by the projectile in the center. It was fully clamped, resulting an
effective area of 101 × 101 mm2 (Figure 2a). Each yarn had density of 1440 kg/m3 and was modelled as
a linear-elastic material until failure to capture the behavior of the woven fabric subjected to ballistic
impact (Figure 2b) [23,24]. When the ultimate strength was reached, the element was assumed to be
damaged and removed from the computational domain. The mechanical properties of the aramid
fabric were taken from the literature [36], where no apparent plastic deformation before fracture was
reported. Table 1 shows the most important parameters of the yarns in both the directions. The static
and dynamic friction coefficient values between yarns are 0.186 and 0.17, respectively. Both coefficients
were obtained from semi-analytical model based on yarn pull-out tests [36].
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Table 1. Material properties of the Kevlar yarns [36].

Property Warp Yarn Fill Yarn

Young Module (GPa) 63.86 77.84
Poisson’s ratio 0.01 0.01

Ultimate Strength (GPa) 2.28 2.76
Thickness (mm) 0.11 0.12

The difference between both numerical models proposed, presented in Figure 3, is the representation
of the yarns. In the complete full model case, the yarn dimensions were taken from [36] and were
modelled with 3D solid elements (Figure 3a). The 3D elements were the standard volume elements of
Abaqus. This element can be composed of a single homogeneous or heterogeneous material; they are
more accurate if not distorted, particularly for quadrilaterals and hexahedra. In the present study the
element used was C3D8R (eight-node linear brick) with reduced integration and hourglass control.
It has three degrees of freedom by node [48].
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On the other hand, the simplified model presents the yarns as 3D one-dimensional truss elements,
which use linear interpolation for position and displacement, and have a constant stress. In this study,
the element T3D2 (two-node linear displacement) was chosen. It had three degrees of freedom by node.
Truss elements are long, slender structural members that can transmit only axial force and do not
transmit moments [48]. The cross section was considered to be made up of trusses of an approximate
cross section of 0.064 mm2 (Figure 3b). Dimensions of the yarns are also given in Figure 3.

4. Validation and Comparison between Models

The study encompasses evaluation of computational time, projectile geometry effects and ballistic
curve prediction (initial and residual velocities). For the flat nose projectile case, with and impact
angle of 0◦, the ballistic curves obtained with the 1D and 3D models proposed, and the corresponding
experimental values published in [36], are presented in Figure 4.

In the Figure 4, three different regions, typical from this kind of curves, are observed:

1. In the first one (Vi < 44 m/s), the negative residual velocities indicate that the projectile rebounds
due to the impact. This phase was dominated by fiber elongation. The yarns returned to the
original configuration and released most of the elastic energy stored, imparting the projectile
almost its original velocity towards the opposite direction. Thus, only a small amount of energy
was dissipated.

2. In the second phase (44 m/s < Vi < 52 m/s) an abrupt increment from a negative to a positive
value of the residual velocity was observed. This corresponds to the rupture failure of the fabric.
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Some of the yarns surpassed their tensile yield stress and collapsed, dissipating energy in the
process. The number of breaking (failed) yarns increased rapidly in a short range of velocities,
allowing the projectile to pierce or penetrate the fabric.

3. If the initial velocity is further increased (Vi > 52 m/s), the projectile always pierced the fabric,
but the initial velocity was reduced by the dissipated energy. That is because the yarns first
suffered an elongation, and then they failed by rupture because of the impact, absorbing some
portion of the impact energy from the projectile.

The results obtained accurately reproduced the experimental trends above and below the ballistic
limit. Here, negative residual velocities mean projectile rebound (impact velocity below the ballistic
limit). In particular, the ballistic limit error was close to 4%, as can be seen in Table 2.
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Table 2. Ballistic limit results for the truss elements model.

Projectile Type Experimental (m/s) 1D Model (m/s) Error (%)

Blunt projectile 48 50 4.1
Hemispherical projectile 43 40 –6.9

Once the model was calibrated for the flat nose projectile, the hemispherical point projectile case
was analyzed. Is this case, the general trends were also quite well predicted, see Figure 5. The three
different regions described for the Figure 4 were also observed here. Although the error for the ballistic
limit derived from the change of projectile geometry was close to −7% (Table 2), it can be considered
acceptable according to the simplifications of the model and the level of engineering accuracy desired.
Figure 6 shows the stressed fibers (typical cross section) at different instants of the simulation (Figure 6a).
The fiber separation and fiber breakage during perforation is shown in Figure 6b.
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In general, it can be observed that both 1D and 3D element models present reasonable accuracy
when predicting the residual velocity of the projectile in terms of magnitude and trending. It is possible
to observe the overestimation of residual velocity predicted with the solid model; in particular, it is
slightly larger than that obtained with the simplified model, which involves that the solid model
is conservative.

Despite an improved velocity estimation by the 3D model, the results obtained by the simplified
model (which is around 99% faster, Table 3) lead to consideration it as an efficient tool in terms of
computational requirement and accuracy level.

Table 3. Comparison of computational time for the case of 60 m/s between 1D and 3D models.

Projectile Type 1D Model 3D Model Computational Cost Reduction

Blunt projectile 480 s 33,213 s 98.55%
Hemispherical projectile 270 s 29,058 s 99.07%

5. Results

After validating and comparing the results of both 1D and 3D element based models, a parametric
study was carried out in order to analyze the influence of the projectile shape, the number of layers of
the impacted panel and the impact angle. Even though both models are suitable to estimate the residual
velocity, the 1D model was selected for the study because of its simplicity and low computational time.
Results are discussed in the following sections.

5.1. Influence of the Projectile Geometry

In agreement with the literature related to low impact velocity in soft fabrics [47], the fabric area
far from the impact zone, suffered a low deformation (a low displacement). Fixing the four sides of the
fabric contributes to locate the stress and strain distributions around the impact area where the fabric
generates a pyramid shape until failure.
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Figure 7 shows the evolution of the ballistic curves in terms of variation of the residual velocity
with impact velocity for different projectile geometries. It can be observed that the flat nose projectile
presents the highest ballistic limit, VBL = 49 m/s (velocity at which all impact energy is absorbed by the
fabric and no penetration takes place). The round and truncated conical nose projectiles presented
the same ballistic limit valued at 44 m/s, and the conical projectile at 46 m/s. The velocity value is
reduced by 11% and 8% respectively, compared with the flat nose. This result implies that any sharper
projectile presents a lower ballistic limit compared to a flat projectile [4]. This can be explained because
the sharp projectile favors the separation of the transversal yarns generating a hole through which the
projectile can penetrate the fabric. At the same time, the contact area was reduced to a smaller surface,
causing greater stress. Under this situation, the fibers are more easily ruptured.
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Figure 7. Ballistic curves for different projectile noses.

Figure 8 represents the projectile velocity evolution from the instant of impact moment. The initial
velocity of the projectile fixed at 60 m/s is above the calculated ballistic limit. A few observations were
derived from the relationship depicted. The cone geometry offers the lowest rate of deceleration while
the rest of the geometries have relatively higher or similar rates. The projectile velocity histories of
the round nose and truncated conical nose were quite similar, because the second geometry can be
considered as a rough approximation to the round case. The energy dissipated by friction between the
projectile and woven fabric increases with the frontal contact area, which was higher for the conical
frustum projectile. Finally, the cone nose projectile has a higher residual velocity due to the sharp nose
of the impact. This geometry favors the penetration of the fabric, as can be seen in [27].
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Based on the principle of energy conservation, the energy dissipated by the fabric (Figure 9)
is equal to the loss of the projectile kinetic energy, given by Equation (1), where mp, represents the
projectile mass, Vi is the impact velocity and Vr is the residual velocity.

∆E =
1
2

mp
(
V2

i −V2
r

)
. (1)
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It can be observed in Figure 9 that the front face of the projectile plays an important role in the
yarn breakage. While a sharp front face favors the separation of the yarns (cone nose projectile), the flat
nose projectile penetration is entirely governed by yarn breakage which involves a higher load in the
fibers and reduces the residual velocity [27,36].

5.2. Influence of the Impact Angle

The influence of the impact angle, defined as the angle between the projectile and the normal
direction to the target (represented as α in Figure 2), was carried out with the round nose projectile.
This projectile was chosen among the others because it is an intermediate geometry between flat and
conic nose projectiles. It also has a close resemblance to common ammunition, like 9 mm “parabellun”.
The velocity magnitude, V, was split into directions Y and Z as follows:

VY = V· cos(α)
VZ = V·sin (α)

(2)

For a particular oblique angle, α = 45◦, three cases could be distinguished as function of the impact
velocity (sketched in Figure 10 and detailed in Figure 11):

1. Below the ballistic limit, 30 m/s < V < 45 m/s: The projectile reduces its velocity components in
both directions (VY and VZ) during impact. The projectile changes the direction along Y axis
because of the rebound (Figure 10a).

2. Close to the ballistic limit, 50 m/s < V < 55 m/s: The projectile suffers first a small rebound and
then a small push out due to the wave generated in the fabric during the impact (Figure 10b).

3. Above the ballistic limit, 35 m/s < V < 60 m/s: The projectile continues its trajectory through the
fabric with decreasing velocity in both the directions (Figure 10c).

Figure 11 illustrates the previous example. The left side plots correspond to impact velocities
below the ballistic limit: the magnitude V (Figure 11a), Y-component VY (Figure 11e) and Z-component
VZ (Figure 11c). The right side plots correspond to impact velocities above the ballistic limit: the
module V (Figure 11b), Y-component VY (Figure 11f) and Z-component VZ (Figure 11d).
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Figure 10. Schematic representation of VY and VZ components as a function of the initial velocity Vi.
(a) Impact velocity below the ballistic limit, (b) impact velocity close to the ballistic limit, and (c) impact
velocity above the ballistic limit.
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The evolution of the absorbed energy during impact for different angles is represented in Figure 
13. Around the ballistic limit, the fabric absorbed almost all of the impact energy to decelerate the 
projectile. It is observed that the ballistic limit increases with the angle. Keeping the impact velocity 
constant (V), the kinetic energy component due to velocity in the Y direction decreased with the angle 
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Figure 11. Velocity time histories for different initial velocities (impact angle = 45◦): (a,b) magnitude of
the velocity V, (c,d) velocity in the direction Z and (e,f) velocity in the direction Y.

The evolution of the residual velocity as a function of the impact angle is represented in Figure 12.
Increasing the impact angle involves increasing the residual velocity in Z direction, due to the increase
of VZ with the angle even in rebound cases (Figure 12a). Below the ballistic limit, rebound occurs for
any angle (Figure 12b, Vi = 30 m/s). Results show that the trend for VY changes above the ballistic limit.
It increases with the oblique angle, but at high angles the rebound may appear (Vi = 60 m/s, α > 50◦).
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The evolution of the absorbed energy during impact for different angles is represented in Figure 13.
Around the ballistic limit, the fabric absorbed almost all of the impact energy to decelerate the
projectile. It is observed that the ballistic limit increases with the angle. Keeping the impact velocity
constant (V), the kinetic energy component due to velocity in the Y direction decreased with the angle
(Figure 11). In practice, the impact component in this direction is what produces the rupture of the
yarns. Consequently, the projectile would need a higher initial velocity to break the yarns. It was
found that increasing the angle to 66% leads to an increment of the ballistic limit of 58%.Materials 2019, 12, x FOR PEER REVIEW 12 of 16 
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For the hemispherical projectile, the relationship to estimate the dissipation energy and the ballistic
limit as a function of the impact angle were calculated (Figure 14). For both cases, the R2 value was
greater than 0.9, which supports the validity of the equations.

Materials 2019, 12, x FOR PEER REVIEW 12 of 16 

 

 
Figure 13. Variation of the dissipation energy with the impact velocity for different impact angles. 

For the hemispherical projectile, the relationship to estimate the dissipation energy and the 
ballistic limit as a function of the impact angle were calculated (Figure 14). For both cases, the R2 value 
was greater than 0.9, which supports the validity of the equations. 

 
Figure 14. Variation of the ballistic limit and the dissipation energy with the impact angle. 

5.3. Influence of the Number of Layers 

The combination of the impact angle and the number of layers provides a multiple-choice 
problem. An initial study was carried out with the numerical model implemented and based on the 
round nose projectile.  

A fitted equation calculated with the results obtained from the numerical model is presented in 
Equation (3), where n represents the number of layers and θ is the impact angle. The R2 value was 
0.92, highlighting the validity of the fitted model. The mechanistic model shows a good correlation 
between the ballistic limit obtained with the numerical model and the ballistic limit calculated from 
Equation (3) as can be seen in Figure 15b. 𝑉஻௅ = 22.250 + 0.458 · 𝜃 + 22.425 · 𝑛 + 0.335 · 𝜃 · 𝑛             𝑅ଶ = 0.927 (3)

0

5

10

15

20

25

30

35

0 20 40 60 80

D
is

si
pa

tio
n 

en
er

gy
 (J

)

Impact velocity (m/s)

Impact energy
0
15
30
45
60

VB
L
(θ
=0

°)
VB

L
(θ
=1

5°
) VB

L
(θ
=3

0°
)

V B
L
(θ
=4

5°
)

VB
L
(θ
=6

0°
)

y = 0.0003x3 - 0.02x2 + 0.4611x + 42.9
R² = 0.9982

y = 0.0017x2 + 0.0128x + 6.9184
R² = 0.9966

0

2

4

6

8

10

12

14

16

0

10

20

30

40

50

60

70

80

0 20 40 60

D
is

si
pa

tio
n 

en
er

gy
 (J

)

Ba
llis

tic
 li

m
it 

(m
/s

)

Impact angle (º)

Ballistic limit
Dissipation energy
Ballistic limit (fitted line)
Dissipation energy (fitted line)

Figure 14. Variation of the ballistic limit and the dissipation energy with the impact angle.

5.3. Influence of the Number of Layers

The combination of the impact angle and the number of layers provides a multiple-choice problem.
An initial study was carried out with the numerical model implemented and based on the round
nose projectile.

A fitted equation calculated with the results obtained from the numerical model is presented in
Equation (3), where n represents the number of layers and θ is the impact angle. The R2 value was
0.92, highlighting the validity of the fitted model. The mechanistic model shows a good correlation
between the ballistic limit obtained with the numerical model and the ballistic limit calculated from
Equation (3) as can be seen in Figure 15b.

VBL = 22.250 + 0.458·θ+ 22.425·n + 0.335·θ·n R2 = 0.927 (3)
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Figure 15a shows a response surface based on Equation (3). This Figure shows how the ballistic
limit is enhanced by increasing the number of layers in the material. The ballistic limit value increases
by 48%, 109% and 159% for two, three and four layers respectively. On the other hand, increasing
the impact angle, raises the ballistic limit by nearly 27%, 63% and 95% for angles of 30◦, 45◦ and 60◦
respectively. The evolution of the ballistic limit can be estimated rapidly using the fitted equation.

6. Conclusions

Based on the work presented in this paper, the following main conclusions can be drawn:

• A simplified model to study the impact in aramid fabrics at low velocities is been developed and
parameterized. To validate the model, the results obtained were compared with the experimental
tests reported in literature, obtaining a good agreement between the predicted values and the
experimental results.

• The comparison of the 1D element based model with a 3D element based model demonstrated
that the simplified models can reduce the computation time by 90%. This modelling methodology
could be considered when designing personal protections with different woven structures and
for various projectile geometries. The implementation of the numerical models in the industry,
to help during the design process, requires simple and fast simulation tools.

• The computational analysis was also able to delineate the influence of different factors such as
projectile geometry, number of layers and impact angle. Sharper projectiles lead to a higher
residual velocity and a lower energy absorption, because the specific geometric feature of the
projectile causes a higher deformation of the fibers allowing an improved slip through the fabric
and facilitating rupture of the fibers. An increase in the impact angle and the number of layers
lead to an increment of the ballistic limit.

• A mechanistic model developed for rapid estimation of the ballistic limit has been presented and
validated with a very good confidence level. The expressions and surface diagrams obtained in
this paper allowed to predict the critical velocity of impact once the number of layers and impact
angle are known. This complementary analysis has elevated potential to be used in industry
because of its simplicity. However, it is worth noting the necessity to carry out some previous
work, both experimental and numerical, required to develop these types of mechanistic models
with applicability in industrial environment.
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Abstract: Accelerated construction in the form of steel–concrete composite beams is among the most
efficient methods to construct highway bridges. One of the main problems with this type of composite
structures, which has not yet been fully clarified in the case of continuous beam, is the crack zone
initiation that gradually expands through the beam width. In the current study, a semi-empirical
model was proposed to predict the size of cracks in terms of small box girder deflection and intensity
of load applied on the structure. To this end, a set of steel–concrete composite small box girders were
constructed by the use of steel fibrous concrete and experimentally tested under different caseloads.
The results were then used to create a dataset of the box girder response in terms of beam deflection
and crack width. The obtained dataset was then utilized to develop a simplified formula providing
the maximum width of cracks. The results showed that the cracks initiated in the hogging moment
region when the load exceeded 80 kN. Additionally, it was observed that the maximum cracked zone
occurred in the center of the beam due to the maximum negative moment. Moreover, the crack width
of the box girder at different loading cases was compared with the test results obtained from the
literature. A good agreement has been found between the proposed model and experiment results.

Keywords: static behavior; studs; deflection; finite element model; composite beam; crack width

1. Introduction

Advancement in new construction techniques has received much attention in the last decades.
The conventional bridge constructions and rehabilitation are usually accompanied by several
operational difficulties. In order to overcome the traditional bridge construction problems, quite
a few construction techniques were established such as accelerated, rapid, modular, mechanized, or
precast constructions. Among them, the accelerated construction is an effective technique to reduce the
impact of the bridge construction period on the surrounding traffic flow [1]. Moreover, it can properly
help the engineering projects to save the implementation cost, improve the construction safety, reduce
the adverse effects on the surrounding environment, ensure the higher construction quality, etc. [2].

Accelerated construction of steel fibrous high-performance continuous composite box girder
bridge (ACHPCBG-bridge) is classified into two types—steel–concrete composite box girder bridge
with single or double cell and small box girder bridge with multiple cells [3]. If the depth of the box
girder exceeds 1/6 or 1/5 of the bridge width, single-cell box girder is recommended to be used in
practice; however, if the depth is smaller than 1/6 of the width of bridge, double-cell or multiple-cell
box girders can be considered [4]. The boxes used in the ACHPCBG-bridge are mostly rectangular,
trapezoidal, or triangular in shape [5,6] as shown in Figure 1. It is reported that triangular boxes with
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apex down suffer from some disadvantages [7]. They usually have to be deeper than rectangular or
trapezoidal boxes. Additionally, because of smaller area, triangular boxes have less torsional resistance.
Furthermore, their bottom flange often has to be a heavy built-up section combined with bent plates
for connection to the webs. Bending moment and shear force on rectangular box girders are greater
than that of trapezoidal cross section [8]. Therefore, trapezoidal box girders may be a better choice
for accelerated construction in comparison to other box girders. Characteristics of concrete material
is also an important part in steel–concrete composite box girders, especially for cases where a large
strength-to-weight ratio is required [9]. A box girder is either simply supported or continuous. Many
researchers simulated the composite structures in bridge application to study various aspects of their
structural behaviors [10–17].
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The ultimate loading capacity of the ACHPCBG-bridge is usually determined by either flexural
or shear bearing capacity and is governed by the compressive strength of the concrete or tensile
strength of the steel girder. Moreover, in some areas with a continuous composite beam subjected
to hogging moment, high strength is required to resist the negative bending. In the support region
where the negative bending moment acts, a relatively high tensile stress is generated in a concrete slab
and compressive stresses are induced in the lower steel region. As such, the mechanical behavior of
these girders is strongly nonlinear even for low-level stress at that region, resulting in crack initiation
in the slab, which is generally considered as a shortcoming for the durability and service life of a
structure. [18–23].

In any construction, the characteristics of concrete play an essential role. Concrete is brittle and
has limited ductile behavior. Therefore, a form of reinforcement is required to enhance structural
stability. Steel bars are used as reinforcement in concrete structures; however, there is still a possibility
of crack formation internally or externally, which may lead to a major problem in overall stability of
structure [24,25].

202



Materials 2019, 12, 964

The cracks developed in reinforced concrete members extend freely until encountering a
reinforcing bar. We need to arrest the cracks to lengthen the lifespan of structures. Hence,
a multi-directional and closely spaced reinforcement is required to be used in concrete. The fibers
are, thus, an excellent choice to overcome this type of problem in practice. Fiber reinforced concrete
(FRC) is composed of short discrete fibers that are uniformly distributed and randomly oriented
within the concrete matrix. The fibers are mainly classified into four types—steel, glass, natural,
and synthetic—and each of the different fibers have different properties [26–30].

Fibers in a concrete element increase the structural integrity, provide high tensile strength to plain
concrete, reduce the permeability of concrete, and increase the resistance to impact load. Fibers can
reduce the number of rebars without loss of strength. They can also eliminate cracks propagation by
bridging action. The flexural behavior, bond strength, and especially toughness of SFRC increase as
the fiber content increases. Carbon or steel fibers can be added to a cement matrix at a high volume
fraction (0.5–3%) to increase the conductivity of the composite. The properties of fiber concrete depend
upon the volume of fibers used [31–36].

Various types of problems occur in composite materials, mostly due to cracks and delamination.
The crack in a composite structure may reduce the structural stiffness and strength and redistribute
the load, which may either delay the structural failure or accelerate the structural collapse. The crack
is not the main cause of structural failure, but rather is the part of the failure process that may lead
to the loss of structural integrity. Therefore, it plays an important role in the failure mechanism of
steel–concrete composite structures [37–43].

The composite beam usually consists of a steel section jointly acting with one (or two) flange(s)
made of reinforced concrete that is mainly subjected to bending [44]. These two materials are
interconnected by means of mechanical shear connectors. Therefore, a composite beam, even with
small steel sections, has high stiffness and carries heavy loads on long spans. However, by increasing
the load intensity, additional issues such as slip and deflection occur along the beam [45]. In the current
study, different deformation gauges were installed at the bottom of flanges of the beam to measure the
maximum deflection induced along the beam.

The current study mainly aimed at investigating the static behavior of the ACHPCBG-bridge
under vertical loading and proposing a simplified methodology to estimate the width of cracks. For this
purpose, an ACHPCBG-bridge was experimentally tested under several caseloads to get deflection
response. Additionally, the cracking process at hogging moment region was measured at each load
step. The details of experimental models are discussed in the following sections.

2. Design and Fabrication of Experimental ACHPCBG-bridge

Accelerated construction steel–concrete composite small box girder is a construction technique
consisting of an open steel box girder, diaphragm, welding stud, and concrete slab. It is difficult to
make corresponding scale models, especially of the concrete bridge deck and the thickness of the steel
plate. Therefore, based on the 25 m span prototype bridge, a stereotype model of the steel–concrete
composite small box girder was prepared with the members-to-actual length ratio of 1:4. The basic
parameters of box girder are shown in Table 1.

In the accelerated construction of steel–concrete composite small box girder, concrete material,
stud group arrangement, and stud group spacing are three main parameters. At present, ordinary
concrete by a grade size below C50 is mainly used in steel–concrete composite structures. However,
because of the high strength and low weight, high-performance concrete not only reduces the weight of
superstructure and decrease the costs, but also provides higher durability to the main structure. Hence,
it is gradually getting more applications in bridge engineering. As to the knowledge of the authors,
there is no specific literature or standard available to give unified understanding of the arrangement
and spacing of studs in group. From the design point of view, in order to ensure the mechanical
performance of the bridge structure, the degree of shear connection should not be too small; however,
from the viewpoint of construction process, it is desirable to increase the stud spacing as much as
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possible to adapt the accelerated construction. The current code for design of steel–concrete composite
structures in China [46] requires that the number of welding studs in each shear span area should
be greater than the ratio of longitudinal shear force at the interface between steel beam and concrete
slab and the shear capacity of single welding stud, i.e., complete shear design is required. In the steel
structure design code [47], when the strength and deformation are satisfied, the longitudinal and
horizontal shear capacity of the shear connectors at the interface of composite beams can guarantee
the full flexural capacity of the maximum moment section; then, they can be designed according to
the partial shear connection. However, partial shear connections are limited to composite beams with
equal cross-section spans not exceeding 20 m. The AASHTO [48] bridge design code stipulates that
the spacing of reserved hole should not be more than 610 mm. EC4 [49] requires that the maximum
spacing of uniform welding studs should not exceed the minimum of 4 times the thickness of concrete
slab and 800 mm; however, there is no specific provision for group stud shear connectors.

Table 1. Material and geometrical details of specimen girder.

Material Parameter Value Parameter Value

Concrete

Density, (kg/m3) 2400 Combined beam width, (mm) 700
Elastic modulus, (MPa) 36,400 Beam length (calculated span), (cm) 630(600)

Poisson’s ratio 0.2 Beam height, (mm) 327
Yield strength, (MPa) 76.24 Number of welding studs 132

Steel

Density, (kg/m3) 7850 Design strength of bridge deck concrete, (MPa) C60
Elastic modulus, (GPa) 210 Thickness of concrete deck, (mm) 70

Poisson’s ratio 0.3 Reserved hole concrete design strength, (MPa) C80
Yield strength, (MPa) 421 Spacing center distance, (mm) 600

Reinforcement

Density, (kg/m3) 7800 - -
Elastic modulus, (GPa) 206 - -

Poisson’s ratio 0.3 - -
Yield strength, (MPa) 445 - -

Stud

Density, (kg/m3) 7800 - -
Elastic modulus, (GPa) 210 - -

Poisson’s ratio 0.3 - -
Yield strength, (MPa) 360 - -

Size, (mm) Φ13 × 50 - -

The structure and main dimension of the composite test beam are shown in Figure 2, which is
made up of an open steel box girder and precast concrete slab. The test beam was 6.3 m in total length.
It had two spans, with each span of 3 m length. The total height of the composite box girder was
327 mm with 70 mm slab thickness and 257 mm height of steel box girder. The upper flange was 6 mm
thick and 135 mm wide. The web and bottom plates were 6 mm and 8 mm thick, respectively. A solid
web diaphragm was set at every 600 mm from the support position. The diaphragm was 6 mm thick
and 220 mm high. The test beam was made of Q345qc steel. The upper flange of the steel beam was
arranged with shear group studs. The center distance of the group stud was 600 mm. The lateral
distance of the group stud was 50 mm and the longitudinal distance was 65 mm. The welding stud was
Φ13 × 50 made of ML15AL.The configuration of the steel–concrete composite beam is given in Figure 2.
Construction of prefabricated concrete slabs, welding of steel beams, and welding of studs are strictly
in accordance with the requirements of design, drawings, and construction technique specifications.
The main fabrication process is shown in Figure 3. Copper-plated steel fiber with a diameter 0.2 mm
and length of 13 mm, tensile strength of 2000 MPa, and volume fraction of 1.5% was used in a
concrete element. The physical properties of steel fiber used are shown in Appendix A, Table A3.
The information about different properties and materials used, such as cement, fine aggregates, coarse
aggregate, water, and chemicals have been described in details in Appendix A.
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Figure 2. Details of experimental accelerated construction of steel fibrous high-performance continuous
composite box girder bridge (ACHPCBG-bridge) (mm). (a) Composite beam cross-section and stud
arrangement of specimen 1; (b) composite beam cross-section and stud arrangement of specimen 2;
(c) plan of steel; (d) plan of concrete; (e) cross-section at A-A; (f) cross-section at B-B; (g) cross-section
at C-C.
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Figure 3. Fabrication process of specimen: (a) Formwork erection and reinforcing cage binding; (b) casting
and maintenance of concrete slab; (c) steel beam welding; (d) stud welding of test specimen 1; (e) stud
welding of test specimen 2; (f) completion of concrete slab and open steel box girder; (g) placing of concrete
slab on steel box girder to make it composite; (h) reserve hole filling.

3. Experimental Test

3.1. Test Method and Instrumentation

3.1.1. Deflection

Deflection was measured by means of digital displacement transducer deformation gauges at
key sections as shown in Figure 4. At the key sections, two sensors were used on each side of the steel
bottom to get the accurate measurement of displacement. Due to limitation of instrument available
in the lab, a set of two actuators with a total imposing force of 900 kN was applied to the model.
The numerical model was established as a first approximation in order to find the experimental result
properly. The deflection at 900 kN was experimentally found as 13.211 mm, which is very close to
the analytical value of 12.8 2 mm. The details about obtained results from the experimental test and
numerical analysis is presented in the establishment of numerical modeling section.
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3.1.2. Crack Measure

The digital concrete crack gauges were used to measure the crack width at a key section
(i.e., the negative bending moment region) of the concrete slab. This crack gauge was used for
quantitative detection of the crack width on the concrete surface, known as the common concrete
non-destructive testing equipment. The gauge could automatically interpret the measurement and
directly display the crack width value on the screen. It had a measuring range of 0.01 to 3 mm,
the magnification of 60×, and the estimated accuracy of 0.005. At different loading cases, crack length
and crack width were measured. The observed maximum crack width was considered for formulation
and verification. In the experimental test of specimen 1, crack number 3 had the maximum crack width
of 0.456 mm at the 900 kN load; for specimen 2, however, crack number 2 had the maximum crack
width of 0.349 mm. The detail of crack width, crack length, and loading cases of specimens 1 and 2 are
presented in Tables 2 and 3, respectively. More details about crack formation is discussed in Section 6,
simplified model.

3.2. Loading Procedure

The experiment was performed in the structural lab of the Quzhou University. A set of two
actuators with total 900 kN loading capacity equipment was used in the experiment to apply the load
at the mid-span of the steel–concrete composite beam. The test specimen was supported by a roller
system at both ends and hinge support at the center of the two-span continuous beam. The change
in behavior of composite girders was carefully observed through the static test. The test girder was
loaded up to 100 kN in 20 kN intervals, followed by 50 kN intervals up to 900 kN. The maximum
capacity of the instrument was 900 kN. A loading plate (110 cm × 30 cm × 20 cm) and a supporting
plate (70 cm × 15 cm × 8 mm) have been used in the experiment. The test setup for the steel–concrete
composite beam is illustrated in Figure 5
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4. Establishment of Numerical Modeling

4.1. Modeling

The specimen had two spans of 3 m and the total length of the girder was 6.3 m. A 3D numerical
model of the steel–concrete composite girder beam with a clear span of 3 m was simulated in ABAQUS
version 6.14 [50]. A detailed view of the numerical model is shown in Figure 6. Loading was applied to
the top surface of the concrete slab and distributed over the full width of the girder. The load increased
with 20 kN intervals up to 100 kN and, then, the load interval was set to 50 kN up to the total imposing
force of the actuator. Due to the symmetry in geometry, loading, and boundary conditions, only half
of the beam was modeled. The coordinate system represented axes X, Y, and Z as axes 1, 2, and 3 in
the model, respectively. The symmetry boundary conditions are shown in Figure 6e with a restrained
degree of freedom [51].

ABAQUS/standard solver with a linear geometric order was used in the study. Eight-node
brick elements with reduced integration (C3D8R) were used to model the concrete and stud.
The first-order interpolation, three-dimensional beam element (B31), and four-node shell element with
reduced integration (S4R) were used to model reinforcement bars and steel, respectively. The final
mesh included 55,496 elements and 67,327 nodes. Steel reinforcement bars were modeled using
embedded rebar element. Surface-to-surface contact was used for stud-to-concrete and steel-to-concrete
interactions. The material nonlinearities of concrete and steel were modeled using the concrete damage
plasticity model and the elastic-plastic bilinear model, respectively. The accuracy of the results basically
depends on the size of the mesh, the constitutive model, and boundary conditions [52]. Therefore, these
aspects should be carefully incorporated into the proposed finite element model. Adequate attention
was paid to the development of hexahedral mesh and the assigning interaction between various
surfaces. Various components, namely, concrete slab, steel beam, stud connectors, reinforcement bars,
and stiffeners, were meshed part by part instead of using global or sweep features. Thus, a regular
structured hexahedral mesh was generated. To get an acceptable level of accuracy, the approximate
global mesh size of 0.025 was used for reinforcement bars and concrete; whereas an approximate global
mesh size of 0.015 was used for studs and steels. The modeling of different parts of the beam is shown
in Figure 6. Material and geometrical details of the specimen girder are given in Table 1.
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4.2. Material Description

4.2.1. Concrete

In order to simulate the mechanical behavior of concrete, a damage plastic model of concrete was
utilized in the current study. The constitutive relationship of concrete is adopted from the uniaxial
tension and compressive stress–strain curve of concrete given in the “code for the design of concrete
structure” GB 50010-2010 [53]. On the day of the experiment, the measured average compressive
strength of C60 concrete cube was 76.24 MPa, and the design strength of reserved-hole C80 concrete
was 87.4 MPa. Additionally, the average splitting strength and the average elastic modulus were
5.09 MPa and 36.4 GPa, respectively. The uniaxial tension and the uniaxial compression parameters
are listed in Table 4.

Table 4. Concrete uniaxial tension and compression parameters.

Parameter αt ft,r (Mpa) εt,r αc fc,r (Mpa) εc,r

C60 3.82 3.5 1.28 ×
10−4 3.81 76.24 2.19 × 10−3

The stress–strain relationship of concrete under uniaxial tension is expressed as follows:

σ = (1 − dt)Ecε (1)

dt = 1 − ρt

[
1.2 − 0.2x5

]
, x ≤ 1 (2)
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dt = 1 − ρt

αt(x − 1)1.7 + x
, x > 1 (3)

x =
ε

εt,r
(4)

ρt =
ft,r

Ecεt,r
(5)

where αt is the parameter of concrete uniaxial tension stress–strain curve in the decline period, ft,r is
the representation of concrete uniaxial tensile strength, εt,r is the peak tensile strain corresponding to
ft,r, and dt is the evolution parameter of concrete under uniaxial tension.

Compression stress–strain relationships are assumed as follows:

σ = (1 − dc)Ecε (6)

dc = 1 − ρcn
n − 1 + xn , x ≤ 1 (7)

dc = 1 − ρc

αc(x − 1)2 + x
, x > 1 (8)

ρc =
fc,r

Ecεc,r
(9)

n =
Ecεc,r

Ecεc,r − fc,r
(10)

x =
ε

εc,r
(11)

where αc is the parameter of concrete uniaxial compression stress–strain curve in the decline period,
fc,r is the representation of concrete uniaxial compressive strength, εt,r is the peak compressive strain
corresponding to fc,r, and dc is the evolution parameter of concrete under uniaxial compression.

The stress–strain relationship and damage model of C60 concrete are shown in Figure 7.
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4.2.2. Steel Beam, Stiffener, and Stud

The steel and stiffener were modeled considering the nonlinear behavior of the materials.
The elastic-plastic material model was employed based on the nominal stress–strain behavior of
steel. In the stud connection, an elastic-plastic bilinear model was utilized. However, the material
of steel plates, studs, and steel bars was defined by the ideal elastoplastic model. That is, when
the steel yields, the bearing capacity does not increase, but the deformation continues to increase.
The stress–strain relationships of steel plates, studs, and bars are shown in Figure 8.
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4.3. Bonding

The bonding between the materials was done by the use of interaction in Abaqus. The stud and
concrete was modeled by the penalty method considering a friction coefficient of 0.4 in the tangential
direction and hard contact in the normal direction to avoid penetration between the two contact
surfaces [51]. On account of the interaction between the flange of steel and concrete slabs, the steel was
determined as the “slave surface” and the concrete as the “master surface”. The finite sliding method
was employed for the interaction between studs and concrete. To simulate the steel bar–concrete
interaction, the reinforcement bar was selected as the embedded region and concrete was set to be the
host region.

4.4. Comparison Between Numerical Analysis Values and Experimental Results

The validation of experimental results was performed using the numerical analysis data as
described earlier in Section 4. There was a good agreement between numerical and experimental
results. Due to the maximum capacity of instrument available in the lab, a set of two actuators with a
total imposing load of 900 kN was applied to the model. However, in the numerical model, the final
step of the model was set to 1000 kN with the full shear interaction. The load increment was considered
10% in each load step. The numerical results showed a relatively stiffer behavior compared to the
experimental model. It could be due to the stabilization process that occurred during the loading stage
because of the change in loading system from one set of actuators to another set of actuators. However,
similar results were obtained at the 900 kN load. Afterward, by a small increment in load, a significant
change was observed in the deflection that resulted from the numerical model. Due to the symmetry
in the geometric shape of the beam, the experimental measurement was performed in just one span.
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The deflection at 900 kN was analytically found as 12.82 mm, which is very close to the experimental
value of 13.211 mm. The deflection obtained from the numerical analysis is presented in Table 5.

Table 5. Load-deflection comparison of beam.

Load, kN 80 150 200 300 400 450 500 600 700 800 900 950 1000

Deflection,
FEM (mm) 1.048 1.932 2.563 3.825 5.102 5.745 6.169 7.053 8.041 9.451 12.82 20.41 47.12

Deflection
Specimen 1 (mm) 1.6 2.456 3.739 4.535 6.1465 7.1025 7.4925 8.0125 9.977 11.71 13.211 - -

5. Simplified Model

The first crack observed when the load exceeded 80 kN; then, by increasing the load intensity,
further crack formations were observed in the specimen. The cracks formed on the box girder were
marked by a set of numbers demonstrating the occurrence order. Crack number 3 had the maximum
crack width and was considered in the formulation process. The major cracks observed in the specimen
are presented in Figures 9 and 10. Additionally, the related data are listed in Tables 2 and 3. According
to EC4 [49], the effective length of the beam was considered 1500 mm. To observe the crack width and
length and measure them accurately, a 5 × 5 cm grid size was made on concrete slab as demonstrated
in Figures 9 and 10. The relationship between crack width and maximum central deflection of
the ACHPCBG-bridge is addressed in this section. This relationship relies on the evaluation of
load-deflection behaviors and load-crack width behaviors of experimental model outcomes.

There are many situations where an individual wants to use a simplified model and finds a
formula that best fits a given set of data. Simplifying the model is the best solution and is the process of
constructing a mathematical function with the best fit to a series of data points, giving a mathematical
ideal solution.
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As the first step, with experimental results a simplified formula was developed between the
deflection and the load applied on the beam. It was done by fitting a first-order polynomial function to
the data presented in Figure 11. The result was as follows:

L = 72.183d − 36.781 (12)

where d (m) is the deflection measured at upper yield point of elastic stage in the center of the beam
and L (kN) is the intensity of the load excreted on the beam.
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Figure 11. Fitting the load–deflection curve.
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Next, using the data obtained from the experimental tests, a third-order polynomial regression
model was developed between the load and crack width. It was done by fitting a third-order
polynomial function to the data presented in Figure 12. The result was as follows:

C = 4 ∗ 10−10L3 − 9 ∗ 10−7L2 + 0.001L − 0.0317 (13)

where C (mm) is the maximum width of crack observed before failure. Substituting Equation (12) in
Equation (13) gives a new expression, as follows:

C = 1.5 ∗ 10−4d3 − 4.9193 ∗ 10−3d2 + 0.07707d − 0.06971 (14)
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To adopt the proposed model for the prediction of crack size in steel–concrete composite small
box girder, one can simply calculate the maximum deflection under the static load case. The equivalent
intensity of the load can then be calculated using Equation (12). Next, Equation (13) can be utilized to
approximate the maximum width of the crack generated in box girder beam. However, the limitation
of the proposed model regarding the dimension and construction size should also be considered while
utilizing the proposed model. Having Equation (14), the crack width is available at any desired beam
deflection. The behavior of central deflection and crack width at negative bending moment region is
shown in Figure 13.
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6. Discussion

It is noteworthy that the provided relationship is limited to the upper yield points of the elastic
stage. In order to validate the results and evaluate the accuracy of the proposed formula, a laboratory
model was created. The experimental model was performed under different loads, and the maximum
deflection was calculated in each case. Additionally, the crack width was measured from the experimental
test. The results are reported in Tables 6 and 7. The load-deflation comparisons of tested specimen are
shown in Figure 14. Furthermore, the crack width was approximated by the proposed model for each
load intensity and compared with the experimental results of specimen 1 and 2.

Table 6. Validation of the proposed relationship for crack width prediction of specimen 1.

Load, KN Deflection, mm
Experiment

Crack Width, mm
(Experimental model)

Crack width, mm
(Proposed formula)

80 1.6 0.045 0.041
150 2.456 0.08 0.092
300 4.535 0.215 0.192
450 7.102 0.336 0.283
600 8.012 0.389 0.31
800 11.71 0.403 0.399
900 13.211 0.456 0.435

Table 7. Validation of the proposed relationship for crack width prediction of specimen 2.

Load, KN Deflection, mm
Experiment

Crack width, mm
(Experimental model)

Crack width, mm
(Proposed formula)

80 1.2975 0.054 0.0223
150 2.456 0.094 0.0921
300 4.741 0.188 0.201
450 7.177 0.223 0.285
600 9.1455 0.265 0.338
800 11.8885 0.336 0.403
900 13.0965 0.349 0.432
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Figure 14. Load deflection comparison of tested specimens.

As observed, the crack widths obtained from the simplified model are appropriately close to the
results of the experiments. To better observe the accuracy, the results of the proposed and experimental
models are depicted in Figures 15 and 16. The white bars show the crack width that resulted from
Equation (14) and the gray bars depict the experimental results.
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To further evaluate the model, a few studies were selected from the literature to compare with
the proposed formula. Su et al. [54] experimentally analyzed two different types of continuous
composite box girders. One specimen was a conventional composite box girder with cast in situ
(specimen NCN-1) slab whereas the other was a composite box girder with a prefabricated prestressed
concrete slab (specimen NCN-2). Due to using prestressed concrete, the proposed formula yielded
slightly higher results than the experimental results regarding NCN-2; however, in the case of NCN-1,
the results of the proposed formula were in good agreement with the experimental results as shown
in Figure 17. According to their research, no great increase of the crack width was found when
load increased from 312 to 700 kN; but, in this stage, there was substantial increase in the amount
of cracking. This stage is the stabilization process of the crack, which means the crack distribution
experiences a transition from its randomly distributed state to a quasi-uniformly distributed state.
Similarly, Xu et al. [12] manufactured and tested a continuous double composite girder (DCG) to study
the mechanical behavior in negative flexural region. Their comparison results are shown in Figure 18.
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7. Conclusions

The current study aimed at investigating the behavior of ACHPCBG-bridge utilizing experimental
models. Therefore, a vertical loading was gradually applied to the beam, and the maximum deflection
along the beam was observed at certain points. Additionally, the cracking mechanism was investigated
by the experimental model and the maximum width of the cracks were measured by a digital crack
gauge on the beam surfaces. Finally, a simplified formula was developed approximating the crack
width as a function of deflection

The main conclusions drawn from the current study are as follows:

� A semi-empirical formula was developed based on experimental studies to approximate the
width of crack in ACHPCBG-bridge.

� It was observed that the crack zone initiated when the load exceeded 80 kN with a crack width of
0.045 mm. The appeared crack propagated in full width, i.e., 0.7 m of the beam, when the load
reached 150 kN. In this condition, the crack width was recorded as 0.08 mm.

� By the use of steel fiber in a concrete, the integrity and load resistance capacity are consequently
increased. In this case, the maximum width of the crack was limited to 0.456 mm at 900 kN load.

� If construction can be done properly in a systematic manner, crack propagation would be
effectively limited due to the bridging action of fibers.
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Since the proposed formula is presented as an explicit function, it can be practically used to
predict crack width. The proposed formula can also be used as a limit state function in reliability
analysis to calculate the probability of failure for ACHPCBG-bridge. As the experiment models were
designed by a 1:4 ratio based on 25 m prototype model, the application of the proposed method is
limited to the models within a similar range of parameters. This issue can be investigated by the
authors in future research.

Author Contributions: Conceptualization, B.G.G. and Y.-Q.X.; formal analysis, B.G.G.; data curation, B.G.G., Z.Q.,
and S.-H.G.; investigation, B.G.G., Y.-Q.X. and S.-H.G.; methodology, B.G.G.; project administration, Y.-Q.X.
and B.G.G.; resources, Y.-Q.X. and B.G.G.; software, B.G.G.; validation, B.G.G., Y.-Q.X., S.-H.G. and Z.Q.;
visualization, B.G.G.; writing—original draft, B.G.G.; writing—review and editing, B.G.G.; funding acquisition,
Y.-Q.X.; supervision, Y.-Q.X.

Acknowledgments: The authors appreciate the financial support from Zhejiang University, the Cyrus Tang
Foundation in China, and National Natural Science Foundation of China (NSFC, No. 51541810). Additionally,
the cooperation of staff members of the structural laboratory of Quzhou University and the help from Dr. Ying
Yang in the experimental research are highly appreciated.

Conflicts of Interest: The authors declare no conflict of interest. The funding sponsors had no role in the design of
the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript; or in the decision
to publish the results.

Notations

αt parameter of concrete uniaxial tension stress–strain curve in the decline period
ft,r representation of concrete uniaxial tensile strength
εt,r peak tensile strain corresponding to ft,r

dt evolution parameter of concrete under uniaxial tension
αc parameter of concrete uniaxial compression stress–strain curve in the decline period
fc,r representation of concrete uniaxial compressive strength
dc evolution parameter of concrete under uniaxial compression
εc,r peak compressive strain corresponding to fc,r

C crack width
d deflection
L applied load
Φ diameter of rebar and stud
t thickness of web and flange

Appendix A

The cement was made of local brand of 52.5 grade OPC, and Ganjiang river medium sand was used for fine
aggregate with a fineness modulus of 2.8; well-graded basalt was used for coarse aggregate with a maximum
particle size less than 16mm. The main chemical composition for bonding properties of the constituent materials
are shown in Table A1. The average fineness of the slag powder, density, water reduction rate, activity index on
28d, and activity index on 56d were 3 microns, 2.40 g/cm3, 10–15%, 105–110% on 28d, and 110–125%, respectively.

Table A1. Chemical constituents of Diatomite, SiO2 and mineral powder (%).

Component SiO2 Al2O3 MgO CaO f-CaO SO3 MnO Density Loss

Diatomite 76.11 11.21 3.5 3.8 - - - 2.6 <1
Sub-nano SiO2 80.11 1.49 2.69 4.64 1.98 0.65 - - <1.5
Micron grade

Mineral powder 33.84 11.68 10.61 38.13 - - 0.34 - <3

Silicon Powder was made by local Building Materials Co., Ltd. according to GB/T176-1996 [55]. The test
results of Silicon powder measured by GB/T18736/2002 [56] is reported in Table A2.
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Table A2. Silicon powder performance index.

Item SiO2 (%) Moisture
Content (%)

Ignition
Loss (%)

Water Demand
Ratio (%)

Fineness
(45 um) (%)

28d Activity
Index

Control index ≥85 ≤3.0 ≤6 ≤125 - ≥85
Test Result 95.3 0.90 2.1 119.5 0.9 90

Steel fibers: Straight copper-plated steel fibers with a diameter of 0.2 mm, length of 13 mm, tensile strength
of 2000 MPa, and volume fraction of 1.5% were used as steel fibers. Figure A1 shows the steel fibers mixed
with C80 high-performance concrete. Table A3 shows the physical properties of the steel fibers utilized in the
experimental test.

Table A3. Physical properties of steel fibers.

Fiber type Length (mm) Diameter (mm) Aspect
Ratio

Tensile
Strength (MPa)

Modulus of
Elasticity (GPa)

Density
(Kg/m3)

Steel fiber 13 0.2 65 2000 210 7800Materials 2019, 12, x FOR PEER REVIEW 22 of 26 
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Figure A1. Steel fiber in concrete.

Water reducer: Superplasticizer of a local chemical company was used. The index parameters are listed
in Table A4.

Table A4. Performance index of water reducer.

Item PH Value Density
(g/ml)

Solid
Content (%)

Chloride Ion
Content (%)

Alkali
Content (%) 1 h Loss

Water
Reduction

Rate.

Control Index 6.5 ± 0.02 1.04 ± 0.02 21±1 ≤0.2 ≤3.0 40 ≥25
Test result 6.5 1.046 21.5 0.05 0.12 23 30.4

Water: Ordinary tap water was used in the experiment.
C60 concrete and C80 concrete were tested, and each concrete was designed with three mixing ratios. Three

sets of test pieces were made for each combination, and each group had three cube test pieces. After conducting
the strength test, the design mix ratio was optimized. The concrete mix of C60 and C80 is shown in Table A5.

When the C60 high-performance concrete bridge deck of the test beam was prefabricated, eight groups of
150 mm cubic test blocks and two groups of 150 × 150 × 300 mm prism test blocks were made. Four groups of
cube blocks with the same curing conditions of the bridge deck were tested. For two groups of cubes, compressive
strength was measured when the cumulative temperature reached 600 ◦C. One group was tested for cube
compressive strength on the test day, and the other was preserved. The remaining four groups were them used for
standardization; among them, two groups were used for measuring 7-day compressive strength, one group was
used for measuring 28-day compressive strength of concrete cube, and one group was used for testing splitting
strength. The prismatic test block is standard for testing the 28-day axial compressive strength of concrete and
elastic modulus. Three groups of 150 mm cubic test blocks and two groups of 150 × 150 × 300 mm prismatic
test blocks were made when C80 steel fiber high-performance concrete was poured into the reserved holes. Two
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groups of cubic specimens were used to obtain the 28-day cubic strength and splitting strength of C80 steel
fiber high-performance concrete and the remaining one group was preserved. At the same time, two groups of
prism specimens were used to test the 28-day axial compressive strength and elastic modulus of concrete. Both
cube and prism specimens were loaded by universal testing machine. The test results and elastic modulus of
C60 high-performance concrete cube under standard curing and actual curing condition (i.e., the same curing
condition with bridge deck) are shown in Tables A6–A8. The test results of C80 steel fiber high-performance
concrete cube and elastic modulus are shown in Tables A9 and A10.

Table A5. Benchmark mixture proportion of C60 and C80 high-performance concrete.

Concrete
Water
Binder
Ratio

Sand
Rate (%)

The Amount of Raw Mterial Used Oer Concrete

Cement Slag
Powder

Fine
Aggregate

Coarse
Aggregate Water Water

Reducer
Silica
Fume

Steel
Fiber

C60 * 0.3 40 388 129 699 1049 155 6.2 - -
C80 ** 0.25 38 435 87 652 1063 157 10.44 58 87

* Cement = 0.75, slag powder = 0.25, fine aggregate = 1.35, coarse aggregate = 2.03, water = 0.3, Admixture = 0.012.
** Cement = 0.75, slag powder = 0.15, Silica powder = 0.1, fine aggregate = 1.124, coarse aggregate = 1.83, steel fiber
= 0.15, water = 0.27, and water reducer = 0.018.

Table A6. Concrete strength obtained from the experimental test on standard C60 HPC cubic specimen.

Test Block Number Standardized 7-day Cube
Strength (MPa)

Standardize
28-day Cube

Strength (MPa)

Splitting
Strength (MPa)

Test block 1 63.4 55.9 77.8 5.63
Test block 2 55.2 54.1 69.9 5.08
Test block 3 48.9 57.9 67.2 4.56

Average value 55.9 71.6 5.09

Table A7. Concrete strength obtained from experimental test on C60 HPC cubic specimen at the same
condition with bridge deck.

Test Block Number Compressive Strength (MPa) * Strength Measured at
the Test Day (MPa)

Test block 1 71.3 64.9 77.87
Test block 2 71.4 61.3 75.37
Test block 3 64.7 69.3 75.47

Average value 67.15 76.24

* Strength measured at the same curing condition with bridge deck.

Table A8. Elastic modulus obtained from the experimental test on C60 HPC.

Item First Group Second Group Third Group Average Value

Modulus of
Elasticity (GPa) 36.0 36.7 36.5 36.4

Table A9. Concrete strength obtained from the experimental test on standard C80 HPC cubic specimen.

Test Block Number Standard Curing 28-day
Strength (MPa) Splitting Strength (MPa)

Test block 1 90.4 8.27
Test block 2 87.5 9.91
Test block 3 84.4 8.83

Average value 87.4 9
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Table A10. Elastic modulus and Poisson’s ratio obtained from the experimental test on C80 HPC.

Item First Group Second Group Third Group Average Value

Modulus of
elasticity (GPa) 37.1 36.1 36.3 36.5

Poisson ratio 0.183 0.181 0.195 0.186
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Abstract: The mechanical characterization of textile composites is a challenging task, due to
their nonuniform deformation and complicated failure phenomena. This article introduces a
three-dimensional mesoscale finite element model to investigate the progressive damage behavior of
a notched single-layer triaxially-braided composite subjected to axial tension. The damage initiation
and propagation in fiber bundles are simulated using three-dimensional failure criteria and damage
evolution law. A traction–separation law has been applied to predict the interfacial damage of fiber
bundles. The proposed model is correlated and validated by the experimentally measured full field
strain distributions and effective strength of the notched specimen. The progressive damage behavior
of the fiber bundles is studied by examining the damage and stress contours at different loading
stages. Parametric numerical studies are conducted to explore the role of modeling parameters and
geometric characteristics on the internal damage behavior and global measured properties of the
notched specimen. Moreover, the correlations of damage behavior, global stress–strain response, and
the efficiency of the notched specimen are discussed in detail. The results of this paper deliver a
throughout understanding of the damage behavior of braided composites and can help the specimen
design of textile composites.

Keywords: braided composites; mesoscale model; notched specimen; damage evolution

1. Introduction

Carbon fiber reinforced composite materials has some distinctive features in physical, mechanical,
and thermal properties, such as high stiffness and strength to weight ratio, excellent resistance to
fatigue, and corrosion. Traditional carbon fiber composite structures have layers of unidirectional fiber
lamina and each layer can have a different direction of fiber lay-up, which is able to produce desired
specific mechanical properties. However, a weak interlaminar plane where damage can initiate and
cause delamination as in case of foreign object impact has limited the use of fiber composites in a
variety of structures [1,2].
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Textile composites such as braided or woven composites are known to have excellent damage
tolerance and impact resistance and are increasingly used in aircraft structures [3]. For example,
the two-dimensional triaxially-braided composite is introduced to fabricate the engine fan case
structure, which is mainly designed to contain the fan blade and its fragments during a blade failure
event. Apart from its superior impact resistance property [4], the two-dimensional triaxially-braided
composite also shows excellent specific energy absorption property and is considered as an alternative
material system for front rail structures of vehicles [5,6]. Two-dimensional triaxially-braided fabrics are
made by three distinct sets of yarns, which are intertwined to form a single layer of fabrics. Figure 1c
shows the architecture of a typical 0◦/± 60◦ braided fabric, bias fiber bundles undulate over and
under each alternatively, while 0◦ yarns are straight and define the axial direction of the composite.
The rectangle in Figure 1c indicates the size of a unit cell, which is considered as the smallest repeating
element of a composite that can represent the composite’s geometric features in particular and its
mechanical response as a whole. The length of a unit cell is the axial distance between center lines of
two neighboring bias yarns, and the width is twice the transverse distance between the center lines of
two neighboring axial yarns.
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Due to the more complicated mesoscopic structure, the complexity of deformation and damage
process for textile composites is greatly increased compared to that of laminates. Thus, the
determination of mechanical properties for textile composites has drawn a lot of attention and raised
significant challenges on the experiment techniques [7–9]. This paper focuses mainly on the tension
failure behavior of triaxially-braided composite and investigates specifically the progressive failure
process of a notched tensile specimen.

Waas and coworkers [7,10,11] studied extensively the compressive properties of a 0◦/±
45◦ triaxially-braided composite using experimental, analytical, and numerical approaches.
Goldberg et al. [12] identified that a 0◦/± 60◦ braided composite offers improved impact resistance
because of its quasi-isotropic nature (properties are balanced in all directions). Littell [13] and
Kohlman et al. [14] studied experimentally the mechanical performance of a 0◦/± 60◦ triaxially-braided
composite using different kinds of experimental methods. Littell [13] conducted comprehensive tests
to measure the quasi-static responses of triaxially-braided composites, including tension, compression,
and shear. Littell’s results led to the conclusion that there were different damage mechanisms affecting
the material response, including inherent damage accumulations (fiber bundle cracking and interface
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delamination) and geometry-induced premature failure behaviors (free-edge effect induced edge
delamination). The presence of premature edge damage behavior in the standard straight-sided
coupon specimen results in lower measured mechanical properties of the material.

For composite materials, it is difficult to avoid the possible premature failure caused by
interlaminar stress concentration at the free edges of the specimen, which is more thought-provoking
to accurately test the textile or braided composites. One major limitation is the local variation of
properties for the fabrics since the methods for calculating lamina properties rely on the assumption
of homogeneous strain and stress distribution in a uniaxial specimen [14]. For the triaxially-braided
composite, the internal damage and its propagation depend significantly on the mesoscopic architecture
of the material; the initiation of new damage will cause redistribution of internal loads, resulting
in an inhomogeneous stress state. Through a combined experimental and numerical approach,
Zhang et al. [15] investigated the mechanism of free-edge effect and the size-dependent mechanical
properties of triaxially-braided composites. It was identified that the free-edge effect is an elastic
behavior resulting from the termination of bias fiber bundles and affecting continuously the material
response. Kueh et al. [16] identified the relationship of effective elastic properties of triaxially-braided
composite against specimen size using an analytical approach.

To examine the realistic effective strength properties of the triaxially-braided composite,
Kohlman et al. [14] designed several kinds of improved specimens to measure the mechanical
properties of 0◦/± 60◦ triaxially-braided composite, including both tube and notch geometries.
The results further prove the sensitivity of measured properties to specimen shape and the significance
of free-edge effect in triaxially-braided composites. It was also concluded that the notched coupon
specimen produces higher measured strength values because of the enforced tensile failure of fiber
bundles at the notched gauge section. Compared with the straight-sided coupon specimen, the damage
behavior of notched specimens is more complicated, due to the presence of stress concentration in
the notched zone. Thus, it is necessary to develop representative numerical models to analyze and
elucidate the progressive failure behavior of notched tensile specimen. Using a numerical model as
a virtual testing tool of composites can also provide insights in revealing the localized mechanical
response and exploring damage mechanism at meso and microscopic scale, which can then facilitate
the development of experimental techniques.

Mesoscale finite element (FE) is known for its capability in predicting the local response and
damage events of textile composite [17–19]. Lomov et al. [20] conducted a comprehensive study on
the mesoscale finite element modeling approach of textile composites. Especially for triaxially-braided
composites, Zhang et al. [15,18] established a mesoscale finite element framework, with emphasize
on imposing representative loading/boundary conditions against an experimental set-up; Zhao [21]
utilizes the mesoscale FE model to study intensively the failure behavior under transverse tension
and compression, and its damage behavior under high-speed impact has been exactly captured by
proposing a multiscale modeling framework based on a fully validated mesoscale FE model [22]. Apart
from these, the fracture process of triaxially-braided composite for straight-sided coupon specimens
also can be simulated by means of the mesoscale FE model [23,24].

However, there is no reported work applying the mesoscale FE model to the analysis of specimens
with more complicated shapes, e.g., notched specimen, tube specimen, and specimen with hole.
This limits the confidence of the community on the feasibility of meso-FE model for virtual testing.
On the other hand, the presence of challenges in characterizing the mechanical properties of 2DTBC
requires further efforts in investigating the failure mechanism and optimizing the test specimens.
Thus, in this work, the mesoscale finite element method with three-dimensional damage model is
introduced to investigate the progressive failure behavior of notched specimen of the triaxially-braided
composite under axial tension. The presented model intends to simulate the damage initiation, damage
propagation, and ultimate fracture of the notched specimen, as well as to predict the effective strength
of the triaxially-braided composite. The results demonstrate the accessibility of using mesoscale
finite element model as virtual testing for textile composites, which can significantly enhance the
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design efficiency of composite structures. This research paper firstly describes the material system and
experimental details followed by the progressive damage model of the composite (which consists of
damage initiation criteria and its subsequent evolution). Then, the mesoscale finite element model
is introduced. The Section 5 of this paper examines the capability of the mesoscale model through
correlation with experiments conducted by Kohlman et al. [14] and presents the predicted results
of local initiation and progression of damage. Additionally, the parameters study and geometric
characteristic analysis of notched specimen are also discussed in this section. The conclusions are listed
in the last section of this paper.

2. Materials and Experiment

The 0◦/± 60◦ triaxially-braided composite studied in this paper was fabricated with Toray 24 K
T700 s axial tows and Toray 12 K T700 s bias tows. Epon’s 862 epoxy resin was chosen as matrix
material, which is a thermoset resin with low viscosity. The composite panels were processed through
resin transfer molding (RTM). Table 1 presents the properties of each component, which are obtained
from Littell [13].

Table 1. Properties of composite components.

Property Fiber Matrix

Material type T700 s E862 epoxy
Density (g/cm3) 1.8 1.2
Axial modulus (MPa) 230,000 2700
Transverse modulus (MPa) 15,000 2700
Shear modulus (MPa) 27,000 1000
Tensile strength (MPa) 4900 61
Poisson’s ratio 0.2 0.363

The sample considered in the present study is a single-layer panel (a composite containing only
one braided ply through thickness) with double edge notches (shown in Figure 1b), which was designed
and tested by Kohlman [14] to address deficiencies of straight-side tension coupons. The thickness of
the single-layer specimen is 0.65 mm. Other dimensions of the notched and straight-sided coupon
specimens are shown in Figure 1. A diamond saw was used to cut the notches and kept the
same width of gauge region to compare with the test results of straight-sided coupon specimens.
Tensile tests were performed using a servohydraulic tension/torsion test frame capable of loading
to 220KN (MTS Systems Corporation, Eden Prairie, MN, USA). The specimens were stretched under
displacement-controlled load until fracture of the specimen. 3D digital image correlation (GOM,
Braunschweig, Germany) technique was used to obtain the full field displacement and strain data on
the surface of the notched specimens.

3. Progressive Damage Model of Braided Composite

The fiber bundle of textile composites is generally considered as a transversely isotropic
unidirectional lamina in numerical simulation [25–27]. In this part, a progressive damage model
of the unidirectional lamina is formulated in terms of damage initiation and damage evolution. This
research aims to investigate the internal damage initiation and propagation of a notched specimen,
therefore material failure (element deletion) is not introduced in this damage model.

3.1. Damage Initiation

A three-dimensional failure criterion for the fiber bundle was adopted based on Hashin’s [28]
and Hou’s [29] criteria and was incorporated with continuum damage laws. Four distinct failure
modes are considered: fiber tensile failure, fiber compression failure, matrix tension failure, and matrix
compression failure. The damage initiation criteria are formulated below.
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For fiber tension failure (σ11 > 0),

f1t =

(
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)2
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(
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)
≥ 1 (1)

For fiber compression failure (σ11 < 0),

f1c =

(
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For matrix tension failure (σ22 > 0),
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+
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For matrix compression failure (σ22 < 0),
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1
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+
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− 1
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where f 1t, f 1c, f 2t, and f 2c are failure indices corresponding to each damage mode, respectively. The first
subscripts, 1, 2, and 3, indicate the fiber axial direction, in-plane transverse direction, and out-of-plane
direction, respectively. When the stress state of an element make one of the four failure indices
larger than 1, the corresponding damage mode will be initiated in this element and constitutive law
entering the stage of damage evolution. S1t, S1c, S2t, S2c, S12, and S23 are axial tensile strength, axial
compressive strength, transverse tensile strength, transverse compressive strength, longitudinal shear
strength, and transverse shear strength of the fiber bundle. α is the shear failure coefficient which
plays an important role in failure prediction of textile composite. The previous research conducted
by Zhang et al. [18] indicated that the coefficient α has an obvious impact on the global stress–strain
response and mainly on the failure prediction. The value of α was determined to be 0.06 for fiber
bundles of triaxially-braided composite through correlation with an experimental ultimate strength
of straight-sided coupon specimens [18,22]. The same value of parameter α is adopted in the present
study in consideration that the studied materials are totally the same.

3.2. Damage Evolution

For the damage evolution behavior, the Murakami–Ohno [30] damage theory is adopted to predict
the post-peak softening, and the crack band model developed by Bazant and Oh [30] is also employed
to mitigate the mesh size dependency of the proposed mesoscale model in this study. A characteristic
element length is introduced into damage evolution expression, aiming to dissipate the constant
energy release rate per unit area in the solid element [31,32], and the element dissipated energy can be
expressed as

G f ,I =
1
2

σ
f
eqε

f
eqlc (5)

where lc is the characteristic length of element, which calculates by extracting the cubic root of the
volume of each element; Gf,I is fracture energy of fiber bundles corresponding to the specific damage
mode I. The values for the fracture energies of axial and bias fiber bundles used in this study (listed in
Table 2) were cited from Li et al. [17]. σ

f
eq and ε

f
eq are the equivalent peak stress and equivalent failure
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strain, respectively. The evolution of each damage variable is governed by an equivalent displacement
expressed by the following equation.

dI =
δ

f
I,eq

(
δI,eq − δ0

I,eq

)

δI,eq

(
δ

f
I,eq − δ0

I,eq

) , I = f t, f c, mt, mc (6)

where δ
f
I,eq is the fully damaged equivalent displacement of the corresponding failure mode and δ0

I,eq
is the equivalent displacement at which the failure criterion is satisfied. For a certain failure mode,
the equivalent displacement used in the initiation criteria is expressed in terms of the components
corresponding to the effective stress components. Detailed algorithm equations of equivalent
displacement and stress for each failure mode can be found in Zhang and coworkers’ work [18].
As material parameters of fiber bundles, δ0

I,eq and δ
f
I,eq be computed by the following equations.

δ
f
I,eq =

2G f

σ0
I,eq

(7)

δ0
I,eq =

δI,eq√
f I

(8)

Table 2. Fracture energies of the fiber bundle.

Gft (mJ/mm2) Gfc (mJ/mm2) Gmt (mJ/mm2) Gmc (mJ/mm2)

12.5 12.5 1 1

Here, σ0
I,eq denotes the equivalence stress when each kind of damage criteria is satisfied.

Meanwhile, the value of fI can be obtained from Equations (1)–(4).
To simulate the softening process of damage element, a second-order symmetric tensor is used

to describe the damage state. The corresponding damaged compliance matrix S(d) is obtained as
Equation (9), and the damaged stiffness matrix C(d) is the inverse of S(d).

S(d) =



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E33

1
d f dmG12

1
dmG23

zero 1
d f G13




(9)

where df and dm are global damage variables associated with fiber and matrix failure, which are
introduced to control the degree of stiffness degeneration of damaged elements, and also satisfy the
following equations, respectively.

d f = 1−min
{

max
(

d f t, d f c

)
, γ f

}
(10)

dm = 1−min{max(dmt, dmc), γm} (11)

Here γf and γm are defined as the damage thresholds of global fiber and matrix damage,
respectively. Numerically, the nonzero constants γf and γm address the singularity issue, and physically
represent the effective resultant resistance of the homogeneous damaged elements. The effect of γf
and γm on the global stress–strain responses will be discussed in a later section. Also, the Duvaut
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and Lions regularization model [33] is applied to promote the numerical computation and smooth the
stiffness degradation process.

3.3. Cohesive Element Model for Interface

Interface is the bridge between the fiber bundle and matrix, which determines how stresses
are transferred. The damage status of interface influences significantly the damage initiation and
propagation of the composite material [34]. Littell [13] indicates that failure in the transverse tests
was a result of edge delamination which occurred quickly and propagated along the bias fibers; and
in the axial tensile direction, the subsurface delamination caused the nonlinearities in the global
stress–strain response curves. In this study, the tow-to-tow interface is simulated by using the cohesive
zone modeling approach, which has been embedded into ABAQUS as an optional element type.
The responses of cohesive elements are governed by a typical bilinear traction–separation law, and a
quadratic nominal stress criterion is used to describe interfacial damage initiation [32,34,35]. Besides, a
power law criterion is adopted, which claims that failure under mixed-mode conditions is governed
by a second-order power law interacting of the energies required to cause failure in the individual
(normal and two shear) modes. The quadratic nominal stress criterion for damage initiation and a
power law criterion for failure are represented in Equations (12) and (13).

( 〈tn〉
t0
n

)2
+

( 〈ts〉
t0
s

)2
+

( 〈tt〉
t0
t

)2
= 1 (12)

(
Gn

Gc
n

)2
+

(
Gs

Gc
s

)2
+

(
Gt

Gc
t

)2
= 1 (13)

where tn denotes the traction normal stress, and ts and tt denote shear stresses. The Macaulay brackets
are used to signify that a pure compressive deformation or stress state does not initiate damage. t0

n,
t0
s , and t0

t represent the interface strength in normal and two shear directions. Similarly, Gn, Gs, and
Gt refer to the work done by the traction and its conjugate relative displacement in the normal, first,
and second shear directions, respectively; and Gc

n, Gc
s , and Gc

t are critical fracture energies required
to cause failure in each of the three directions. Table 3 presents the interface properties, and the
values of interface strengths and fracture toughness, which are cited from Zhang et al. [18]. Detailed
formulations of the mixed-mode cohesive zone model can be found in the ABAQUS user’s manual.

Table 3. Strengths and fracture toughness of cohesive elements.

tn
0 (MPa) ts

0 (MPa) tt
0 (MPa) Gn

0 (mJ/mm2) Gn
0 (mJ/mm2) Gn

0 (mJ/mm2)

122 136 136 0.268 1.45 1.45

4. Finite Element Model Development

The mesoscale finite element (FE) model simulates explicitly the fiber bundles of a braided
composite structure and defines locally the realistic local fiber volume ratios and bundle orientations
of the impregnated bundles. The advantage of the mesoscale model is its ability to analyze the
local damage and failure of each component implemented individually through specific failure
models for the various constituents and to predict the response of each constituent and their
contribution to the global behavior. In this work, a mesoscale finite element model is introduced
to study the internal damage and failure mechanism of the notched tensile specimen for 0◦/± 60◦

triaxially-braided composite.
Based on the geometric parameters identified by Zhang et al. [18], a FE model of a single unit cell,

which can represent the composite’s geometric features, was generated using 8-node solid element.
As shown in Figure 2a, the mesh of a unit cell was constructed through TexGEN software by keying
the dimensions of the unit cell and fiber bundles. In Figure 2, the axial fiber bundle, +60◦ and −60 ◦
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bias fiber bundles and matrix elements, which fill the space between fiber bundles to form plate, are
represented by light blue, dark blue, yellow, and green colors, respectively. Cohesive element layers
(colored red), which have the same in-plane size as brick elements but zero thickness, are manually
inserted between each two fiber bundles, and fiber bundle and matrix, see Figure 2a. It should be
pointed out that the pure matrix is modeled as an elastic perfectly-plastic material. It is assumed that
the pure matrix elements will not fail before the fracture of the specimen, due to the much larger failure
strain of matrix than that of the fiber bundle. The resultant mesh may have different fiber bundle
volume values than the real material, so the fiber volume ratio in each fiber bundle is adjusted to match
the real fiber volume content. As identified by Zhang et al. [18], the realistic fiber volume ratios for
axial and bias fiber bundles are 77% and 74.5%, respectively. The resultant fiber volume ratio in the
present FE model is 86% for the axial fiber bundles and 69% for the bias fiber bundles. Mechanical
properties of fiber bundles are listed in Table 4 referring to Zhang’s work [18] for the same materials.
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notched model.

Table 4. Mechanical properties of axial and bias fiber tows.

Axial Fiber Tows Bias Fiber Tows

Fiber volume fraction Vf 86% 69%
E11 (GPa) 198.18 159.54

E22 = E33 (GPa) 11.22 8.30
G12 = G13 (GPa) 8.58 4.48

G23 (GPa) 3.71 2.71
v12 = v13 0.29 0.30

v23 0.51 0.53
S1t (MPa) 4222 3398.8
S1c (MPa) 1478.48 1386.21

S2t = S3t (MPa) 49.87 49.70
S2c = S3c (MPa) 122.80 124.64

S12 = S13 = S23 (MPa) 80.60 78.53

Figure 2b shows the detailed dimensions of the FE model for the notched specimen. The FE
model of the notched tension specimen consists of 208,000 linear brick elements (C3D8R) and 29,412
eight-node three-dimensional cohesive elements (COH3D8), with four unit cells through the width and
length direction, respectively. Two whole unit cells (37 mm) are assembled through the width direction
of the notched gauge for the axial tension model, which is consistent with the experimental specimen.
The length of the finite element model is 20.68 mm with four unit cells for axial tension, which are
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shorter than the gauge length of experimental specimens fabricated by Kohlman [14] (Figure 1b).
These reasonable simplifications of model size are intended to reduce the computational time, in
consideration of the minor effect of the remote sections. The numerical models are solved by ABAQUS
Explicit using a 24-core workstation and each job costs ~20 h. By evaluating the various energies
generated during the computation process, the accumulated kinetic energy was always less than 1% of
the internal energy of the model, which ensures a quasi-static loading status of the problem.

5. Results and Discussion

In this section, the damage initiation and propagation behavior of the notched tension specimen
modeled using the proposed mesoscale FE scheme is correlated with experimental results. The effect
of specimen geometry on the internal damage evolution behavior and the effective strength of this
notched specimen are further discussed through numerical parametric studies. These results show the
applicability and reliability of the mesoscale FE model for failure study of braided composites.

5.1. Model Correlation

In our previous works [15,18,21,22], the failure behavior of straight-side coupon specimens of
2DTBC has been intensively studied. Figure 3 shows the comparison of the experimental and numerical
predicted results for the single-layer straight-side coupon specimen under axial tension. The results
indicate that the mesoscale FE model can not only predict well the global stress–strain curve, but also
the strain distributions which are highly sensitive to the local braided architecture.
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Figure 3. Comparison of the experimental and numerical predicted results for straight-side coupon
specimen. (a) Global stress–strain curves. (b) Distribution of the axial and in-plane shear strain at
global strain level of 2.0%.

The applicability of the mesoscale FE model is further demonstrated through the model validation
for the notched specimen. For both the experimental characterization and numerical simulations,
the effective strength of the tensile specimen is determined as the ratio of total reaction force at the
loading section against the cross-section area at the gauge section (two unit cells wide for both notched
and straight-sided coupon specimen). Table 5 compares the numerical predicted and experimental
measured effective strength of triaxially-braided composite under axial tension, for both straight-sided
coupon and notched specimens. The measured strength values of the straight-sided coupon and
notched specimen are referred to as Kohlman [14]. It is evident from Table 5 that the mesoscale
FE model predicted effective strength values are in good agreement with the experimental values,
suggesting the accuracy of this modeling scheme. The effective strength of the notched specimen
tends to be lower than the straight-sided coupon specimen, which is due to the presence of stress
concentration at the notched section.
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Table 5. Comparison of simulation predicted and experimental measured the effective tensile strength
of the triaxially-braided composite.

Type of Specimen Ultimate Strength

Simulation (MPa) Experiment (MPa)

Straight-side coupon 800 814 ± 30 *
Double-notched 751 765 *

* Refer to Kohlman et al. [14].

To further demonstrate the reliability of the meso-FE model, the numerically predicted strain
distributions are compared with DIC results. As seen in Figure 4, the simulation results match
well with the local strain distribution of the notched specimen and additionally capturing the local
strain concentration around the notch area and the diagonal distribution along the bias fiber bundles.
The axial strain (εyy) and shear strain (εxy) distributions show higher strain at the pure matrix zone
between bias fiber bundles, which coincides with the damage propagation paths of fiber bundle
damage. The damage of fiber bundles will induce the decrease of fiber’s capability in carrying the
load and as a result, more load will be transferred to the matrix material, thereby causing the strain
concentration in this area (red and blue in Figure 4). On the other hand, the shear strain shows more
obvious strain concentration effect at the notched section. Unlike the traditional isotropic material
where strain concentration effect propagates in a circular shape, the shear strain concentration effect
of this braided composite propagates along the fiber bundle directions. The mesoscale FE model
simulations capture the strain distribution and its magnitude accurately for the axial tension of the
notched specimen. The result also reflects the advantages of mesoscale finite element model in studying
the internal damage of textile composite that is difficult to achieve from experiments.
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Figure 4. Comparison of numerical predicted and experimentally measured strain contours of the
notched specimen under axial tension.

Furthermore, another reason for the localized strain concentration effect is because of the lower
local fiber volume ratio at the corresponding regions. The inconspicuous discrepancy between
numerically predicted and experimental axial strain contours is very likely results from the idealization
of the geometry in the FE model. However, the manufacturing defects like axial fiber bundle undulation
are inevitable in actual specimens. The cutting process may also introduce unexpected fiber damage,
which could lead to more significant strain concentration area near the notch. Regardless of these
factors, the capability and accuracy of this 3D mesoscale model are highly acceptable.
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As mentioned before in the introduction section, both Littell [13] and Zhang et al. [15] observed
out-of-plane warping behavior along the free edges in their tensile tests using the straight-side
coupon specimen, which would lead to the premature damage initiation from the free edges.
Kolhman et al. [14] also discovered the same phenomena in the notched specimen. Figure 5 compares
the out-of-plane displacement (U3) contours from simulation and experiment for the notched tension
test. The out-of-plane displacement is formed due to the tension–torsion coupling resulting from
the termination of fiber bundles at the free edges. In the simulation results, the specimen shows
the antisymmetric distribution of out-of-plane warping at the four corners of the notched specimen,
which is related to the antisymmetric mesoscopic structure of this material. In addition, no obvious
out-of-plane deformation was observed in the gauge section of the specimen indicates that the failure
of the specimen is not affected by the free-edge effect. However, the out-of-plane deformation still
consumes partially the energy from external loading, leading to a relatively lower measured modulus
of the specimen. Thus, the notched specimen may not be suitable for modulus measurement. This is
one of the contents which need to be studied in the future.
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5.2. Progressive Damage Analysis

The progressive damage process is then studied using the correlated mesoscale FE model, as
shown in Figure 6. The status of damage corresponds to the value of the particular damage variable
ranging from 0 to 1, where a value of 0 indicates that damage has not occurred yet while a value of 1
indicates that the element is totally damaged.
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The matrix damage initiated at the global strain level of ~0.5% and spread to the whole central
region at the global strain level of 0.80%. The distribution of internal damage inside the bundles
reveals that there is no fiber tension damage occurring at these strain levels while matrix tension
damage (matrix cracking in fiber bundles) is observed to start from the notched area. The matrix
tension damage propagates along the notches and the bias fiber bundles; while in the meantime, in the
central region matrix tension damage occurs mainly where bias fiber bundles intersect. The interfaces
are found to be intact at the first two status of Figure 6 as there is no damage in cohesive elements.
This behavior is similar to the observations during the test of straight-sided coupon specimen [13].

At the global strain level of 1.8%, unloading is identified followed by fiber tensile damage of
axial fiber bundles and almost all elements of bias fiber bundles are dominated by matrix tension
damage. The fiber tension damage initiates at the notched area same as the matrix tension damage.
It is also found that interface failure appears only near the notches due to localized shear stress
concentration. The inert of interface for all other areas indicates the excellent interface properties of
this triaxially-braided composite, which is consistent with the previous experimental examinations
where delamination is rarely observed during axial tension tests of this material [14].

Figure 7 shows the numerically predicted stress distributions of axial and biaxial tows before
the specimen failure. The stresses on both sides of the notches are not symmetrical because of the
asymmetry geometry feature. As seen from the stress contours, most of the applied loads are afforded
by the axial bundles across the notched sections. Similar to the strain distribution contours in Figure 4,
the shear stress concentration at the notched area is more significant than the normal stress. The shear
stress concentration will then result in shear tension-dominated failure of axial fiber bundles at the
notched area and tension dominated failure of axial fiber bundles at the central area, corresponding
to the inclined (along bias fiber bundle direction) failure pattern of the two axial fiber bundles near
the notches and horizontal failure pattern of fiber bundles at other region (fiber tension damage at
global strain level 1.8% as shown in Figure 6). Similarly, the stress distribution of bias fiber bundles
also explains the initiation and propagation behavior of matrix tension damage behavior at global
strain levels 0.5% and 0.8% (Figure 6).
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Overall, matrix tension damage appears firstly around the notched areas and propagates along
the bias fiber bundles, resulting in a slight decrease of effective stiffness. With the increase of external
loads, the fiber tension damage and delamination will initiate around the notches due to shear stress
and strain concentration in this region. The notch-induced stress/strain concentration effect disturbs
only a limited region of the specimen and the failure of the specimen is mainly due to normal tension
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stress-induced fiber tension damage in the axial fiber bundles. Thus, the measured tensile strength of a
notched specimen can be representative and can be a lower bound of the realistic strength.

The damage areas at strain level 1.8% of Figure 6 are in good correlation with the strain
concentration region of the experimental results reported by Kolhman et al. [14]. As observed by
Kolhman, the highest strain appears near the notch tips, which mainly attribute to the fiber tension
failure. The relatively high strain concentrated along bias fiber is a result of matrix damage within
the fiber bundles. The results of this section demonstrate the capability of a mesoscale model in
predicting the internal damage initiation and propagation behavior of textile composites using various
specimen shapes.

5.3. Numerical Parametric Study

Numerical studies were carried out to further investigate the features of the proposed mesoscale
FE model and how the specific material parameters contribute to the global response of the model.
This is a difficult task mainly because of the tedious modeling process and the considerable
computational quantity. Due to nonuniformity of the strain distribution for the entire specimen,
smooth stress–strain curves can hardly be produced in the notched tension tests, which were used
mainly for strength measurement in Kohlman’s work [14]. For numerical comparison, in the meso-FE
simulations, stress–strain curves are generated based on the method of “digital strain gauge” proposed
by Littell [13]. The macroscopic effective stress for the analyzed section is computed by determining
the summation of the reaction forces on the face of the loaded cross-section divided by the area of
the cross-section between two notches. The effective strain is calculated by dividing the relative
displacement along the loading direction between two nodes by the initial distance between these
two nodes before loading, where the relative displacement is calculated as the midpoints on each end
(through load direction) section of the gauge region.

Figure 8a shows the variation of global stress–strain responses with different damage thresholds
(γf and γm). The dashed line in the figure corresponds to the experimental measured effective strength
of this notched specimen by Kohlman [14]. As mentioned previously, γf and γm are the damage
thresholds of df and dm, which are the global damage variables associated with fiber-dominated and
matrix-dominated failure, respectively. df and dm control the descent of element stiffness along with
damage accumulation, while γf and γm determine the extent of stiffness degradation. As we can see
in Figure 8a, there is a sudden force drop with damage accumulation when γf is lower than 0.3 and
γm is lower than 0.5, which is not physically consistent with the experimental stress–strain response
of this material where the slope of the stress–strain curve tends to degrade gradually. Numerically,
the stress–strain curves become smooth when γf and γm are larger than 0.3 and 0.5, respectively.
Combined with the progressive damage behavior of this specimen discussed in the previous sections,
the effect of γf and γm is concluded as follows; a smaller value of γf leads to premature unloading
of the stress–strain curve and γm impacts the extent of nonlinearity of the curve. This is because
the external load is mainly carried by axial fiber bundles under axial tension and the fiber tension
damage mainly presences in the axial bundles. Then a rapid degradation of stiffness caused by fiber
damage will result in a loss of load-bearing capacity instantaneously in the local area and correspond
to a sharp drop of the stress–strain curve. On the other hand, γm may not affect much the global
responses at the initial stage due to the anisotropic feature of fiber bundles. However, as the matrix
damage accumulates and propagates, γm becomes more significant and could result in unexpected
slope change followed by the initiation of fiber damage (see Figure 8a γf = 0.3 and γm = 0.5). Also,
the predicted effective strength is found to be sensitive to the parameters γf and γm. In this work, the
numerical predicted effective strength correlates with experimental results when γf = 0.3 and γm = 0.5.
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The shear failure coefficient α controls the contribution of shear stress on fiber tension damage.
The results exhibited in Figure 8b are similar to the conclusion for the same material reported in
Zhang [18]. It is found that the effect of α on effective strength is not apparent when the value of α is
lower than 0.5. As expected, the notch induced shear stress/strain concentration produces slightly
higher sensitivity of the global stress–strain responses to the shear coefficient. The results of parameter
analysis also declare that the present constitutive model of fiber bundles needs further improvement
to enhance accuracy and applicability.

5.4. Effect of Specimen Shape

The mesoscale FE model proposed in this study can also be used to assess the rationality of the
designed specimen. The effect of geometrical characteristics of the notched specimen on the test results
was not considered by Kohlmen [14], due to the enormous consumption of time and availability of
specimens. In this work, the correlated mesoscale FE model is employed to address this concern.

Referring to the 0◦/± 60◦ braided architecture shown in Figure 2a, a unit cell of this braided
composite can be discretized into four adjacent subcell regions depending on the presence of axial
and braided tows or lack thereof. A subcell-based modeling approach has been used by many
researchers [12,36] to investigate the static and impact behavior of this triaxially-braided composite.
Subcells A and C contain both axial and bias bundles while subcells B and D contain only bias bundles,
so the distinction of fiber volume in each subcell leads to the different local mechanical properties
in a unit cell. As from the top view and front-side view of the unit cell (Figure 2a), subcells C and
D are antisymmetric against subcells A and B in the thickness direction. The section studies the
relationship of different subcell distributions in the gauge region with damage evolution behavior and
the ultimate strength property of the notched specimen. Figure 9 compares the geometry and damage
contours of different notched specimens, where the subcells adjacent to the notches of the specimens
are inequitable. The label above each specimen represents the two subcells which are closest to the two
notches. For instance, “A-D” indicates that subcell A and D are located in the ends of gauge region
while “A/2-A/2” expresses that half of subcell A connects with the notches.
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Figure 9. Numerical predictions of matrix damage in fiber bundles for notched tension specimen with
different architectures across the gauge section.

As from Figure 9, the damages of all specimens initiate and concentrate at the notched area at a
global strain level of 0.5%. For specimens “A-D” and “B-A”, the damage initiates and concentrates
at one of the two notched zones, and the damage initiation locations of the two specimens are
asymmetrically suggesting the asymmetric fabric architecture of the two specimens. This damage
behavior is related to the fabrics subcells layout (Figure 9), where subcells A and C consist of both axial
and bias bundles and are supposed to be stronger in the axial direction than subcells B and D. Thus,
when subcells A/C and B/D are subjected to the same extent of load, subcells B and D are likely to
damage earlier. Similarly, specimens “B/2-B/2” and “A/2-A/2” show symmetric damage progression
behavior, as they both have the same fabric subcells layout at the notched area. Besides, comparing
the specimens “B/2-B/2” and “A/2-A/2”, it is found that the presence of axial fiber bundles along
the notches restrict the amount of matrix damage and its propagation in fiber bundles, especially
obvious at the global strain level of 0.75% where the matrix damage area is much smaller than that
in the other three specimens. However, matrix damage in fiber bundles has little influence on the
axial stiffness of fiber bundles and shows the negligible impact to the ultimate strength of the notched
specimen. Table 6 lists the predicted effective strength of the four different notched specimens shown
in Figure 9. While all specimens have more or less the same effective strength, specimen “A/2-A/2”
shows relatively lower strength attributing to the incomplete axial fiber bundles in the gauge region.
In the numerical simulations, the crossing of the fiber damage through the width (x-direction) of a
single fiber bundle corresponds to the fracture of the specimen. Thus, the presence of incomplete axial
fiber bundles at both ends of the gauge region in specimen “A/2-A/2” results in an earlier failure of
the specimen. It should be noted that the fiber volume ratio in the gauge region of these four kinds of
specimens is the same to ensure the comparability.

Table 6. The effective strength of notched specimen with different architecture across the gauge section.

Specimen A-D B-A A/2-A/2 B/2-B/2

Strength 764 MPa 772 MPa 751 MPa 768 MPa
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To investigate the effect of notch geometry on the effective strength of the specimen numerically,
specimens with three different notch sizes (dimension in y-direction as shown in Figure 10a) and five
different widths of the gauge section (dimension in x-direction as shown in Figure 10b) were studied.
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Figure 10. Mesoscale models of notched specimens with different geometrical characteristics.
(a) Different notch sizes. (b) Different widths of the gauge section (with complete axial tows
between notches).

The numerically predicted effective strength results are also listed in Table 7, where the effective
strength values are found to be insensitive to the height (y-direction value) of the notch size for the
cases studied in this work. However, the axial ultimate strength for the specimen changes with the
changing of widths for the notch, as shown in Table 7. The predicted values of specimens denoted
by “1.5UC” and “2.5UC” are slightly higher than the other three models, which may attribute to the
integrity of axial tows in the gauge region. On the other hand, axial fibers among gauge regions of
the other three specimens are all incomplete resulting in earlier failure of the specimens than that of
specimens with complete fiber bundles.

Table 7. The predicted strength of notched specimens with different geometrical characteristics.

Notch Size Predicted Strength (MPa) Section Size Predicted Strength (MPa)

0.5 × Base 762 1 UC 756
Base 751 1.5 UC * 780 *

2 × Base 755 2 UC 751
2.5 UC * 772 *

3 UC 760

* With complete axial tows between notches.

The fiber damage behavior of two different specimens (“1.5UC” and “2UC”) is shown in Figure 11.
As we can see, fiber damage starts in the specimen “2UC” at the global strain level of 1.4%. The damage
will spread quickly across the axial fiber bundles of half-width and propagate into the central area.
By contrast, fiber damage is not observed in the “1.5UC” specimens at the global strain level of 1.4%.
Fiber damage at a global strain level of 1.8% was found to be less significant compared to that in the
specimen “2UC”. The results further confirm the necessity of including complete axial fiber bundles in
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the gauge section when preparing the notched specimens, which could avoid possible variation from
cutting and provides more stable and reliable measured properties of the material.Materials 2019, 12, x FOR PEER REVIEW 17 of 19 
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Figure 11. Comparison of predicted damage in in-complete (a) and complete (b) axial fiber bundles in
gauge region.

The appropriate design of the specimen is the prerequisite for determining accurately the
mechanical properties of braided composites, which is a big challenge due to the lack of advanced test
standards. It is an onerous and costly process to optimize the specimen through an experiment only,
and the presented numerical method is an alternative and efficient tool for specimen design.

Overall, the fabrics architecture across the gauge section has little influence on the effective
strength of the notched sample. However, the simulation capability of the mesomechanical model in
predicting the impacts of mesoscale geometric features on the global effective properties of the samples
is valuable and advantageous.

6. Conclusions

The progressive damage behavior of a notched single-layer triaxially-braided composite under
axial tension is analyzed using a three-dimensional mesoscale FE model with anisotropic damage
model and an interlaminar tow-to-tow cohesive zone. The proposed model is correlated and validated
against full field strain distributions and strength value acquired in the open literature. This mesoscale
model is successfully applied to predict the damage propagation of each constituent, including an
axial fiber bundle, bias fiber bundle, and interface.

The nonlinearity of global effective stress–strain curve of this notched specimen under axial
tension is caused by matrix damage among bias fiber bundles, and the final unloading is identified
followed by the fiber tensile damage of axial fiber bundle. The numerical parametric studies identify
the sensitivity of stress–strain response to damage parameters. Through geometric characteristic
analysis, the different subcell arrangements in the gauge region and dimensions of the notched region
are further investigated. The integrity of axial fiber bundles in the test region is considered as the key
factor which affects obviously the effective strength of notched specimen. The geometric layout of the
subcells in the gauge region shows the negligible impact on the effective strength.

The develop mesoscale FE model could be extremely useful in understanding the failure behavior
of this braided composite material. For further studies, this mesoscale model could be used to
investigate notched specimens under different loading conditions, like transverse tension. The results
of this work demonstrate the feasibility of using a mesoscale FE model as a virtual testing tool
framework for braided composites.
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