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Editorial

Internet and Computers for Agriculture

Dimitre D. Dimitrov

Department of University Transfer, Faculty of Arts & Sciences, NorQuest College,
Edmonton, AB T5J 1L6, Canada; dimitre@ualberta.ca

The Special Issue “Internet and Computers for Agriculture” reflects the rapidly grow-
ing need for new information and communication technology (ICT) involvement in global
change agriculture nowadays. The aim was to cover the recent and current progress in
various aspects of ICT applications in precision agriculture, such as web applications and
mobile apps, Internet of Things (IoT) platforms and smart devices, cloud technologies,
artificial intelligence (AI), machine learning (ML), and deep learning (DL)-based solutions
via neural networks (NNs) and convolutional neural networks (CNNs) for detection, classi-
fication, computer/machine vision, and language processing purposes, as well as scientific
modeling in agriculture and natural ecosystems. This Special Issue brought together twenty
peer-reviewed articles, including eighteen original research articles, [1–18] (chronologically
presented), one case report article, [19], and one review article, [20], as summarized in
Table 1 and described below.

In article [1], a novel CNN-based DL method for grape variety identification was pro-
posed based on the canonical correlation analysis (CCA) applied to fuse selected deep fea-
tures from various CNNs, i.e., AlexNet, GoogLeNet, ResNet18, ResNet50, and ResNet101,
and a multi-class support vector machine (SVM) classifier trained in these fused features.
To test the proposed method, grape images from the open-source Embrapa Wine Grape
Instance Segmentation Dataset (WGISD) were initially resized to meet the CNN require-
ments and then used for selected deep feature extraction. In general, the fused deep feature
approach outperformed the single deep feature approach, as indicated by the best perfor-
mance of the former (AlexNet and ResNet50) with an F1 score of 96.9% compared to the
best performance of the latter (ResNet101) with an F1 score of 88.2%. The proposed method
can be applied in developing the computer/machine vision of smart machinery for a more
targeted and accurate identification of grape varieties, thus improving grape yield.

In article [2], an adversarial contextual embeddings-based model for agricultural
diseases and pests (ACE-ADP) was proposed to be implemented as a web application for
named entity recognition in Chinese agricultural diseases and pests domains (CNER-ADP).
While the adversarial training enhanced the robustness of identifying rare named entities,
the ACE-ADP dealt with the polysemous issues (multiple meanings of the same word)
and quality of text representation by fine-tuning the bidirectional encoder representations
for transformers (BERT) ML framework, a neural-network-based technique originally
developed by Google for natural language processing (NLP). Thus, the multi-vector BERT-
based ACE-ADP performed better by 4.23%, reaching an F1 score of 98.31%, compared to
the single-vector baseline word2vec-based BiLSTM-CRF model when both applied to the
Chinese named entity recognition dataset for agricultural diseases and pests (AgCNER).

In article [3], a novel, end-to-end, AI-powered, IoT-based platform and agro-weather
station were introduced into smart farming. The multi-agent agile and containerized
system consisted of low-cost hardware and software components, organized in five layers,
for continuous real-time monitoring and AI-based forecasting of various meteorological
factors, e.g., air temperatures (minimum, maximum), humidity, pressure, precipitation,
wind speed, and dew point. These meteorological factors were surveyed by heterogeneous
nodes, located at the base station and at various distances from it, thereby constituting the
perception back-end layer of various sensors. The collected data were transmitted to the
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local webserver (Apache) for pre-processing and to the cloud server for backup using the
transmission back-end layer, tasked with ensuring the wired and wireless communication
of heterogeneous protocols, e.g., MQTT, NRF24L01, HTTP, and WiFi. To spare resources in
the local webserver, Cronjob was run to send series of measurements from the database to
Google Collaboratory free computing resources (Colab), where the AI-based predictions of
meteorological factors were conducted using ML regression methods on the TensorFlow
framework, using the Keras neural network library, optimizer Adam, and the mean squared
error (MSE) as a loss function. Upon completion of model training using Keras, Colab
would generate a TensorFlow Lite (tflite) outcome to be sent back to the base station and
be used by the local webserver for AI modeling embedded within the platform website.
The middleware back-end layer was designed to orchestrate the performance of all agents,
including the virtual private network (VPN) and the database. The two front-end layers
with user-friendly web-based graphical user interfaces (GUIs) formed the presentation
layer for reporting weather observations and AI-based predictions to different users based
on their personal profiles, and the purpose of the management layer was for operation and
maintenance. The agro-weather station was successfully tested in Casablanca, Morocco,
with mean absolute scale error (MASE), root mean square deviation (RMSE), and Willmott’s
index of agreement stabilizing after the fifth epoch of AI modeling at 0.0012, 0.034, and
0.987, respectively.

Table 1. Summary of presented research.

Article
Implemented

Application Types
Agricultural Activities Outcomes

[1] AI application
(DL and CNN) Grape variety identification Computer/machine vision

[2] Web application,
AI application (NN)

Disease and pest name
recognition

Natural language
processing system

[3]
Web application

(cloud-based), IoT platform,
AI application (ML)

Weather measurements
and prediction

Meteorological
station

[4] AI application
(DL and CNN)

Maize variety seed
recognition and classification Computer/machine vision

[5] Modeling software Quantifying uncertainties in
modeling hydrology

Decision
support system

[6] Modeling software Product distribution
Transport

optimization
system

[7] Mobile app,
modeling software Farm management Information system

[8] AI application
(DL and CNN)

Grape disease
recognition and classification Computer/machine vision

[9] AI application
(DL and CNN)

Fishery product price
prediction Forecasting system

[10]
Web application

(cloud-based), mobile app,
IoT platform

Collecting soil, air, and light
properties

Smart
monitoring system

[11]
Web application
(cloud-based),

modeling software
Predicting olive crop yield

Management and
decision making

system

[12] AI application
(DL and CNN) Grape detection Computer/machine vision

[13] AI application
(DL and CNN)

Buffalo breed
recognition and classification Computer/machine vision

[14] AI application
(DL and CNN) Tea picking Computer/machine vision
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Table 1. Cont.

Article
Implemented

Application Types
Agricultural Activities Outcomes

[15] Modeling software Agricultural e-commerce Behavior system

[16] AI application
(DL and CNN) Monitoring duck flocks Real-time

detection system

[17] IoT application Measuring environmental,
Plant, and soil water status Monitoring system

[18] Modeling software Planning uncertainties
in horticulture market Decision-making system

[19] Modeling software Selecting
leisure agricultural parks

Intelligence
approach

[20] Review Digital technologies
in agriculture Summary

In article [4], the open-source software framework PyTorch was used to build upon
the existing ResNet CNN [21] and to create a P-ResNet network with 17,960,232 param-
eters, optimizer Adam, batch normalization between convolutions, and rectified linear
unit (ReLU) during training. P-ResNet models were developed using PyCharm Integrated
Development Environment (IDE) and were trained for classification using a server with
NVIDIA GeForce GTX 1660 SUPER GPU and 16 GB GDDR4 on-board memory. The pro-
posed DL network was intended to be used in machine/computer vision tasks, particularly
in the classification of various seeds. Thus, P-ResNet was applied to the classification of
seeds of five main maize varieties in China, i.e., BaoQiu, ShanCu, XinNuo, LiaoGe, and
KouXian, by using 6464 RGB images for training and 1616 ones for validation. According to
classification accuracy, P-Resnet outperformed well-known DL networks, such as AlexNet,
VGGNet, GoogLeNet, MobileNet, and DenseNet, by several percentage points.

In article [5], a multi-model hydrological framework decision support system (DSS)
was proposed to deal with water security modeling in the context of environmental sus-
tainability and climate resilience. As water supply is critical to life on Earth and soil
water contents are key controls in many biogeochemical processes in natural and modeled
ecosystems [22], the DSS was applied to quantify the uncertainty in inputs of various hy-
drological models in order to improve their climate resilience. The water security modeling
was coupled to food security in different model development scenarios. As a result, a
four-dimensional dynamic space mapping source, resource availability, infrastructure, and
economic options were suggested to capture the climate resilience phenomenon. The out-
comes of the DSS can be made available to farmers to help with sustainable food production.
The proposed DSS was tested for four catchments in Australia.

In article [6], a model for timely management of the distribution of various agricultural
products was introduced to enhance the benefits and satisfaction that both agriculture
producers and consumers experience. The proposed model was based on solving the
time-dependent, split delivery green vehicle routing problem with multiple time windows
(TDSDGVRPMTW) for both economic cost and customer satisfaction purposes, and thus
could be seen as a modern version of the transportation math problem in contemporary
agriculture. The objective to minimize the sum of the economic cost and maximize average
customer satisfaction was achieved by optimizing time-varying vehicle speeds, fuel con-
sumption, and carbon emissions in multiple time windows. Applying the model with real
data from China suggested reduced total distribution costs, balanced energy conservation,
and improved customer satisfaction.

In article [7], a mobile app on an Android application interface platform was in-
troduced to farm management information system (FMIS) services to assist farmers in
managing their farms. To reduce the price of and enhance the access to FMIS services, a
new conceptual FMIS model for farm efficiency was proposed based on identifying com-
modity and research areas, and performing information needs assessments. The new model
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consisted of five layers for information needs, data quality assessment, data extraction,
split, match and merge (SMM) processes, and presentation. The new FMIS model was
used to address the needs of smallholder chili farmers in Indonesia and outlined areas for
improvement in FMIS services.

In article [8], a novel lightweight CNN GrapeNet was introduced to deal with inher-
ent difficulties in identifying crop diseases at different stages due to their wide gamut
of symptoms and various plant tissues and color changes. GrapeNet was designed as
a modern deep network of residual blocks and convolutional block attention modules
(CBAMs) for extracting rich features and key disease information. Special residual feature
fusion blocks (RFFBs) were introduced to achieve feature fusion at different depths, the
article are dealing with vanishing gradient issues of ultra-deep networks [23]. Identification
accuracy of GrapeNet outperformed other deep networks, such as ResNet34, DenseNet121,
MobileNetV2, MobileNetV3_large., by ~1.5 to 4 percentage points, while the training time
of GrapeNet decreased due to a reduced number of parameters. GrapeNet was tested for
grape leaves of the AI challenger 2018 dataset.

In article [9], a recurrent neural network (RNN)-based long short-term memory (LSTM)
model was coupled with a novel adaptive signal decomposition method, called variational
modal decomposition (VMD), and a new improved bald eagle search algorithm (IBES) to
propose the innovative fishery product price forecasting model VMD-IBES-LSTM, capable
of dealing with time series data efficiently. Compared to other ML forecasting models,
VMD-IBES-LSTM showed high prediction accuracy and better explained the seasonality
and trends of changes in China’s aquatic product consumer price index. Thus, VMD-IBES-
LSTM was shown to be an effective tool for addressing management and decision-making
tasks related to predicting the aquatic product consumer prices in China.

In article [10], a cloud-based web application interconnected to an IoT smart system
was introduced to address the needs of rural farmers in Pakistan in an attempt to overcome
the illiteracy-related absence of proactive decision making in all phases of crop production.
The smart system was connected to accessible devices and sensors for real-time capturing of
soil moisture, temperature, pH, light intensity, and air humidity. The system was designed
to help farmers understand environmental factors related to soil fertility, suitable crop
cultivation, automated irrigation, harvest schedule, pest and weed control, crop diseases,
and fertilizer usage. The system was upgraded to a mobile app for bilingual usage, i.e., in
‘Urdu’ and ‘English’, and was equipped with visual, audio, and voice components as well
as iconic and textual menus designed for farmers of various literary levels.

In article [11], predictive software was proposed for management and decision-making
purposes in profitability and the economic balance of agricultural farms. The software
consisted of a cloud-based web application with a nested user-friendly model for predicting
crop yields based on different ML regression algorithms, such as the generalized linear
model (GLM), and the Gaussian and Linear kernel support vector machine (SVM). As part
of the training, the model was fed more than 20 spatio-temporal meteorological parameters
and data for the yields of eight consecutive years. The proposed software performed well
in the early prediction of crop yield with absolute errors being less than 20%. The results
were crucial for decision making related to tillage investments and crop marketing. The
web application was tested on an olive orchard in Spain.

In article [12], a novel method for grape detection was proposed related to com-
puter/machine vision. The method was based on the lightweight network Uniformer,
capable of capturing long-range dependencies while improving feature extraction, and
the bi-directional path aggregation network (BiPANet), capable of fusing low- and high-
resolution feature maps for optimizing semantic and detailed information. The reposition
non-maximum suppression (R-NMS) algorithm improved the localization accuracy, and
the novel cross-layer feature enhancement strategy in BiPANet resulted in a significant
reduction in the number of parameters and computational complexity. The novel method
for grape detection outperformed other CNN-based algorithms for computer vision, such
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as YOLOx, YOLOv4, YOLOv3, Faster R-CNN, SSD, RetinaNet, and the mAP. The proposed
method was tested on grape datasets from China.

In article [13], a self-activated multilayered CNN, consisting of five blocks of convolu-
tion, batch normalization, ReLU activation function, and max pooling, was proposed as a
computer-vision-based recognition framework to identify different buffalo breeds. Particu-
larly, the Nili-Ravi breed, one of the best worldwide for milk and meat production, was
successfully identified from other breeds in an attempt to satisfy the great demand for breed
selection and breed production. All seven of the classifiers that were tested and compared
for breed identification, i.e., Fine-KNN, Med-KNN, Coarse-KNN, LP-Boost, Total-Boost,
Bag-Ensemble, and the support vector machine (SVM), performed well and managed to
recognize and classify the Nili-Ravi breed from the Khundi breed and a miscellaneous
class of other buffalo breeds. The accuracy of identification reached 93% for the CNN
performance with the SVM classifier and exceeded 85% for the other classifiers. The CNN
framework was tested in Pakistan.

In article [14], a lightweight CNN, named MC-DM (Multi-Class DeepLabV3+), was
proposed as a computer vision approach for tea sprout segmentation and picking point
localization, based on improved Mobile Networks Vision 2 (MobileNetV2) with an inverted
residual structure [24]. The MC-DM architecture allowed for a reduced number of param-
eters and calculations. In addition, an image dataset of high-quality tea sprout picking
points was built to train and test the MC-DM network. The atrous spatial pyramid pooling
module in MC-DM acted to obtain denser pixel sampling for the purpose of enhancing
the accuracy of picking point identification, which reached 82.52%, 90.07%, and 84.78%
for a single bud, one bud with one leaf, and one bud with two leaves, respectively. The
MC-DM has been proposed and tested as an effective method for fast segmentation and
visual localization for automated machine picking of tea sprouts in China.

In article [15], e-commerce interest linkage mechanisms were studied using the theory
of planned behavior and the evolutionary game model involving the causal relationship
between farmers’ characteristics, experiences, cognition, behaviors, and willingness, and
government policies. The influence of government policies on farmers’ cognition, partici-
pation, and behaviors surrounding e-commerce interest linkage mechanisms were studied
using the structural equation model. The results showed that the basic characteristics
and experiences of farmers affected their cognition surrounding e-commerce interest link-
age mechanisms, their willingness to participate, and the way in which they behave in
e-commerce activities. While government policies had a positive effect on farmers’ cogni-
tion surrounding e-commerce, it was found that they did not directly stimulate farmers to
participate. Despite this, government policies and farmers’ basic characteristics interacted
and acted together when it came to willingness to participate and the behavior of farmers
in e-commerce. The proposed methodology was tested in China.

In article [16], a CNN-based DL algorithm was proposed for real-time monitoring
of dense hemp duck flocks as an alternative to manual duck counting in the intelligent
farming industry. Particularly, the authors applied a modified YOLOv7 DL algorithm for
the recognition and detection of moving objects in real time. The YOLOv7 algorithm has
been further improved by implementing a convolutional block attention module (CBAM)
for feature extraction, which can perform attention operations in the channel and spatial
dimensions. A large-scale image dataset consisting of 1500 hemp ducks was introduced for
the purposes of full-body frame labeling and head-only frame labeling. The results showed
that CBAM-YOLOv7 had outstanding precision. The comparison between the two labeling
methods demonstrated that the head-only labeling method resulted in a loss of feature
information, while the full-body frame labeling method appeared to be better suited to
detection in real time. The proposed algorithm was tested in China.

In article [17], the LoRaWAN point-to-multipoint networking protocol was used for
implementing an IoT application of sensors for inexpensive and continuous monitoring
of environmental, plant, and soil water status in a vineyard. Results showed that the IoT
system communicated data continuously and without loss. LoRaWAN was already known
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as an alternative with reduced cost and superior range compared to WiFi and Bluetooth.
Its importance in IoT was justified by its applicability to resource management in a time of
global change, especially in remote, rural areas where cellular networks have little coverage
and 5G networks of prohibitive costs still lack infrastructure. The IoT system was tested
in Portugal.

In article [18], MAXQDA software for qualitative and mixed-methods data was used
to investigate the planning uncertainties and to provide data-driven support in the decision-
making process along the supply chain of horticultural companies for ornamental plants,
perennials, and cut flowers. Real-life planning issues were explored by interviewing experts
and the management of typical companies operating in the market. The results showed that
tactical planning domains of material/product requirement and production and demand
planning are especially critical for the market. An outstanding need emerged for practically
developing relevant decision support systems, in addition to some existing ones of a limited
extent that were not fully compatible with marketing requirements in the horticultural
sector. The methodology was tested in Germany.

In article [19], a case report was presented proposing a fuzzy collaborative intelligence
(FCI) approach for selecting leisure agricultural parks during times of great restrictions,
such as the recent COVID-19 pandemic. The novelty of the proposed approach was in
combining the asymmetrically calibrated fuzzy geometric mean (acFGM), fuzzy weighted
intersection (FWI), and fuzzy Vise Kriterijumska Optimizacija I Kompromisno Resenje
(fuzzy VIKOR) function. The approach was tested for Taiwan and showed that agricultural
parks were among the favorite locations for traveling for leisure during the COVID-19 pandemic.

In article [20], a review was conducted on the impact of new information and commu-
nication technologies (ICT) on sustainable food systems (SFSs) and their transformation in
the context of global food security and nutrition. The main focus was on digital agriculture
technologies involving IoT, AI, and ML, such as drones, robots, autonomous vehicles,
and advanced materials, as well as various gene technology, such as biofortified crops,
genome-wide selection, and genome editing. Eight action initiatives were suggested, which
coupled to appropriate incentives, regulations, and permits, and would be expected to
critically influence adoption and usage of modern technologies for promoting various
SFS types.

All of the above original research demonstrated the potential for worldwide applica-
tion in corresponding or similar domains. The contributions of this Special Issue may be
seen in the background of a rapidly growing human population with needs surrounding
sustainable and secure food production, water management, and reduced GHG emissions,
which clarify the need for smart agriculture solutions as an imminent priority on a planetary scale.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: Proper identification of different grape varieties by smart machinery is of great importance
to modern agriculture production. In this paper, a fast and accurate identification method based
on Canonical Correlation Analysis (CCA), which can fuse different deep features extracted from
Convolutional Neural Network (CNN), plus Support Vector Machine (SVM) is proposed. In this
research, based on an open dataset, three types of state-of-the-art CNNs, seven species of deep
features, and a multi-class SVM classifier were studied. First, the images were resized to meet the
input requirements of a CNN. Then, the deep features of the input images were extracted by a specific
deep features layer of the CNN. Next, two kinds of deep features from different networks were
fused by CCA to increase the effective classification feature information. Finally, a multi-class SVM
classifier was trained with the fused features. When applied to an open dataset, the model outcome
shows that the fused deep features with any combination can obtain better identification performance
than by using a single type of deep feature. The fusion of fc6 (in AlexNet network) and Fc1000 (in
ResNet50 network) deep features obtained the best identification performance. The average F1 Score
of 96.9% was 8.7% higher compared to the best performance of a single deep feature, i.e., Fc1000
of ResNet101, which was 88.2%. Furthermore, the F1 Score of the proposed method is 2.7% higher
than the best performance obtained by using a CNN directly. The experimental results show that the
method proposed in this paper can achieve fast and accurate identification of grape varieties. Based
on the proposed algorithm, the smart machinery in agriculture can take more targeted measures
based on the different characteristics of different grape varieties for further improvement of the yield
and quality of grape production.

Keywords: grape varieties identification; Support Vector Machine (SVM); Convolutional Neural
Network (CNN); deep feature fusion; Canonical Correlation Analysis (CCA); smart machinery

1. Introduction

Grape is one of the most popular fruits which can be used for wine production or
fresh food. There are many varieties of grapes in the world, with more than 10,000 varieties
and about 3000 cultivars. Through the improvement and screening of grape varieties, there
are dozens of wine grapes widely planted at present. Many wine producers need to mix a
larger number of different varieties of grapes to produce high-quality wines, such as the
“Blend D. Antónia”, which has more than 30 grape varieties. This means that more than one
grape variety is planted per parcel and even per row [1]. Although the basic management
methods of grapes are similar, the different varieties have their own characteristics, and
they have different requirements for pruning, spraying, fertilization, and harvest time.
Scientific and accurate field management is the key to the production of wine grapes of
high quality. With the development of modern agriculture, more smart machines are used
for pruning [2], spraying [3,4], and harvesting grapes [5]. Accurate identification of grape
varieties is necessary for the smart machinery to make more targeted decisions for different
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varieties. Therefore, it is important to develop reliable methods that could automatically
identify the varieties of grapes.

The traditional methods of grape variety identification mainly include manual and
chemical identification [6]. Manual identification requires a high level of experience
and expertise of the inspector and has disadvantages such as being time-consuming
and subjective. In contrast, chemical identification methods such as mass spectrometry,
chromatography, and fluorescence spectrometry are widely used, have demonstrated
great efficiency, and are considered to be reliable for identifying grape varieties [7–10].
However, it is not convenient to apply the chemical methods to smart machinery, and
these methods cannot produce real-time identification results for the real-time operation
of smart machinery. Machine vision, which only needs an image sensor, is very easy and
convenient to integrate into smart machinery. Thus, in this paper, the method of machine
vision was considered to identify grape varieties. With the development of machine
vision, image inspection as a non-destructive technology is widely used in industry [11,12],
agriculture [13,14], and fisheries [15,16], showing great application prospects.

In the agriculture field, machine vision-based methods are widely used for the clas-
sification or grading of agricultural products. Nasirahmadi et al. used a Bag of Features
(BoF) model to solve the classification problem of 20 kinds of almonds. In their research,
three classifiers (L-SVM, Chi-SVM, and kNN) based on five keypoint detectors and a SIFT
descriptor were investigated and achieved 79–87%, 83–91%, and 67–78% accuracy, respec-
tively [17]. Bhargava et al., aiming at the problem of apple (fresh, rotten), six different
varieties of apple (Fuji, York, Golden Crown, Red Crown, Granny Smith, and Jonagold)
were selected. Firstly, the fruit region in the image was segmented by grab-cut method
and Fuzzy C-Means Clustering, and then six features were extracted from feature space by
principal component analysis to train an SVM classifier, and finally, 98.42% classification
accuracy was obtained [18]. In [19], Ponce et al. focused on the variety identification of
olive fruits. Six different Convolutional Neural Networks were trained by 2800 images with
seven kinds of olive, and a top accuracy of 95.91% was obtained by Inception-ResnetV2.
In addition, there are also some studies about the identification of grape varieties based
on machine learning or deep learning. Bogdan et al. developed a model which is a combi-
nation of deep learning ResNet50 classifier model with multi-layer perceptron for grape
varieties identification. A well-known benchmark dataset, which provided the instances
from five different grape varieties taken from the field, was used for training and testing on
the developed model. The test results showed that the classification accuracy of the model
for different grape varieties can reach 99% [20]. El-Mashharawi et al. adopted a CNN for
the identification of grape varieties. A dataset provided by Kaggle, which contains 4565
images with six species of grapes, was used to train and test the network, and a validation
accuracy of 100% was achieved on the test set. The main reason for such high accuracy
could be attributed to that each image in the dataset contains only one grape grain, and the
background is pure white without any interference [21]. Besides, the AlexNet was trained
by Pereira et al. with 10 different generated datasets and the highest accuracy of 77.3% was
obtained with the four-corners-in-one preprocessed dataset [1].

Two kinds of methods were mainly adopted in the above studies: (1) SVM-based
models for classification and (2) deep learning-based models for classification. SVM-based
classifiers have a simple classification idea, i.e., to maximize the interval between samples
and decision surfaces. Thus, using kernel functions to map features to high-dimensional
space to solve nonlinear classification problems can often achieve excellent results [22,23].
However, the classification effect often depends on the class, number, and robustness of the
selected features, which is often specific to the research and limited by their experience, and
thus, the performance of classifiers trained by different people often has large performance
differences. Compared to traditional machine learning methods, deep learning often
could achieve better performance by the application of a Convolutional Neural Network
(CNN), which consists of a variety of filters, nonlinearities, and pooling operators. The
filters with different sizes are used for learning. A nonlinear operator such as hyperbolic
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tangents, rectified linear units, or logistics sigmoid are added to improve the nonlinear
fitting ability of the model. Convolution and nonlinearities are usually followed by a
pooling operator such as subsampling, average pooling, or maximum pooling. The CNN
model can automatically discover features, and as the number of CNN layers increases, the
feature discovered becomes more advanced. Compared to handcraft features by manual
selection, deep learning can automatically learn the hierarchical features hidden into the
images, which is not only more effective but also avoids the tedious features selection
procedure.

However, when dealing with a small dataset, it is difficult to train a CNN from scratch.
Based on the discussion in the previous section, it is natural to carry out a method that
can train the SVM model with deep features to make full use of the advantages of the
two techniques. The literature reports that this method has been applied in agriculture
and achieved good performance. In [24], Sethy et al. evaluated the classification perfor-
mance of a Support Vector Machine classifier for rice disease identification. The features
adopted for SVM classifier training were extracted by 13 pre-trained CNN models (AlexNet,
Vgg16, Vgg19, Xception, Resnet18, Resnet50, Resnet101, Inceptionv3, Inceptionresnetv2,
GoogLeNet, Densenet201, Mobilenetv2, shufflenet). The use of pre-trained models can not
only ensure that the model could extract effective features, but at the same time, it avoids
the need for large datasets and computational resources to train a CNN. The results show
that the classifier trained by features extract by ResNet50 is superior to other models, and
the F1 Score is 0.9838. In the same year, this method was used by the team to detect nitrogen
deficiency of rice, and the classifier of ResNet50 + SVM achieved the best classification ac-
curacy of 99.84% [25]. In addition, Jiang et al., adopting the same idea as [24,25], developed
an SVM classifier for rice leaf diseases diagnosis, and an average correct recognition rate of
96.8% was obtained. The above studies show that training an SVM classifier with the deep
features extracted by a CNN model can achieve classification results that are not inferior to
those of applying the corresponding deep model directly. Moreover, the computational
resources, as well as the training time, are significantly reduced compared with training a
deep network from scratch. However, the currently proposed methods of deep features
plus SVM have two problems. (1) The dimensionality of the deep features is usually very
large; for example, the dimensionality of fc6, fc7, and fc8 of AlexNet are 4096, 4096, and
1000, respectively. The high-dimensional features may affect the classification performance
since the SVM model is more suitable for dealing with low-dimensional features. (2) The
research mainly focuses on evaluating the classification performance of an SVM classifier
trained by deep features of a specific layer of a single CNN model to find the best deep
feature for classification.

With all the above, the objective of this research is to develop a new method for
training the SVM classifier with CCA fused deep features for the identification of different
varieties of grapes and thereby to overcome the problems with the current SVM+ deep
feature methods. Inspired by Haghighat et al. [26] and Sun et al. [27], which demonstrated
the outstanding performance by the fused feature with Canonical Correlation Analysis
(CCA) fusion techniques, and considering working with small datasets, we hypothesize
that a method can be developed that can fuse two kinds of deep features and reduce the
dimensionality of fused deep features to improve the classification performance and reduce
the training time. Thus, our new method would train the SVM classifier with CCA fused
deep features for the identification of different varieties of grapes. By utilizing two CNNs to
extract the deep features of the training set, and then CCA to fuse the obtained deep features
and train the SVM with the fused features, we expect to deliver a better classifier for grape
variety recognition. We also address the following specific hypotheses. (1) Compared with
the deep feature extracted by a single CNN model, the fused deep feature from different
networks can make the SVM classifier learn more features to improve the classification
performance. (2) The CCA algorithm can eliminate redundant and invalid information
when fusing different deep features, and significantly reduce the feature dimensionality to
alleviate the problem that the model performance is affected when the SVM model learns
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high-dimensional features, and the reduction of feature dimensionality helps to speed up
the model training speed.

The remainder of the article is organized as follows. In Section 2, the studied dataset
and models and the proposed method are given. Then, in Section 3, the experiment results
of different models are presented. Further, in Section 4, a comprehensive discussion based
on the experiment results and the other studies are presented. Finally, a conclusion of the
research is given in Section 5.

2. Materials and Methods

2.1. Dataset

One publicly available grapes image dataset named WGISD was adopted to evalu-
ate the performance in this study, which can be downloaded from https://github.com/
thsant/wgisd (accessed on 10 June 2021). The WGISD dataset consists of 300 images
(2048 × 1365 pixels) with 5 different varieties (Chardonnay, Cabernet Franc, Cabernet
Sauvignon, Sauvignon Blanc, and Syrah), and the detailed distribution of the dataset is as
shown in Figure 1. In the experiment, the dataset was randomly split into 70:30 for training
and testing, respectively.

Figure 1. The varieties distribution of WGISD dataset.

2.2. Network Architecture and Deep Features Layers

In this research, the deep feature of three state-of-the-art CNN models, i.e., AlexNet [28],
GoogLeNet [29], and ResNet [30], were adopted to evaluate the performance of the pro-
posed method. The deep features are extracted from fully connected layer of a CNN model.
Generally, a CNN may include several different fully connected layers (deep feature lay-
ers). For example, AlexNet consists of three deep feature layers, namely fc6, fc7, and fc8.
Then, in this research, some typical deep feature layers were examined, and the detailed
information of the selected layers was listed in Table 1.

Table 1. The deep feature layer and feature vector of the studied CNN.

CNN Model Feature Layer Feature Vector

AlexNet
fc6 4096
fc7 4096
fc8 1000

GoogLeNet loss3-classifier 1000
ResNet18 Fc1000 1000
ResNet50 Fc1000 1000
ResNet101 Fc1000 1000

2.2.1. AlexNet

AlexNet was first proposed by Alex Krizhevsky et al. in the ImageNet competition
and won first place in 2012. AlexNet is a deepening of the layers of the network based
on LeNet, which enables it to learn richer and higher dimensional features. The proposal
of AlexNet is the beginning of deep learning. It is a basic, simple, and effective CNN
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architecture, which is mainly composed of cascade stages, namely a convolutional layer,
pooling layer, rectified linear unit (ReLU) layer, and fully connected layer. Specifically,
the AlexNet consists of 5 convolutional layers, as shown in Figure 2, with pooling layers
behind the first, second, third, and fourth layer, and 3 fully connected layers behind the fifth
layer. The success of AlexNet can be attributed to some practical strategies, such as using
ReLU nonlinear layers instead of sigmoid function as activation functions, using dropout
to suppress overfitting, and using multi-GPU training. ReLU is a half-wave rectification
function that can significantly accelerate the training phase and prevent overfitting. In
addition, the dropout can be considered as a regularization to reduce the co-adaptation
of neurons by setting the number of input neurons or hidden neurons to zero at random,
which is usually used in the fully connected layers of AlexNet architecture. In this research,
the deep features of fc6, fc7, and fc8 (which could be observed in Figure 2) of AlexNet were
adopted to evaluate the performance of the SVM classifier.

Figure 2. The architecture of AlexNet.

2.2.2. GoogLeNet

GoogLeNet, as shown in Figure 3, is a new deep learning structure proposed by
Christian Szegedy in 2014. Before that AlexNet, VGG, and other networks obtained
affordable performance by increasing the depth of the network (layers), but the increase
in layers brought many negative effects, such as overfitting, gradient disappearance, and
gradient explosion. To address this issue, a new module, Inception, was proposed by
Szegedy et al. to construct the GoogLeNet network. The architecture of Inception is shown
in Figure 4, which puts multiple convolutions or pooling operation together to form a
single network unit. The proposal of Inception is to improve the performance from another
perspective: it can use computing resources more efficiently and can extract more features
with the same amount of calculation.

When designing a network that does not adopt the inception, we tend to use only
one operation in a layer, such as convolution or pooling, and the size of the convolution
kernel for the convolution operation is also fixed. However, in practical situations, for
different sizes of images, different sizes of convolution kernels are needed to make the
best performance, or, for the same image, different sizes of convolution kernels behave
differently because they have different receptive fields. Therefore, we want to let the
network choose by itself, and Inception can meet such needs. An Inception module
provides multiple convolutional kernels in parallel, and the network chooses to use them
by adjusting the parameters during training. In our research, the last fully connected layer
(as shown in Figure 3) was chosen as the feature extraction layer. This layer is named
“loss3-classifier” in the Deep Learning Toolbox of MATLAB and is usually chosen as the
feature extraction layer of GoogLeNet for different applications [24,31,32].
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Figure 3. The architecture of GoogLeNet.

Figure 4. The Inception module proposed by GoogLeNet.

2.2.3. ResNet

As the network deepens, there is a decrease in the accuracy of the training set, and it
is certain that this is not caused by overfitting (the accuracy should be high enough in the
case of overfitting). To address this problem, He et al. proposed a new network named
deep residual network (ResNet), which introduces a residual block structure, as shown in
Figure 5, to solve the problem degradation in deep networks while allowing the network to
be as deep as possible. The X Identity in Figure 5 is called “shortcut connection” and is the
significant difference between the deep residual network and other networks. Two kinds
of mapping were proposed by ResNet, the one is identity mapping and the other one is
residual mapping. The output of a residual block is y = F(x) + x (do not consider nonlinear
activation), and identity mapping refers to the input itself, which is x in the equation, while
residual mapping refers to the F(x) part. If the network has reached the optimum, even
if the network deepens, the residual mapping will be pushed to 0, leaving only identity
mapping, so that the network is always in an optimum state and the performance of the
network will not decrease as the layers increase.
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Figure 5. Residual block.

As shown in Equation (1), if the dimensions of x and F(x) are different, a linear
projection W should be adopted on x such that the dimensions of x could match the
dimensions of the F(x).

y= F(x,{Wi})+Wxx. (1)

In our study, three widely used ResNet architectures, i.e., ResNet18, ResNet50, and
ResNet101, were chosen as the deep feature extraction network. Similar to the “loss3-
classifier”, the fully connected layer before each ResNet was chosen as the deep feature
extraction layer. These layers are named “Fc1000” in their respective networks and have
also been wildly adopted for deep feature extraction for different applications [24,31,32].

2.3. Fusion of Deep Features by Canonical Correlation Analysis

In this research, two kinds of deep features extracted by the different networks of
different deep feature layers were fused into a single feature vector by using a feature
fusion technique based on Canonical Correlation Analysis (CCA) [27]. The fused feature
is more discriminative than any of the input feature vectors. The Canonical Correlation
Analysis (CCA) has been widely adopted to analyze associations between two sets of
variables. The detailed mathematical derivation of CCA is shown in Appendix A.

As defined in [27], the deep features extracted by different CNN models could be
fused by summation of the transformed features (canonical variates X∗ and Y∗), and the
fusion equation is shown in Equation (2).

Z = X∗+Y∗= WT
x X + WT

y Y =

(
Wx
Wy

)T( X
Y

)
, (2)

where X∗ and Y∗ are the transformation of original extracted deep features X and Y by
matrices WT

x and WT
y , respectively. Through matrix transformation, the matrices X and Y,

whose dimensionalities are not necessarily equal, become equal. Further, the fused deep
features Z can be obtained through numerical summation of corresponding positions of X∗
and Y∗.

2.4. Proposed Methodology

The processing flow of the proposed method is illustrated in Figure 6.
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Figure 6. The processing flow of the proposed method.

Firstly, we resize the image to make it fit the input requirement of the CNN mod-
els. The CNN models used in this article were AlexNet, ResNet (18, 50, and 101), and
GoogLeNet, and their input requirements are 227 × 227 × 3, 224 × 224 × 3, and 224 × 224 × 3,
respectively.

Second, we input the image to the pre-trained CNN model to extract the deep fea-
tures on specific layers of the CNN model. A typical CNN usually consists of two parts:
convolutional base and classifier. The convolutional base is mainly used to automatically
learn hierarchical features representations of the input image. Models trained with large
datasets often have stronger feature learning abilities than trained with a small dataset.
This means that a model pre-trained by a large dataset to extract deep features probably
captures statistics of natural images much better than could have been learned from the
WGISD dataset because of its limited size. Therefore, all the CNNs adopted for deep
features extraction are pre-trained by ImageNet, which is a famous public dataset that
contains 14 million images with 20 thousand classes.

Third, fuse the deep features extracted from different CNN models by Canonical
Correlation Analysis (CCA) algorithm. The Canonical Correlation Discriminant Features
is more discriminative than any of the input feature vectors. Compared with directly
concatenating the deep features extracted from different CNN models, CCA can effectively
eliminate the invalid features and reduce the feature dimensionality, which can avoid
overfitting training and reduce the training time and computational resources of the SVM
classifier.

Finally, the fused deep features were fed into a well-trained SVM classifier, then the
SVM classifier could distinguish the grape variety and output the result. In the training
stage, the function of “fit class error correcting output codes” (fitcecoc) was used, which
could train a multi-class SVM classifier. The function of “fitcecoc” uses K(K−1)/2 binary
SVM model with One-Vs-All coding design, which enhances the classification performance
of the classifier.

2.5. Experiment Environment

The experiment computer is a Dell-T7920 (Austin, TX, USA) workstation running on
Windows 10, and the hardware configuration is 2 Intel Xeon Gold 6248R CPUs, 64GB of
RAM, and 2 Nvidia Quadro RTX 5000 graphics cards with 32 GB memory. The software
environment is MATLAB 2020b (Netik, MA, USA), which supports the operation of CNN
models such as AlexNet, GoogLeNet, and ResNet by installing the DeepLearning toolbox.
In addition, the network parameters of AlexNet, GoogLeNet, and ResNet (18, 50, and 101)
are pre-trained by ImageNet and have powerful feature extraction capability.

2.6. Performance Evaluation Metrics

To evaluate the performance of the proposed method, four metrics have been applied,
i.e., accuracy [33], recall [33], precision [33], and F1 Score [33], which are most widely
used to evaluate the performance of classification. The accuracy represents the ratio of the
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number of correctly classified samples to the total number of samples. The recall represents
the ratio of the number of true positive samples to the positive samples. The precision
represents the ratio of the number of true positive samples to the number of the samples
predicted as positive, and the F1 Score is a harmonic metric, which takes into account both
the recall and precision of the classification model. The equation of the adopted metrics is
shown in Equations (3)–(6).

Accuracy =
TP + TN

TP + FP + TN + FN
(3)

Recall =
TP

TP + FN
(4)

Precision =
TP

TP + FP
(5)

F1Score = 2 × recall × precision
recall + precision

(6)

where TP is true positive, TN is true negative, FP is false positive, and FN is false negative.

3. Results

In the experiment, in order to obtain more reliable experiment data, 10 independent
runs of training and validation of each SVM classifier were made on the dataset, and the
mean of results and deviation on the test set was adopted to represent its performance.
Besides, since the standard deviations of the results of each model are very small, only the
mean of the results were discussed.

3.1. Performance Analysis Based on Single Type of Deep Feature

The classification results and training time of the SVM classifier trained with a single
type of deep feature are shown in Table 2. It is observed that the Fc1000 layer of ResNet101
obtained the best classification performance among all the examined deep layers, and
the average accuracy, precision, recall, and F1 Score are 87.7%, 88.4%, 88%, and 88.2%,
respectively. Besides, the fc6 of AlexNet can achieve better performance than fc7 and fc8,
which was also indicated by other studies [24,34], reporting that the deep feature of fc6 is
more distinguishable than that of fc7 and fc8. Then, in the following sections, the fc6 deep
feature of AlexNet is considered only. Figure 7 shows the visualization of same sample
with different deep feature. In addition, the training time of an SVM classifier with the fc6
layer of AlexNet is the longest, with an average of 2.5 s, while the average time of all other
single type deep features was within 0.5 s. The dimension of the fc6 deep feature is 4096,
and all the others are 1000, which may be the reason why the training time of fc6 is longer
than that of other deep features.

Table 2. Performance metrics and training time of SVM classifier with a single deep feature (bold font shows the best
performance).

Metrics
AlexNet GoogLeNet ResNet18 ResNet50 ResNet101

fc6 fc7 fc8 Loss3-Classifier Fc1000 Fc1000 Fc1000

Accuracy (%) 86.3 ± 1.1 81.5 ± 1.8 79.3 ± 0.9 72.5 ± 2.7 79 ± 2.4 83.4 ± 2 87.7 ± 1.2
Precision (%) 87.8 ± 0.9 83.8 ± 1.4 81.4 ± 0.7 75.2 ± 2.8 80.9 ± 2.7 84.4 ± 2 88.4 ± 1.4

Recall (%) 86.8 ± 1.1 82.3 ± 2 79.7 ± 1 73.3 ± 2.7 79.7 ± 2.2 84.1 ± 1.9 88 ± 1.2
F1 Score (%) 87.3 ± 0.9 83.1 ± 1.7 80.6 ± 0.8 74.2 ± 2.7 80.3 ± 2.4 84.3 ± 1.9 88.2 ± 1.2

Training time (S) 2.5 ± 0.39 0.4 ± 0.32 0.1 ± 0.04 0.09 ± 0.04 0.1 ± 0.02 0.1 ± 0.04 0.2 ± 0.27
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Figure 7. Visualization of different deep feature with the same sample: (a) fc6; (b) fc7; (c) fc8; (d) loss3-classifier; (e) Fc1000
of ResNet18; (f) Fc1000 of ResNet50; (g) Fc1000 of ResNet101.

3.2. Performance Analysis Based on CCA Fused Deep Features

Table 3 shows the performance of the SVM classifier trained by CCA fused deep fea-
tures extracted from different CNNs on the test set. It can be observed that the combination
of fc6 and ResNet50 (Fc1000) achieves the best classification performance, and the accuracy,
precision, recall, and mean F1 Score are 96.5%, 97.0%, 96.7%, and 96.8%, respectively. The
combination of GoogLeNet (loss3-classifier) and ResNet18 (Fc1000) obtained the worst
performance, and the mean accuracy, precision, recall, and F1 Score are 90.6%, 91.1%, 91%,
and 91.1%, respectively. For all the fused deep features, the dimensionality is 211 and the
training times are usually within 0.1 s, which seems to verify the speculation about the
relationship between training time and feature dimensionality in the previous section.

Table 3. Performance metrics and training time of SVM classifier with fused deep features (bold font shows the best
performance).

Fused Features Accuracy (%) Precision (%) Recall (%) F1 Score (%) Train Time (S) Dimension

fc6 + GoogleNet 94.5 ± 2.4 95.2 ± 2.1 94.7 ± 2.3 95.0 ± 2.2 0.07 ± 0.02 211
fc6 + ResNet18 92 ± 1.6 92.5 ± 1.3 92.2 ± 1.8 92.4 ± 1.5 0.06 ± 0.001 211
fc6 + ResNet50 96.5 ± 1.4 97.0 ± 1.2 96.7 ± 1.5 96.8 ± 1.3 0.06 ± 0.007 211
fc6 + ResNet101 96.1 ± 1 96.6 ± 0.9 96.2 ± 0.9 96.4 ± 0.9 0.07 ± 0.02 211

GoogleNet + ResNet18 90.6 ± 0.9 91.1 ± 0.7 91 ± 1 91.1 ± 0.8 0.07 ± 0.04 211
GoogleNet + ResNet50 92 ± 0.8 92.8 ± 0.5 92.1 ± 0.9 92.4 ± 0.6 0.09 ± 0.03 211

GoogleNet + ResNet101 95.2 ± 1.2 95.7 ± 1.1 95.4 ± 1 95.5 ± 1.1 0.05 ± 0.006 211
ResNet18 + ResNet50 92.2 ± 1.2 92.9 ± 1.3 92.3 ± 1.5 92.6 ± 1.4 0.07 ± 0.005 211
ResNet18 + ResNet101 92.7 ± 1 93.1 ± 0.8 92.9 ± 0.8 93.0 ± 0.7 0.07 ± 0.02 211
ResNet50 + ResNet101 96.1 ± 1 96.4 ± 1 96.2 ± 0.9 96.3 ± 1 0.18 ± 0.008 211

Table 4 shows the performance comparison between the proposed fused deep features
and a single feature. The first row in the table is the best performance obtained by the fused
deep features, while the second row is the worst performance, the third row is the best
performance obtained by a single deep feature, and the fourth and fifth are the components
of the fused deep features in the first row. Since the calculation of F1 Score combines
precision and recall, we analyze the performance differences with mean F1 Score in this
section.

Table 4. Performance comparison between the fused deep features and a single feature. (Bold font shows the best
performance).

Fused Features Accuracy (%) Precision (%) Recall (%) F1 Score (%) Fusion Time (S) Train Time (S) Dimension

fc6 + ResNet50 96.5 ± 1.4 97.0 ± 1.2 96.7 ± 1.5 96.8 ± 1.3 0.05 ± 0.008 0.06 ± 0.007 211
GoogleNet + ResNet18 90.6 ± 0.9 91.1 ± 0.7 91 ± 1 91.1 ± 0.8 0.03 ± 0.002 0.07 ± 0.04 211

ResNet101 87.7 ± 1.2 88.4 ± 1.4 88 ± 1.2 88.2 ± 1.2 - 0.2 ± 0.27 1000
fc6 86.3 ± 1.1 87.8 ± 0.9 86.8 ± 1.1 87.3 ± 0.9 - 2.5 ± 0.39 4096

ResNet50 83.4 ± 2 84.4 ± 2 84.1 ± 1.9 84.3 ± 1.9 - 0.1 ± 0.04 1000

The best classification performance is obtained by the fusion of deep feature extracted
from fc6 of AlexNet and ResNet50 (Fc1000), and the mean F1 Score is 96.8%, which is
8.6% higher than the best single deep feature. Further, the mean F1 Score of the worst
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fused deep features reaches 91.1%, which is also 2.9% higher than the best single feature.
For fc6 and ResNet50 (Fc1000), the mean F1 Score of the fused deep feature is 9.5% and
12.5% higher than that of the single deep feature before the fusion, which indicates that the
method proposed in this paper could improve the classification performance significantly.
In addition, the training time plus feature fusion time of the proposed method is not more
than the training time of a single feature, indicating that the proposed method is helpful to
shorten the model training time.

Although the proposed method achieved satisfactory performance on the entire test
set, the identification performance of the classifier on each variety of grape in the dataset
is not clear. We further obtained the confusion matrix of the classifier’s (fc6 deep feature
+ Fc100 of ResNet50) 10 independent runs on the test set, as shown in Table 5. The
confusion matrix is a tool to evaluate the performance of supervised learning classification
algorithm. In our research, each row of the confusion matrix represents the actual variety of
grapes while each column represents the predicted variety, and the value on the diagonal
represents the correct classification of each variety. It can be intuitively observed that
the classifier achieved the best classification effect for Syrah. All 140 samples of Syrah
were correctly identified. Following is Cabernet Sauvignon, for which all 164 samples
were also correctly identified, but some other varieties were misidentified as Cabernet
Sauvignon. However, the classification effect on the other three varieties cannot be directly
observed from the confusion matrix, so we calculate the F1 Score of the classifier for each
variety. The mean F1 Score of Syrah, Cabernet Sauvignon, Cabernet Franc, Sauvignon
Blanc, and Chardonnay are 1, 0.982, 0.9738, 0.9399, and 0.9394, respectively. Therefore, we
can obtain the actual ranking of the classification effect on each variety of grape by the
classifier: Syrah > Cabernet Sauvignon > Cabernet Franc > Sauvignon Blanc > Chardonnay.
Furthermore, through the intuitive observation of the test set, we seem to find that the
closer the grape clusters to the camera, the better the classification performance. This
gives us some inspiration that the camera should be as close to the grapevine as possible
to capture the more clear clusters of grapes to improve the identification performance
in practice.

Table 5. The confusion matrix of the 10 independent runs on the test set with fc6 + Fc1000 (ResNet50)
fused deep features.

Grape Varieties Cabernet Franc Sauvignon Blanc Chardonnay Cabernet Sauvignon Syrah

Cabernet Franc 187 2 0 5 0
Sauvignon Blanc 0 180 12 1 0

Chardonnay 3 8 178 0 0
Cabernet

Sauvignon 0 0 0 164 0

Syrah 0 0 0 0 140

3.3. Performance Comparison with Using Deep Network Directly

Further, the performance of the proposed method (fused deep features plus SVM)
was compared with the performance obtained by using CNNs directly. Commonly, the
number of classification classes of the original CNN is often inconsistent with the number
of classification classes we study, which makes it impossible for us to directly apply the
original network to our applications. Therefore, the meaning of directly using CNN in this
article essentially refers to directly using the classification output of a CNN. In order to
make a CNN suitable for our study, the parameter of the final “softmax” (the classifier in
CNN) should be adjusted to be 5 (number of grape varieties in the WGISD). Table 6 shows
the training parameters for the examined CNN models. In the experiment, “stochastic
gradient descent with momentum” (sgdm) was selected as the optimization algorithm
(solver), and the parameters of “MiniBatchSize” (the number of samples utilized in one
iteration), “InitialLearnRate”, and “MaxEpochs” (the number of passes of the entire training
dataset) were 20, 1e-3, and 50, respectively. Moreover, because the workstation has two GPU,
the parameter of “ExecutionEnvironment” was set as “multi-gpu” to speed up the training.
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Table 6. Training parameters of the examined CNN models.

Parameters Value

solver sgdm
MiniBatchSize 20

InitialLearnRate 1e-3
MaxEpochs 30

ExecutionEnvironment multi-gpu

The performance comparison between the method proposed in this article and using
the CNN directly is obtained in Table 7. On the one hand, from the perspective of classifica-
tion performance, the mean F1 Scores of the AlexNet, GoogLeNet, ResNet18, ResNet50,
and ResNet101 are 87.0%, 94.2%, 90.7%, 88.5%, and 82.3%, respectively. The mean F1
Scores of the proposed method are 9.8%, 2.6%, 6.1%, 8.3%, and 14.5% higher than AlexNet,
GoogLeNet, ResNet18, ResNet50, and ResNet10, respectively, which indicate that, for the
identification of grape varieties, the proposed method has better classification performance
than using CNN directly. However, the CNN often contains a large number of parameters,
which requires a large number of samples to train and fine tune the parameters. Therefore,
we believe that the small number of samples of the public dataset studied in this paper is
the reason why it is difficult to obtain better classification performance by using the CNN
directly. It is not recommended to train a deep network with small datasets to avoid the
problem of overfitting. However, the method proposed in this paper can still achieve good
classification performance (the mean F1 Score is as high as 96.8%) with the small dataset,
showing obvious advantages. On the other hand, the training time also improved with
respect to the experimental environment of our study. To sum up, the results indicate that
the method proposed in this paper have advantages both in identification performance
and training time compared with using CNN directly.

Table 7. Performance comparison between the proposed method and using CNN directly (bold font shows the best
performance).

Method Accuracy Precision Recall F1 Score Train Time

AlexNet 85.7 ± 1.3 88.4 ± 1.2 85.7 ± 1.1 87.0 ± 0.9 4228 ± 53
GoogLeNet 93.8 ± 0.8 94.6 ± 0.9 94.0 ± 1.1 94.2 ± 1.0 4222 ± 47
ResNet18 89.8 ± 1.3 91.6 ± 1.2 90 ± 1.1 90.7 ± 1.2 4247 ± 38
ResNet50 87.7 ± 1.1 89.1 ± 1.2 88.0 ± 1.4 88.5 ± 1.3 4310 ± 51
ResNet101 81.6 ± 1.4 83.0 ± 1.3 81.7 ± 1.5 82.3 ± 1.3 4377 ± 63

Fused deep features
(proposed by this study) 96.5 ± 1.4 97.0 ± 1.2 96.7 ± 1.5 96.8 ± 1.3 0.06 ± 0.007

4. Discussion

In this study, a new method based on the CCA feature fusion algorithm plus SVM
was proposed. Donahue et al. [35] and Razavian et al. [36] demonstrated the outstanding
performance of the pre-trained CNN features in various recognition tasks. Although the
model trained from scratch may achieve comparative or better performance, it will be more
time-consuming. Besides, one potential limitation is that the amount of dataset used in our
research is not particularly large, so training the network directly from scratch may cause
over-fitting problems, which may cause degrading of the performance. Therefore, the
pre-trained CNN models were adopted to extract features. Haghighat et al. [26] and Sun
et al. [27] demonstrated an outstanding performance by the fused features with CCA fusion
techniques. In our experiment, we also tried the fusion methods of direct concatenation
and concatenation based on PCA, but there is a certain performance margin compared with
CCA. Therefore, the CCA was selected to fuse the deep feature, which can find the most
relevant features based on the two sets of features, so that better features can be used to
extract further features from the comparative poorer features to enhance the performance.
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The given CCA scheme is different from other fusion techniques (e.g., ensemble learning
and concatenation). To be specific, ensemble learning and concatenation does not consider
the correlations between the two input items from the perspective of features and may lose
some valuable information. The experiment results on the public WGISD show that the
proposed method could achieve satisfactory performance. However, there are many fusion
algorithms in practice. In the future, more studies should be focused on selecting a more
effective feature fusion algorithm to further improve the performance.

Furthermore, we compared our experimental results with some of the existing litera-
ture on grape varieties identification. Bogdan et al. cascaded the output of ResNet50 into
a multi-layer perceptron, which can improve the classification accuracy, but this method
needs to train two models. The evaluated dataset literature [20] is the same as ours, but the
background was removed and each cluster of grapes was extracted separately for training
and testing and an accuracy of 99% was obtained. However, in [22], when the background
was not removed (the dataset is exactly the same as ours), the accuracy dropped by 26%,
from 99% to 63%. This phenomenon suggests that (1) compared with their method, our
proposed method can achieve higher classification results, and That (2) the preprocessing,
the removal of the background, also plays a key role in the classification effect of the model.
Pereira et al. used AlexNet to identify grape varieties collected under natural conditions.
Although it carries out a variety of preprocessing on the dataset (does not include the
removal of background), the accuracy obtained is 77.3%, which is 19.2% lower than ours.
However, when this preprocessing was adopted to another popular Flavia leaf dataset, an
accuracy of 89.75% was achieved, which indicates that a different dataset also has a large
difference in results. This shows that although our approach has great advantages over
theirs, the impact of different datasets on the results cannot be ignored. El-Mashharawi
et al. also adopted a CNN for grape varieties identification, and an accuracy of 100% was
achieved on a public dataset from Kaggle. Each image on the dataset only contains one
grape grain and the background is pure white (the background pixels are all in white
color). Based on the influence of background processing on classification performance
in the above discussion of literature [20], we believe that the clear background is also an
important reason for such high accuracy. In summary, the method proposed in this study
could obtain satisfactory performance for grape varieties identification with the images
collected under natural conditions. However, image preprocessing should be considered
to improve the performance of our method. In addition, although the proposed method in
this paper has made promising progress with the method of single deep feature + SVM, a
satisfactory result was achieved on the WGISD dataset. As mentioned above, datasets also
play an important role in classification performance. The method that we propose needs to
be verified on different datasets to prove its versatility.

Agriculture is rapidly evolving towards a new paradigm—Agriculture 4.0, and digital
technology, artificial intelligence (AI), and automation will play a particularly important
role at this stage. Traditional manual machinery is gradually being replaced by smart
machinery. To make the machinery smart like a human being as much as possible, an
intelligent algorithm is necessary because different varieties of grapes have different har-
vesting time, nutrient requirements, and susceptibility to diseases and insect pests. With
the help of the proposed algorithm, the smart machinery could carry out more scientific and
reasonable operations for harvesting, fertilization, and management of different varieties
of grapes, reducing input and improving grape quality and yield at the same time. In
addition, the algorithm proposed in this paper is not only suitable for grapes but it can also
be used for the identification of other fruits or vegetables for a more extensive application.
However, there are still a lot of efforts that need to be made to enable our algorithm to be
adopted in smart machineries. (1) The algorithm is an independent module, and when
it is mounted on the smart machinery, it needs to consider the interconnection with the
front-end image sensor and the back-end actuator. This way, only the proposed algorithm
will have practical significance. (2) The image sensors are easily affected by the changeable
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field environment, and further affect the performance of the algorithm. More efforts should
be adopted to deal with such problems.

5. Conclusions

In this research, a new method was proposed for the identification of different varieties
of grapes based on small datasets. Our results showed that public WGISD datasets can
be successfully used for identification of grape varieties and indicated that the fusion of
two kinds of deep features by CCA can not only produce more distinguishable features for
improving the classification performance, but can also eliminate redundant and invalid
information, and thereby speed up the model training. Based on the proposed algorithm,
smart machinery will have the potential of taking more targeted measures according to
the different characteristics of different varieties of grapes, thus further improving their
performance that involves grape varieties recognition. However, to apply more effectively
the proposed algorithm to smart machinery, more images should be collected in the future
for different varieties from different vineyards with various conditions to make the model
more versatile. In addition, a complete software should be implemented, which includes
not only the grape varieties identification module but also all the functional modules.
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Appendix A

Suppose that two different methods used to extract the p dimensional and q dimen-
sional deep features of each sample, and two matrices, X ∈ Rp×n and Y ∈ Rq×n, are
obtained, where n is the number of samples (the number of samples trained in training
phase, or the number of test samples in testing phase). In other words, a total of (p+q)
dimensional features are extracted for each sample.

Let Sxx = Rp×p and Syy = Rq×q denote the within-sets covariance matrices of X and Y,
and Sxy = Rp×q denote the between-sets covariance matrix between X and Y. The matrix
S shown below is the overall (p + q)× (p + q) covariance matrix, which contains all the
information on associations between the pairs of deep features.

S =

(
cov(x) cov(x, y)

cov(y, x) cov(y)

)
=

(
Sxx Sxy
Syx Syy

)
. (A1)

However, the correlation between these two sets of deep feature vectors may not
follow a consistent pattern, and therefore, it is difficult to understand the relationship
between these two sets of deep features from this matrix [37]. The aim of CCA is to find a
linear transformation,X∗= WT

x X and Y∗= WT
y Y, and to maximize the pair-wise correlation

between the two datasets:

corr(X ∗, Y∗) =
cov(X ∗, Y∗)

var(X ∗) ·var(Y ∗) , (A2)
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where cov(X ∗, Y∗) = WT
x SxyWy, var(X ∗) = WT

x SxxWx and var(Y ∗) = WT
y SyyWy. The co-

variance between X∗ and Y∗ (X∗, Y∗ ÎRd×n are known as canonical variables) is maximized
by Lagrange multiplier method, and the constraint condition is var(X ∗) = var(X ∗) = 1.
Further, the linear transformation matrix Wx and Wy can be obtained by solving the
eigenvalue equation as below [37]:{

S−1
xx SxyS−1

yy SyxŴx= Λ2Ŵx

S−1
yy SyxS−1

xx SxyŴy= Λ2Ŵy
, (A3)

where Ŵx and Ŵy are the eigenvectors and Λ2 is a diagonal matrix of eigenvalues or
squares of the canonical correlations.

The number of non-zero eigenvalues of each equation is d = rank(Sxy) ≤ min(n, p, q),
further arranged in descending order, λ1 ≥ λ2 ≥ · · · ≥ λd. The transformation matrix Wx
and Wy are composed of eigenvectors corresponding to sorted non-zero eigenvalues. For
the transformed data, the form of the sample covariance matrix defined in Equation (7) is
as follows:

S∗ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 · · · 0
0 1 · · · 0
...

. . .
0 0 · · · 1

λ1 0 · · · 0
0 λ2 · · · 0
...

. . .
0 0 · · · λd

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

λ1 0 · · · 0
0 λ2 · · · 0
...

. . .
0 0 · · · λd
1 0 · · · 0
0 1 · · · 0
...

. . .
0 0 · · · 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (A4)

As shown in the above matrix, the upper left and lower right identity matrices indicate
that the canonical variates are uncorrelated within each dataset, and canonical variates
have non-zero correlation only on their corresponding indices.
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Abstract: Entity recognition tasks, which aim to utilize the deep learning-based models to identify
the agricultural diseases and pests-related nouns such as the names of diseases, pests, and drugs
from the texts collected on the internet or input by users, are a fundamental component for agricul-
tural knowledge graph construction and question-answering, which will be implemented as a web
application and provide the general public with solutions for agricultural diseases and pest control.
Nonetheless, there are still challenges: (1) the polysemous problem needs to be further solved, (2) the
quality of the text representation needs to be further enhanced, (3) the performance for rare entities
needs to be further improved. We proposed an adversarial contextual embeddings-based model
named ACE-ADP for named entity recognition in Chinese agricultural diseases and pests domain
(CNER-ADP). First, we enhanced the text representation and overcame the polysemy problem by
using the fine-tuned BERT model to generate the contextual character-level embedded represen-
tation with the specific knowledge. Second, adversarial training was also introduced to enhance
the generalization and robustness in terms of identifying the rare entities. The experimental results
showed that our model achieved an F1 of 98.31% with 4.23% relative improvement compared to the
baseline model (i.e., word2vec-based BiLSTM-CRF) on the self-annotated corpus named Chinese
named entity recognition dataset for agricultural diseases and pests (AgCNER). Besides, the ablation
study and discussion demonstrated that ACE-ADP could not only effectively extract rare entities but
also maintain a powerful ability to predict new entities in new datasets with high accuracy. It could
be used as a basis for further research on other domain-specific named entity recognition.

Keywords: digital agriculture; Chinese agricultural diseases and pests; named entity recognition;
adversarial training; semantic enhancement

1. Introduction

Agricultural diseases and pests (ADPs) are one of the major disasters in the world.
According to the statistics from the Food and Agriculture Organization of the United
Nations (FAO), the global annual economic loss caused by ADPs exceeds US$290 billion [1].
Therefore, how to realize the early detection and early control of ADPs is very important
to reduce the losses. With the rapid development of the Internet, agricultural diseases
and pests-related text data have shown explosive growth, but it is difficult to be directly
recognized and used by computers because of its irregularities and unstructured. The
knowledge graph is essentially a semantic web, which can integrate scattered, irregular,
and unstructured text data into the agricultural knowledge base. As the basic component
of knowledge graph construction and question answering, the named entity recognition
task is applied into digital agriculture by some knowledge graph-based human-computer
diagnostic systems (e.g., website-based AI question answering systems and diagnostic
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systems) to identify the agricultural diseases and pests-related nouns such as “Wheat scab”,
“Echinocereus squameus”, and “Carbendazim” from the texts collected on the Internet or
users’ inputs on the diagnostic systems so that to extend the agricultural knowledge graph
and provide the general public with the solutions for the crop diseases and pests. It has
gradually extended from the general field that extracting person and location to specific
fields such as geography [2], clinical medicine [3,4], and finance [5]. However, there is
still room for improvement to identify the agricultural diseases and pests-related named
entities, which has important research value and practical significance for the prevention
and control of agricultural diseases and pests and serving modern agriculture.

The purpose of CNER-ADP is to identify the named entities related to agricultural
diseases and pests from texts. However, the following limitations in text data and NER
models increase the difficulties of recognizing the named entities in agricultural diseases
and pests. (1) It is insufficient annotated data in the agricultural domain, and even it is very
difficult to collect enough raw text, which also occurs in other domain-specific fields [6].
Taking agriculture as an example, apart from our self-annotated corpus AgCNER [7],
there is no publicly available annotated dataset, which directly hinders the research of
agricultural named entity recognition. (2) Furthermore, it is impractical to solve the problem
of named entity recognition in the field of agricultural diseases and pests with the help
of datasets or pre-trained models in other fields, since the texts in different fields usually
contain different proper nouns [8,9]. Taking Figure 1 as an example, the agricultural texts
contain many domain-specific proper nouns such as “Carbendazim” and “Edifenphos”,
which are different in semantics from the nouns such as “right hip” and “back hip” in the
field of clinical medicine and “wall calendar” and “Ware” in literature [10].

Figure 1. Visualizations of data spaces of the datasets in different fields.

In the case of NER models, as far as we know, the research of named entity recognition
in agricultural diseases and pests starts relatively late compared with other domains such
as social media and biomedical science [11]. The traditional methods such as rule-based
methods, dictionary-based methods, and machine learning-based methods were mainly
used to recognize the agricultural diseases and pests named entities [12–14]. The rule- and
dictionary-based methods need to pre-design the rules or collect the dictionaries; all of
them are less flexible. The machine learning-based methods such as support vector machine
(SVM), naive Bayes, and conditional random field (CRF) heavily rely on the manual features,
which results in not only the waste of time and effort but also an inability to meet the
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requirements of massive and complex texts, which have been reported in many previous
works [3,15]. In recent years, deep learning, which can realize end-to-end learning without
using hand-designed features, has brought breakthroughs for computer vision fields
such as image classification [16–18], semantic segmentation [19], and object detection [20],
and natural language processing such as text classification, machine translation, and
knowledge question answering. However, there only a few works have begun to consider
it, recognizing the agricultural named entities [7,15,21]. The common problem of the
above models is that all of them utilize the traditional word embedding methods (e.g.,
word2vec [22]) to generate context-independent embeddings, which cannot effectively
solve the polysemy problem, i.e., the same word may have different meanings in different
contexts. For example, “Kung Fu” refers to a sport in the general field, while in the field of
agricultural diseases and pests, and it refers to the name of a drug. In addition, word2vec
can only learn the shallow semantic features, but it is limited in the extraction of syntax,
semantics, and other high-level features [23]. In the previous work [24], the pre-trained
model, such as the bidirectional encoder representation from transformers (BERT), was
used to generate the context-sensitive embeddings, and the CRF was also considered as the
decoder to predict the final labels. Due to the difference in data distribution between the
domain-specific texts, the original BERT may be limited in the representation of specific
knowledge. Recent studies have shown that there is a certain proportion of rare entities in
agricultural texts, and the performance of most existing models for such entities needs to
be further improved [7].

1.1. Recent Developments Related to NER Models

Researchers try to improve the models’ performance mainly from two aspects, i.e.,
contextual encoders and text representation. Most models try their best to improve the
ability to capture the useful text representation by designing efficient neural network
architectures, including the commonly used contextual encoders such as Convolutional
Neural Networks (CNN), Bi-directional Long Short-Term Memory (BiLSTM) [25], and
their variants [26–31]. The former has significant advantages in extracting global context
features, and the latter is good at capturing local context features, which are as useful as
global context features. Some studies integrated the above two architectures and then
proposed hybrid models, e.g., CNN-BiLSTM-CRF, to make full use of the two types of
context features [7]. Other works integrated the self-attention mechanism to enhance the
ability to captured long-term dependencies [3,32,33]. Moreover, some other typical variants
of CNN, such as Gated CNN [27,34], RD_CNN [28], GRN [30], and CAN [31], were also
proposed to recognize the entities. Besides, the transformer-based models (e.g., TENER [29]
and FLAT [35]) and graph neural network-based models [36,37] have gradually attracted
considerable attention in recent years. However, high-quality text representation is the
prerequisite and basis for the improvement of the overall performance of the NER models;
that is, text representation should contain as much knowledge as possible, such as syntax,
semantics, word meaning, and so on. Otherwise, even if the context encoder maintains a
strong ability of feature extraction, it may not significantly improve the final recognition
accuracy [38]. There is another challenge, i.e., existing models cannot effectively identify
the rare words in agricultural texts [8].

Text representation is an effective method that describes the text features by converting
discrete text sequences into low-dimensional dense vectors [39]. In the early stage, non-
contextual embeddings models were often used to learn shallow semantic features. Some
works utilized word2vec or glove to pre-train the lookup table of word embeddings and
applied it into named entity recognition [3,40]. Until now, the non-contextual embeddings
models are still used to generate the word-level or character-level embeddings [41,42]. Xin
Liu et al. [43] introduced a deep neural network, named OMINer, for online medical entity
recognition; they also pre-trained the word2vec on a large-scale corpus to produce a lookup
table that can be used for Chinese online medicine query text. Besides, some works attempt
to use CNN and BiLSTM to further extract and integrate external knowledge such as radical
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and morphological features [3,44,45]. Although the performance of the NER model is
slightly improved, word2vec has obvious limitations, i.e., they fail to distinguish different
semantic information of the polysemous words and cannot extract high-level features
such as syntactic structure. Recently, the language models have brought a milestone
breakthrough for many natural language processing tasks. However, the available BERT
model for Chinese was pre-trained on the Chinese Wikipedia corpus, which belongs to
the general field. It is undeniable that the pre-trained BERT performs well in the general
domain but is not efficient in specific fields [9]. Furthermore, due to the limited corpus in
agricultural domains, it is unable to provide enough data for pre-training. Fine-tuning is a
commonly used compromise method, which can not only solve the problem of limited data
but also help the language model to learn the knowledge of specific fields [46]. Different
from English and other Latin characters, Chinese characters are hieroglyphs, and their
morphological structure contains rich glyph features, which can be extracted from the
perspective of images and are helpful to Chinese named entity recognition. For example,
Song and Sehanobish [47] managed to integrate the fine-tuned BERT and extract the
glyph features for Chinese NER. Based on the above work, Xuan et al. [48] proposed a
fusion glyph network to further explore the interaction between the glyph features and the
contextual embeddings. In short, fine-tuning can improve the quality of text representation
in the case of lacking data. However, because the BERT is task-agnostic, the limited training
dataset may not cover all the semantic features in the field, which will affect the overall
robustness and generalization of the NER models.

1.2. Objectives and Hypotheses

To address the abovementioned issues, a general method for agricultural diseases
and pests named entity recognition, named ACE-ADP, was proposed in this paper. The
objective of ACE-ADP was to use the pre-trained language model (i.e., BERT, which would
be fine-tuned on the agricultural training dataset) to learn the domain-specific features.
The text representation would be enhanced by the fine-tuned BERT with agricultural
knowledge. Besides, adversarial training would also be introduced to enhance robustness
and generalization in terms of identifying rare entities. In the course of this study, the
following hypotheses were tested:

(1) An adversarial contextual embeddings-based model could be applied for agricultural
diseases and pests named entity recognition. As far as we know, it was the first time
that combined BERT and adversarial training to recognizing the named entities in the
field of agricultural diseases and pests;

(2) The BERT, which was fine-tuned on the agricultural corpus, could generate the high-
quality text representation so that to enhance the quality of text representation and
solve the polysemous problem;

(3) Adversarial training could also be adopted to solve the rare entity recognition problem.
Besides, it could also exert its maximum performance when the text representation
was of high quality. As far as we know, the previous research had not explicitly raised
this point;

(4) ACE-ADP could significantly improve the F1 of CNER-ADP with an improvement of
4.31%, especially for rare entities, in which an F1 was increased by 9.83% on average.

We organized the rest of the paper as follows. The experimental corpora, parameter
settings, evaluation metrics, and the proposed method were introduced in Section 2. The
experimental results and ablation study are presented in Section 3. The discussions are
conducted in Section 4. The conclusion and future directions are described in Section 5.

2. Materials and Methods

We implemented the ACE-ADP with the TensorFlow framework and ran on a single
GTX 1080 Ti GPU, Windows 10. The source code will be released at https://github.com/
guojson/ACE-ADP.git (accessed date: 15 September 2021).
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2.1. Datasets

We assessed the performance of our proposed method on four benchmark datasets,
i.e., AgCNER [7], CLUENER [49], CCKS2017, and Resume [50]. Among them, AgCNER is
an agricultural dataset that was annotated by ourselves in previous works [7] and includes
11 types of entities related to agricultural diseases and pests. The data distribution for
each category in AgCNER is illustrated in Figure 2a. It can be seen from the figure that
in addition to a large number of entities such as crop, disease, and pest, there are also
some rare entities such as pathogeny, weed, and fertilizer, which undoubtedly increases
the difficulty of CNER-ADP task. CLUENER is collected from THUCNews and contains 10
fine-grained entity categories such as Finance and Stock. CCKS2017, released by the 2017
China Conference on Knowledge Graph and Semantic Computing, contains five clinical
medicine-related categories and 2231 annotated samples. According to Figure 2b, its data
distribution for each category is relatively balanced, but there are also some difficulty-to-
identify categories address, scene, and book need to be further considered [49]. The details
of all datasets were listed in Table 1. Note that all datasets were labeled by BIO scheme
(i.e., Begin, Inside, and Other) and divided into the training set and test set according to
the ratio of 8:2. For word2vec-based models, we exploited the character-level embeddings
that pre-trained on the Baidu Baike corpus [51].

Figure 2. The proportion of each category in the data sets. (a) Illustrates the data distribution of each category in AgCNER;
(b) shows the data distribution of each category in CLUENER.

Table 1. The detailed information of all datasets.

Dataset Domain Samples Entities Class Categories

AgCNER Agriculture 24,696 248,171 11 Crop, Disease, Drug, Fertilizer, Part/Organs, Period,
Pest, Pathogeny, Crop Cultivar, Weed, Other

CLUENER News 12,091 26,320 10 Person, Organization, Position, Company, Address,
Game, Government, Scene, Book, Movie

CCKS2017 Clinic 2231 63,063 5 Body, Symptoms, Check, Disease, Treatment

Resume Resume 4740 16,565 8
Country, Educational institution, Location, Personal

name, Organization, Profession, Ethnicity,
Background and Job, Title

2.2. Parameter Setting

During the training process, the exponential decay function was used to dynamically
control the learning rate and thus to control the speed of parameter updating. In this paper,
the decay rate was set to 0.9, and the decay step was 5000. The learning rate for BERT was
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set to 5 × 10−5 and 0.0001 for the NER model during the fine-tuning process. Moreover,
it was set to 0.002 on AgCNER and 0.001 on other data sets during the training process.
In this paper, early stopping [52] and a patience of 10 was used to prevent the over-fitting
problem. Other hyper-parameters are listed in Table 2.

Table 2. Parameter settings for ACE-ADP model.

Hyper-Parameter Value

Character embedding 768
Hidden units 256

Dropout 0.25
Optimizer Adam

Batch_size
fine-tuning 8

model training 32

Max_epoch Word2vec 100
BERT 50

2.3. Evaluation Metrics

In this paper, Precision (P), Recall (R), and F1-score (F1) were used as the evaluation
metrics; only the boundary and type were both correctly identified, the entity could be
correctly predicted. Note that their units were %, the below was the same. We ran the
experiment three times according to [8], and the average results with standard deviation
were listed:

Precision =
TP

TP + FP
, (1)

Recall =
TP

TP + FN
, (2)

F1-score =
(

1 +
FP + FN

2TP

)−1
. (3)

where TP represents the number of labels that are positive and predicted to be positive.
FP represents the number of labels that are negative and predicted to be positive. FN
represents the number of labels that are negative and predicted to be negative.

2.4. ACE-ADP Method
2.4.1. Problem Definition

In this paper, we regard the named entity recognition task as the sequence labeling
problem. Given a sentence S = (c1, c2, . . . , cn,) with length n, where ci represents the
i-th Chinese character. Generally speaking, the discrete sentence S will be converted into
low-dimensional dense embeddings, i.e., E = (e1, e2, . . . , en,), where ei ∈ Rd donates the
embedding vector of ci. Then E will be fed into context encoders (e.g., BiLSTM or CNN) to
extract the context features. Next, the decoder (e.g., softmax and CRF) will be exploited
to predict the gold label ŷi (e.g., B-LOC, I-LOC, and O) for each character ci. Finally,
the predicted labels Ŷ = (ŷ1, ŷ2, . . . , ŷi) for sentence S to be obtained, and the entities
maintained in a sentence will be recognized. Formally, the object of the NER is to learn a
function fθ : S → Ŷ to predict the labels for all characters.

2.4.2. Fine-Tuned BERT

As described in Section 1, obtaining high-quality embeddings is the first step for the
NER model to predict the labels. Different from the early works that utilized word2vec to
generate the context-independent embeddings, in this paper, BERT was considered as a
generator to produce the context-sensitive embeddings according to the different contexts.
BERT is composed of N layers of bidirectional Transformer blocks, which is more efficient
to capture the deeper bidirectional relationships by jointly modeling the forward and
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backward contexts of each word. Formally, we define transformer blocks as Trans(x), then
the embedding vector E will be obtained as follows:

E0 = S′We + Wp, (4)

El = Trans(El−1), l ∈ [1, N], (5)

where S′ is the one-hot matrix corresponding to sentence S, We represents the embedding
matrix pre-trained by BERT, Wp donates the positional embeddings that can be calculated
by Equations (6) and (7). El represents the contextual embedding at the l-th layer. N is the
number of layers of transformer blocks. In this paper, N was set to 12.

W(pi ,2i) = sin
(

pi/100002i/d
)

, (6)

W(pi ,2i+1) = cos
(

pi/100002i/d
)

, (7)

In terms of CNER-ADP, there is a general lack of corpus, which cannot provide
sufficient data support for the pre-training of BERT. In this paper, fine-tuning was regarded
as a compromise solution to alleviate the insufficient corpus to a certain extent. First of all,
BERT parameters were initialized by using the original weights pre-trained on the Chinese
Wikipedia corpus (https://storage.googleapis.com/bert_models/2018_11_03/chinese_
L-12_H-768_A-12.zip), which belongs to the general domain. Then, a fully connected
network was used on the top layer of the BERT to obtained the 768-dimensional context
representation. Different from the BERT-CRF architecture proposed in [48], the context
encoder, i.e., BiLSTM was integrated between the BERT and CRF to further extract global
context features. The fine-tuning architecture for CNER-ADP was shown in Figure 3
without the component of adversarial perturbation. Besides, the fine-tuned weights were
saved separately to initialize another BERT used in the models of CNER-ADP, for the
reason that the learning rate for fine-tuning is minimal while the training requires a larger
one. Moreover, freeze BERT contributes to decreasing the computation and storage load,
which is also an important factor to be considered.

2.4.3. Context Encoder and Decoder

In this paper, BiLSTM was used as the encoder to further extract the contextual features
from the text representation. It is a variant of RNN and can efficiently solve the problems
of gradient vanishing and gradient explode. The formal description for a single LSTM cell
is shown in Equations (8)–(10):⎡⎢⎢⎣

ft
it
ot

C̃t

⎤⎥⎥⎦ =

⎡⎢⎢⎣
σ
σ
σ

tanh

⎤⎥⎥⎦
([

W
U

]T[ et
ht−1

]
+ b

)
, (8)

Ct = ft ∗ Ct−1 + it ∗ C̃t, (9)

ht = ot ∗ tan h(Ct), (10)

where ft, it, ot, C̃t, and Ct represent the forget gate, input gate, output gate, candidate
cell state, and the memory state at time step t, respectively. The sigmoid is used as the
activation function σ(∗), W, U, and b are trainable parameters. et is input at time step t
and ht−1 is the hidden state at the last timestep. At each time step t, BiLSTM will generate

forward and backward hidden vectors
→
ht and

←
ht, which maintain the forward and backward

context information, respectively. The output of BiLSTM at timestep t will be obtained,

i.e., ht =

[→
ht;

←
ht

]
with dimension 2dc and the final output for sentence S is defined as

H = (h1, h2, . . . , hn).
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Figure 3. The architecture of the ACE-ADP model for agricultural diseases and pests.

In this paper, the CRF was considered as the decoder because of the strong dependency
between adjacent labels in sequence labeling tasks. For example, B-LOC is usually followed
by I-LOC but cannot be followed by B-PER or I-PER. Therefore, joint decoding may be more
beneficial than independent decoding [53]. As shown in Equation (11), given the predicted
tags Ŷ of sentence S and its corresponding embedding vector E, its score is calculated by
the state score P ∈ Rn×dr and state transition matrix T ∈ Rdr×dr . Among them, P is mapped
from H by a fully connected layer (Equation (12)). Thus, the probability of predicted labels
Ŷ in all possible tag sequences Yall is calculated by Equation (13):

Score
(
Ŷ, S

)
= ∑n

i=0 Pi, ŷi + ∑n−1
i=0 Tŷi ,ŷi+1 , (11)

P = HWp + bp, (12)

p
(
Ŷ
∣∣S) =

exp
(
Score

(
S, Ŷ

))
∑Ŷ′∈Yall

exp
(
Score

(
S, Ŷ′)) , (13)

where Wp ∈ R2dc×dr and bp ∈ Rn×dr are trainable parameters, dr is the number of tags. The
gold tag sequence with the highest score is obtained by the Viterbi algorithm.

2.4.4. Adversarial Training

To solve the over-fitting problem and enhance the ability to recognize the rare entities,
we treated adversarial training as a data augmentation method, i.e., a new adversarial
sample would be generated after adding a small perturbation to the training sample.
Assuming that the loss function of the ACE-ADP model without adversarial training was
shown in Equation (14). Y represents the ground truth labels. The goal of our model is to
minimize the loss by training the weights θ.

loss
(
Ŷ, Y

)
= −∑ logp(ŷ|E; θ), (14)

loss
(
Ŷadv, Y

)
= −∑ logp(ŷ|E + ηadv; θ), (15)

As shown in Equation (15), the adversarial training guided loss function would be
obtained after adding a worst-case perturbation ηadv to the embeddings. In general, ηadv
can be calculated by the following function:

ηadv = argmin
η,||η||≤ε

logp(ŷ|E + η; θ̂), (16)

where η is a perturbation, ε is the bounded norm, which can be calculated by ε = γ
√

d
according to [8], d is the dimension of embeddings, γ is perturbation size that should be
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reasonably selected for the reason that if γ is too small to play the role of perturbation. Con-
versely, it will easily introduce noise that can destroy the original semantic information. θ̂
presents the current training weights of the model. Due to the non-differentiability of
Equation (16), similar to [54], the approximation is used to replace ηadv, as shown in
Equation (17).

ηadv = − εg
‖ g ‖2

, whereg = ∇Elogp
(
ŷ
∣∣E; θ̂

)
, (17)

The loss function of the model with adversarial training was defined as follows in
Equation (18).

loss = loss
(
Ŷ, Y

)
+ loss

(
Ŷadv, Y

)
, (18)

The steps of our proposed model can be found in Appendix A. Based on the above de-
scriptions, the advantages of innovative works for the CNER-ADP task can be summarized
as follows:

(1) Contextual-sensitive. BERT can dynamically generate the context-dependent em-
beddings according to the contexts, which is beneficial for solving the problem of
polysemous words that are often caused by context-independent methods such as
word2vec and glove;

(2) Domain-aware. In this paper, domain knowledge can be injected into BERT by
fine-tuning, which is essential to handle the NER task in specific domains;

(3) Stronger robustness and generalization. The experimental results in Section 4.4
showed that compared with previous models, our proposed model maintains high
robustness and generalization.

3. Results

To verify the effectiveness of the ACE-ADP, we conducted comprehensive experiments
with several state-of-the-art models on the self-annotated agricultural datasets AgCNER
and three other corpora that belong to different fields. The experimental results showed
that the proposed model achieved remarkable results and could significantly improve the
accuracy of difficult-to-identify entities such as the entities with fuzzy boundaries and the
rare ones.

3.1. Main Results Compared with Other Models

The results of all models (i.e., ACE-ADP and several state-of-the-art models proposed
in recent years) on four datasets were listed in Table 3. Note that we exploited the fine-
tuning BERT for IDCNN, Gated CNN, and AR-CCNER [3] to obtain the best results, and
others were set according to their original papers. Our proposed model achieved the highest
F1 of 93.68%, 98.31%, 95.72%, and 96.83% on CLUENER, AgCNER, CCKS2017, and Resume,
respectively. For example, ACE-ADP outperformed the IDCNN with improvements
of 3.57%, 15.7% in terms of F1 on AgCNER and CLUENER due to the effectiveness of
adversarial training. Moreover, compared with IDCNN, Gated CNN tended to achieve
slightly better F1 on AgCNER and Resume, which benefits from the gated structure that
can filter useful features according to their importance. However, due to the blurring
boundaries of entities in CLUENER and ccks2017, it performed slightly worse than IDCNN.
In contrast, AR-CCNER has achieved a few higher F1-scores than IDCNN and Gated
CNN on most datasets, thanks to the fact that radical features may provide rich external
knowledge, and the self-attention mechanism helps to enhance the model’s ability to
capture the long-distance dependencies.

Moreover, we also conducted experiments with other state-of-the-art models, i.e.,
FGN [48], TENER [29], and Flat-Lattice [35]. FGN not only outperformed IDCNN, Gated
CNN as reported by Xuan et al. [48], who integrated the interactive information between
the contextual embeddings generated by the fine-tuning BERT and the glyph information
extracted by novel CNN structure, but also better than TENER, a transformer-based model,
indicating that the fine-tuning BERT may outperform a single transformer-based model in
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NER task. Moreover, Flat-Lattice, which benefits from the flat-lattice Transformer and the
well-designed position encoding, also presented remarkable results. However, the number
of potential words will be increased as the length of the sentence increases, which tends to
result in a significant increase in the structural complexity. Unlike FGN and Flat-Lattice,
apart from the basic framework BiLSTM-CRF, our model only utilized the fine-tuned
BERT and adversarial training to enhance the robustness and generalization, showing
lower structural complexity. The results of ACE-ADP went beyond previous reports and
slightly lower standard deviations showing its positive effect on domain-specific (e.g., the
agricultural diseases and pests) named entity recognition task.

Table 3. Experimental results for all models on four different datasets.

Algorithms
CLUENER AgCNER CCKS2017 Resume

P R F1 P R F1 P R F1 P R F1

BERT-IDCNN-CRF 78.37 77.60 77.98 ± 0.11 94.39 95.08 94.74 ± 0.07 90.55 93.52 92.01 ± 0.13 95.47 96.59 96.03 ± 0.13
BERT-Gated
CNN-CRF 75.85 77.98 76.90 ± 0.34 94.32 95.20 94.76 ± 0.08 89.43 92.93 91.15 ± 0.14 95.75 96.81 96.27 ± 0.16

AR-CCNER 78.34 77.74 78.04 ± 0.28 94.60 94.73 94.67 ± 0.06 90.23 93.36 91.77 ± 0.28 95.89 97.22 96.55 ± 0.27
FGN [48] 79.50 79.71 79.60 ± 0.15 94.33 94.56 94.45 ± 0.03 90.44 93.09 91.75 ± 0.16 96.67 97.09 96.88 ± 0.10
TENER 72.94 74.21 73.57 ± 0.17 93.01 95.22 94.10 ± 0.09 91.24 93.08 92.15 ± 0.13 94.91 95.03 94.97 ± 0.21

Flat-Lattice [35] 79.25 80.68 79.96 ± 0.13 93.52 94.31 93.91 ± 0.08 91.55 93.40 92.46 ± 0.16 95.22 95.72 95.47 ± 0.18
ACE-ADP 93.03 94.36 93.68 ± 0.18 98.30 98.32 98.31 ± 0.02 95.17 96.27 95.72 ± 0.13 96.22 97.44 96.83 ± 0.17

3.2. Ablation Study
3.2.1. Macro-Level Analysis

The contextual embeddings based on fine-tuned BERT and adversarial training were
the focus of this paper. An ablation study was first conducted to verify their effectiveness
and necessity from a macro-level perspective. The experimental results are listed in
Table 4. Taking the AgCNER and Resume as an example, according to groups 1 and 4, the
model with adversarial training improves the F1 on AgCNER and Resume by 3.43% and
0.97%, respectively, indicating that adversarial training helps to improve the performance
of named entity recognition of the models. Besides, the F1-scores in groups 1, 2, and 5
presented that adversarial training was positively related to the quality of text embeddings,
i.e., the higher the quality of text representation, the better the effect of adversarial training.
From the results of groups 2, 3, and 1, we could observe that the word2vec-based model
(group 2) showed the worst performance on all datasets, the possible reason is that the
text embeddings generated by word2vec are context-independent, which cannot provide
enough semantic information for the model training. In contrast, the models that integrated
the original and fine-tuned BERT delivered significantly better F1-scores, i.e., 96.11% and
98.31% on AgCNER, and 96.38% and 96.83% on Resume respectively, due to the high-
quality context embeddings based on BERT in the case of adversarial training. Meanwhile,
the fine-tuned BERT-based model (group 1) presented better performance than the original
BERT-based model (group 3) for the reason that the contextual embeddings generated by
BERT express abundant semantic information, which has a positive effect on improving the
performance of the model. Moreover, fine-tuning enables BERT to obtain domain awareness
and makes the contextual embeddings contain more domain-specific knowledge, which is
crucial for domain-specific NER tasks. In particular, compared with the baseline model
listed in group 5 (i.e., word2vec-based BiLSTM-CRF), the F1-score of the proposed model
on the AgCNER was increased by 4.23%. Similar results could also be presented on other
datasets. In short, the presented findings confirmed the necessity and effectiveness of
contextual embeddings and adversarial training.
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Table 4. Recognition results of ACE-ADP and its variants on four datasets.

# Algorithms
CLUENER AgCNER CCKS2017 Resume

P R F1 P R F1 P R F1 P R F1

1 ACE-ADP 93.03 94.36 93.68 ± 0.18 98.30 98.32 98.31 ± 0.02 95.17 96.27 95.72 ± 0.13 96.22 97.44 96.83 ± 0.17
2 -BERT 68.43 67.15 67.78 ± 0.29 94.01 93.89 93.95 ± 0.06 90.27 91.86 91.05 ± 0.23 91.25 93.15 92.19 ± 0.15
3 -fine-tuning 92.02 93.16 92.58 ± 0.13 95.99 96.23 96.11 ± 0.17 95.01 97.15 96.07 ± 0.16 95.78 96.85 96.38 ± 0.09
4 -AT 78.83 77.39 78.11 ± 0.02 94.59 95.16 94.88 ± 0.04 90.30 92.84 91.56 ± 0.14 95.12 96.60 95.86 ± 0.28
5 -BERT-AT 68.48 66.95 67.70 ± 0.41 94.18 93.99 94.08 ± 0.06 89.16 91.42 90.27 ± 0.13 92.09 93.56 92.82 ± 0.12

‘-’ means not participating in training.

3.2.2. Effect of BERT

To further verify the effectiveness of BERT in detail, several experiments with word2vec-,
original BERT-, and fine-tuned BERT-based models were conducted on four benchmark
datasets. Their F1-scores are presented in Table 5. As expected, the word2vec-based models
tended toward the lower F1-scores than BERT-based ones on all datasets, as discussed in
Section 3.2.1. BERT, which consists of 12-layer of bidirectional Transformers, could dynami-
cally generate high-quality embeddings according to the different contexts. For example,
BiLSTM with original BERT achieved significant improvement of F1-scores with +9.07%,
+0.11%, +1.35%, and +2.06% on CLUENER, AgCNER, CCKS2017, and Resume, respectively.
However, there was still room for improvement because of the task independence of the
original BERT. The fine-tuning BERT-based models have presented the best performance
in multiple domain-specific datasets for the reason that BERT not only maintains the
strong ability of semantic representation but also obtains the domain awareness after fine-
tuning, which may encourage BERT to represent the domain-specific features efficiently [9].
Besides, in the case of BERT, the performance of IDCNN, Gated CNN, AR-CNER, and
CNN-BiLSTM-CRF were also improved. Therefore, the present findings demonstrated the
effectiveness of BERT, and it would be more suitable for the domain-specific NER tasks
after fine-tuning.

3.2.3. Effect of Adversarial Training

The F1 of the adversarial training-based models with word2vec, original BERT, and
fine-tuning BERT were presented in Table 6. Combining with the details presented in
Table 5, several important conclusions could be summarized: (1) The word2vec-based
model with adversarial training tended towards slightly worse results, indicating that in the
case of poor text representation, adding perturbation would be counterproductive. (2) The
F1 of original BERT-based models with adversarial training were significantly improved
compared with those listed in Table 5, indicating the effectiveness of the adversarial
training to enhance the robustness and generalization. Taking BiLSTM as an example, its
F1 increased by +1.92% on AgCNER and +1.5% on Resume. (3) The F1 of BiLSTM with
fine-tuning BERT and adversarial training were further increased by +2.2% on AgCNER
and +0.45% on Resume, which indicated that in the case of original BERT and fine-tuned
BERT, the recognition performance could be further improved by using adversarial training.
(4) There was very little difference in terms of F1-scores between the BiLSTM, AR-CCNER,
and CNN-BiLSTM-CRF, which indicated that the complex architectures such as radical
features, self-attention, and CNN might be unnecessary. (5) The experimental results in
Tables 5 and 6 show that Gated CNN and RD_CNN achieved better performance than
BiLSTM. In actual uses, they could replace BiLSTM as feature encoders to extract local and
global context features when integrating high-quality text representation and adversarial
training. Furthermore, most of the standard deviations listed in Table 6 are lower than
those in Table 5, indicating that the adversarial training may contribute to improving the
stability of the model. In short, the above experimental results verified the effectiveness of
adversarial training and once again demonstrated that adversarial training could enhance
the robustness of the NER model.
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Table 5. F1 of models with word2vec, original BERT, and fine-tuning BERT without adversarial training.

Algorithms
CLUENER AgCNER CCKS2017 Resume

W O F W O F W O F W O F

BiLSTM 67.70
±0.41

76.77
±0.35

78.11
±0.18

94.08
±0.06

94.19
±0.07

94.88
±0.02

90.27
±0.13

91.62
±0.16

91.56
±0.13

92.82
±0.12

94.88
±0.11

95.86
±0.17

IDCNN 66.58
±0.38

76.33
±0.23

77.98
±0.11

93.99
±0.06

93.91
±0.13

94.74
±0.07

91.46
±0.29

91.20
±0.31

92.01
±0.13

92.71
±0.42

94.44
±0.33

96.03
±0.13

Gated CNN 66.26
±0.25

75.23
+0.22

76.90
±0.34

93.56
±0.11

93.72
±0.02

94.76
±0.08

91.02
±0.28

89.86
±0.12

91.15
±0.14

89.25
±0.35

93.12
±0.23

96.27
±0.16

RD_CNN 66.16
±0.15

75.73
±0.21

77.95
±0.18

93.20
±0.08

93.89
±0.04

94.82
±0.05

89.18
±0.23

90.03
±0.19

91.52
±0.17

89.56
±0.23

93.39
±0.17

95.87
±0.19

AR-CCNER 68.67
±0.35

77.08
±0.26

78.04
±0.28

94.46
±0.08

94.12
±0.06

94.67
±0.06

91.45
±0.30

91.10
±0.15

91.77
±0.28

93.09
±0.25

95.01
±0.19

96.55
±0.27

CNN-BiLSTM-CRF 68.45
±0.37

76.88
±0.22

78.18
±0.12

94.07
±0.12

94.53
±0.02

94.78
±0.05

92.03
±0.16

91.49
±0.24

91.28
±0.25

93.84
±0.18

95.18
±0.16

95.26
±0.24

“W” represents word2vec, “O” means the original BERT, and “F” donates the fine-tuned BERT.

Table 6. F1 of adversarial training-based models with word2vec, original BERT, and fine-tuning BERT.

Algorithms
CLUENER AgCNER CCKS2017 Resume

W O F W O F W O F W O F

BiLSTM 67.78
±0.29

92.58
±0.13

93.68
±0.18

93.95
±0.06

96.11
±0.17

98.31
±0.02

91.05
±0.23

96.07
±0.16

95.72
±0.13

92.19
±0.15

96.38
±0.09

96.83
±0.17

IDCNN 66.12
±0.25

94.72
±0.21

94.45
±0.17

93.71
±0.08

96.98
±0.14

98.23
±0.05

91.27
±0.19

96.12
±0.13

95.25
±0.17

93.13
±0.12

96.91
±0.11

96.16
±0.12

Gated CNN 66.07
±0.14

95.03
±0.16

96.33
±0.13

93.48
±0.03

97.48
±0.15

98.42
±0.08

90.88
±0.12

96.27
±0.11

96.19
±0.14

91.57
±0.16

96.73
±0.11

97.57
±0.15

RD_CNN 65.88
±0.16

94.51
±0.18

96.68
±0.13

92.86
±0.07

97.35
±0.14

98.95
±0.05

90.18
±0.16

95.56
±0.10

95.61
±0.15

91.20
±0.17

96.01
±0.13

97.34
±0.14

AR-CCNER 62.30
±0.36

91.64
±0.24

89.66
±0.25

92.80
±0.11

97.50
±0.12

97.70
±0.06

90.96
±0.20

96.08
±0.16

95.97
±0.12

90.36
±0.15

96.74
±0.12

97.26
±0.14

CNN-BiLSTM-CRF 67.23
±0.26

90.81
±0.19

89.82
±0.22

93.67
±0.11

96.57
±0.12

97.66
±0.12

91.63
±0.16

95.33
±0.19

95.14
±0.17

93.07
±0.16

96.77
±0.13

96.91
±0.16

“W” represents word2vec, “O” means the original BERT, and “F” donates the fine-tuned BERT.

4. Discussion

4.1. Performance for Rare Entities

In this section, AgCNER and CLUENER were selected as comparable datasets to
verify the performance of ACE-ADP in identifying the rare entities, which are challenging
for NER models.

The experimental results were illustrated in Figures 4 and 5, which showed that ACE-
ADP outperformed other comparable models and significantly improved the F1-scores of
all categories both in AgCNER and CLUENER, especially the categories that are difficult-
to-identify or have a low percentage of entities. In terms of AgCNER, ACE-ADP still
maintained the highest F1 on easy-to-identify entities such as disease, pest, and crop, which
were 98.98%, 98.73%, and 98.88%, respectively. Meanwhile, it significantly improved the F1
of rare entities such as fertilizer, weed, and pathogeny by +11.99%, +3.95%, and +8.25%
(8.06% on average) compared with the word2vec-based BiLSTM. Moreover, according to
the results of CLUENER reported in [49], ACE-ADP could effectively improve the Precision,
Recall, and F1 of difficult-to-recognize entities such as address, scene, and book, all of
them achieved F1-scores above 90%. The possible reasons are that adversarial training is
helpful to improve the robustness of the model, and fine-tuned BERT can generate the
character-level embeddings with rich domain-specific semantic information, which also
contributes to improving the NER performance.

In addition, we took the Ft-BERT-BiLSTM and ACE-ADP as examples and visualized
their confusion matrices on the AgCNER to further illustrate the effectiveness of the
proposed model. As shown in Figure 6, ACE-ADP obtained more correctly predicted
labels of the rare entities (e.g., fertilizer, weed, and pathogeny) than Ft-BERT-BiLSTM,
which means that ACE-ADP can achieve higher TP, while FP and FN are relatively low.
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According to Equation (3), ACE-ADP tends to obtain a higher F1. Thus, the experimental
results illustrated that the high-quality text representation and adversarial training could
effectively enhance the NER models’ robustness and were useful to identify the rare and
difficulty-to-identify entities.
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Figure 4. Detailed results of F1-scores for each category on AgCNER. “Ft” means the fine-tuned BERT, “Or” describes the
original BERT.
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Figure 5. Detailed results of F1-scores for each category on CLUENER.

4.2. Robustness and Generalization

The curves of training and validation loss for Word2vec-BiLSTM-CRF, BERT-BiLSTM-
CRF, and ACE-ADP on AgCNER were visualized as Figure 7. As shown in Figure 7a,b,
the validation losses of Word2vec-BiLSTM-CRF and BERT-BiLSTM-CRF decrease with
the increase in iteration and then gradually increase, showing the obvious over-fitting
characteristics, while that of ACE-ADP decreases first and then tends to be flat, indicating
that ACE-ADP could effectively alleviate the over-fitting problem.

Apart from the training set and testing set of AgCNER used in this paper, another
dataset, which has never been used before and contains 2223 agricultural samples, was
considered as the final testing dataset to further verify the model’s robustness and gener-
alization. Besides, the experiments were also conducted on the standard Resume, which
contains the standard training set, development set, and testing set, and is widely used
in Chinese NER tasks. The experimental results on the extended AgCNER and standard
Resume are listed in Table 7. Taking AgCNER as an example, the models that integrated
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fine-tuned BERT and adversarial training outperformed the state-of-the-art models, i.e.,
FGN, Flat-Lattice, and TENER, and delivered significantly better Precision, Recall, and
F1-scores on both development and testing sets. The same conclusion could also be drawn
on Resume.

 
(a) Ft-BERT-BiLSTM  (b) ACE-ADP 

Figure 6. Confusion matrixes of (a) Ft-BERT-BiLSTM, and (b) ACE-ADP on AgCNER dataset. x-axis: predicted labels;
y-axis: true-axis; numbers on the cell where x = y represents the TP values.

 
Figure 7. The training and validation losses for (a) Word2vec-BiLSTM-CRF, (b) BERT-BiLSTM-CRF, and (c) ACE-ADP on
the AgCNER dataset.

Table 7. Experimental results on extended AgCNER and Resume.

Algorithms

AgCNER Resume

Dev Test Dev Test

P R F1 P R F1 P R F1 P R F

ACE-ADP 98.30 98.32 98.31 98.50 98.47 98.49 96.43 97.79 97.11 96.63 97.66 97.14
IDCNN 98.15 98.30 98.23 98.18 98.25 98.21 95.52 96.69 96.10 94.55 96.13 95.33

Gated CNN 98.07 98.76 98.42 98.17 98.75 98.46 96.57 98.47 97.51 96.86 99.00 97.92
RD_CNN 98.71 99.20 98.95 98.69 99.19 98.94 96.87 98.65 97.75 97.11 98.93 98.01

AR-CCNER 97.38 98.03 97.70 97.80 97.88 97.84 95.91 97.79 96.84 97.10 98.33 97.71
CNN-BiLSTM-CRF 97.51 97.81 97.66 97.63 97.58 97.61 95.91 96.38 96.14 95.64 96.79 96.22

FGN 94.33 94.56 94.45 94.26 94.62 94.44 93.13 95.82 94.46 92.12 94.73 93.41
Flat-Lattice 93.52 94.31 93.91 93.71 94.11 93.91 94.74 96.26 95.49 94.90 95.83 95.36

TENER 92.88 95.09 93.97 93.03 95.09 94.05 94.45 95.09 94.77 93.71 94.52 94.11

“dev” represents the development set, “test” donates as the testing set.
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Therefore, the above experimental results demonstrated that our works, i.e., integrat-
ing the contextual embedding and adversarial training, may contribute to alleviating the
over-fitting problem and enhancing the robustness and generalization of the NER models,
which would provide us with a feasible solution for the issue of agricultural diseases and
pests named entity recognition.

4.3. Convergence

As shown in Figure 8, to evaluate the impact of contextual embeddings and adversarial
training on convergence, we took AgCNER as an example and visualized the change curves
of F1 with each iteration by using the BiLSTM that integrated the word2vec, original BERT
(Or), fine-tuning BERT (Ft), and adversarial training (AT), respectively. The word2vec-
based model showed the slowest convergence speed. Meanwhile, the adversarial training
(Word2vec-AT) seems to speed up the convergence of the model a lot at the beginning,
but the effect was limited. In contrast, from the change curve of BERT-Or, it could be
seen that BERT significantly accelerated the convergence, for the reason that compared
to word2vec, the contextual embeddings generated by BERT contain deeper semantic
information and would provide better initialization for the model [23]. However, due to
the task independence and lack of domain knowledge, the F1 was slightly lower than that
of the word2vec-based model when it tended to be stable. Fine-tuning could equip BERT
with domain awareness and provide abundant domain-specific features for the contextual
encoders. Therefore, the convergence of BERT-Ft was greatly accelerated; its F1-scores are
generally higher than word2vec- and original BERT-based models. In terms of BERT-Or-AT
and BERT-Ft-AT, adversarial training could not only accelerate the convergence speed
but also significantly improve the recognition performance of the model in the case of
high-quality text representation. For example, during the entire training process, the values
of F1 of BERT-Ft-AT were always higher than those of BERT-Ft. Therefore, the above
experimental results showed that fine-tuning BERT and adversarial training could improve
not only the NER performance but also accelerate the convergence.

4.4. Visualization of Features

To intuitively illustrate the effective effect of BERT on the agricultural and other
domain-specific text representation, we visualized the sentence-level embeddings produced
by the embeddings-based methods on the training data of the four datasets from From four
different perspectives. As shown in Table 8, 100 samples for each dataset were randomly
selected, and each sentence-level embedding was projected into a three-dimensional vector
by using T-SNE [55]. All the images were obtained by rotating clockwise about the Z-axis
by 0

◦
, 90

◦
, 180

◦
, and 270

◦
, respectively. In the first row of Table 8, all data points are mixed

indiscriminately in space, illustrating that the text representation generated by word2vec
cannot effectively represent the semantic features in different domains. In the second row
of Table 8, the same type of data points, especially those belonging to AgCNER, CCKS2017,
and Resume, were clustered well. However, the data points belonging to CLUENER were
relatively loose, and there were several data points mixed with other types of data points,
confirming that the original BERT does have a positive effect on the text representation,
but due to the task independence, it may not be enough that only using it to generate the
domain-specific embeddings. For the fine-tuned BERT (i.e., the last row of Table 8), the
data points were correctly divided into four clusters, and the similar data points were
more closely distributed, verifying that fine-tuning makes BERT have domain-awareness.
Moreover, compared to Word2vec and Original BERT in Table 8, it was more clear of
the boundaries between the different types of data points, which was consistent with [9],
indicating that injecting domain-specific knowledge by fine-turning may be helpful to the
domain-specific NER task.
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Figure 8. The trend of F1 for BiLSTM-based models on AgCNER.

Table 8. Visualized results for each dataset.

Rotation Angles 0
◦

90
◦

180
◦

270
◦

Word2vec

Original BERT

Fine-tuned BERT

4.5. Parameter Analysis

Perturbation size γ represents the degree of perturbation to embedding representa-
tion. It is one of the most important parameters during the adversarial training process.
According to [56,57], a group of γ range from 0.001 to 0.1 were selected as the candidate
perturbation sizes to find the most suitable γ. Similar to [57], the bigger γ was not con-
sidered since the larger perturbation may destroy the semantic information of the text
representation. As shown in Figure 9, the model achieved different F1-scores for AgC-
NER and Resume when the perturbation size γ was set to different values, which proved
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that different perturbation sizes could affect the performance of the model in different
degrees. Besides, the final results were not obvious when γ was varied from 0.001 to 0.01,
indicating that when γ < 0.01, the effect of adversarial training on the NER model was
hardly observed. We could also find that when γ = 0.1, the model obtained the optimal
F1-scores of 98.31% and 96.83% on AgCNER and Resume, respectively, indicating that
adversarial training could give full play to its performance. Thereby, 0.1 was selected as
the perturbation factor during the entire experiment.

In summary, comprehensive experiments and discussions demonstrated the effec-
tive performance of ACE-ADP in identifying the agricultural named entities. Besides, an
ablation study further demonstrated that it could effectively identify rare entities while
accelerating convergence. In the future, we will extend our model to other specific fields
to further verify its robustness and generalization. Moreover, we also attempt to improve
the model to make it suitable for relation extraction and the joint intent recognition and
slot filling task so that to play a role in the construction of agricultural diseases and pests
question answering systems based on the knowledge graph.
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Figure 9. Results by different perturbation sizes γ.

5. Conclusions

To address the problems of rare entity recognition and polysemous words in CNER-
ADP tasks, we presented a universal ACE-ADP framework, which effectively enhances
the semantic feature representation by introducing and integrating contextual embeddings
and adversarial training to recognize the named entities in agricultural diseases and
pests. The high-quality context embeddings with agricultural knowledge and high-level
features were generated by adopting the BERT that fine-tuned on the agricultural corpus.
Furthermore, adversarial training was also introduced to enhance the robustness and
generalization of the NER model. Comprehensive experimental results showed that ACE-
ADP could significantly improve the F1-scores of the agriculture-related dataset. Moreover,
the ablation study and discussion not only verified that ACE-ADP maintained strong
robustness and generalization but also showed that it had a strong ability to recognize the
rare entities, which is of great benefit to the construction of agricultural diseases and pests
question answering systems based on the knowledge graph. To serve digital agriculture,
the proposed model will be integrated into the knowledge graph-based question answering
systems so that to improve the accuracy in identifying the agricultural diseases and pets-
related nouns and make the question answering systems provide more accurate solutions
for the agricultural diseases and pests control.
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Appendix A

As shown in Algorithm A1, the steps of our proposed model can be summarized
as follows:

Algorithm A1 Pseudocode for domain-specific named entity recognition task with adversarial
training and contextual embeddings.

Input: Fine-tuned BERT model for a specific field, global learning rate lr, perturbation size γ, the
number of iterations T, a domain-specific sentence S, and their ground-truth labels Y.
Output: the predicted labels Ŷ, the training weights of the model θ̂.

1:
Converting the sentence S into the contextual embeddings E = (e1, e2, . . . , en) by fine-tuned
BERT on the texts in the field of agricultural diseases and pests.

2: For t = 1, . . . , T do
3: H = BiLSTM(E), according to Equation (8) to Equation (10).
4: P = HW + b, according to Equation (12).
5: Calculating the loss

(
Ŷ, Y

)
by using the CRF algorithm.

6: g ← ∇Elogp
(
ŷ
∣∣E; θ̂

)
,

7: ε ← γ
√

d
8: ηadv ← −ε × g/l2_normalize(g)
9: Eadv = E + ηadv
10: loss

(
Ŷadv, Y

) ← Repeat lines 3–9
11: loss = loss

(
Ŷ, Y

)
+ loss

(
Ŷadv, Y

)
12: F1-scores ← conlleval(Y, Ŷ), calculating the overall F1-scores for predicted labels.
13: If F1-max > F1-scores then
14: F1-max ← F1-scores
15: Save the weights θ̂ of the model
16: end for
17: Output: the best-predicted labels Ŷ, the best training weights of the model θ̂.

1. The sentence is converted into contextual embeddings by using BERT, which is fine-
tuned on the texts of agricultural diseases and pests.

2. The character-level embeddings are used as input of the BiLSTM to extract the
global context features. Note that other contextual encoders such as Gated CNN
and RD_CNN can also be used to extract the context features according to the experi-
mental results in Section 3.2.3.

3. The possible labels are predicted, and the loss is calculated by the CRF layer.
4. Calculating the perturbation according to Equation (17) and adding it to the original

character-level embeddings.
5. Steps (1) to (4) are repeated until a maximum iteration is reached.
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Abstract: Internet of Things (IoT) can be seen as the electricity of 21st century. It has been reshaping
human life daily during the last decade, with various applications in several critical domains such as
agriculture. Smart farming is a real-world application in which Internet of Things (IoT) technologies
like agro-weather stations can have a direct impact on humans by enhancing crop quality, supporting
sustainable agriculture, and eventually generating steady growth. Meanwhile, most agro-weather
solutions are neither customized nor affordable for small farmers within developing countries.
Furthermore, due to the outdoor challenges, it is often a challenge to develop and deploy low-cost yet
robust systems. Robustness, which is determined by several factors, including energy consumption,
portability, interoperability, and system’s ease of use. In this paper, we present an agile AI-Powered
IoT-based low-cost platform for cognitive monitoring for smart farming. The hybrid Multi-Agent
and the fully containerized system continuously surveys multiple agriculture parameters such as
temperature, humidity, and pressure to provide end-users with real-time environmental data and
AI-based forecasts. The surveyed data is ensured through several heterogeneous nodes deployed
within the base station and in the open sensing area. The collected data is transmitted to the local
server for pre-processing and the cloud server for backup. The system backbone communication is
based on heterogeneous protocols such as MQTT, NRF24L01, and WiFi for radio communication. We
also set up a user-friendly web-based graphical user interface (GUI) to support different user profiles.
The overall platform design follows an agile approach to be easy to deploy, accessible to maintain,
and continuously modernized.

Keywords: smart farming; IoT; WSN; containerization; multi-agent; neural network; LSTM

1. Introduction

1.1. Smart Farming

Nowadays, the traditional crop management practices remain insufficient to follow
the persistent global needs for food. This challenge is mainly driven by the exponential
population growth, climate change, and bad agriculture practices. The UN estimates that by
2050, the world population will stand between 9.4 and 10.1 billion. The population numbers
will continue rising through the years, and it will reach between 9.4 and 12.7 billion by
2100 [1]. Thus, food production is expected to grow by 70% by 2100 to meet the population’s
expansion [2]. Meanwhile, the impact of climate change, is putting productive lands
and production under tremendous stress [3], with yearly damages expected to range
between 0.1 and 1.0 percent of the gross world product by 2100 [4]. Furthermore, farmers’
mismanagement of crops and the extensive exploitation of resources often lead to soil
deterioration through acidification, erosion, and heavy metals pollution [5,6]. Thus, farmers
must use different resources such as fertilizers, water, and nutrients in a very optimized
way for sustainable food production [7]. Therefore, smart farming presents a tremendous
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opportunity for farmers to overcome agricultural challenges and protect the environment.
Smart farming is described as the application of information and communication technology
(ICT) to the agriculture industry in order to improve crop management efficiency. The
idea behind this concept consists of combining the most relevant trends in monitoring
technologies with the best field practices to assist farmers to overcome the agriculture
challenges [8].

Internet of Things (IoT) based systems for smart farming are considered to be the
backbone of the fourth industrial revolution. It consists of the implementation of IoT-based
systems for continuous monitoring and data analysis. Different heterogeneous sensor nodes
are deployed across yields for key environmental processes’ monitoring. Sensor nodes that
communicate continuously using wireless sensor networks (WSN) technology to overcome
various geographical constraints that wired technologies have in topographic features such
as deserts, mountains, rivers, valleys, and lakes. The wireless sensor network is the skeleton
for an IoT-based system. It is based on a set of wirelessly connected nodes for network
establishment as presented in Figure 1. The wireless nodes are the front gate elements
for environmental sensing, data collection, and it can even play the role of the actuator
through activities automation such as pumps control, irrigation, etc. However, sensor
nodes with limited size and resources, such as power supplies, CPUs, and memory, require
an additional optimization layer for optimum efficiency [9–11]. Therefore, techniques
such as wireless network clustering, as investigated in our work in [12], can improve
considerably the network’s energetic performance through the creation of sub-networks
and multi-hope communication to limit distances between remote IoT nodes and base
stations. Thus, avoiding energy dissipation in long distances. Additionally, the usage
of light communication protocols dedicated for IoT sensor nodes, and decentralization
where operations that consume the system’s resources are not performed on the sensor
node’s level but the BS level side are part of the optimization approaches that enhance
different performance.

Sensor Node (SN) SN SN

SN

SN SN

SN

SN

SN

Figure 1. High level presentation of wireless sensor network.

Undoubtedly, IoT-based solutions for smart farming are tremendously requested by
large facilities. However, the penetration of such solutions within small farms is considered
limited, especially in the developing economies [13]. This limitation is mainly due to
the expensive costs, the complications of maintenance, and the overall performance of
different solutions and services. Moreover, the lack of technological knowledge presents a
barrier for IoT adoption among farmers [14]. Nevertheless, many researchers around the
globe are continuously developing low-cost systems for small farmers, different solutions
were gathered in detailed reviews such as [15–19]. In [20], the authors present a low-
cost-based agro-ecological management system for smart farming in India. The system
performance was tested using the OMnet++ simulation tool. OMnet++ which stands for
Objective Modular Network Testbed in C++, is a framework and library based on C++
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language. The framework is allowing researchers to create and simulate wireless networks’
communication. In Egypt, the authors of [21] present an agriculture monitoring system
based on IoT and artificial intelligence (AI) for decision making. The implemented expert
system enables the proposed framework to mimic the ability of a human expert to make
decisions on plant diseases. In [22], the authors present a real-time monitoring system for
farmers, the “Expert Advisory System” is developed to improve the crop productivity in
Uzbekistan. This is can be achieved based not only on the provided environment’s data that
supports farmers for their expert judgment (weather status, plant’s diseases, etc.), but also
to evaluate precisely the soil needs for healthy plants and therefore good crop and better
natural resources’ preservation. The simulation was conducted using Contiki Simulator.
In [23], the authors proposed an IoT-based low-cost system for smart irrigation. The system
is based on MQTT, HTTP, and Neural Network (NN) for intelligent decision-making.
Another low-cost prototype has been presented in [24] in which authors have created a
user-friendly system for smart farming. In South Korea, the authors of [25] proposed an
adaptive network mechanism for a reliable smart farming system. The technique feature
is based on the ability to choose suitable transmission protocols based on the network
condition. The system implements Long Range Wide Area Network (LoRa-WAN) and
IEEE protocols for transmission. As a smart farming system, the framework allows having
a salable transmission system to scale out the platform performance in large farms. Using
such as transmission approach will guarantee continuous communication between sensor
nodes and the base station. Therefore, it will provide a continuous hands on the farm and
its environmental parameters such as humidity, temperature, etc. Additionally the paper
investigates some metrics such as latency and data reliability for the system’s validation.
The authors of [26] presented an experimental analysis of energy harvesting for IoT devices,
as well as a comparison of various wireless technologies for agriculture systems in Canada.
IEEE 801.11 g, IEEE 802.15.4, and LoRaWAN protocols are also being investigated. In [27],
an IoT system has been proposed for precise ecological monitoring in agriculture domains.
The proposed platform is based on different views for different end-users. According to the
authors, the architecture is open for an extra layer of protocols and it can be implemented
on different servers and cloud-based architectures. In Turkey, an architectural approach
based on Farm Management Information System (FMIS) has been introduced in [28].
In [29], the authors proposed an energy-efficient weather station, the system focused on the
algorithm optimization to deal with the energy consumption dilemma such as devices high
power’s consumption in data sending, data receiving, wireless communication, energy
dissipation in different bands within different ranges, etc. Thus, the algorithm focused on
the optimization in data transmission through the deployment of asynchronous algorithms
that is based on measurement threshold and sleep mode approach. The station considers
measurement data is ready when the anemometer’s rotations are reaching a certain value.
Thus, if no rotation is detected the BS puts the system in sleep mode for 500 ms. When data
is ready, the transmission module doesn’t send the measurement of wind speed unless if it
is greater than a predefined threshold. According to the authors, the optimized algorithm
had the potential to optimize the energy consumption of the station by more than 60%.
In Tunisia, the authors of [30] proposed a low-cost monitoring system for smart farming
based on IoT and Unmanned Aerial Vehicles (UAVs). The proposed platform relies on a set
of under and above-ground environmental sensors.

To the best of our knowledge, current monitoring systems focus on providing systems
to the researchers’ community, rather than providing customized solutions to farmers for
their crops management on a real-time basis. The proposed solutions do not address the
energy consumption dilemma since most papers focus on technologies comparisons rather
than hardware and software enhancement. Current platforms principally rely on light
communication protocols to control the energy consumption issue and improve network
lifetime. Additionally, the studied solutions in this article rely on very basic approaches
when handling the operation and maintenance (OAM) of different components and services.
In addition, current systems don’t answer the security dilemma. Some of the most common
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challenges in IoT are presented in Table S1 (see Supplementary Materials). Additionally,
different authors propose low-cost solutions without breaking down the proposed systems’
costs into the cost of investments and the cost of operations. Thus, to overcome some of
the challenging issues that the IoT-based systems have, this paper focuses on designing
and implementing a sophisticated yet low-cost meteorological system for smart farming.
The system is mainly designed based on open-sources software and platforms. The system
design takes into consideration the algorithmic optimization in data acquisition, system
security, and data presentation. The algorithm design is implemented to overcome the
energy consumption dilemma, and it is oriented to improve the end-user experience.

1.2. Rationale of the SW and HW Architecture of the Proposed Method

When targeting deployment of agile systems, we should always put in the heart of
our approach the continuous integration and continuous deployment CI/CD philosophy.
Thus, in this work, we use the latest technological advancement with new conceptual ideas
to deliver an added value. Unlike virtualization which consumes resources, is slow to run,
and doesn’t offer isolation between virtual machines (VMs), the containerization technology
takes the software design to a new level thanks to the resources’ optimization, high level of
isolation, and high speed. Therefore, we build a fully containerized base station based on
the open-source containerization platform (Docker). All services within the base station
are presented as containers to facilitate the operation and maintenance of the base station’s
software components such as database, MQTT broker, etc. Deploying software on top
of Docker will allow us to have features such as interoperability, ease of use, scalability,
and high performance. Meanwhile, performance can’t be achieved only by using the good
software infrastructure (Docker) but also using a highly adequate technology adapted for
the exact use case (i.e., weather monitoring). Consequently, classical databases cannot grant
high performance. Hence, the time series databases (TSDB) are considered to be the most
powerful databases to deal with massive monitoring data. In our work, we use InfluxDB
as one of the best current TSDBs. Meantime, when using low-cost hardware, we should
avoid pushing the usage of the BS’ available resources to the maximum when we can
outsource some of the heavy activities, therefore we use Google Colaboratory (Colab) free
computing resources to train our models and offload our base station for other tasks. Once
a set of predefined amounts of measurement is recorded, the Debian distribution which is
a Linux-based Operating System (OS) within the BS initiates a cronjob to export data into
Google Drive, at that point Colab recover the data and start training the prediction’s model.
When the model is ready, Tensorflow generates “tflite” and store it back into Google Drive.
The model is then sent back to the BS for internal usage within the local webserver. We
chose to deploy the open-source LAMP (Linux Apache MySQL PHP) server within our
BS. Security is also a challenge in modern systems due to the high exposure to the internet.
Thus, in our system, we use different techniques to ensure the system’s security and data
privacy. Adoption of a separated cloud server that can only receive data from the base
station is very important. The idea is to allow third-party users to consult the dashboard
on a cloud server without being able to connect to the local server. Connection to a local
server is only dedicated to researchers and engineers through VPN tunnels based on a
pre-generated license.

1.3. Objectives and Hypotheses

In the course of pursuing our main objective to build an agile, low-cost, and AI-
powered meteorological station, we address the following hypotheses by implementing
the corresponding item as described against the bullet points below.

• The different trained models, within the proposed platform, support the generation of
AI-based information to assist different end-users roles such as farmers, researchers,
and engineers.

• The proposed architecture is mainly based on open-source technologies to serve the
low-cost philosophy adopted in this paper. The open-source environments chosen to
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allow us to customize source codes and adapt them for our exact needs with minimal
cost of use. Therefore, usage of Debian OS rather than Microsoft OS will allow us to
modify easily the OS Kernel to optimize the performance of our station in terms of the
boot, background processes, usage of command lines, and enhancing the CPU usage
and speed which lead eventually to enhance energetic performance. Furthermore,
the long-term goal of the system is to propose a flexible platform based on the layering
approach to enable the system’s flexibility and continuous upgrade.

• The system design follows a hybrid architecture that combines centralized and dis-
tributed techniques for devices’ connection which will lead to higher performance.
The design enhances the system’s portability, scalability, interoperability, and compati-
bility with different technologies, protocols, and equipment’s vendors. The Hardware
(HW) design is based on deploying heterogeneous nodes that are not dependable on
the vendor of the components, the type of the sensors, or the end node performance.
The proposed distributed agro-weather station plays a Base Station (BS) role that
embeds different agents. The BS is connected to several heterogeneous wireless nodes.
The nodes, including the BS, are equipped with different heterogeneous sensors to
measure the field’s temperature and humidity, wind speed and direction, and atmo-
spheric pressure. The network continuously monitors the field and provides insights
and predictions through a local server implemented within the BS. Since energy effi-
ciency is a crucial metric in IoT systems, our network ensures good energy efficiency
management without impacting system performance.

• The wireless nodes design which is based on standardized transmission protocols
such as MQTT allows us to have good interoperability between nodes and different BS.
This design approach is also done in order to fulfill the plug-and-play feature in this
platform. Therefore, any wireless node within our system can be redeployed within
other platforms as long as they follow the same protocol.

• We design the Graphical User Interface (GUI) layer to ensure visibility, accessibility,
ease of use, efficiency, and attractiveness. The software design ensures real-time and
near-real-time data communication and processing between network sensors and
the base station. The agro-weather station is AI-powered to support farmers and
researchers with environment’s data trends and eventually allow them to make fact-
based decisions such as when planting, spraying, and even harvesting. Within the BS,
the AI is an agent that is connected to an external Google Collaboratory environment
(Colab) which is a standalone hosted Jupyter notebook that provides free computing
resources for background data analysis and modeling. Even though it is possible to
bypass the usage of Colab and rely only on a local Jupyter netbook running on the local
server, however, we should avoid consuming local BS resources on the training tasks
and allocate these resources for other services such as sensing, wireless transmission,
cronjob services, local web-server, etc. The Graphical User Interface (GUI) ensures
utility and warranty and avoids complications whenever end users are connected,
and data is consulted.

• The system’s services such as remote access, web services, database updates, and tele-
gram chat-bot are built on top as standalone agents. The multi-agent system (MAS)
approach helps enhance the BS performance by creating scalable, reliable, efficient,
and maintainable modular services. In addition, the MAS approach enables the state-
less configuration of services. Therefore, services can be updated through a Start,
Upgrade, and Stop (SUS) approach. The SUS approach allows instant execution of
predefined scripts for each operation. The scripts are hosted in accessible repository
under/usr/local/bin. The file system/usr/local/bin contains different scripts that
normal users can access and use, this repository protects scripts from being modi-
fied when the system’s updates are planned or executed. Consequently, facilitating
different modules’ operation, maintenance, and troubleshooting.

• System security approach and design have been implemented in our platform. Access
to the BS is ensured locally with user credentials or remotely through a secured
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VPN tunnel. We deploy OpenVPN within the BS. Meanwhile, because OpenVPN
needs to follow an assigned IP address, while our system is connected to a public
address, we can overcome this challenge by deploying a NoIP client within our BS
that plays the role of a dynamic DNS pointing continuously to a static hostname such
as “www.ensem-aws.tk” accessed on 13 April 2021. Different user roles are configured
with different roles and privileges. Additionally, offline data snapshots of the OAM &
Data dashboards are stored in the cloud and consulted separately.

• The system building costs are essential in our platform’s design. Capital expenditures
(Capex) and operating expenses (Opex) are the leading Key Performance Indicators
(KPIs) taken into consideration for solution design and prototyping. Thus, the cost
analysis is ensured to support presenting the system’s short-term and long-term
benefits for different users.

2. Materials and Methods

Many contributions have been proposed, and several works are continuously devel-
oping IoT-based systems for smart farming. Thus, we propose an agro-weather station
(AWS) designed to serve farmers and researchers at once. The system is developed to
provide real-time data and AI-based insights for different end-users. The logical architec-
ture illustrated in Figure 2 is based on a multi-layer approach. The system can be seen
as a natural evolution and implementation of our previous work in [31]. The proposed
system’s high-level design (HLD) is decomposed into four main layers: the perception
layer, the transmission layer, the presentation layer, and the management layer. The main
role of the perception layer is sensing and collecting data through the network’s deployed
heterogeneous sensors. In addition, the perception layer contains different sensors to collect
environmental parameters such as temperature, humidity, wind direction, and wind speed.
Meanwhile, the transmission layer can be considered as the skeleton of our system. This
layer connects the network’s dispersed sensors to the BS through different deployed proto-
cols such as WIFI, NRF24L01, MQTT, etc. The presentation layer’s role is to ensure data
collection, processing, and data transformation to trends and insight reports. The presenta-
tion layer is based on a graphical user-friendly GUI accessible through different devices
such as laptops, mobiles, and tablets. Finally, the management layer is responsible for
surveying the system and providing real-time status and alarms of different deployed
nodes for reliable system management. In this section, we discuss the research methods in
our system’s design. Moreover, we review the several opportunities and challenges that
IoT-based systems present for smart farming use case.
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Figure 2. The End-to-End high-level decomposition of the proposed agro-weather station.
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2.1. System Design

To effectively implement our system, we adopt an agile methodology approach to
develop and deliver the system throughout its different phases as presented in Supple-
mentary Part II (see Supplementary Materials). The agile approach enables a collaborative
environment in which different stakeholders such as farmers, researchers, and developers
continuously improve the system through its different releases and iterations. The approach
starts with the requirement collection phase. In this step, we gather the system require-
ments that should be implemented according to the stakeholders, such as data visualization,
system maintenance, and intelligent-based insights. The requirements are then prioritized
according to their relevance and timeline within the analysis phase. The design phase
focuses on the hardware and software design approach in complete alignment with the
system baseline, such as the low-cost strategy, the portability, the scalability, the interop-
erability, etc. The development phase consists of the system implementation, where the
system is transformed from a design into a prototype. The release phase is the extensive
operation and exploitation of the current prototype version for performance analysis. Fi-
nally, the monitor phase measures and tracks the system performance and identifies any
potential problem or improvement for corrective actions. This last phase is conducted in a
proactive way to allow the system’s continuous enhancement.

The design of the agro-weather station follows the multi-layer approach. Thus, in fol-
lowing, we discuss the various system’s layers:

2.1.1. Perception Layer [Back-End]

The perception or access layer is the lowest level of the proposed system model. It
consists of a set of interconnected sensors within different nodes. The Perception layer’s
primary role is to ensure data collection of different environmental parameters through
physical sensors. The deployed sensors collect different agriculture data such as tempera-
ture, humidity, pressure, and solar radiation as depicted in Table 1. The standalone nodes
are designed in hybrid mode. Nodes can either collect parameters locally and communicate
with the BS through serial protocols such as I2C, UART or transmit the data to the BS
wirelessly. The BS uses the data to build and continuously enhance the AI-based model
for weather forecasting. A model that is fully based on the LSTM approach. The hybrid
energy design of the nodes supports a hybrid power supply through solar energy or AC
power. Meanwhile, to overcome the IoT devices’ power limitation, the integrated firmware
supports different techniques to enhance the energy efficiency of nodes. The technique
mainly involves deploying a change point detection algorithm with adaptive communi-
cation frequency with the BS [32]. Multiple environmental characteristics are consistent
over time in agriculture, allowing the measurement frequency to be adjusted in response to
parameter variation. In time-series data analysis, the change point is a critical component.
It’s the point in time when a signal’s property (variance, mean, etc.) rapidly changes.
The problem of detecting sudden changes in a time series is known as the change point
detection [33]. In addition, different agents are deployed to follow the perception layer’s
performance. Alerts are programmed to track different nodes’ energy performance and
status. The nodes design takes into consideration several baselines such as:

• Nodes portability: nodes are portable across the network without any physical or
logical constraints.

• Nodes scalability: the nodes can handle additional functions by deploying different
sensors in any future nodes’ expansion or upgrade.

• Nodes interoperability: the nodes can communicate with different BS based on differ-
ent vendors without critical constraints.
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Table 1. Sensors’ technical specifications.

Sensor Range Accuracy Resolution

Air Temperature 0◦ to 50◦ ±1◦ 1◦
Air Humidity 0–100% ±% 0.5%
Soil Temperature 0◦–60◦ ±2◦ 1◦
Relative Permittivity 1–81 ±3% <0.02
Wind Speed 5–100 km/h ±1 km/h 1 km/h
Wind Direction 0◦–360◦ ±2◦ 22.5◦
Solar Radiation 360 to 1120 nm ±5% 1 W/m2

2.1.2. Transmission Layer [Back-End]

The transmission layer is the skeleton of the network that ensures proper commu-
nication between its different elements. It focuses on the establishment of transparent
and reliable end-to-end data transportation links. The layer transport either wirelessly or
locally the nodes’ data from the perception layer to the presentation layer for eventual
data formatting. Although wired communication is less energy-consuming than wireless
communication, not limited by dedicated radio bandwidth, and it is more secured to remote
network attacks. However, wireless communication is highly flexible and easy to deploy in
vast areas. It also allows considerable agility in terms of deployment and maintenance with
remote access from anywhere and anytime. Several standards and protocols are deployed
in our proposed system in a full-duplex mode, such as WIFI (IEEE802.11), NRF24L01,
and Bluetooth. Furthermore, the system is open-source, enabling its smooth upgrade and
supporting new technologies such as the extension to wireless technologies 2G/3G/4G,
Lora, LPWAN, Zigbee (IEEE802.15.4), and Sigfox. Comparison between these protocols is
shown in Table 2.

The proposed system supports a connection-oriented transmission mode for reliable
transmission or connection-less mode to enhance network connectivity. Wire communi-
cation is also deployed in our system architecture to present the different use cases and
scenarios the system can handle regardless of data transmission medium.

Table 2. Comparison between wireless transmission protocols.

Parameters Standards Band Data Rate Range Energy Effeciency

WIFI IEEE 802.11 2.4–60 GHz 1 Mbps–7 Gbps 20–100 m Low
ZigBee IEEE 802.15.4 2.4 GHz 20–250 Kbps 10–20 m High
Bluetooth IEEE 802.15.1 2.4 GHz 24 Mbps 8–10 m High
MQTT OASIS 2.4 GHz 259 Kbps - High
Cellular 2G/3G/4G 9000 MHz, 18,000 MHz, 21,000 MHz, 2700 MHz - - Medium
LoRaWAN LoRa R1 868/900 MHz 0.3–50 Kbps 30 km Very High
SigFox SigFox 200 KHz 100–600 bps 30–50 km Very High

2.1.3. Presentation Layer [Front-End]

The presentation layer is responsible for reports presentation through formatted data.
The designed user-friendly GUI is compatible with different platforms such as tablets,
phones, and laptops. The collected data support the creation and enhancement of the
AI-based model for weather forecasting. The design of the presentation layer takes into
consideration several vital metrics such as:

• Data visibility: to ensure a high level of clarity that allows farmers and researchers to
monitor, analyze and make smart in-depth decisions.

• Data accessibility: to provide an open and accessible data format that different system’s
agents can explore for different use cases such as modeling, training, evaluation
performance, etc.
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• Ease of use: to ensure that different user roles can use our GUI comfortably. Thus, we
make a baseline that different users should explore report overview in the 30s without
compromising data quality.

• System attractiveness: to create a dynamic and appealing GUI with an attractive and
balanced design.

• System alerts: to monitor the evolution of the critical parameters closely and provide
timely alerts through different channels such as emails and telegram chat-bot.

Due to the energy limitations in different IoT nodes, we have chosen to rely on
lightweight protocols within the presentation layer, such as the Hypertext Transfer Protocol
(HTTP) and The Message-Queue Telemetry Transport (MQTT). HTTP is one of the most
popular internet protocols for web messaging that runs over TCP protocol. It is based on
request and response architecture [34]. MQTT is a lightweight bandwidth-efficient protocol
designed specifically for IoT use cases [35].

2.1.4. Management Layer [Front-End]

The management layer is the central part of the agro-weather station. It provides
real-time centralized data monitoring of the BS and different network elements. The layer
continuously collects several critical parameters of the base station for an optimized system
operation. The main parameters provided by this layer are the processor load, RAM usage,
traffic behaviors, network performance, and overall station health checks. The collection
of these parameters is done in the background. In addition, the layer allows the remote
configuration and monitoring of different thresholds for alerts. The maintenance users can
access the management layer through the developed GUI. The access to the GUI is done
via an installed end-to-end VPN tunnel from external networks, or locally through the BS
LAN port or any device within the same local network.

2.1.5. Middleware Layer [Back-End]

The middleware layer plays the role of the orchestrator entity within the base station,
which allows it to create interfaces between:

• The deployed agents that are part of the perception layer and its different heteroge-
neous sensors and components.

• The presentation layer and its graphical presentation and reporting.
• The transmission layer and its protocols.
• The management layer and its operation and maintenance functionalities.

The middleware layer allows fast deployment of different perception layers’ elements.
In addition, this layer contains the database for different parameters management, cloud
computing for the data and eventual models training, and the decision-making entity as
illustrated in Figure 3.

Figure 3. The middleware’s Multi-Agents.
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Since we have described the layers within the platform, we can present the mapping
between these layers and main HW and SW functionalities. A holistic presentation is
depicted in Table 3.

Table 3. The HW and SW mapping towards layers.

Layer Raspberry Pi Docker Node-RED InfluxDB MQTT Web Server (Apache) Cloud Colab VPN Wireless Nodes

Perception Layer YES YES YES YES
Transmission Layer YES YES YES YES YES
Presentation Layer YES YES YES YES YES YES
Management Layer YES YES YES YES
Middleware Layer YES

2.2. System Implementation

In the following, we focus on the end-to-end system design and implementation.
For the agro-weather station design, the system is broken down into modules for a better-
controlled approach.

2.2.1. Hardware Design

In this section, we detail the different elements that constitute our agro-weather
station as depicted in Figure 4. We address the different components such as the base
station, the remote sensors, the microcontroller, the power supply, the radio frequency,
and the cloud.
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Figure 4. The high level block diagram of the agro-weather station.

The base station: We use a raspberry pi 4 model B based on a Broadcom BCM2835
system-on-a-chip (SoC). The Soc is based on a quad-core 64-bit Advanced RISC Machines
(ARM) Cortex-A72 processor running at 1.5 GHz and a 4 Gb LPDDR4 RAM. The Cortex-
A72 processor is one of the high-performance and low-power processors that implement
ARMv8 architectures. The BS supports 802.11 Wireless LAN, Bluetooth 5.0, 2 micro-HDMI
displays up to 4K resolution, 1 Gigabit Ethernet port, and 28 GPIOs supporting UART,
I2C, SPI protocols. The designed BS supports radio frequency communication through an
external NRF24L01 chip configured as a master.

The remote sensors: We chose to have wireless deployed nodes that are based on
the ATmega32U4 microcontroller unit (MCU). The nodes operate on a 5 V to 9 V power
range. The high-performance Microchip microcontroller is an 8-bit AVR RSC-based that
operates on a voltage range of 1.8 V to 5.5 V. The MCU combines a read-while-write 32 KB
ISP Flash memory, a 1024 B EEPROM, 2 KB SRAM and 23 I/O. The MCU supports UART,
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SPI, and I2C. The MCU can operate under extreme weather condition that varies between
−40 °C to 84 °C [36].

The designed node supports WiFi through an ESP8266 chip and radio frequency
communication through the NRF 24L01. The MCU supports up to 126 RF channels with
GFSK modulation, which allows a data rate up to 2 Mbps. When a high data rate is
configured, the NRF24L01 allows the configuration of different saving techniques such as
sleep mode and standby mode [37].

Sensors: To continuously survey meteorological data, keep the low architecture cost
and align with the initial system specifications. We have chosen to deploy the sensors that
respect the technical specification illustrated in Figure 4.

Capital expenses: To make the agro-weather station affordable for the end-users,
the strategy of the design consists of relying on scalable open source components and
migrating HW-based services to SW-based services whenever it is possible. The idea
behind this migration is to lower our cost while keeping the same functionalities that HW
offers. The migration can be seen in:

• The deployment of Telegram Bot messaging services instead of cellular messaging for
alert generation.

• The use of remote accessible web-based services for data visualization instead of local
screen. Tools such as Grafana and Chart.JS library.

However, even though the migration philosophy is prioritized, the end-to-end hard-
ware architecture is fully open and supports any future upgrade or modernization. The en-
tire system cost is given in Table S2 (see Supplementary Materials).

Operating expenses: While capital expenses are invested in the project startup to
accommodate the solution, the Operating Expenses (Opex) represents the day-to-day
expenses to run the platform. These expenses can be seen as the fixed costs that need to be
ensured to operate the system. Since the system deployment will be a win-win relationship
between farmers and researchers, who will be playing the role of system maintainers.
The farmers will benefit from customized data for their crops and fields, while researchers
will collect in-depth geographic-related environmental data for their uses. Data that can
be explored to understand the study area. The OPEX related to the power consumption is
negligible due to the minimal power usage and the low price of energy. In a country like
Morocco, the KWh cost is less than $0.12. In [38], authors present an in-depth analysis on
different board models under different scenarios, study shows that the consumed power of
an Arduino Uno board in single-byte transmission over Xbee S2B module is around 1.04 W
using microwatt-meter. The power consumption of the Raspberry PI 4 B board in full load
is around 7.6 W, while it is 2.25 W in idle mode. An extensive study has been done in [39]
for a similar Raspberry board (PI 3 B+). The OPEX breakdown is provided in Table S3 (see
Supplementary Materials).

2.2.2. Software Design

The system performance, agility, and security are among many metrics chosen to
assess the scalability of our agro-weather station. Therefore, in this session, we address the
system’s software design approach and methodology as they are critical components in the
system’s operation.

System architecture: Since one of our goals is system interoperability, two architecture
scenarios can be deployed—virtualization for hardware abstraction and containerization
for system abstraction Figure 5. Virtualization consists of deploying virtual machines
(VM) with a dedicated operating system (OS) within the base station. It is possible based
on a physical allocation of hardware resources such as memory, storage, and network.
However, the approach has many drawbacks on system scalability and performance due to
the boot-up process, system speed, cost of implementation, system dependencies, software
updates, networking overheads, and virtual machine size. Thus, to deliver the system in
an agile methodology and minimize HW and SW resources, we chose the containerization
scenario that performs the virtualization to the OS side and allows the ease of modules
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maintenance without compromising the continuous integration of services and modules.
The authors in [40], provides a performance analysis of the two technologies based on the
CPU performance, Disk I/O, and other metrics.

VM 3VM 2

Operating System

Hypervisor

Virtual OS Virtual OS Virtual OS

Bins/ 
Libraries

System Hardware

Bins/ 
Libraries

Bins/ 
Libraries

Web 
Server Database App

VM 1 Container 2

Operating System

Container Engine

Bins/ 
Libraries Bins/ Libraries

System Hardware

A
p
p

Container 1

A
p
p

A
p
p Da

ta
ba

se

Web 
Server 

Da
ta

ba
se

Da
ta

ba
se

Figure 5. Virtualization versus containerization.

We chose to implement a containerization approach to separate the deployed software
architecture from the hardware infrastructure. By adopting this approach, we were able
to deliver the system quickly. Even though several open-source operating systems are
customized to run on Raspberry Pi, such as kali Linux, Windows 10 IoT Core, Ubunto
core, and Pidora. We chose to run over an optimized and stable Debian image called
Raspbian. The Raspbian open-source operating system (OS) has multiple advantages, such
as being very optimized to be run on Advanced RISC Machines (ARM), a family of Reduced
Instruction Set Computing (RISC) architectures for computer processors that is extremely
suitable for System on Chips (SoCs) such as Raspberry Pi. The OS is subject to continuous
development, and it has a very active community for excellent support. All implemented
services act as standalone services. Thus, the development and integration of different
services can be done independently from technological bounds. The product development
life cycle approach allows continuous improvement of the OS’ products and services
through 4 main stages: OS’ introduction, OS’ growth, OS’ maturity, and OS’ decline.

Even though it is possible to create containers without a specific toolkit, however
in our work we use Docker since it is a fully open-source containerization platform that
allows mounting container’s image efficiently. Docker allows us to build, deploy, upgrade,
and manage containers in a simple and straightforward commands’ approach command-
line interface (CLI). Another important component deployed is the Portainer tool that allows
the same tasks through a lightweight management Graphical User Interface. Portainer
plays the role of self-service container manager, it allows managing all containers hosted
within Docker and grants the privilege of registration of new containers such as OpenVPN,
influxDB, etc. It also allows the quick setup of different containers functionalities such as
making a container open or secure, public or private within a network which allows the
interoperability, scalability, and ease of use in the Operation and Management of the local
base station.

Data base: When developing scalable systems, the choice of the type of databases is
very crucial for the end-to-end system design, especially in the back-end design, where
real-time data storage and data retrieval are important. Several types of databases are
used in data management, such as relational and time series. While traditional relational
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databases are fully supported by SQL and perform incredibly in displaying large datasets,
it performs poorly regarding the history of the stored data. Thus, the time series databases
(TSDB) such as the open-source InfluxDB are considered very scalable and efficient when
handling time-series data [41]. In our system, we use a container-based image of influx
DB for different time-series parameters. Dedicated agents ensure data storage of different
wireless nodes in the database.

Local Web server: To manage local web-based content such as images, scripts, and HTML
files and allow a local web-based interaction between BS and different web users, we have
deployed a local web server based on the open-source Apache. The server serves different
technologies such as HTML, CSS, HTTP, and PHP. The apache server hosts the complete version
of the website and local applications and databases. When an automated script needs to be
executed according to planning it is not the local webserver that does that but rather it is the OS
that executes it. This can be needed when measurements need to be sent to the Colab server
for model training, the Cronjob sends all measurements that are on InfluxDB to Google drive
(updating an existing excel). Colab then gets the link from Google drive and recovers the data
and runs the modeling. Once the model is obtained Colab is then converting it to “tflite” and
storing it on Drive. The model then is sent back to BS to be used in the local server within the
BS. The local server runs the “tflite” model from TensorFlow and embeds it within the local
website as depicted in Figure 6.
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Figure 6. Overview on Docker’s containers and interaction with cloud and Colab.

MQTT Brocker: MQTT is an OASIS-recognized Internet of Things communications
protocol. It’s built as a super-lightweight publish/subscribe messaging transport that
is perfect for linking different IoT devices with minimal network resources. MQTT is
now used in many industries, including automotive, manufacturing, telecommunications,
etc. Within our base station, we deploy the open-source container-based broker named
Mosquitto that runs MQTT 3.1.1 version. Once the sensor nodes (clients) are configured and
pointing to the server broker, all clients can broadcast messages (publisher mode) or receive
messages (subscriber mode). The communication is done without a direct point-to-point
connection between publisher and subscriber. The configured client in our platform is an
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ESP32-based wireless sensor node. The broker doesn’t store the received data and sends it
directly to the time-series database.

Configuration: Since the base station is based on Debian distribution, we can run our
script using, literally, any programming language. However, to be consistent, we have
chosen to configure components using either shell (SH), C/C++ language, Python, or Node-
RED. All cronjob scripts for automation are created based on SH. Meanwhile, all remote
nodes such as ESP32, Arduino micro, Arduino Uno, and ESP8266 are configured using C++
languages. Additionally, the scripting within the Bs such as remote connection with Google
drive, Chatbot, local sensing is done based on Python. Finally, the interaction between
the base station and Mosquitto, influxDB, external wireless nodes are done through Node-
RED. Node-RED is a visual programming tool that was originally developed by IBM for
connecting hardware devices, APIs, and web services as part of the Internet of Things.
Node-RED includes a flow editor that is used to construct JavaScript functions in a web
browser. Node-RED run-time is built on top of NODE.js.

Cloud: The data storage model in our architecture is based on a hybrid approach
where local and cloud-based storage is implemented. Locally, the BS station stores data
on the Hard Disk Drive (HDD) and SDCard. The process is also ensured through simul-
taneous use of the storage as a Service (STaaS) cloud computing model to transfer and
backup the critical measurement data, such as Dropbox, Google Drive, and One Drive.
The data backup process is ensured based on a pre-configured agent in a cronjob on the
BS. The service is deployed to serve as backup to ensure any data restoration in case it
is planned. The multiple data duplication strategies are designed to protect the system
against data loss or corruption and ensure that the BS services’ availability is guaranteed.

We use the cloud also as a “Platform as a Service” (PaaS) to run our web-based
server on which the website and different BS services are hosted. The could is being
accessed remotely for a read-only mode. For security reasons we don’t allow real-time data
consultation except through the VPN which requires pre-generated certificates. Meanwhile,
other users may need to consult historic data, but still, they aren’t granted VPN access
and they aren’t onsite to connect locally, for this reason, we have created a separate entity
which is the cloud. The cloud hosts our website www.ensem-aws.tk which is an offline
version of the local server deployed on the base station. The base station has unidirectional
communication with the cloud which means only BS can push snapshots of the data
(measurement and dashboards) but reversed communication is not allowed. Different
service providers propose cloud services as public, private and hybrid solutions, providers
such as Amazon Web service, Microsoft Azure, and Google cloud are the market’s leaders.
In our work, we use Namecheap cloud services for the hosting, the choice is driven by the
cost-effectiveness strategy. However, the created services are not related to any vendor,
and migration between cloud services is easy with the right set-up (DNS configuration).

VPN access: One of the crucial metrics is the platform security and its immunity
to external access and attacks such as Denial of Service attacks DOS or Distributed DOS
(DDOS). Since the BS is a lightweight server that needs to be optimized for resource
deployment and usage, we configure a virtual private network (VPN) for secure connection
establishment. The VPN allows the creation of end-to-end private tunnels between clients
and the server, allowing external users to access the BS through open yet dedicated ports.
In our BS, we implemented OpenVPN, one of the robust open-source VPN servers that
support Secure Socket Layer (SSL) and Transport Layer Security (TLS) protocols. The
secured channels are established by creating a Full-tunnel where all clients’ traffic is
directed through the VPN tunnel or the split tunnel where the only specified type of traffic
is redirected. The tool supports IPv6 for the virtual private networks and can be executed
over User Datagram Protocol (UDP) or Transmission Control Protocol (TCP). OpenVPN
supports up to 500 VPN certificates generation and 100 tunnels connection at the same
time. The certificates are deployed on the end user’s clients’ accounts.

GUI: The Graphical User Interface is deployed for a human-to-machine graphical
environment. It is designed in a User-Centered Design (UCD) approach, where the end-
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users needs are prioritized, and restless re-adapting is applied. The GUI can be seen
as a set of web services and applications hosted on an Apache webserver. The web
application is organized into different sections with different dynamic pages such as the
home page, login page, weather dashboard, BS maintenance dashboard, and contact page.
The dashboards are customized to display different parameters within different time ranges.
Data presentation is dynamic, and users can specify the time range and frequency of data
updates such as 1 s, 5 s, and 10 min. GUI is mainly built on top of Grafana and Chart.JS
library for the embedded part within the local website.

2.2.3. Neural Network Model

Weather forecasting or prediction can be seen as the application of various techniques
to predict meteorological parameters. Many techniques are used in the literature by dif-
ferent researchers, such as Machine Learning and Deep Learning. Machine learning’s
popularity comes from its ability to identify the most relevant features within an appro-
priate model. Various approaches are used, like Support Vector Machine (SVM), Artificial
Neural Network (ANN), or Recurrent Neural Network (RNN). Since meteorological data is
considered as a non-linear multidimensional time series problem [42] the adopted network
model has to reflect the temporal features within the dataset [43]. Thus, the long-term and
short-term model (LSTM), introduced by [44] is one of the best approaches to deal with
weather forecasting. We use a Recurrent Neural Network System (RNN) that supports time
series as inputs in our system.

The usage of LSTM in models building and training allows us to have greater accuracy.
In our work, the trained LSTM model enables training and forecasting future data based on
historical multi-variate time series (sequential data). A brief description of LSTM structure
and workflow is given in Supplementary Part IV (see Supplementary Materials).

2.2.4. Dataset for Model Building

We collect multivariate weather data from the weather station of Mohammad V
International Airport in the city of Casablanca, Morocco as presented in Figure 7.

Figure 7. Geographic location of the study area (Casablanca, Morocco).

The collected dataset includes different features such as minimum and maximum
temperature, pressure, wind speed, and dew point. The dew point presents the temperature
at which the air becomes saturated with moisture [45]. The summary of data features is
presented in Table 4. However, to extract the most relevant features useful for model
building, we use feature selection based on heatmap as one of the crucial concepts in
machine learning. The feature selection will allow our model to reduce the overfitting,
reduce the training time, and improve accuracy.
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Table 4. Data feature of the our model.

Feature Unit Description

Temperature range Celsius (°C) Temperature range at a height of 2 m above the earth’s surface
Temperature dew Celsius (°C) dew/Frost point at a height of 2 m above the earth’s surface
Temperature Max Celsius (°C) Maximum temperature at a height of 2 m above the earth’s surface
Temperature Min Celsius (°C) Minimum temperature at a height of 2 m above the earth’s surface
Temperature Celsius (°C) Temperature at a height of 2 m above the earth’s surface
Earth skin temperature Celsius (°C) Earth skin temperature at a height of 2 m above the earth’s surface
Precipitation mm Precipitation
Humidity g/kg Specific humidity at a height of 2 m above the earth’s surface
Relative humidity % Relative humidity at a height of 2 m above the earth’s surface
Pressure kPa Surface pressure
Wind speed range m/s Wind speed range at a height of 10 m above the earth’s surface
Wind speed Min m/s Minimum wind speed at a height of 10 m above the earth’s surface
Wind speed Max m/s Maximum wind speed at a height of 10 m above the earth’s surface
Wind speed m/s Minimum wind speed at a height of 10 m above the earth’s surface

The collected data covers a daily measurement from the 1st of January 1981 till the
29th of January 2021 Figure 8. The dataset contains 14 features of 14.638 measurements.

Figure 8. Exemplary plots of Temperature range, Temperature dew point, Temperature Max, Temper-
ature Min, Temperature, Precipitation, Humidity, Relative humidity, Pressure, Wind speed range,
Wind speed Max, Wind speed Min, Wind speed.
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After analyzing the multi-variate historical data, it was clear that the correlation
between temperature (mean), Temperature range, Temperature dew, temperature max,
and Temperature min is very high. Thus we only keep the temperature (mean) and delete
other features to decrease the overfitting. Further details on the features’ correlation
heatmap are illustrated in Supplementary Part V (see Supplementary Materials).

2.2.5. Model Accuracy

The model’s performance is assessed through the computation of different traditional
statistical metrics such as the Mean Absolute Scaled Error (MASE) and the Root Mean
Square Deviation (RMSE). Additionally, we use the index of agreement [46] to separate the
RMSE into unsystematic and systematic components [47,48]:

• RMSE, MASE: The calculation of the Root Mean Square Deviation (RMSE) represents
the square root of the average of squared errors. It is mainly computed to measure the
deviation between the actual values and the prediction values to define the accuracy
of different models. The MASE was proposed in [49] as an assessment technique to
define the accuracy of forecasts in regression models. As a mean absolute approach,
MASE uses the ratio of errors which is allowing it to be independent of the scale of
the forecaster. The RMSE and the MASE can be calculated following the equations:

RMSE =

√
1
n

n

∑
i=1

(
X̂i − Xi

)2 (1)

MASE =
∑n

i=1
∣∣X̂i − Xi

∣∣
∑n

i=1|Xi−s − Xi| (2)

where X̂ is the predicted value associated with the actual value X, and n is the size
of the dataset. The larger the MASE and the RMSE mean, the enormous difference
between the predicted and actual values, while the smaller the MASE and the RMSE
mean, the closer the prediction values to the actual values.

• Index of Agreement: The Willmott’s index of agreement [46], dindex, measures the
model’s relative accuracy in a range that varies from 0 to 1, with 0 indicating no
agreement between the model predicted values and real observations and 1 indicating
a perfect fit [50]. The index can be computed following the equation:

dindex = 1 − ∑n
i=1

(
Xi − X̂

)2

∑n
i=1

(∣∣X̂ − X̄
∣∣+ ∣∣∣Xi − ¯̂X

∣∣∣)2 , 0 ≤ dindex ≤ 1 (3)

where X is the real measured values associated to the predicted values X̂, X̄ is the average
value of the measurements, and ¯̂X is the average value of the predicted measurements.

3. Results

3.1. System Workflow

In agreement with our expectations, the overall system design acted to minimize
the human need for agro-weather station programming or maintenance. Thus, platform
allows remote supervision and efficient automation to address this need. The deployed
node follows a plug-and-play approach, in which the BS listens continuously to old and
detects any new nodes under MQTT or NRF24L01 networks. Once a new node has its
pre-loaded firmware, it starts sensing and transmitting data to the BS. The BS receives the
traffic and ensures data is stored locally to the InfluxDB database for eventual analysis.
The aggregated traffic from NRF24L01 and MQTT networks is transferred to the cloud
service based on a cronjob program’s automated script. The cronjob under the Raspbian
operating system allows the execution of specific scripts in specific time and frequency
ranges. The Local server ensures data presentation from the linked database and presents
this data under dynamic web pages that are locally hosted. The data is also synchronized
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with the cloud-based server for open access. Alerts are configured for cognitive and context-
aware monitoring. Several agents continuously monitor specific thresholds in a parallel
way. Once a threshold is reached, system alerts are generated to the BS’ admin user in
emails and telegram messages. Different user roles are created to allow different levels of
data consulting from the dynamic website.

Furthermore, for Operation And Maintenance (OAM) purposes, remote access to the
different BS functionalities and programs is ensured throughout the deployed VPN server
and the installed clients on the end-users devices such as phones, tablets, and laptops.
The pre-generated VPN profiles are mandatory to allow the VPN tunnels establishment.
Additional certificates could be generated locally or remotely based on the GUI VPN
manager. Additionally, the aggregated data is framed and added to the historically collected
data from the international Mohammed V airport weather station. The concatenated file is
hosted on a google drive service that is continuously linked to the Colab environment for
model training and predictions. The end-to-end workflow is depicted in Figure 9.

Figure 9. The network’s communication workflow.

3.2. Experimental Results
3.2.1. System’s Performance

For experimental purposes, we have tested our system in the laboratory and in the
field. Different scenarios were applied to monitor the agro-weather station performance
and behavior. We have also deployed the end-to-end portable system in an outdoor open
wheat field for a real use case study Figure 10. The prototype has been operating for
approximately 8 h in a 5-ha farm in Casablanca, Morocco for environment monitoring and
continuous data collecting. Several scenarios were applied to test the BS security level,
such as remote access using VPNs, on-site access through LAN network, and SSH access
through WiFi. The BS monitored its different parameters for 8 h and provided through
the designed GUI several clear Key Performance Indicators (KPIs) and data for end-users
in an appealing dynamic interface as presented in Figure 11. The web-based GUI, based
on Grafana, provides different dynamic figures and charts to reflect the BS’ behaviors in
terms of different metrics. Each figure is included within a re-sizable block, giving specific
users the right to change the specific time frame, resize the block, or even change the
position of the entire element. The GUI allows the end-users to filter through a specific
time range or configure dashboard updates’ frequency. It also allows the configuration of
alerts based on predefined thresholds. The re-configurable dashboard was divided into
multi sections for different purposes such as quick information, detailed health check,
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and network performance. The quick KPIs embed the critical data such as CPU and
GPU temperature, CPU usage, RAM usage, and overview on threads and processes were
accessible within the fixed 30 s as predefined in the initial baseline. A detailed health
check section was created to support the operation and maintenance needs by presenting a
detailed evolution of different parameters through time, metrics such as CPU load, Memory
load, Processes, network usage, and network packets, furthermore network performance
metrics such as load average, network errors, and network drops were introduced to assist
maintenance users during troubleshooting or root cause analysis if any specified behavior.
Other parameters such as Disk read/write load, time, and count was introduced to track the
BS storage behavior. Since the dashboard is embedded within the local and the cloud-based
website, it is compatible with different end-user devices such as phones (IOS, android)
and laptops (Mac, Windows, Linux). The dashboard’s dynamicity and responsiveness
make it adaptable with different screen sizes. It allows it to behave and perform like a
desktop application.

During the experimentation phase, different agents were performing different activi-
ties and monitoring multiple metrics. Most of the station’s KPIs were below thresholds.
The CPU temperature, GPU temperature was below 58 °C, while the CPU load was contin-
uously under 75% (average of 45%) which allows the protection of the station resources.
However, due to the operational multi-agents, the number of created processed was typ-
ically high reaching 300. The memory load was always under 2.8 Gb. Throughout the
simulation, remote access using VPNs was tested several times which explains the multi-
spikes in the network usage graph. Data were continuously transferred from the BS to local
and external HDD which is tracked by the disk I/O requests and volume.

 
 

FAN 

Local HDD 

Power  

 

RPi 

Local sensors 

Bank 

Figure 10. The agro-weather station in a field in Casablanca, Morocco.
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Figure 11. The agro-weather station dashboard.

An offline version of the dashboard can also be consulted through the secured online
portal https://ensem-aws.tk/ using the limited access credential login=“test” and pass-
word=“Azerty1+”, current snapshots are captured on 13th April 2021. The online portal
contains an offline stored version of different parameters in a specific period. Synchroniza-
tion can be done periodically through a synchronization agent in form of a cronjob.

3.2.2. System’s Security

The access to local nodes is limited by using credentials. However, it is known that
remote accessibility is a crucial feature in any modern system especially with the emerging
Covid-19 pandemic. In our system, remote access doesn’t only allow different users to
avoid on-site presence to consult data, but it provides also access anytime, from anywhere
using any device to connect remotely to the base station and its components. As a result,
allowing enormous cost savings. Meanwhile, the remote access functionality comes always
with security challenges and threats such as:

• DDOS attacks.
• Phishing attacks
• Password sharing.
• Vulnerable backups.
• Leakage of information.

Therefore, a secured end-to-end connection is always required before any data consul-
tation. To address this challenge an open-source low-cost VPN solution is implemented.
Different certifications are generated per user profile. Once a user wants to connect from an
external network, the client application connects to the server application to establish the
end-to-end tunnel. In Figure 12 we can connect to our local private network from a public
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external network through the established tunnels. Once the VPN is activated, we can access
any node within the network with IP address 192.168.x.x using only basic credentials.

 

Figure 12. Remote access to the agro-weather station using VPN.

3.2.3. Weather Monitoring

The sensor nodes implemented within the farm collect continuous environmental data
through the locally deployed sensors. The aggregated data is then forwarded in the form
of JSON block to the base station. The Json block represents a series of JSON files in a
specific time range. The data is transmitted via different transmission mediums (wired,
wireless) and based on different protocols (NRF24L01, WIFI). The Figure 13 illustrates the
plot of the temperature and the humidity recorded within 8h of environmental monitoring.
From the readings, the temperature records show a continuous upward trend. The values
continuously rise in a range between 15 °C and 25 °C. However, the humidity reading
shows a continual downward trend. The humidity values decrease between 100% in the
morning down to 40% in the evening. Even though the measurement reflects only 8 h of
records, the extensive sensing through the year can be extremely useful for the farmers and
researchers through the following:

• Assist in understanding the various effects of temperature and humidity on plants
and crop productivity.

• Adapt the crop type (wheat, oats, potatoes, etc.) based on the period.
• Select the seed quality based on the season.
• Select and trigger automation action (e.g., irrigation) based on a set of parameters (e.g.,

temperature threshold).
• Select the best time for proper soil preparation.
• Prevent plants damaging by choosing the best timing (high humidity and temperature)

to apply pesticides, since treatments should be applied in early to allow foliage to dry
before reaching 29–32 °C [51]
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Figure 13. Temperature and humidity records of the agro-weather station.

Due to their significance as ecological controls, the wind speed and direction are very
important metrics that should be considered by smart farming. The analyzed collected
data can help farmers and researchers through:

• Lower production costs through the usage of the right wind turbines for electric-
ity generation.

• Increase crops profits.
• Understand the impact of winds on plants and crop production (plants seeding,

damaging, etc.)
• Secure reliable data for implementation of customized ML algorithms for dedicated

farming fields.

In Figure 14 we present the wind rose that illustrates the distribution of wind speed
and wind direction in the monitoring period. Detailed wind speed readings are plotted in
Figure 15. The plot shows that the dominant wind direction is between North-northwest
and the North with 17% of 4 to 8 km/h and 10% of wind with speed between 8 and 12 km/h
and 5% of wind in a range of 12 to 16 km/h.
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Figure 14. Wind speed, direction and distribution of the agro-weather station.
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Figure 15. Wind speed records of the agro-weather station.

To summarize, smart farming cannot be achieved if it is not supported by reliable data
and automation of recurrent activities such as monitoring and control. Thus, to select and
apply the best crop management practices, we should be able to understand the evolution
and impact of the meteorological parameters on the plants and on the productivity of any
studied field. The proposed agro-weather station in this paper doesn’t only allow different
users to monitor their crops on a real-time basis but also decreases human activities and
improves the adoption of new technologies in the agriculture field. Our tailored system
allows real-time data that can support real-time decisions.

3.2.4. LSTM Model Implementation and Validation

To train our LSTM model we used the popular Python package named “Keras” which
is embedded within TensorFlow. Applying the right hyperparameters is crucial for an
optimized model before any learning process. Thus, an initial parameterization has been
implemented and adjusted based on the model outcomes. The key optimized parameters
were the number of hidden layers, the number of nodes within each layer, the number of
epochs, and the learning rate.

The initial setup relies on the Mohammed V airport base station’s data to build a
reliable LSTM based model for weather forecasting. However, after a predefined period,
data from the local base station is used and concatenated with the historical data to keep the
model updated with the latest measurement. Meanwhile, since our initial dataset analysis
shows some missing and abnormal observations at different time slots, we proceed with
data pre-processing through removing the entire daily record for missing data. However,
we keep the abnormal measurements (outliers) to measure the robustness and performance
of the model through its ability to provide a good prediction. For model building, the data
is split into three subsets, 70% of data is reserved for the training, while 20% is dedicated
for validation, and finally, 10% is for the testing.

In the implementation of our model, we used 2 hidden layers which have been enough
to avoid unnecessary model complications while being able to detect complex features.
The layers were powered up by 50 neurons in each. The learning batch size was tested
using 5, 10, and 100 days, while the learning rate was initially set to 0.1. Meanwhile, for the
loss function, we have chosen the mean squared error, while the used model’s optimizer is
Adam. Additionally, we used sigmoid and tanh as the activation functions.

The simulations are performed on a cloud using the Colab platform from Google.
The implemented algorithms used Tensorflow platform and Keras as main library to train
and test the performance of our models.

After each round the RMSE, the MASE, and Willmott’s index are computed. The learn-
ing curve in Figure 16 presents the plot of the computed standard deviations against the
number of the epoch. The model has been trained during 30 epochs, Even though the
network was training itself in 30th epochs, it is clear that in our training process, the MASE
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and RMSE were minimal in the 5th epochs with a value of 0.0012 and 0.034 respectively,
however Willmott’s index was around 0.987 with space of improving. The optimum values
were in Epoch 10 with minimal MASE, RMSE, and Willmott’s with values of 0.0012, 0.0034,
and 0.988 respectively. The MASE and RMSE minimum remain stable throughout the
epochs, and Willmott’s index stabilizes at 0.987.
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Figure 16. Presentation of MASE-based and RMSE-based and Willmott’s-based training curve.

The Records’ deviation in Figure 17, and the real temperature versus predicted are
plotted in Figure 18. The prediction of our LSTM model is plotted for 1 month, 1 year, and
8 years from April-2013 till April-2021. The prediction values are based on a trained model
with 32 years of historical data, which possibly captures the ongoing effects of climate
change. The visual comparison in Figure 18 shows that the LSTM model is performing well.
The prediction trends follow almost the training trends in the overall plot with a mean of
residual values over the 8 years around 0.59 °C. Further details on model validation are
presented in Supplementary Part VI (see Supplementary Materials).
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Figure 17. Prediction deviation vs. number of records.
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Figure 18. Model validation—Muli-timeframe temperature prediction. (a) daily predictions vs. real
plot for 8 years (entire dataset). (b) daily predictions vs. real plot for 1 month. (c) daily predictions vs.
real plot for 1 year.

4. Discussion

4.1. Design Issues

Compared to any other field, IoT systems have different bottlenecks that aren’t only
slowing down the adoption of such solutions but they are dragging more attention by
scientific communities through several contributions. In [14,15] the authors describe the
most common challenges in IoT solutions for agriculture. Challenges such as resources
optimization, cost analysis, lack of knowledge of technology, quality of service, security,
and networking. Below we address most of these challenges.

4.2. Comparison with Other Existing Systems

Even though various solutions have been presented under different research out-
puts. However, to the best of our knowledge, the current solutions suffer from different
bottlenecks that impact not only the adoption of such platforms but also the massive
penetration within small farms. Challenges that are linked to the systems’ cost, ease of
use, automation capabilities, operation & maintenance, security, and even remote access
and usage of artificial intelligence. We believe that there is no perfect system, and we are
convinced that there is always a space for the system’s enhancement and adaptation to
different use cases. In the following, we compare the results from similar works based
on the most common challenges such as resources’ optimization, cost analysis, quality of
services, networking challenges, artificial intelligence, operation and maintenance, remote
accessibility, and security:

• Resources’ optimization: Our proposed work relies on a fully containerized architec-
ture, where services are not only lightweight but scalable, agile, and portable. This
makes the agro-weather station’s full software architecture manageable and repro-
ducible within a very short amount of time. It allows us to have very reliable and
optimized micro-services such as local web server, time-series database, VPN server,
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etc that consume wisely the BS’s resources such as CPU, memory, and network as
presented in Figure 11. Meanwhile, all the studied works in this article [20–30,52–59]
are based on classical low-performance system on chips (SoCs) in designing and im-
plementing station. The used SoCs such as Arduino microcontroller doesn’t support
multitasking such as Raspberry Pi micro-computer, which limit the performance of
the stations to basic monitoring tasks.

• Cost analysis: In our work, we provide an Opex and Capex deep analysis to support
the cost-effectiveness approach targeted in this work. Thus, we estimated the cost
of investment to build the agro-weather station at 176 $ as depicted in Section 2.2.1.
While, works presented in [22,25,26,30,57–59] have claimed development of a low-
cost-based system for smart farming, meanwhile no one of these contributions has
provided a detailed operation based analysis and capital based costing.

• Quality of services: When studying the literature, we can see that there is a huge
limitation when it comes to the deployment of a fully multi-agent-based architecture in
systems’ design. In [28] the author presents a logical tailored approach for multi-user
architecture design. In [21–23], the authors proposed the deployments of advisory
systems either for early disease detection or crop productivity management. However,
the proposed works focus on the design of a generic prototype rather than a cus-
tomized approach relevant to each user type. Meanwhile, our system tries to provide
different features adapted to different users based on real use-cases. Remote access to
engineers and researchers, temperature forecasting for farmers and researchers, data
security for all users are all standalone agents within the BS. Each agent ensures the
utility and warranty of its functions and services.

• Networking: We address the networking challenge based on fully agile architecture
embedding different heterogeneous nodes. Our system supports multiple protocols
for backbone transmission protocols such as (MQTT, NRF24L01, LAN). The platform
is also extended for other protocols. Additionally, we create a system that supports
plug-and-play nodes as described in Section 3.1. In our platform, we experiment with
the proposed transmission protocols through the end-to-end monitoring ecosystem.
Meanwhile, only [25] presents an adaptive mechanism for reliable smart farming.
However, the technique is only dealing with an isolated scope which is transmission
without validating the system by an end-to-end smart farming platform. While, other
contributions rely on singe transmission protocol such as in [20,22,23,52,55–59] or
don’t even support wireless transmission such as in [21,24].

• Artificial Intelligence: AI becomes a necessity in modern applications and services.
In our system, we deploy a high-performing LSTM model part of RNN for temperature
forecasting. The deployed model as depicted in Section 3.2.3 shows a high-level
performance in temperature prediction which allows the possibility to train and
deploy similar models for other meteorological data such as humidity, pressure, wind
speed, etc. In our system, we propose the hybrid data collection where historical data is
continuously enhanced by the BS itself for a continuous model’s improvement. The BS
supports tasks automation in form of cronjob and through a standalone deployed agent
for alerts notification. The proposed work in [54] proposes a temperature foresting
model based on ANN (Artificial Natural Network), meanwhile, it is known that the
ANN is less powerful than the RNN (adopted in this paper). ANN doesn’t support
the recurrent connections and is considered to be powerful with tabular data and
text data rather than the sequence data which we have in meteorological parameters.
Additionally, in [21–23] the authors create advisory systems for decision making.
The proposed systems require a minimum level of knowledge, while in the developing
countries the lack of technological awareness among farmers will be challenging for
the usage of such systems. The same technological bottleneck is impacting the usage
of AI within drones framework in crop management such as in [30,56]. In [53] authors
only present a conceptual model that lacks testing and validation. Meanwhile, no AI
implementation is considered in the works in [20,24–29,52,55,57–59].
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• Operation and Maintenance: The studied works in this effort focus on the system’s
utility through the functionalities and services offered by the proposed platforms,
rather than focusing on the warranty through the assurance that the developed plat-
forms and services will deliver the needed requirements. Therefore, no system sur-
veyed in this work offers the possibility to have a holistic dashboard for operation
and maintenance. Thus, we have created a dedicated dashboard part of the man-
agement layer as presented in Section 3.1. The dashboard will allow users such as
engineers to consult different performance metrics such as network usage and packet
drops, CPU load, operating system’s threads, and processes, etc. continuously for
management purposes.

• Remote access: None of the surveyed works in this study allows the possibility to
have ultimate remote access to the deployed platform and its components. Only
conceptual architecture with remote accessibility feature was proposed in [28] and
partial data consultation was proposed in [54]. Meanwhile, as part of the system’s
customization adopted in this work, we think that full remote accessibility allows
tremendous ease of use and cost-saving when it comes to consulting the platform
and the locally collected data. Thus, the proposed platform allows different users
to connect remotely to the BS and consult all components through the GUI or the
SSH sessions.

• Security: Even though smart farming isn’t a critical domain when it comes to data
sensitivity. However, privacy in today’s world is a huge concern for different users.
Remote access comes with privacy challenges. As mentioned in Sections 2.2.2 and 3.2.2
our platform supports the establishment of end-to-end VPN tunnels that add an extra
layer of privacy and security when using remote access. The deployed VPN server
allows peers to connect using the pre-generated secret keys and certificates that are
based on strong 256-bit encryption. Even with the high-security concerns especially in
the Covid-19 period, none of the others experimental platforms address or implement
any feature or approach for system’s and services’ security and reliability.

A holistic comparison between our proposed system and the existing system is pre-
sented in Supplementary Part VII (see Supplementary Materials). In the table, we present
the major advantages of the system and the major challenges that we detected during the
review. We also categorize the platforms based on their validation. Additionally, we assess
their cost-effectiveness based on deployed hardware and software. Finally, we categorized
the usage of some features such as operation and maintenance, remote accessibility, and
AI implementation.

5. Conclusions

In this paper, we propose an end-to-end AI-powered IoT-based low-cost platform for
smart farming. The main goal of the system’s creation is to support different users such
as farmers and researchers to monitor, understand, and act for better crop management.
The followed approach in system design enables the smooth system’s development and
enhancement through its different iterations, releases, and versions. The platform design
and development purpose are to propose a real-time context-aware system for continuous
cognitive monitoring. Ease of use, portability, low cost, and robustness are among many
metrics considered in the system’s design and implementation. The proposed HW and SW
prototype was validated on the field and presented a high performance in different activities
and operations such as real-time monitoring, temperature forecasting, scalable wireless
connections, reliable dashboards, etc. Therefore, we think that our low-cost platform can
help farmers and researchers to co-create value and to have an impact on crop management.
Additionally, we believe that developed station stress on vital concepts that were missed in
similar works such as remote accessibility, security, operation, and maintenance. However,
we believe that there is a large space for development and system enhancement. Thus,
to enhance the platform performance, our subsequent work will focalize on:
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• Add more advanced functions to enhance the system performance, such as AI-based
power management and fault detection agents.

• Design and create predefined test cases and scenarios that enable extreme ease of use
and service for the enhancement of automation.

• Design AI-based mobility management that can be implemented to BS to reconfigure
the platform without the need for human interaction.

• Migrate the solution to a pure native cloud and support more communication tech-
nologies like Lora, Sigfox, and NBIoT.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/agriculture12010035/s1, Table S1: Some of the most common
challenges in IoT, Figure S1: the key principales of Agile Methodology, Table S2: Capex investment,
Table S3: Opex investment, Figure S2: Structure of single cell within LSM, Figure S3: Model work
flow of a single cell, Figure S4: Feature selection using heat map method, Figure S5: Scatter plot of
real values vs. prediction values, Figure S6: Residual plot of different time frame, Table S4: Range
and percentage of deviation records, Table S5: Comparison between the proposed platform and other
existing platforms.
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The following abbreviations are used in this manuscript:

AC Alternative Current
AI Artificial Intelligence
ANN Artificial Neural Network
ARM Advanced RISC Machines
CLI Command Line Interface
Covid-19 Coronavirus disease-2019
CPU Central Processing Unit
DB Data Base
DC Direct Current
DOS Denial of Service Attacks
FTP File Transfer Protocol
HDD Hard Disk Drive
HTTP Hyper Text Transfer Protocol
HW Hardware
IoT Internet of Things
GUI Graphical User Interface
KPI Key Performance Indicators
LSTM Long Short Term Memory

72



Agriculture 2022, 12, 35

M2M Machine-to-Machine
MQTT Message Queue Telemetry Transport
MASE Mean Absolute Scaled Error
NN Neural network
OASIS Organization for the Advancement of Structured Information Standards
O&M Operation and Maintenance
OS Operating System
PA Precision Agriculture
PaaS Platform as a Service
RISC Reduced Instruction Set Computing
RMSE Root Mean Square Error
RNN Recurrent Neural Network
SF Smart Farming
SSL Secure Socket Layer
SUS Start Upgrade Stop
SW Software
STaaS Storage as a Service
TLS Transport Layer Security
UD User Datagram Protocol
VM Virtual Machine
VPN Virtual Private Network
SVM Support Vector Machine
SSH Secure Shell
WSN Wireless Sensor Network
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Abstract: Maize is one of the essential crops for food supply. Accurate sorting of seeds is critical
for cultivation and marketing purposes, while the traditional methods of variety identification are
time-consuming, inefficient, and easily damaged. This study proposes a rapid classification method
for maize seeds using a combination of machine vision and deep learning. 8080 maize seeds of five
varieties were collected, and then the sample images were classified into training and validation sets
in the proportion of 8:2, and the data were enhanced. The proposed improved network architecture,
namely P-ResNet, was fine-tuned for transfer learning to recognize and categorize maize seeds, and
then it compares the performance of the models. The results show that the overall classification
accuracy was determined as 97.91, 96.44, 99.70, 97.84, 98.58, 97.13, 96.59, and 98.28% for AlexNet,
VGGNet, P-ResNet, GoogLeNet, MobileNet, DenseNet, ShuffleNet, and EfficientNet, respectively.
The highest classification accuracy result was obtained with P-ResNet, and the model loss remained
at around 0.01. This model obtained the accuracy of classifications for BaoQiu, ShanCu, XinNuo,
LiaoGe, and KouXian varieties, which reached 99.74, 99.68, 99.68, 99.61, and 99.80%, respectively. The
experimental results demonstrated that the convolutional neural network model proposed enables
the effective classification of maize seeds. It can provide a reference for identifying seeds of other
crops and be applied to consumer use and the food industry.

Keywords: machine vision; maize seeds; classification; deep learning; convolutional neural network

1. Introduction

Maize (Zea mays L.) is a significant fundamental agricultural product for the economies
and markets of countries. With the development of society, the widespread use of biotech-
nology has improved maize breeding technologies and accelerated the renewal and iteration
of varieties. However, the increasing number of varieties of maize seed and their color
characteristics overlap to make it more challenging to classify seeds after harvest [1]. In
addition, the phenomenon of seeds being mixed may occur during production activities
such as planting, harvesting, transportation, and storage [2]. Therefore, variety identifi-
cation plays a crucial role in the production, processing, and marketing of seeds. It will
provide markets and consumers with pure seeds that will ensure yields and stabilize their
market value.

Traditionally, there are many methods for variety identification [3]. Morphological
identification is limited by the range of morphological characteristics, the interference of
human and environmental factors, and the impact of testing period or cost, which will
decrease the accuracy of identification. Biochemical identification enables the recognition
of seeds with different genetic characteristics, but it is difficult to identify closely related
varieties. Molecular identification through DNA markers has the advantage of genetic
stability and is independent of environmental conditions. But the cost of primer design is
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high, and the identification process can damage the sample [4]. In summary, these detection
methods are difficult to adapt to be online detection in the seed processing industry [5]
and cannot complete the sorting of samples during processing. Therefore, it is necessary
to develop non-destructive, rapid, and efficient methods for the variety identification and
classification of maize seeds.

Machine vision is the method of image processing adapted to multi-classification,
which has been successfully applied in several fields. As for seed classification, the non-
destructive nature hereof is undoubtedly a better choice than traditional detection methods.
This method extracts color, texture, and shape features from seed images for classification.
In [6], 12 color features were extracted to distinguish between the different types of damage
in maize, with an accuracy of 74.76% for classifying normal and six damaged maize. In [7],
16 morphological features were extracted to classify dry beans, and the overall correct
classification rate of SVM was 93.13%. In [8], developed a machine that automatically
extracts shape, color, and texture feature data of cabbage seeds and uses them to classify
the quality of seeds. The research of maize seeds has focused on bioactivity screening
and quality inspection. However, an additional issue that demands consideration is the
classification of maize seeds of different varieties [9].

Deep learning techniques have developed rapidly. The convolutional neural network
(CNN) is a part of them, which has strong self-learning ability, adaptability, and generaliza-
tion [2,10,11]. It has achieved considerable success in image classification, object detection,
and face recognition [12]. CNN is a deep feedforward network inspired by the receptive
field mechanism, which has the properties of local-connectivity, weight sharing, and ag-
gregation in structure [13,14]. The network was composed of an input layer, convolution
layers, pooling layers, fully connected layers, and an output layer [15]. CNN models have
emerged since 2012, such as AlexNet [16], GoogLeNet [17], VGGNet [18], ResNet [19],
DenseNet [20], MobileNet [21], ShuffleNet [22], EfficientNet [23], and more.

Machine vision has also been combined with deep learning to classify seeds [2,24].
In [15], used a CNN to automatically identify haploid and diploid maize seeds through a
transfer learning approach. The experiment showed that the CNN model achieved good
results, significantly outperforming machine learning-based methods and traditional man-
ual selection. In [25], a wheat recognition system was developed based on VGG16, and the
classification accuracy was 98.19%, which could adequately distinguish between different
types of wheat grains. In [26], they used their self-designed CNN and ResNet models to
identify seven cotton seed varieties, and it achieved good results, with 80% accuracy of
the model identification. Reference [27] determined HSI images of 10 representative high-
quality rice varieties in China and established a rice variety determination model using
the PCANet, with a classification accuracy of 98.66%. In [24], used the CNN-ANN model
to classify maize seeds, completing a test of 2250 instances in 26.8 s, with a classification
accuracy of 98.1%.

Many studies have combined deep learning with machine vision because of its high
accuracy, speed, and reliability. However, the increasing number of seed varieties and
consumption are placing new demands on these studies, and the applicability of previous
research methods has diminished. Therefore, inspired by the successful classification
of agricultural products by deep CNNs, this paper studied the classification of maize
seeds of different varieties. It is an in-depth exploration from another perspective based
on the reference [9]. Specifically, this research used maize seed images from [9] and
increased the number of samples by data augmentation. The proposed CNN network and
transfer learning were used to study this classification task to obtain the best classification
performance. This study not only extends [9], but its distinction lies in the attempt to
automatically obtain deeper features from the data to achieve end-to-end problem-solving.

In summary, the objective of this study was to propose a non-destructive method
for the automatic identification and classification of different varieties of maize seeds
from images, thus overcoming the time-consuming and inefficient problems of traditional
identification methods. We would pursue this study objective by: (1) implementing
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machine vision combined with deep learning by applying a CNN network with P-ResNet
architecture for varietal detection; (2) establishing a seed dataset and dividing it into
training and validation sets in the ratio of 8:2 for experiments; as well as (3) evaluating and
comparing the classification performance of the models and using visualization to validate
the results. In addition, we address the following specific hypotheses: (1) transfer learning
can acquire knowledge learned in other Settings and be used to complete similar tasks in
deep learning, thus helping to save the training time of the model; and (2) compared with
manual feature extraction methods, the CNN model can be used to automatically extract
more depth features from images, thus improving the classification performance.

2. Materials and Methods

2.1. Sample Preparation

In this study, 8080 maize seeds of five common varieties in China were used as a
dataset to train the deep learning model for image classification. These maize seeds were
provided by the National Seed Breeding Base in Hainan (Longitude 109.17◦ E, Latitude
18.35◦ N). These seeds were selected and certified by experts and have manually been
cleaned for impurities and dust [9]. The selected for the experiment were of excellent quality,
without noticeable defects or damage. The image in the dataset included 1710 BaoQiu,
1800 KouXian, 570 LiaoGe, 2000 ShanCu, and 2000 XinNuo. Figure 1 shows RGB images of
five varieties of maize seeds.

(a) (b) (c) (d) (e) 

Figure 1. RGB images of maize seed grains. (a) BaoQiu. (b) KouXian. (c) LiaoGe. (d) ShanCu.
(e) XinNuo.

These seeds were placed individually on a black background for image acquisition.
The influence of the seed storage situation in the National Seed Breeding Base in Hainan
results in different quantities of seeds for each variety. However, the situation does not
complicate the assessment of the accuracy of the different varieties, as there was no reuse
of maize seeds. In addition, there were different shapes and sizes of the five maize seeds
in the images, which provided some assistance in the classification of this study. In this
work, all of the seeds were randomly divided into a training set (80%) and a validation set
(20%), then stored in their respective subdirectories. Finally, the training and validation sets
contained 6464 and 1616 maize seeds, respectively. To establish the classification model,
BaoQiu, KouXian, LiaoGe, ShanCu, and XinNuo samples were collected in 2020, as shown
in Table 1.

Table 1. Data for training and validation.

No. Cultivar Name
Seeds

Training Set Validation Set Number

1 BaoQiu 1368 342 1710
2 KouXian 1440 360 1800
3 LiaoGe 456 114 570
4 ShanCu 1600 400 2000
5 XinNuo 1600 400 2000

Total 6464 1616 8080
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2.2. Image Acquisition and Segmentation

In the machine vision part, an image acquisition system was built for capturing maize
seeds. The system has cameras mounted on top and light sources on either side to provide
illumination. It is impractical to capture a single seed in a stretch during image acquisition.
Therefore, hundreds of seeds were photographed in an area of 12 cm × 12 cm, with them
not touching each other. All of the photos were taken in the same environment, with a
camera distance of 16 cm. The resolution of the acquired image was 3384 × 2708 pixels,
which contained multiple single seeds that cannot be directly included as input in the CNN
model. Therefore, the image was segmented into 350 × 350 pixels size and saved in PNG
format for use.

2.3. Image Preprocessing and Data Augmentation

Large amounts of training data can avoid over-fitting and improve the accuracy
of CNN, so data augmentation operation is often used to extend the dataset [28]. The
training images were randomly rotated [29], flipped horizontally and vertically [30], and
normalized, considering the uncertainty of the state of the detected seeds in the actual
situations. The enhanced image was trained together with the sample image to improve the
classification precision and robustness of the model and further improve its applicability.
Detailed information is shown in Figure 2.

(a) 

     

(b) 

     

(c) 

     

(d) 

     

Figure 2. Data enhancement: (a) Original images; (b) Randomly rotated; (c) Flipped horizontally;
(d) Flipped vertically.

2.4. Convolutional Neural Network

Deep learning is an emerging algorithm in machine learning, which has attracted
extensive attention from researchers because of its remarkable effect on learning image
features. Deep learning extracts higher-dimensional and abstract features by autonomic
learning from training samples through neural networks [10]. This research proposed a
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new model (P-ResNet) based on an improvement of ResNet, which provides a method to
classify maize seeds. The network architecture of P-ResNet consists of six parts, five of
which are the convolution layer, and the last one is a fully connected layer. The convolution
operation is followed by batch normalization, and then ReLU is applied as the activation
function to complete the output of the convolution layer. In addition, to avoid over-fitting
and reduce the number of parameters and computation in the network, which adopted a
strategy of max pooling and average pooling. The input image was resized to 224 × 224 × 3.
According to the prepared dataset, the output of the fully connected layer was fed into
softmax to generate a probability distribution to predict the varieties of 5 maize seeds.
Table 2 provides a detailed description of the P-ResNet network.

Table 2. Network architecture for P-ResNet.

Layer Name Output Shape The Network Layer Stride

Input (224 × 224 RGB image)
Convolution layer 1 112 × 112 7 × 7, 64 2

Max pooling

56 × 56

3 × 3, 64 2

Convolution layer 2

[
3 × 3, 64

3 × 3, 64

]
× 3 1, 1, 1

Convolution layer 3 28 × 28

[
3 × 3, 128

3 × 3, 128

]
× 3 2, 1, 1

Convolution layer 4 14 × 14

[
3 × 3, 256

3 × 3, 256

]
× 3 2, 1, 1

Convolution layer 5 7 × 7

[
3 × 3, 512

3 × 3, 512

]
× 3 2, 1, 1

Classification 1 × 1 average pooling, 5-d
fully-connected, softmax 1

As can be seen from Table 2, the convolutional layer 1 of the P-ResNet network goes
through a 7 × 7 convolution. The receptive field is large enough to be used for the feature
extraction of images in this database. In order to classify maize seeds more accurately,
more subtle features need to be extracted. Furthermore, a suitable network depth was
required to be designed and to reduce the size of the presented model. Therefore, the
convolution layer of layers 2–5 was improved in the architecture of the network to make it
more suitable for the model classification task. The design of this study used twenty-four
3 × 3 stacked convolution layers for learning, with more nonlinear activation functions to
make the decision function more accurate; on the other hand, it can effectively decrease
the number of parameters in calculation. Furthermore, in online inspection in the seed
processing industry, the objective region occupies a small area of the whole image, and
the proportion of information obtained is weak. In order to avoid redundant and useless
information, this study adds a pooling layer to integrate spatial information before the
convolution kernel of the residual module does down-sampling.

2.5. Transfer Learning

The RGB images with labeled data were input into the improved network P-ResNet.
In the experiment, 6464 images were utilized for training and 1616 images for validation.
Transfer learning [31] was performed for 5 varieties: BaoQiu, ShanCu, XinNuo, LiaoGe,
and KouXian. After training the model, its performance was evaluated and compared
through the training and validation sets. The models were developed using the open-source
software framework of PyTorch 1.9.0, the programming language of Python 3.8.10, and
the Integrated Development Environment of PyCharm 1.3. The classification model was
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trained on a server equipped with one NVIDIA GeForce GTX 1660 SUPER GPU and 16 GB
GDDR4 on-board memory.

In this study, as shown in Table 3, some classical CNN models have been used to
compare with P-ResNet. The acquired data were fed into a pre-trained network, storing the
activation values of each layer as features. The cross-dataset fine-tuning method was used
for training. According to the new task, the weights of the presented model were updated
and back-propagated through the network. This approach can transfer weights from the
pre-trained model to the one we want to train. Details of the hyper-parameters applied
during the fine-tuning procedure are listed in Table 4. Using these enables transferring the
knowledge gained from the large dataset to the classification problem of maize seeds. For
the purpose of this study, the convolution layer was used as a fixed feature extractor. Then a
fully connected layer with merely five neurons was constructed. Finally, the categorization
results were obtained with the prediction layer.

Table 3. Compare the properties of CNN models.

Network Name Depth Image Input Size
Parameters
(Millions)

FLOPs (G)
Total Memory

(MB)

AlexNet 8 224-by-224 16.63 0.31 2.77
VGGNet 16 224-by-224 138.36 15.50 109.29
P-ResNet 26 224-by-224 17.96 2.75 32.83

GoogLeNet 22 224-by-224 6.99 1.59 30.03
MobileNet 19 224-by-224 3.50 0.32 74.26
DenseNet 121 224-by-224 7.98 2.88 147.10
ShuffleNet 19 224-by-224 1.37 0.04 11.24

EfficientNet 18 224-by-224 21.46 2.87 144.98

Table 4. Hyper-parameters were applied to the fine-tuning procedure.

Parameter Value

Epochs 30
Batch size 32
Learn rate 0.001

Momentum 0.9
Learn rate weight coefficient 15

Learn rate bias coefficient 15
Learn rate schedule Exponential

Weight decay 0.005
Decay period 10

The whole network has 17,960,232 parameters. The proposed CNN model uses
Adam [32] as the optimizer to train with an initial learning rate value of 0.001, and the
loss function of the network was declined by updating the weight parameters. Batch Nor-
malization was used between each convolution and ReLU layer during network training,
instead of the traditional dropout to improve training and reduce over-fitting. Epoch is
the complete training cycle of the entire dataset with maize seeds, and its maximum value
corresponds to the limit value of the minimum loss function. The maximum training epoch
was set to 30, and the minimum batch size was set to 32. These parameters achieved better
results in the optimizer. The process of transfer learning and classification of maize seeds
in the network involved in the experiment was given in Figure 3.
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Figure 3. Process of transfer learning and classification of maize seeds.

2.6. Performance Evaluation

In this paper, the confusion matrix was used to visualize the performance of the
CNN model. This data on the confusion matrix represents the actual class in the samples
and the class predicted by the CNN classifier. The four metrics typically included true
positives (TP), true negatives (TN), false positives (FP), and false negatives (FN) [24]. In this
work, TP and TN correspond to the correct identification of maize seeds, while FP and FN
correspond to false identification of it. The performance of models was evaluated based on
some statistical parameters of the confusion matrix, such as accuracy, sensitivity, specificity,
precision, and F1-score, which can be obtained from them [33]. The performance evaluation
was performed using images from the validation set and their respective labels, which were
not used for training. Table 5 represents the formulae for performance evaluation and their
evaluation focus.

Table 5. Performance evaluation to measure the performance of the CNN models.

Metrics Formula Evaluation Focus

Accuracy TP + TN
TP + FP + FN + TN

It is the sum of correct predictions divided by all
the predictions.

Specificity TN
TN + FP

It reflects the ability of the classifier to exclude
misclassification images.

Sensitivity TP
TP + FN

It reflects the ability of the model to detect instances of
certain classes.

Precision TP
TP + FP

Its high value indicates the low number of false positives
hence better classification.

F1-score 2 ∗ TP
2 ∗ TP + FP + FN Its high value means the model classifies well.

3. Results

The parameters given in Table 4 were selected for transfer learning. The prepared
dataset was trained using AlexNet, VGGNet, P-ResNet, GoogLeNet, MobileNet, DenseNet,
ShuffleNet, and EfficientNet. The optimal parameters in Table 4 were used to prevent
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over-fitting during training and avoid spending more time. All networks have been trained
for 30 epochs. The accuracy and loss of the training and validation data for each epoch
are shown in Figure 4. In the initial phase (1–10 epochs), the loss values declined sharply,
but the accuracy improved dramatically. Finally, the CNN models reached an accuracy of
over 92% in the training phase, and the loss of models was steady below 0.15, indicating
that these are very robust and dependable. Also, the model achieved the convergence
procedure in approximately 15 epochs. As can be depicted in Figure 4, after this period,
the validation accuracy and loss curves smoothed out, and the difference between the
accuracy and loss values of the validation and training data decreased. There, for the fact,
was some fluctuation with accuracy and loss for GoogLeNet. This condition suggests that
the model is not stable until the 25 epochs, possibly because some of the varieties were
easily confounded. There are gaps in GoogLeNet’s handling of the dataset for this study
compared to other models. Nevertheless, even in the worst case, the metrics were above
90% or below 0.2. This result indicates that the classifier’s performance is satisfactory and
did not prevent it from achieving its final classification purpose.

(a) (b) 

(c) (d) 

Figure 4. Each epoch of the CNN model: (a) Training accuracy, (b) Training loss, (c) Validation
accuracy, (d) Validation loss.

After the training, a confusion matrix was created for each classification algorithm,
and performance evaluation was visualized using the values on the confusion matrix (TP,
TN, FP, FN). The confusion matrices for the validation set of the CNN model are depicted
in Figure 5. In addition, the performance metrics depicted from the confusion matrix
are presented in Table 6, including their mean values for precision, specificity, sensitivity,
accuracy, and f1 scoring. In this experiment, all CNN models can identify five classes of
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maize seeds, and all had an accuracy rate of over 92%. The highest accuracy was obtained by
P-ResNet (99.70%), followed by AlexNet (97.91%), VGGNet (96.44%), GoogLeNet (97.84%),
MobileNet (98.58%), DenseNet (97.13%), ShuffleNet (96.59%), and EfficientNet (98.28%).
Even though these models were trained with images from self-made datasets, fine-tuning
these models can achieve similar results to using the end-to-end models in datasets with
limited samples. This situation will make image acquisition more convenient and fast, will
save effort and time, and will thus improve efficiency. Besides, the confusion matrix and
classification results also prove that P-ResNet has excellent performance. This result also
illustrates that the presented network can catch the detailed information of the samples.
These can provide relatively high accuracy classification under complex datasets, which
is beneficial for transferring it to similar classification tasks. The experimental results
also demonstrate that enhancing the data used for training has a positive impact on the
performance of the presented model on datasets with a small number of samples. In
particular, these include datasets with low sample sizes. At the same time, the deep
learning-based feature extraction method can effectively preserve information about the
maize seeds, reduce the loss of information due to manual feature extraction.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 5. Cont.
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(g) (h) 

Figure 5. Confusion Matrix: (a) AlexNet; (b) VGGNet; (c) P-ResNet; (d) GoogLeNet; (e) MobileNet;
(f) DenseNet; (g) ShuffleNet; and (h) EfficientNet.

The experimental analysis showed that the deep learning architecture with updated
weights and fine-tuning had good generalization capability in the maize seed dataset.
Compared with the networks in the literature, the proposed P-ResNet has relatively better
performance and higher accuracy. It also found that the value of the maximum difference
in classification accuracy between all models was no more than 3%. Although there were
differences between them, they performed similarly for multi-classification. Therefore, an
improved ResNet-based network has been used for transfer learning in the study. Due to its
better classification results, it confirms that the idea of balancing its depth and width when
designing the network is feasible. It would also increase the complexity of the model and
consume more computation time. As can be observed in Table 3, the P-ResNet proposed
generates a relatively small number of parameters (17.96 Million) and memory (32.83 MB).
VGGNet has 7.6 times as many parameters as it does, while the memory footprint is close
to GoogLeNet. The FLOPs value (2.75 G) is approximately the same as that of DenseNet
and EfficientNet, indicating the low complexity of the model. It also demonstrates the
potential for the network to be lightweight and mobile. With the continuous improvement
of the model, a version more suitable for mobile and embedded devices can be achieved.

Table 6. Classification results of CNN models.

Name Accuracy (%) Specificity (%)
Sensitivity

(%)
Precision (%) F1-Score (%)

AlexNet 97.91 98.31 93.94 95.59 94.80
VGGNet 96.44 97.04 92.98 92.45 92.83
P-ResNet 99.70 99.94 99.55 99.78 99.71

GoogLeNet 97.84 98.26 94.16 95.54 94.99
MobileNet 98.58 98.73 97.25 97.93 97.57
DenseNet 97.13 97.46 93.03 94.99 93.88
ShuffleNet 96.59 97.13 91.54 94.84 92.76

EfficientNet 98.28 99.58 97.86 96.69 97.28

Figure 6 shows a comparison of the performance of the CNN models tested, from
which it can be seen that the training time of the proposed network is comparable to that of
the lightweight networks (MobileNet and ShuffleNet). AlexNet had the shortest training
time (14 min) and VGGNet the longest (62 min). It is important to note that the time
required for training the network depends on the hardware resources. The use of advanced
GPU can reduce the training time of CNN. However, when time and model complexity
were considered, P-ResNet’s training time was only 4 min slower than AlexNet, and the
values for Parameters, FLOPs, and total memory were relatively better. This situation is
because of the use of Adam optimizer in the proposed model, which minimizes error loss,
and transforms the training and validation data for each epoch. In this work, when the
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region of interest of seeds was extracted from the image and applied to the deep learning
model, the processing time of training can be reduced.

 

Figure 6. Consumed time for training.

The classification results for all varieties of maize seeds in the different models were
shown in Table 7, and this statistic clearly shows how the model performance stays in
general and as a whole. As can be seen from Figure 7, the classification accuracy of
8 different models for five maize seeds was over 90%. The P-ResNet network had the
best classification performance, with 99.74, 99.68, 99.68, 99.61, and 99.80% accuracy for
the BaoQiu, KouXian, LiaoGe, ShanCu, and XinNuo, respectively. However, BaoQiu and
LiaoGe had lesser classification performance among all models, and the lowest values
were 94.97 and 94.60%, respectively. These results indicated that VGGNet, DenseNet, and
ShuffleNet models were not the best adapted for these two varieties. It also revealed that
there probably is overlap in features between BaoQiu and LiaoGe and the other three
varieties, resulting in poor distinction. In addition, the low number of LiaoGe in the dataset
may also have contributed to this situation. Through, their classification results were still
very encouraging.

Table 7. Statistics of classification results for all maize varieties.

Model
Classification Accuracy (%)

BaoQiu KouXian LiaoGe ShanCu XinNuo

AlexNet 97.45 98.38 97.21 98.20 98.32

VGGNet 96.21 97.38 95.96 96.70 95.96

P-ResNet 99.74 99.68 99.68 99.61 99.80

GoogleNet 97.82 97.82 97.39 97.70 98.44

MobileNet 98.07 98.88 98.50 98.88 98.57

DenseNet 95.83 98.00 96.02 98.00 97.81

ShuffleNet 94.97 97.88 94.60 97.69 97.81

EfficientNet 97.51 98.81 97.70 98.75 98.63
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Figure 7. Classification results for maize seeds. The error bars are standard deviations of means.

In this experiment, given the different methods, datasets, and classification criteria
employed, relevant studies cannot be compared in detail. Nevertheless, it compared some
applications in agricultural classification tasks, and the results are shown in Table 8. These
comparisons considered several criteria, such as dataset size, application, the method used,
and accuracy. The results showed that the accuracy for the different classification tasks
was above 95%, which indicated that the CNN model proposed in this paper and the
pre-training method using transfer learning were feasible. It can provide a reference for the
classification of agricultural products. The five types of maize seeds utilized in the research
are relatively common in China, with a wide distribution of planting areas. In this situation,
the credibility of this study has been enhanced. Although the P-ResNet model achieved
good results, maize seeds may vary depending on storage time and cultivation conditions
(soil or climate). These conditions lead to changes in the dataset, which may influence its
accuracy in distinguishing the target varieties. Therefore, it will be necessary to update the
algorithm in the future, and the aim is to retain the classification precision and robustness
of the model.

Table 8. Comparison of the proposed model and related studies (maize seeds).

Imaging Method Dataset Size Application Approach Result References

Hyperspectral imaging 1632 Variety identification LDA 99.13% [1]
Digital camera 700 Quality detection Maximum likelihood 96.67% [6]

Near-infrared spectroscopy 760 Variety identification PLS-DA 99.19% [3]
Digital camera 5400 Variety identification ANN 98.10% [24]

Near-infrared spectroscopy 2250 Variety identification LSTM 95.22% [34]
Digital camera 8080 Variety identification SVM 96.46% [9]
Digital camera 1600 Quality detection VGG16 98.00% [2]
Digital camera 8080 Variety classification P-ResNet 99.70% Our work

These results were obtained using the Gradient-weighted Class Activation Mapping
(Grad-CAM) technique to visualize the used regions of a random input image to extract fea-
tures for image classification prediction [35]. The gradient of any target feature through the
last convolution layer produces a roughly local feature map, highlighting the regions of the
image that are important for it. Figure 8 shows the achieved results of the implementation
of this method on maize seed images. It can be shown that the image locations for seeds
were accurately calculated, with the class activation heat map indicating the importance
rank and similarity of the location relative to the particular variety.
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Figure 8. (a) Original images; (b) Grad-CAM visualization; (c) Guided Grad-CAM visualization;
(d) Grad-CAM++ visualization; (e) Guided backpropagation visualization; (f) HeatMap visualization;
(g) HeatMap++ visualization.

4. Discussion

There are two primary methods for training CNN models using sample data: (1) start-
ing from zero; and (2) transfer learning. In practice, while training a CNN model from the
ground up gives us the best active control concerning the network, it may not have enough
data and time to train in some cases, or the data to create the markers may be difficult to
obtain. Moreover, over-fitting and convergence states are also potential problems. In such
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cases, transfer learning can be applied to gain knowledge gained in other settings. It is
a convenient and effective method of knowledge adaptation [31], which is usually more
efficient than training a new neural network since all parameter values are not required to
start from zero. In higher-layers networks, some features are more applicable to a specific
task. However, there are many similar features like color and texture for the lower layers of
the network. These can be transferred to other tasks and are very helpful for performing
similar tasks in deep learning.

P-ResNet was designed based on the principle of balancing the width and depth of
the network according to the specific task, which has a better architecture than GoogLeNet,
DenseNet, and EfficientNet. It can reduce parameters for computation and avoid gradient
disappearance and gradient explosion during training. Meanwhile, it does not need to
crop or scale the input image like AlexNet and VGGNet, which can maximally protect the
information integrity. In addition, the underlying implementation of this network was
simplified to make it more lightweight as possible as MobileNet and ShuffleNet. Since only
images are required, which can be produced by low-cost digital cameras, this approach
can be widely deployed and disseminated in intelligent agriculture. Machine vision can
only obtain phenotypic information of seeds, while spectral information can reflect the
internal quality of seeds. The combination of CNN-based machine vision and spectroscopic
techniques for seed classification and detection was considered in the follow-up work.

The proposed method has been compared with related work based on the unification of
the research objectives (classification or identification) and the object of study (maize seeds).
In Table 7, it can be seen that automatic extraction of image features for recognition using
CNN is better than manual extraction, and these results illustrate that deep learning is more
effective than traditional machine learning methods in cultivar classification. However, the
variety and number of samples collected in this study are limited and cannot represent
all maize seeds within China. Therefore, the number of samples should be increased to
improve its applicability to the model. Moreover, this experiment only considered the
classification effects of seed samples from the same year, so the impact of different planting
years, growing regions, and climatic conditions on the classification of seeds of the same
variety can be compared in subsequent studies.

5. Conclusions

In this work, a combination of deep learning algorithms and machine vision has
been used to automatically classify five varieties of maize seeds using a CNN model.
In terms of classification, the model architecture developed can be applied to different
regions and types of seeds to ensure the provision of high-quality seeds for agricultural
production. Also, the method has application potential in identifying varieties of seeds,
and the developed variety classification model can be applied to seed sorting machinery
to provide an idea and reference for real-time industrial detection. This study proposes
an improved model, P-ResNet, and compares it with AlexNet, VGGNet, GoogLeNet,
MobileNet, DenseNet, ShuffleNet, and EfficientNet models. The results showed that the
P-ResNet model achieved the best accuracy to classify maize seeds in a non-destructive,
fast, and efficient manner. These results highlight the advantages of transfer learning and
its potential to work with deep learning using a few quantities of training samples. In
addition, the Grad-CAM has been used to visualize the regions of use of the input seed
images, making this work more efficient and productive. This machine vision technology
based on CNN with high accuracy and reliability can also be applied in other intelligent
agricultural equipment to facilitate the analysis of seeds or other crops to save cost, labor,
and time.

Based on the work presented in this paper, further studies on more varieties of maize
seeds and the environment in which they are grown would be appropriate, and it is in order
to optimize the stability of the proposed model. Considering that each seed in maize has its
genetic characteristics, grouping seeds of selected varieties might avoid natural variability
in seedlings. Given the real-time nature of the data, that helps to develop an integrated and
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intelligent automated seed sorting system for the food industry and smartphone-based
applications used by consumers.
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Abstract: Considering hydro-climatic diversity, integrating dynamic dimensions of water security
modeling is vital for ensuring environmental sustainability and its associated full range of climate
resilience. Improving climate resiliency depends on the attributing uncertainty mechanism. In this
study, a conceptual resilience model is presented with the consideration of input uncertainty. The im-
pact of input uncertainty is analyzed through a multi-model hydrological framework. A multi-model
hydrological framework is attributed to a possible scenario to help apply it in a decision-making
process. This study attributes water security modeling with the considerations of sustainability and
climate resilience using a high-speed computer and Internet system. Then, a subsequent key point of
this investigation is accounting for water security modeling to ensure food security and model devel-
opment scenarios. In this context, a four-dimensional dynamic space that maps sources, resource
availability, infrastructure, and vibrant economic options is essential in ensuring a climate-resilient
sustainable domain. This information can be disseminated to farmers using a central decision support
system to ensure sustainable food production with the application of a digital system.

Keywords: decision support systems; agricultural water management; water security; data-driven
modeling; conceptual resilience model; input uncertainty; climate extreme; process-based modeling

1. Introduction

The application of computers and the Internet brings new dimensions to agricultural
water management and sustainable use of resources. Adequate robustness in recording
and transmitting sensing data during farming provides farmers with automatic decision-
making processes [1]. Trade-offs in land-use competition and sustainable land development
are also possible with an appropriate technological knowledge base [2]. As human action
is inherent to the water cycle, the dynamic dimension of water security can be attributed
to a dimensional space that maps economic options, physical resource availability, and
appropriate infrastructure. Crucial areas for environmental sustainability remain within
climate change, biodiversity, air quality, and water quality. Water security, as a result
of coupled human-natural system models, accounts for human compliance in the face
of external drivers [3]. On the other hand, environmental sustainability increases the
resilience of communities. A competent climate-resilient community structures itself
around significant urgencies and can adapt to a “new normal” [4–8]. Generally, building
climate resiliency is about improving development outcomes rather than implementing
development activities in a new dimension [4,5]. In actuality, it helps minimize costs and
maximize progress toward sustainable development goals [9,10].

However, resilience is a multi-sectoral, incremental process [11]. It is the capacity to re-
cover quickly from strain/difficulties. In another way, resilience is the ability of a substance
or object to spring back into its original shape. A region’s resilience is calculated by the
magnitude and severity of shocks (e.g., natural disasters such as flood and drought with
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diverse frequency and magnitude) and the region’s capacity to contend with them [11,12].
If the shock overcomes the capacity, then resilience is measured by the region’s ability to
recover to a pre-shock level of functioning. The ultimate outcome represents the region’s
capacity to cope with the next shock [9]. Patterson and Kelleher describe this recovered
resilience as a new, strengthened resilience level [13]. A conceptual linkage of resilience to
water security and environmental sustainability is shown in Figure 1.

Figure 1. Integration of climate resilience with water security and environmental sustainability.

It is virtually certain that increases (decreases) in the frequency and magnitude of warm
(cold) daily temperature extremes will occur in the 21st century at the global scale [14,15].
As sea levels, which have increased globally by 0.19 m over the past century [10], continue
to rise, coastal flooding is expected to increase as well [16].

Climate change is already conveying more hydrological inconsistency. Increases in
the frequency of floods and the magnitude of droughts are visible. At the same time,
climate change uncertainties create more scenarios to explore. Global climate change is
anticipated to have a huge impact on our agricultural water resources. Research studies
suggest there will be amplification of the global hydrologic cycle with the appearance of
more-recurrent and larger-magnitude extremes, such as floods and droughts [14,17–19].
The recent increased frequency of unusual floods and droughts worldwide seem to have
only strengthened such findings. As a result, the study of how climate change impacts
water security is at the forefront of scientific research today [20,21]. Standard steps are
followed to assess the impacts of climate change on water resources: (1) future climate
projection [20]); (2) using global climate models (GCMs) to generate data (e.g., precipitation,
temperature); (3) downscaling of course-scale GCM outputs to fine-scale data appropriate
for hydrological modeling and water resource studies; and (4) estimation of streamflow
and groundwater levels [20,22].

In climate change predictions, there are four different sources of uncertainty to con-
sider: input uncertainty, model uncertainty, scenario uncertainty, and internal variabil-
ity [18,19,22]. Because of an incomplete understanding of physical processes, model uncer-
tainty is prominent. Scenario uncertainty arises because of incomplete information about
future emissions. Internal variability is the natural, unforced fluctuation of the climate
system [22]. Internal variability is aleatoric and cannot be reduced by the improvement of
scientific knowledge. Input uncertainty dominates over the other three sources, leading to
the desired output. This paper centered on climate resilience and water security modeling
based on environmental sustainability.

The first major objective of this paper is a multi-model hydrological framework de-
cision support system (DSS) attributed to water security modeling in consideration of
sustainability and climate resilience. A subsequent vital objective of this paper is the
use of water security modeling in various scenarios to ensure water security in light of
food security.
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2. Materials and Methods

Resilience planning should be based on comprehensive region-specific tools to capture
vulnerability in its varied dimensions (for example, biophysical, social, and technolog-
ical). Dimensions of resilience can vary with a specific purpose. The most significant
dimensions in climate resilience are: (i) expectation—a resilient community is competent at
anticipating multiple hazards or threats to people and their values. These hazards could
be non-routine, discontinuous, or collective events, such as coastal erosion, drought, or
economic disinvestment; (ii) cutback—a resilient community takes mitigating action to
reduce impacts; (iii) reaction—ability to mobilize resources and coordinate relief efforts [23];
(iv) revival—capacity to re-establish throughout the phases of emergency, restoration, ren-
ovation, and community betterment [9,15,16]. To build and strengthen climate resilience,
input uncertainty needs to be quantified. For example, flooding is caused by excess rainfall,
and drought is due to a shortage of rainfall. At the same time, temperature variation
has a significant impact on both of these phenomena. How input uncertainty affects the
overall climate resilience system, considering environmental sustainability, is illustrated in
this research.

2.1. Data Source and Availability

A high-emission scenario is frequently referred to as “business as usual”, suggesting
that it is a likely outcome if society does not make concerted efforts to cut greenhouse gas
emissions. Projected data are available for 14 general circulation models (GCMs) under
each emission scenario. The GCMs are bcc_csm1_1, ccsm4, cesm1_cam5, csiro_mk3_6_0,
fio_esm, gfdl_cm3, gfdl_esm2m, giss_e2_h, giss_e2_r, ipsl_cm5a_mr, miroc_esm, miroc5,
mri_cgcm3, and noresm1_m. The impacts of three CO2 emission scenarios, the repre-
sentative concentration pathway (RCP) 4.5, RCP 6.0, and RCP 8.5. The historical data
period is 1961–2016, and the projected periods are 2020–2039, 2040–2059, 2060–2079, and
2080–2099 [18,24]. Data from different periods can be used for scenario analysis or mapping
future variability.

Additionally, the daily rainfall and evapotranspiration data set was used in this study.
The data set was derived from the Australian Water Availability Project (AWAP) [18,24],
which is gridded to 0.050◦ × 0.050◦ (5 × 5 km) and is extracted for the common 1980–2015
period. The accuracy of this data set is typically low where gauge density is low, as is the
case in central-west Australia, for instance [24]. The original meteorological data used in
the AWAP product were supplied by the Bureau of Meteorology Australia (BoM). Daily
rainfall data are available from 1900 to present, temperatures from 1911 to present, and
solar irradiance from 1990 to present. Selected catchments are shown in Figure 2.

In this section, the conceptual flow of the resilience model is shown (Figure 3), where
climate extremes were identified with diverse input sources (precipitation, temperature,
wind speed). Resilience functions were analyzed with climate extremes. The solution
options were output, and a sustainable solution was made as per the resilience index for
each resilience function. There are various possible options likely for different climate
extremes at a specified location [18,19,21,24–26]. Quantification of input uncertainty was
evaluated through the methodical process (Figure 3).

95



Agriculture 2022, 12, 303

Figure 2. Study area of selected Australian catchment. Four catchments were considered in the study:
(i) Richmond, New South Wales, (ii) Buchan River Victoria, (iii) Seventeen Mile Creek, a waterfall
view, Northern Territory, (iv) Barambah Creek at Litzows, Queensland.

 

Figure 3. Schematic overview of the experimental design undertaken to find a sustainable solution
and quantify the resilience index for input variability. Climate extreme ensembles are analyzed
as a function of resilience functions and optimized with different solutions. All the solutions are
characterized as the resilience index with time. The circle in the bottom panel of the figure shows the
increase in complexity from left to right. Ensembles of solutions are possible with multiple climate
extreme possibilities for a specific catchment or community.
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The quantification of the extent of climate extremes, resilience functions, and identifia-
bility of the solution options are shown below [18,19,21,24].

Equations (1)–(3) were used to calculate the resilience flow deviation (RsFD) for the
selected parameters for climate extremes, resilience functions, and identifiability of the so-
lution options at each percentile (p), denoted as RsFDM
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Additionally, I, M, and O denote the total number of parameter sets representing
identifiability of the solution options, the number of the selected climate extremes, and the
resilience functions [18,19,21,24].

The prime endeavor of the model is to ensure the sustainable development of cities,
towns, and other human settlements, incorporating the uncertainty due to climate extremes,
resilience functions, and types of optimization algorithms. One key stake of this plan is
ensuring that cities can withstand and recover quickly from catastrophic events. The
other objectives are as follows: (i) tools for measuring and increasing resilience to multi-
hazard impacts, (iii) building climate change resilience for poor and vulnerable people
in cities by creating robust models and methodologies for assessing and addressing risk,
(iv) developing statistical methods for the description of the uncertainties related to climate
change and economic constraints, (v) developing regionalization methods to improve
urban resiliency with a conceptual model, and (vi) developing empirical equations with
quantified parameters to relate urban resilience with sustainable development.

Resilience is presented here as a function of the following:

Resilience = f (R, En, S, If, L, In, Ec, N, C, Et) (4)

• R—resources (GDP, population density);
• En—energy consumption and emissions (oil intensity, CO2 per capita/per USD $GDP,

SO2 per capita/per USD $GDP);
• S—soil type and vegetation (agriculture subsidies, use of pesticides);
• If—infrastructure;
• L—livelihood and land-use pattern (indoor air pollution, child mortality, forest loss);
• In—integration (political risk, among local to national planning and implementing

body);
• Ec—ecosystem vitality (biodiversity and habitat, water resources, forest, fisheries);
• N—neighborhood network (governance, regional partnership, quality of local sup-

plies);
• C—coordination (control of corruption, centralization, and decentralization);
• Et—entropy (measure of disorder or randomness of the system).

To consider climate resiliency risk, three drivers were analyzed:

1. Exposure to natural hazards;
2. Quality of natural hazard risk management;
3. Quality of fire risk management.

The functions described above can be grouped in three parts: A = (R, S, If, L);
B = (En, Ec, Et); C = (In, N, C). These indexes are developed based on the resilience in-
dicator generated for a specific location or defined catchment.

Resilience Index = A ∗ B ∗ C (5)
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2.2. Conceptual Hydrological Model and Quantifying Input Uncertainty

Quantifying input uncertainty is vital in hydrologic models; therefore, several concep-
tual options were applied. Four parent hydrological models (TOPMODEL, ARNOXVIC,
PRMS, SACRAMENTO) within the FUSE framework to represent the full spectrum of
potential model [19] variability in the absence of specific information on the catchment
hydrologic processes. Twenty-two (22) model parameters represent the hydrological sys-
tem within FUSE [19]. Some of these parameters are inactive depending on the model
configuration of interest. Figure 4 outlines the model structure that was considered in
the simulation results presented. Flexibility in selecting model structure remains, as it
is possible to use the framework for understanding structural errors [18,19,21,24]. The
input of the models, such as precipitation (rainfall)/temperature/windspeed, was checked
with the variability of different grids in a specified catchment or area compared to the true
rainfall of the total catchment grids (Figure 4). At the same time, point gauge rainfall for
that specific catchment was considered for the input variation [18,24]. Details of the four
parent models could be found in [19].

Figure 4. Multi-model structure built to model catchment processes. Details of the different compo-
nent multi-model structures are (i) single state (SS), (ii) separate tension storage (ST), (iii) cascading
buckets (CB), (iv) baseflow reservoir of fixed size (BRFS), (vi) tension reservoir plus two parallel tanks
(TRTPT), (vii) baseflow reservoir of unlimited size (frac rate) (BRUSfr), (viii) baseflow reservoir of
unlimited size (power recession) (BRUSpr), (ix) drainage above field capacity (DAFC), (x) gravity
drainage (GD), (xi) saturated zone control (SZC), (xii) unsaturated zone Pareto (UZP), (xiii) unsatu-
rated zone linear (UZL), (xiii) saturated zone topographic (SZT). Model structural components used
for the 4 models considered in this study are depicted as TOPMODEL = a; ARNOXVIC = b; PRMS = c;
SACRAMENTO = d (after [18]).

The chosen experimental design is a combination of climate resilience, environmental
sustainability, and water security modeling. The equation was based on the basics of the
theoretical context of quantifying the metrics of the methodological framework. More
details on [18,19,24].

For a given model (Figure 5), analyses were conducted for different likelihood or ob-
jective functions, including the Nash–Sutcliffe efficiency coefficient (NSE) [21], logarithmic
Nash–Sutcliffe efficiency (LogNSE), and square root Nash–Sutcliffe efficiency (SqrtNSE).
The optimization algorithm (dynamically dimension search (DDS)) was used to find the
optimum parameter sets. From each simulation, the quantile variation of streamflow was
determined and, thus, compared with different input variabilities of the defined catch-
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ment [18,24]. It is said that over-parameterization, dependency on input data bias, and lack
of a systematic link between parameter precision and model efficiency are the three main
factors [24,27] that complicate the regionalization of conceptual rainfall-runoff models.
With the best possible model structure, input uncertainty was quantified to improve climate
resilience.

 

Figure 5. Possible model structure options in hydrological models with alternate descriptions for
upper and lower soil layers, types of surface runoff, vertical drainage, evaporation, interflows, and
possible routing options. For different conceptual model structures, different likelihood/objective
functions can be made. For each likelihood, options of parameter domain can be generated. For each
simulation, flow quantiles can be produced to compare with different inputs.

As part of the demonstration of the approach, three objective functions were selected
for analysis, including the Nash–Sutcliffe efficiency coefficient (NSE) [28], a logarithmic
Nash–Sutcliffe efficiency (LogNSE), and a square root Nash–Sutcliffe efficiency (SqrtNSE).
The Nash–Sutcliffe efficiency measures the relative magnitude of the model residual vari-
ance in comparison to the observed data variance. This efficiency can be greatly influenced
by the peak flow values, which tend to have higher residual error. In contrast, the LogNSE
and SqrtNSE are more likely to be influenced by low flows as the log and square root
transformation reduces the importance of errors on larger flow magnitudes. These three
objective functions are selected to reflect variability in the model optimization process and
the desire to provide suitable models that fit different aspects of the hydrograph and the
catchment response depending on the purpose of the model.

3. Results and Analysis

In this section, the key outcome is analyzed based on the method and data presented
in the previous section. The more-generalized scenario was considered in this analysis. The
possible scenarios were: (i) increasing precipitation, constant temperature; (ii) decreasing
precipitation, constant temperature; (iii) increasing temperature, constant precipitation;
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(iv) decreasing temperature, constant precipitation; and (v) real-time variability with
changing conditions.

Figure 6 contains three sub-plots. The left one shows the variability of stream-
flow/discharge among different developed models (X, Y, Z, W, and V) generated from four
parent models. The right plot shows the regional variability of streamflow/discharge due
to changing grid with respect to selected parent model ARNOXVIC and the middle one is
similar to the right, only testing with different parent model name TOP model.

 

Figure 6. Input variability in different model choices and grid-based rainfall variability with the
model input of rainfall estimated with the variability of different grids in a specified catchment or
area compared to true rainfall of the total grids of the catchment. At the same time, point gauge
rainfall for that specific catchment is considered for the variation in input.

For a specific catchment (e.g., Richmond, NSW), different model structures responded
differently to the variability (Figure 6, left) in predicting streamflow variability output. This
represents higher prediction input uncertainty and the higher percentile and leads to more
uncertainty in climate resiliency, with significant effects on environmental sustainability. By
changing the different grid’s precipitation levels, variability was reduced (Figure 6, middle
and right).

This Figure 7 shows the regional rainfall considering different scenarios to observe the
variability of streamflow/discharge due to changing grid with respect to selected parent
model PRMS.
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Figure 7. Input rainfall variability to see the changeability of discharge in a defined model.

Input variability in different model choices and grid-based rainfall variability with
model input of rainfall was quantified with the variability of different grids in a specified
catchment or area compared to true rainfall of total grids of the catchment. At the same time,
point gauge rainfall was considered for the variation in input for each specific catchment
(Figures 6–8).

Figure 8. Input rainfall variability (decreasing trend) to observe the changeability of discharge in a
defined SACRAMENTO model. Changing rainfall variability is also observed to obtain the overall
picture.

Catchment-to-catchment variability was observed due to variable catchment prop-
erties. For example, uncertainty in the Richmond catchment was high compared to the
Seventeen Mile catchment due to climate variability; one catchment was very wet consid-
ering the metrics of quantile flow deviation (QFD) metric [18,19], and the other was very
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dry. Meanwhile, the Buchan River catchment in Melbourne, Victoria, was more similar to
the Barambah River catchment of Queensland. Extreme input uncertainty was quantified
by applying a dynamically dimensioned search optimization algorithm [18,19,24]. The
analysis of the input uncertainty of four different catchments in Australia (Figure 2) showed
the variability in uncertainty due to streamflow uncertainty [19,21,25]. The quantile flow
deviation (QFD) metric [18,24,26] was used to estimate the input uncertainty compared to
the model structure and parameter uncertainty [19]. This uncertainty was, directly and
indirectly, linked with climate resilience and environmental sustainability and was quanti-
fied using Equations (1)–(3). Based on the extent of interaction, it is possible to integrate
dynamic dimensions of water security modeling. Nash–Sutcliffe efficiency (NSE) has been
presented for model simulations of discharge and is widely used to assess the predictive
power of hydrological models. Additional analysis considering alternate objective func-
tions to assess how sensitive our findings are to the objective function used is undertaken.
NSE values vary in a range of 0.69 to 0.94 considering different catchments and selected
model structures.

The three objective functions (NSE, LogNSE, SqrtNSE) are selected to reflect variability
in the model optimization process and the desire to provide suitable models that fit different
aspects of the hydrograph and the catchment response depending on the purpose of the
model (Figure 9). As Figure 9 illustrates, the change in the proportion of uncertainty by
considering additional objective functions is not significant.

Figure 9. Impact of objective function variability considering model structure, identifiabil-
ity/parameter, and their interactions.

However, an aggregate sustainability score could be computed based on multiple indi-
cators organized into four dimensions: environment, social, water security and nutrition,
and economic. In the multi-dimensional nature of the sustainability score, there was no
“natural” or “theoretical” threshold above which a country could be said to be sustainable.
In other words, the creation of the metric also highlights the urgent need for governments
and other key stakeholders (donors, international development agencies, etc.) to invest
in more comprehensive monitoring of the existing water-energy-food systems. Increased
monitoring is particularly relevant concerning transformation, transport, retail, and dis-
tribution, for which data are still missing, including in some high-income-level countries.
The optimal combination and technical validation are crucial for the final computation of
the sustainability score [4,29,30].

4. Discussion—Scenarios of Model Development

As this study analyzed the model input and output uncertainty, this approach is useful
for precision agriculture. How 1 mm of rainfall can influence cropping patterns and food
production can be easily visualized for decision makers. Moreover, streamflow uncertainty
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has a direct linkage with climate resiliency. In this section, different aspects of the possible
integration of the dynamic dimensions of water security were attributed to environmental
sustainability and climate resilience. As water security is a multi-faceted dilemma, it goes
further than the mere balancing of supply and demand [3,31,32]. On the contrary, static
index-based approaches to quantifying water security are impotent to acknowledge the
human action inherent to the water cycle. A more flexible and dynamic view of water
security is urgent considering human adaptation to environmental change and increasing
spatial specialization [3,31]. A four-dimensional dynamic space that maps sources, resource
availability, infrastructure, and vibrant economic options is important in a climate-resilient
sustainable agriculture domain. These dimensions are based on scenarios considering
carbon emissions and possible trends in the world economy.

4.1. Water Security, Water Cycle Modifications, and Climate Resilience

Water security, climate resilience, and environmental sustainability must be closely
interrelated for effective agricultural practice, identical to our body parts. As it is complex
to quantify, we applied the function with its parameters then applied the regionalization
approach to obtain the process extents (Figure 10). As global climate change intensifies,
many countries have been hit hard by an unprecedented wave of droughts and water
shortages. Water security can be defined as a function of different parameters as follows:

Water Security, W = f (R, C, E, T, G, C2, U) (6)

where R is resource, C is culture, E is economy, T is technology, G is governance, C2 is
climate change, and U is uncertainty.

Figure 10. Interaction among drivers of water security that lead to food security for Australia:
resource, economy, culture, technology (advancement of computer and Internet use), and governance.
After [3].
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Establishing safe limits to water cycle modifications and identifying possible spatially
explicit methods for quantification is an enormous challenge [33]. Many current and widely
relied-upon hydrologic prediction approaches are founded on the assumption of station-
arity [34], which permits extrapolation to the future using historical data. In a changing
world, however, neither the structure (e.g., patterns of land use and land cover, connectivity
between channels, and riparian or wetland environments, or the extent of human-made
structures) nor the external drivers (e.g., temperature and precipitation forcing) of the
hydrologic response can be treated as fixed [18–22,24–26,35]. Instead, changes in structure
and drivers create the potential for new dynamics [36], for example, by hydrologic systems
crossing unknown thresholds [19,26,31]. The possibility for the emergence of such new
dynamics poses key challenges to predictability, especially on decadal or longer time scales.

Understanding the bloodstream interdependency, availability, and accessibility of
surface water and groundwater plays a crucial role in recognizing and managing water
security. The Falkenmark water stress index, defined as the per capita annual renewable
freshwater available, was an early effort to recognize the relationship between human
needs and environmental constraints; regions with less than 1000 m3 per capita per year
were defined as “water-scarce” [35,37]. As populations grow, humanity faces the prospect
of uncertain future water supplies due to climate change and the increasing demands
on water [35,38,39]. In the virtual water importing and exporting region, some factors
dominate the water balance, affecting water security. For example, Murray Darling Basin
is considered the food bowl for Australia, where ecological destruction, environmental
regulations, laws, community sensitivity, infrastructure, controls on abstraction, and climate
change impacts play a key role in the water security domain (Figure 10). This phenomenon
instigates the internal integration of the dynamic dimensions of water security modeling
with the variability of climate resilience and environmental sustainability.

4.2. Climate–Water Quality Relationships in Changing Streamflow

Temperature and precipitation elasticities of water quality parameters, highlighted
by N and P nutrients, can be analyzed in large rivers due to the change of streamflow.
The spatial and temporal assessments show that precipitation elasticity is more variable in
space than temperature elasticity and that seasonal variation is more evident for precipita-
tion elasticity than temperature elasticity [1,32,34,36]. Even small changes to streamflow
may have significant agricultural and ecological implications [38]. Therefore, it is vital
to integrate the dynamic dimension of water security modeling with climate resiliency
and environmental sustainability. It is potentially helpful for investigating the effects of
climate change on water quality in large rivers, such as the long-term shift in nutrient
concentrations.

4.3. Drought Management

Underestimation of solar radiation usually overestimates soil moisture. The concept of
reliability-resilience-vulnerability (RRV) is used here in the context of agricultural drought
through the analysis of temporal variations in soil moisture. The failure, or unsatisfactory
stage, is considered the depletion of soil moisture below the permanent wilting point (PWP),
an indicator of agricultural drought (Figure 10). The natural integration of water security
modeling with climate resilience and ensuring environmental sustainability integrates
the plant, soil, and atmospheric conditions at a particular location with the long-term,
spatiotemporal variation of drought susceptibility [3,8,9,26].

5. Conclusions

The development of a decision support system (DSS) using advanced computer data
processing tools and Internet systems to analyze large data sets has made the agriculture in-
dustry more sustainable. Increased land-use change with industrial development has made
sustainable development critical. High-level policy intervention is required, considering
climate change. Based on development trends, variability in climate extremes, and water
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security, a coordinated policy matrix is crucial. Integrating the available resources with
the required products could be more effective with the application of a central database
using DSS. Considering the diversity in an uncertain world, integrating dynamic dimen-
sions of water security modeling is vital for ensuring environmental sustainability and the
associated full range of climate resilience. This is also possible with the use of high-tech
computer and Internet systems. This study presents a framework for integrating the dy-
namic dimensions of water security modeling with climate resilience and environmental
sustainability variability. Therefore, a vital contribution of this paper is in accounting for
the water security modeling and scenarios of model development. A more flexible and
dynamic view of water security is urgent considering human adaptation to environmental
change and increasing spatial specialization. With the adoption of high-tech computer data
processing, including Internet systems, nature-based solutions can be more effective to
model the dynamic indicators as outcomes of coupled human-water systems. Ensuring
water security ease, the way of environmental sustainability paradigm. Quantifying the
uncertainty in water availability or use projection gives the overall picture of the available
water. Thereby, decision makers got the idea of available water for the effective and efficient
use of water through enforcing water metering by adopting an integrated water pricing
policy. As the amount of water demand is increasing in all sectors, including agriculture,
new technology could be used for maximizing water use. This framework will surely
help in the policymaking process to allocate the right share of water as per demand to
save water, ensuring integrated water management. We have the options of multi-model
structures considering four parent models, which gives the policymaker to adopt new
model structures according to the purpose of the users. One of this study’s shortcomings
was finding the real-time data of social structure and economic diversity to interlink the
hydrological phenomena of climate and land-use change. Future research will concentrate
on the nonlinear dimensions of food security, integrating climate resilience and water
security in a sustainable domain.
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Abstract: Due to the diversity and the different distribution conditions of agricultural products, split
delivery plays an important role in the last mile distribution of agricultural products distribution.
The time-dependent split delivery green vehicle routing problem with multiple time windows
(TDSDGVRPMTW) is studied by considering both economic cost and customer satisfaction. A
calculation method for road travel time across time periods was designed. A satisfaction measure
function based on a time window and a measure function of the economic cost was employed by
considering time-varying vehicle speeds, fuel consumption, carbon emissions and customers’ time
windows. The object of the TDSDGVRPMTW model is to minimize the sum of the economic cost and
maximize average customer satisfaction. According to the characteristics of the model, a variable
neighborhood search combined with a non-dominated sorting genetic algorithm II (VNS-NSGA-II)
was designed. Finally, the experimental data show that the proposed approaches effectively reduce
total distribution costs and promote energy conservation and customer satisfaction.

Keywords: vehicle routing problem; fresh agricultural products; split delivery; NSGA-II algorithm

1. Introduction

Fresh e-commerce has become one of the main channels for fresh agricultural products,
however, logistics distribution has always been the bottleneck of the development of
fresh e-commerce. As a major consumer of fresh agricultural products, China has a huge
and growing e-commerce business market in fresh agricultural products. According to
the market report on e-commerce businesses of fresh agricultural products in China by
iResearch, a consulting company, the trade volume of China’s e-commerce market of fresh
agricultural products will reach 458.5 billion yuan in 2020, an increase of 64% over 2019. The
overall trade volume of the fresh food business in China is estimated to reach 11.1971 billion
yuan by 2023 [1]. The e-commerce business of fresh agricultural products has developed
rapidly, but it is difficult to achieve decent profits due to the low implementation rate of
cold-chain facilities, redundant circulation links and considerable cargo damage. Moreover,
the “last mile” distribution problem has become the most prominent one, impeding the
growth of e-commerce businesses in fresh agricultural products. According to statistics [1],
the cargo loss rate in the distribution of fresh agricultural products is around 10%, and
the cost of the distribution accounts for around 40% of the overall transportation costs.
Furthermore, due to delayed delivery and high cargo loss rate, the complaint rate also
remains high, and 90% of the complaints are about poor delivery service. Therefore,
management decisions in the distribution process have become the key to the success of
delivery service provided by e-commerce platforms of fresh agricultural products, as well
as a fascinating subject of academic research.
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The e-commerce operation mode of fresh agricultural products allows customers to
select the agricultural products they need and submit orders through online platforms.
These companies dispatch vehicles to deliver goods for each customer along the pre-
planned route from the distribution center after receiving orders from customers. Due to
the perishability of fresh agricultural products, maintaining a vehicle’s temperature and
transport efficiency during delivery is crucial for successful delivery. Customers buying
fresh agricultural products think highly of delivery efficiency, which means that the time it
takes to deliver agricultural products to customers has a significant impact on customer
satisfaction. For the distribution process of small batches and various categories, a variety of
products can be delivered by a vehicle with multiple compartments of different temperature
settings. According to Hsu and Chen’s research [2], the distribution mode of multiple
compartments is more appropriate to be applied to handle small but diverse customer
demands for fresh agricultural products. Reed et al. [3] and Chen et al. [4] also studied the
multi-compartment vehicle routing problem. In former models, the customer’s demand
is limited so that it does not exceed the capacity of a certain compartment. However,
according to the real cases in many studies [5–10], it is possible for a customer’s demand
to exceed the capacity of a compartment. Therefore, this study focuses on exploring and
determining whether the delivery with multi-compartment refrigerated vehicles serves the
best option even when the customer’s demand exceeds the capacity of a compartment. A
model under the condition of split delivery is also developed to research the cold-chain
distribution of agricultural products with large and diverse customer demands.

The split delivery vehicle routing problem (SDVRP), as a subtype of vehicle routing
problems, has drawn considerable interest from researchers in recent years. The split
delivery vehicle routing problem depicts a scenario in which many vehicles of the same
weight depart from the same warehouse to deliver items to multiple customers, with each
customer accepting the service of multiple vehicles [11]. The benefits of split delivery in
vehicle routing problems have been demonstrated [12]. The SDVRP has been applied in
many practical cases [13,14]. This paper will study the problem of single compartment
vehicle routing optimization based on split delivery, with an aim to provide a more rational
distribution strategy and route optimization method for fresh food e-commerce companies,
and to reduce the economic costs while improving customer satisfaction. Considering the
urban traffic conditions and the need to deliver various products, a split delivery vehicle
routing problem model with time-varying road network characteristics is developed, and a
multi-objective optimization algorithm is designed to obtain the optimal solution set and
screen out the suitable solution from the solution set.

The characteristics of diverse demand for fresh agricultural product delivery explored
in this paper are quite similar to the SDVRP model. As such, this paper will expand
on earlier research by applying the SDVRP to the problem of fresh agricultural product
delivery. Since customers will be serviced more than once after an order is split, it is
more practical to have multiple time windows for each customer. To make the model
better simulate the actual conditions of reality, the road network congestion constraints,
carbon emission and fresh agricultural product loss are considered in the calculation of
distribution costs. Therefore, this paper studies a time-dependent split delivery green
vehicle routing problem with multiple time windows (TDSDGVRPMTW) based on the
aforementioned criteria and takes the total cost and customer satisfaction as optimization
objectives. The NSGA-II algorithm framework [15] is improved in this study by combining
it with other heuristic algorithms [4,15] to improve the model in this paper. However, the
algorithm can only find the Pareto-optimal front but cannot provide a specific solution. In
reality, decision-makers must follow a single, well-defined solution when making decisions.
In order to solve this issue, the technique for order preference by similarity to the ideal
solution (TOPSIS) approach is used to screen the Pareto-optimal front for the best solution
of clear distribution that fulfills the actual needs.

110



Agriculture 2022, 12, 793

Based on the study of the traditional vehicle routing problem, the split delivery vehicle
routing problem (SDVRP) was first proposed by Dror and Trudeau [12]. Generally, SDVRP
research has been less comprehensive than studies on other VRPs. As with VRP, several SDVRP
formulations have been presented while taking into account various restrictions [16–18]. SDVRP
with time windows (SDVRPTW) [19–26] is one of those that has gained increasing attention.
Notably, this study investigated SDVRPTW in the distribution of fresh agricultural products
and presents a heuristic algorithm for solving it. The following parts are a literature review
of literature relevant to this paper.

(1) Split delivery vehicle routing problem with multiple time windows

Split delivery vehicle routing problem with multiple time windows (SDVRPTW) is
a variant of SDVRP that imposes restrictions on each customer by defining an interval at
which a customer must begin to be served. Due to the added time window constraints,
the model of SDVRPTW is more complex and more difficult to solve than SDVRP. There is
not much former research on SDVRPTW. On the basis of SDVRP, Frizzell and Giffin [16]
considered the time window constraint and first proposed SDVRPTW, a path construction
method and two ways to improve the path. Ho and Haugland [19] proposed a tabu
search-based solution to the SDVRPTW model and analyzed the experiment results from
100 customers. Desaulniers [20] proposed a new exact branch-and-price-and-cut method
to solve the SDVRPTW, and the calculation results show that the method is effective.
Based on the research of Desaulniers, Archetti et al. [21] proposed an improved strategy of
the branch-and-price-and-cut algorithm, which further improved the performance of the
algorithm to solve SDVRPTW. Salani and Vacca [22] presented a mixed-integer program for
the SDVRPTW based on arc flow formulation, proposed a branch-and-price algorithm and
applied an improved approach to the pricing and master problem. Based on a new relaxed
compact model, Bianchessi and Irnich [23] proposed a new and tailored branch-and-cut
algorithm to solve SDVRPTW. Computational experiments show that the new method can
prove the optimality of several previously unsolved examples in the literature. Li et al. [26]
assumed that service time is proportionate to demand, that customers have many time
windows to choose from and can only be delivered in one of them. They came up with a
three-indicator traffic flow model and a combined coverage model to solve this challenge.
To overcome this problem, a branch-and-price-and-cut method is presented.

It is important to note, however, that the previous research on SDVRPTW focuses
on the solution method of the abstract model and rarely involves the application of the
model to specific fields. For example, there is no research that applies the SDVRPTW
model to the distribution of fresh agricultural products. Customers often need a variety
of fresh agricultural products that require different degrees of refrigeration. Thus, a split
delivery of fresh agricultural products is reasonable in such a case. Fresh agricultural
products are perishable and require cold-chain transportation, which will increase the
complexity of the model and require more efficient solutions. As for the service time, most
research adopted constant service time, and only Salani [22] and Li et al. [26] considered
the variable service times that depend on the delivery quantity. Considering the service
time depending on the delivery quantity represents a more pragmatic way of thinking.
Previous research overlooks traffic congestion in road networks, which makes it difficult to
apply the research results to reality. This study takes into account variable service time and
adds time-varying road network constraints to the SDVRPTW model, so as to make the
model fully represent reality.

The VNS-NSGA-II algorithm proposed in this paper belongs to the multi-point heuris-
tic algorithm. Compared with many works of literature [20–24] that use precise algorithms,
the method in this paper can solve large-scale problems. Compared with the research
from McNabb et al. [25], the method in this study includes an adaptive genetic evolution
process and is easier to jump out of the local optimum in the process of searching for a
solution. Both the model of this paper and the model of Li et al. [26] set multiple time
windows, however, their model only allows customers to select one window to receive
products, and the model of this paper allows customers to receive products at each time
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window. Most research on SDVRP focused on the optimization of a single objective, and
only a few of them focused on multi-objective optimization [27–29]. This paper focuses
on the application of fresh agricultural products distribution, which requires a high level
of delivery efficiency. In addition to transportation costs, customer satisfaction is also
a critical aspect. Therefore, establishing a multi-objective optimization model with two
distinct objectives of distribution cost and customer satisfaction as optimization objectives
is a reasonable choice.

(2) The Distribution of Fresh Agricultural Products

According to previous research [8–10], customers’ demand for the distribution of fresh
agricultural products mostly occurs in morning rush hours, during which the speed of
vehicles is very different from other time periods. Therefore, it is a reasonable choice to
regard the vehicle speed as a time-dependent function. At the same time, the amount of
carbon emissions produced would change in proportion to the speed of the vehicle [30],
hence considering carbon emissions in the model can make the final delivery solution
more environmentally friendly. Due to the requirement of high delivery efficiency in the
distribution of fresh agricultural products, whether the goods can be delivered in time
will have a huge impact on customer satisfaction, which is also an important indicator to
measure the service level of enterprises. Therefore, we should take customer satisfaction as
an optimization objective and strive to improve it. In order to make the model better, we
simulated actual conditions of fresh agricultural product distribution.

(3) Time-Dependent Vehicle Routing Problem

The time-dependent vehicle routing problem is another derivative of VRP. To simulate
road traffic congestion, Malandraki and Daskin [31] proposed TDVRP. They treat the
vehicle travel time at any two points as a step function of the vehicle departure time.
Malandraki and Dial [32] proposed a restricted dynamic programming heuristic for solving
the time-dependent traveling salesman problem. However, in the above research, there are
situations where vehicles that depart later arrive first, which do not meet the First-In-First-
Out (FIFO) criterion. Ichoua et al. [33] proposed a new time-varying model in which the
vehicle’s travel speed is a step function, and the corresponding travel time is a piecewise
linear function. Another time-varying model is proposed by Fleishmann et al. [34], which
is based on a smooth step function of travel time. The above two methods confirm the
principle of FIFO, which better simulates the actual conditions of the real world.

What is more, based on the research in the previous work and the innovations in this
study are summarized as follows:

1. The SDVRPTW model has been applied rarely in the research of fresh agricultural
product distribution. The basic SDVRPTW model normally takes into account load
constraints, split delivery and the precondition that the consumer has just one time
window. In order to make the model better simulate the actual conditions of fresh
agricultural product distribution, this study will consider and evaluate a time-varying
road network, carbon emissions and customer satisfaction on the basis of SDVRPTW
to develop the TDSDGVRPMTW model.

2. While multi-objective optimization problems are frequently aimed at obtaining a
Pareto-optimal front, decision-makers expect a complete and feasible solution. Fur-
thermore, the TOPSIS method is employed to select the solution that satisfies the
requirements from the Pareto-optimal front.

3. It is verified by a real-world case that as a delivery strategy, the TDSDGVRPMTW
model proposed in this paper not only can effectively reduce the total cost of fresh
agricultural products distribution, but also improve customer satisfaction.

The description of the problem and the hypotheses are as follows.

112



Agriculture 2022, 12, 793

The TDSDVRPMTW proposed in this paper can be described as follows: a group of cold-
chain vehicles depart from the distribution center, visit customer nodes in the order indicated
in the distribution scheme, and then return to the distribution center. K = {1, 2, · · · , k} is the
set of vehicles. N = {0, 1, 2, · · · , n} is the set of all nodes in the distribution network where
{0} represents the distribution center, N′ = N\{0} denotes the customers. The distance
traveled by vehicle k between node i and node j is Dij, and the travel of the vehicle incurs
a travel cost TC. Fixed cost FC is incurred when the vehicle is used. Service costs SC are
incurred when the vehicle serves the customer. The speed of vehicles is related to time.
Vehicles travel at varying speeds during various time periods. H = {1, 2, · · · , h} is the set
of all time periods. Carbon dioxide CC is emitted into the atmosphere when a vehicle is
driven. Fresh agricultural products are divided into several types based on their respective
temperature requirements for transportation. W = {1, 2, · · · , w} is the set of all types of
fresh agricultural products. The refrigeration cost RC of fresh product w is ew. Vehicle k is
only allowed to deliver one type of product w. Each customer requires a variety of fresh
agricultural products, and each customer has a number of service acceptance time windows
equal to the number of fresh product varieties required by the customer. Additionally, it
is allowed that a single customer can be served by multiple vehicles. The service time sik
is proportional to the quantity of products delivered. The customer satisfaction ACSi of
customer i is determined by the remaining delivery time after the customer received goods.
Total costs include travel costs TC, fixed costs FC, service costs SC, refrigeration costs RC and
carbon emissions costs CC. The purpose of this study is to produce a delivery solution that
has a lower total cost and a higher level of customer satisfaction. Table 1 lists all notations
used in the proposed model. In addition, the following basic assumptions are made in
this paper:

1. The customer’s demand for fresh agricultural products is split and distributed accord-
ing to the temperature required for distribution, and each customer has multiple time
windows for receiving services.

2. For each service, every customer will complete a satisfaction rating, the value of
satisfaction evaluation depends on the deviation degree between the remaining time
when the vehicle leaves the customer and the time window.

3. Only one type of produce can be delivered by a single vehicle. A vehicle can only
serve a customer once.

4. The day is divided into several time periods, and vehicles travel at various speeds at
different periods.

The rest part of this paper is organized as follows. In Section 2, the mathematical
formulation of the time-dependent green vehicle routing problem with multiple time
windows (TDSDGVRPMTW) is given. Then, the algorithm for obtaining the Pareto-optimal
front based on variable neighborhood search combined with non-dominated sorting genetic
algorithm II (VNS-NSGA-II) is presented. Besides, the technique for order preference
by similarity to the ideal solution method (TOPSIS) is introduced, and the process of
experiments is shown in the final part of the section. In Section 3, the results of the
numerical experiments are analyzed and compared with the relevant literature, and also
the reasons for the similarities and differences are discussed. Finally, conclusions and future
research directions are given in Section 4.
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2. Materials and Methods

2.1. TDSDGVRPMTW Model

Based on the needs of building the model, this paper uses the corresponding symbols
which are listed in Table 1.

Through the comprehensive analysis above, the multi-objective optimization model
of TDSDVRPMTW is given by the following, this model objectives include minimize total
cost F1 and maxmize average customer satisfaction F2.

Minimize F1 = TC + FC + SC + RC + CC (1)

Maximize F2 =
1
n

[
∑
i∈N

ACSi(Lik)

]
(2)

Subject to:
∑

i∈N′
qiwyik ≤ QL, ∀k ∈ K, w ∈ W (3)

Qi = ∑
w∈W

qiw, ∀i ∈ N′ (4)

∑
j∈N′

X0jk ≤ 1, ∀k ∈ K (5)

1 ≤ ∑
k∈K

yik ≤ QK, ∀i ∈ N′ (6)

∑
i∈N

Xijk = ∑
j∈N

Xijk, ∀k ∈ K (7)

tijk = ∑
h∈H

Xijkth
ijk, ∀i ∈ N, j ∈ N, k ∈ K (8)

Dij = ∑
h∈H

dh
ijkXijk, ∀i ∈ N, j ∈ N, k ∈ K (9)

ET0 ≤ Xi0k
(
T′

ik + sik + ti0k
) ≤ LT0, ∀i ∈ N′, k ∈ K (10)

T′
ik ≥ Tik, ∀i ∈ N′, k ∈ K (11)

Lik = T′
ik + sik, ∀i ∈ N, j ∈ N, k ∈ K (12)

t0i = T′
ik, ∀i ∈ N′, k ∈ K (13)

∑
k∈K

yik = sti, ∀i ∈ N′ (14)

xh
ijk ∈ {0, 1}, Xijk ∈ {0, 1}, yik ∈ {0, 1}, zk ∈ {0, 1} (15)

Equation (1) is a function to minimize the total cost. It includes the vehicle travel cost
(TC), fixed cost (FC), customer service cost (SC), refrigeration cost (RC) and carbon emission
cost (CC). Equation (2) measures the average customer satisfaction (ACS). ACS is the propor-
tion of fully satisfied customers to the total number of customers. Constraint (3) expresses
the carrying weight limit of each vehicle. The combined demand of all customers on each
vehicle’s delivery route cannot exceed the maximum vehicle load limit. Constraint (4)
ensures that the demand of each customer is equal to the sum of the customer’s demand
for each type of fresh agricultural product. Constraint (5) ensures that each customer
can only be served once by each vehicle. Constraint (6) ensures that each customer must
be served and the number of times served does not exceed the total number of vehicles.
Constraint (7) ensures that the number of vehicles starting and arriving at each node should
be balanced. That is to say, when a vehicle arrives at a customer, it will inevitably leave
the customer. Constraint (8) expresses the relationship between road section driving time
and vehicle driving time within a period. In other words, the total time spent on a road
section is equal to the sum of the time spent on that road section in each time period.
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Constraint (9) expresses the relationship between road section distance and vehicle driving
distance in each time period. That is to say, the distance traveled by the vehicle on the road
segment is equal to the sum of the distance traveled by the vehicle on the road section in
each time period. Constraint (10) indicates that the vehicles returning to the distribution
center should be restricted to the constraint of the working time window of the distribution
center. Constraint (11) indicates the relationship between service start time and arrival time.
Constraint (12) indicates the relationship between service start time, service duration and
departure time. Constraint (13) ensures the time the customer receives the fresh products
is equal to the time the service starts. Constraint (14) indicates that the number of times
service received by each customer is equal to the total number of vehicles serving this
customer. Constraint (15) states the binary decision variable.

• The travel cost

The travel cost (TC) refers to the variable cost incurred by each vehicle for delivery
activities, mainly consisting of fuel consumption, repairs and driver pay rate. For simplicity,
only the effect of distance on travel cost is considered. The cost of the vehicle’s travel is
generally proportional to the distance and can be calculated as follows:

TC = ∑
i∈N

∑
j∈N

∑
k∈K

XijkDij ϕ (16)

where Xijk is a binary variable, Xijk = 1 when vehicle k runs through the road section (i, j),
otherwise Xijk = 0. Dij is the distance between node i and j, ϕ is the vehicle’s travel cost
per unit distance.

• The fixed cost

Vehicles’ fixed costs are typically constant. It is unrelated to customer demand or
delivery distance. It mostly consists of rent or use loss, and other labor costs. Calculate the
cost of the vehicle’s fixed (FC) use by:

FC = ∑
k∈K

zkδ (17)

where zk is a binary variable, when vehicle k is used, zk = 1; otherwise, zk = 0. δ is the
fixed cost per vehicle.

• The service cost

Since each customer can be serviced by multiple vehicles, the cost impact of the
number of times each customer is serviced needs to be considered. The service cost (SC) is
proportional to the frequency with which each customer is served. The service cost can be
calculated as follows:

SC = ∑
i∈N′

stiκ (18)

where sti is the number of times the consumer i receives services and κ is the cost of
each service.

• The refrigeration cost

Refrigeration cost (RC) refers to the energy cost of refrigeration. According to the
study of Wang et al. [35], this paper treats refrigeration costs as a time-dependent function,
assigns a fixed unit time cost to each temperature, and considers the refrigeration cost of
the unloading service. The cost of refrigeration can be calculated as follows:

RC = ∑
i∈N

∑
j∈N

∑
w∈W

∑
k∈K

Xijkew

(
tijk + sik

)
(19)

where Xijk is a binary variable, Xijk = 1 when vehicle k runs through the road section (i, j),
otherwise Xijk = 0. ew is the refrigeration cost per unit time of fresh agricultural product
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w. tijk is the driving time of vehicle k on section (i, j). sik is the time that vehicle k serves
customer i.

• The carbon cost

This paper uses the MEET model in reference [30] to explore the calculation of carbon
emissions. The carbon emission estimation function for freight vehicles weighing between
3.5 and 40 tonnes is εh(v) = a0 + a1v + a2v2 + a3v3 + a4

v + a5
v2 +

a6
v3 , while the load correction

function is λh(v, ϕ) = b0 + b1 ϕ + b2 ϕ2 + b3 ϕ3 + b4v + b5v2 + b6v3 + b7
v . ϕ is the ratio of the

vehicle’s actual load to its capacity, ν is the vehicle speed (km/h), and parameters a and b
are the load correction coefficient, whose value is related to the vehicle’s weight range. If
vehicle k’s driving distance in time period h is dh

ijk (km), the carbon emissions Eh
ijk (kg)

can be computed as follows:

Eh
ijk = εh · h ·

dh
ijk

1000
(20)

The cost of carbon emissions (CC) is mainly generated by the energy consumed by
vehicles while on the road. The carbon emission calculation function adopted in this paper
is related to the vehicle speed, travel time and load capacity. The cost of carbon emissions
can be calculated as follows:

CC = ∑
h∈H

∑
i∈N

∑
j∈N

∑
k∈K

xh
ijkEh

ijkμ (21)

where xh
ijk is a binary variable, xh

ijk = 1 when the vehicle k runs on the road section (i, j)

in time period h, otherwise xh
ijk = 0. Eh

ijk is the carbon emission generated by vehicle k
driving on the road section (i, j) in time period h. μ is the unit price of carbon emissions.

2.2. Customer Satisfaction Measurement Method

Customer satisfaction is an important indicator used to gauge the service quality of
firms in the study on the vehicle routing problem for fresh agricultural products. The mea-
surement methods of customer satisfaction can be divided into three categories: measure
satisfaction by the freshness of products, by product delivery time, and by both freshness
and delivery time. Wang et al. [36] used the freshness of perishable products to measure
customer satisfaction, and proposed a multi-objective VRP optimization model with mixed
time windows and perishability assessment to minimize transportation costs and maximize
the freshness of perishable products. Wang et al. [37] established a customer satisfaction
evaluation model, in which both the timeliness of the distribution of fresh agricultural
products and the loss of freshness of agricultural products are considered. We adopts
the satisfaction function based on the time window. Because this paper considers that
each customer has many time windows and may receive vehicle services throughout each
window, the satisfaction of each customer is averaged by the number of vehicle visits.
Customer satisfaction is determined by the time the vehicle completes its servicing. The
satisfaction function curve for customer i in the gth time window is depicted in Figure 1. In
Figure 1, the horizontal coordinate represents time, and the vertical coordinate represents
customer satisfaction. When the vehicle completes the service in

[
ETig, LTig

]
, and customer

satisfaction is 100, this is the best time for service. The service can begin when the vehicle
arrives at the customer within

[
EETig, ETig

]
or

[
LTig, ELTig

]
. On the other hand, customer

satisfaction is low when the service is completed within this time limit, and satisfaction
decreases as the deviation from the optimal service time period increases. If the vehicle
provides service to the customer prior to EETig or after ELTig, the customer’s satisfaction
level is 0. EETig = ETig − θsi, ELTig = LTig + θsi are the boundaries of the customer’s
tolerable time points. Where θ is the customer tolerance coefficient, si is the customer
i’s service time, and Lik is the time when vehicle k completes its service and departs for
customer i. G denotes the set of all of customer i’s time windows, and sti denotes the
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number of times customer i gets served. Then, the average level of satisfaction for each
customer (ACS) is as follows:

ACSi(Lik) = ∑
g∈G

CSig(Lik)

sti
(22)

where the satisfaction function is:

CSig(Lik) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

0, Lik ≤ EETig( Lik−EETig
ETig−EETig

)
× 100, EETig < Lik ≤ ETig

100, ETig < Lik ≤ LTig( ELTig−Lik
ELTig−LTig

)
× 100, LTig < Lik ≤ ELTig

0 ELTig < Lik

(23)

Figure 1. Customer satisfaction curve.

This paper adopts average customer satisfaction to measure the overall satisfaction
level of the distribution schemes. The average customer satisfaction function can be
expressed as Equation (2).

2.3. Time-Dependent Vehicle Speed Calculation Method

Based on existing approaches [38,39], this paper proposed a method of time division
for calculating travel time. The distribution center’s opening hours are divided into many
time periods, and the vehicle speed varies according to the time period. Let F be the length
of the time period; H = {0, 1, 2, · · · , h} is a set of all time periods, [h, h + 1] said the
number of h time period. dh

ijk, th
ijk, gh

ijk denote the distance, time and speed of vehicle k
on the road section (i, j) in time period h, respectively, and Dij denotes the road section’s
distance (i, j). Dh

ij is the distance traveled by vehicle k to complete the remaining distance
(i, j) after time h; Lik is the time when vehicle k departs from customer i; and hk is the
remaining drivable time of vehicle k in time period h. As a result, the following steps are
used to calculate the driving time tijk of vehicle k on road section (i, j):

Step 1: Determine how long the initial phase will last. dh
ijk = gh

ijkhk. If dh
ijk ≥ Dij, then

th
ijk =

Dij

gh
ijk

, tijk = th
ijk, end of calculation; if dh

ijk < Dij, Dh
ij = Dij − dh

ijk, th
ijk = hk, continue to

step 2.
Step 2: ζ = 1; dh+ζ

ijk = gh+ζ
ijk F, If dh+ζ

ijk < Dh+ζ−1
ij , then th+ζ

ijk = F, Dh+ζ
ij = Dh+ζ−1

ij − dh+ζ
ijk ,

Step 2 should be repeated; otherwise, th+ζ
ijk =

Dh+ζ−1
ij

gh+ζ
ijk

, tijk = ∑ th
ijk

h∈H

. The section (i, j) driving

time computation is finished.
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2.4. VNS-NSGA-II Algorithm

A variable neighborhood search combined with the non-dominated sorting genetic al-
gorithm II (VNS-NSGA-II) was designed. NSGA-II has been extensively applied in research
on VRP-related problems as a multi-objective combinatorial optimization algorithm [38–41].
The NSGA-II algorithm decreases the complexity of the non-dominated sorting genetic
algorithm and has the advantages of rapid execution and good solution set convergence.
A number of heuristic strategies [4,15] are introduced into the NSGA-II algorithm in this
study to boost search efficiency and avoid local optimum. Adaptive functions [42] are
introduced to the crossover and mutation processes to dynamically alter the likelihood
of crossover and mutation, and the variable neighborhood search algorithm (VNS) [4] is
added to conduct a variable neighborhood search for good individuals in the population.
It has the potential to improve the algorithm’s local search capacity. Based on the advan-
tages of the preceding techniques, the VNS-NSGA-II algorithm is constructed to solve the
TDSDGVRPMTW model in this study. The VNS algorithm is divided into three stages:
initialization, genetic evolution and variable neighborhood search. The initialization step
generates the initial population in a random manner. In the process of genetic evolution,
there exist crossover and mutation operators whose likelihood of execution is dynamically
governed by adaptive functions. In the process of the variable neighborhood search, there
are three types of neighborhood search operators. Non-dominated sorting and crowding
distance calculation are at the end of the variable neighborhood search process. Figure 2
shows the detailed process of the algorithm.

Figure 2. Algorithm flow chart.
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2.4.1. Population Initialization

The chromosome in this study uses mixed natural number and letter coding, with
natural numbers ranging from 1 to n representing the customer node and capital letters
A, B, C, and D representing various types of fresh agricultural products. Each vehicle
delivers the same type of fresh agricultural product, and each chromosome holds the
delivery schedules of all vehicles and therefore contains each customer’s fresh produce
needs. A chromosome is depicted in Figure 3 as an example. Where “A1” means that
customer 1 needs type A fresh agricultural products. The chromosome can be divided
into three segments according to the type of fresh products. Each segment is delivered by
a different vehicle. When decoding chromosomes into vehicle routes, the chromosomes
are first divided into segments based on the type of fresh agricultural product, and then
the chromosome segments with the same type of fresh agricultural product are divided
into route segments based on the vehicle load capacity and the distribution center’s op-
erating time. This study employs a random method to generate the initial population. In
other words, the customer numbers are randomly arranged according to the type of fresh
agricultural products that suit customers’ demands.

Figure 3. One example of a chromosome.

2.4.2. Genetic Operator

• Selection Operator

This paper combines the optimal protection strategy and roulette selection method to
select chromosomes. The specific steps of the optimal protection strategy are to find the
two chromosomes with the highest fitness and the lowest fitness in the current population;
the fitness value of the chromosome with the highest fitness is compared with the highest
fitness value of each generation in history. If the current value is higher, it will be regarded
as the chromosome with the best protection; otherwise, the best protection object remains
unchanged and remains the best chromosome in history. The chromosome with the worst
fitness in the current population is replaced with the one with the best protection. The

probability of each chromosome being selected in the roulette method is pn = fn/
(

∑ fn
n

)
,

and the greater the fitness of the chromosome, the greater the probability of being selected
for the cross-mutation operation.

• Crossover Operator

Because chromosomes contain vehicle routes for delivering various types of agri-
cultural products, all vehicle route segments in chromosomes are classified prior to the
crossover to ensure that the crossover occurs only between vehicle route segments of
the same type. By randomly generating two crossover points on parent chromosomes
X and Y and separating the two parent chromosomes into three pieces, we improved
the crossover approach in this paper. The center sections of chromosomes X and Y were
excised and inserted into the front and back sections of offspring chromosomes Y1 and X1,
respectively. The remaining front and back sections of parent chromosomes X and Y were
placed in the same order into chromosome Y1’s back section and chromosome X1’s front
section. In the two offspring chromosomes, leave the chromosome segment in the two
crossover sections alone and delete the duplicated chromosome segment in the remaining
places. The advantage of this crossover approach is that two identical parent chromosomes
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produce two different offspring. Figure 4a depicts the unique crossover procedure. In
order to make the crossover operator work more efficiently, this study uses the improved
adaptive adjustment approach presented in reference [42], which takes into account the
number of iterations, the fitness values of chromosomes and populations, and the number
of unmodified chromosomes in each generation population, as indicated in Equation (24).

Pc =

⎧⎪⎨⎪⎩
Pc1 − (Pc1−Pc2)( fl− favg)

( fmax− favg)
[
1+exp

( −gen×U
M×popsize

)] , fl ≥ favg

Pc1
[1+exp (

−gen×U
M×S )] , fl < favg

(24)

where pc stands for adaptive crossover probability, pc1 and pc2 stand for adaptive adjust-
ment parameters, and pc1 > pc2. fl stands for the fitness value of individuals with high
fitness in the chromosomes to be crossed; favg stands for the average fitness value of each
generation population, and fmax stands for the maximum fitness value of each generation
population. The popsize denotes the population size, whereas gen represents the current
iteration number, M represents the maximum iteration number, and U represents the
number of individuals with unchanged chromosomes.

Figure 4. Examples of crossover and mutation.

• Mutation Operator

Before mutation, route segments in chromosomes should also be classified to ensure
that mutation occurs between vehicle routes of the same type. The mutation method of
the random chromosome point exchange is used in this study. The specific processes are
as follows: initially, the chromosomes to be mutated are chosen, and then two random
mutation points on the chromosomes are chosen in a random manner. Swap two points to
form a new chromosome. Figure 4b depicts the mutation process. Similar to the crossover
process, this study adopts an improved adaptive adjustment function to determine the
probability of the mutation operator’s operation and to improve the efficiency of the
mutation operator [42]. Equation (25) is the adaptive function of mutation probability:

Pm =

⎧⎨⎩ Pm1 − (Pm1−Pm2)( fmax− f )

( fmax− favg)
[
1+exp

(
gen×U

M×popsize

)] , f ≥ favg

Pm1
[1+exp (

gen×U
M×S )] , f < favg

(25)

where pm represents the adaptive mutation probability, pm1 and pm2 are adaptive adjust-
ment parameters and pm1 > pm2, f is the fitness value of chromosomes to be mutated.
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2.4.3. Variable Neighborhood Search Operators

In order to further improve the quality of chromosomes in the population, we added a
neighborhood search operator to the algorithm to perform a deep search for some excellent
solutions. The excellent chromosomes in the population are the operation object of variable
neighborhood search, and the chromosomes in the population are sorted according to fit-
ness from high to low, with the chromosomes in the top half as the excellent chromosomes.
In each neighborhood search operator, a node is chosen in a random manner, the distance be-
tween it and all other nodes is calculated, and the remaining nodes are organized in ascend-
ing order to generate a list of distance values. The variable neighborhood search operator
used in this paper is similar to the neighborhood structure proposed by Sánchez et al. [43].
The following are the variable neighborhood search operators proposed in this paper.

• 2-opt operator

Node i is randomly selected from the chromosome segment. Select the first node from
the list of distance values for node i as node j. If the first node in the distance value list
does not exist in the current chromosome segment, select the next node in turn. The 2-opt
operator disconnects node i from the node behind it and node j from the node behind
it and reconnects node i with node j. This operation will be kept if the fitness improves,
otherwise, the next node in the list of distance values is tried, and the process repeats until
a better chromosome is found or the maximum number of searches is reached. The process
of the 2-opt operator is shown in Figure 5a.

Figure 5. Examples of variable neighborhood search.

• Single node move operator

Node i is randomly selected from the chromosome segment. Select the first node in
the list of distance values for node i as node j. If the first node does not exist in the current
chromosome segment, the next node in the list is selected as node j. The single node move
operator removes node j from its original position and inserts it behind node i, making
node i adjacent to node j. After insertion, the chromosomal fitness value is calculated. The
operation is kept if the fitness was increased, otherwise, the next node in the list of distance
values is tried, and the process repeats until a better chromosome is found or the maximum
number of searches is reached. The process of the single node move operator is shown in
Figure 5b.
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• Double nodes move operator

Two adjacent chromosome nodes are randomly selected. Node i is the first of the two
nodes. Select the first node in the list of distance values for node i as node j. If the first
node does not exist in the current chromosome segment, the next node in the list is selected
as node j. Insert two adjacent nodes containing node i after node j so that node i and node
j are adjacent. The operation was kept if the fitness was increased, otherwise, the next node
in the list of distance values is tried, and the process repeats until a better chromosome is
found or the maximum number of searches is reached. The process of the double nodes
move operator is shown in Figure 5c.

2.4.4. Non-Dominated Sorting and Crowding Distance Calculation

The objective function values of all chromosomes in the population are calculated, and
the crowding distance is calculated. Finally, the Pareto-optimal front is obtained. Let Fmax

m
and Fmin

m be the maximum and minimum values of the mth objective function, respectively,
while Fi−1

m and Fi+1
m are the mth objective function values of the two solutions adjacent to

the ith solution. Then, the crowding distance CDi of the ith solution can be calculated by
Equation (26).

CDi =
M

∑
m=1

(
Fi+1

m − Fi−1
m

Fmax
m − Fmin

m

)
(26)

The new population is selected according to the Pareto-optimal front and crowding
distance. Then, it is judged whether the maximum number of iterations is reached. If the
maximum number of iterations is not reached, return to the genetic evolution process and
continue to iterate. When the maximum number of iterations is reached, the algorithm
is terminated and the Pareto-optimal front is printed. The Pareto-optimal front can be
regarded and thought of as a solution set, including numerous potential delivery schemes.
To determine which of these delivery schemes best fits the needs, the TOPSIS approach is
employed in this study.

2.5. Select the Optimal Solution Strategy

When the Pareto-optimal front is created using the VNS-NSGA-II algorithm, we used
the TOPSIS method to analyze all solutions and select the optimal strategy. The following
are the specific steps:

Step 1: Complete the index homogenization process. The objective function F2 is
adjusted to F′

2 = 100 − F2 in this study so that it can be minimized alongside F1.
Step 2: Construct the original data matrix. Assume that there are n solutions and m

objective functions in the solution set, then matrix B is shown in Equation (27).

B =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
b11 b12 . . . b1m
b21 b22 . . . b2m

...
...

bn1 bn2 . . . bnm

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (27)

Step 3: Vector normalization of indicators:

zij =
bij√
n
∑
i

b2
ij

(28)
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Obtain the normalized matrix Z.

Z =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
z11 z12 . . . z1m
z21 z22 . . . z2m

...
...

zn1 zn2 . . . znm

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (29)

Step 4: Determine the optimal scheme Z+ and the worst scheme Z− for each indicator:

Z+ =
(
Z+

1 , Z+
2 , · · · , Z+

m
)

(30)

Z− =
(
Z−

1 , Z−
2 , · · · Z−

m
)

(31)

Step 5: Calculate the proximity of each solution to the optimal scheme and the
worst scheme:

S+
i =

√√√√ m

∑
j=1

ιj

(
Z+

j − zij

)2
(32)

S−
i =

√√√√ m

∑
j=1

ιj

(
Z−

j − zij

)2
(33)

where ιj is the weight of the jth indicator, which is determined based on actual need.
Step 6: Calculate the closeness of each solution to the optimal solution.

Ci =
S−

i
S+

i + S−
i

(34)

where 0 ≤ Ci ≤ 1, the closer Ci is to 0, the better the evaluated solution. After selecting the
solution that best fits the requirements using the TOPSIS technique, the decision-making
process is complete.

2.6. Validation of the Simulation Model

In order to verify the validity of the method proposed in this study, we conducted three
experiments, respectively is algorithm comparison experiment, solution selection experi-
ment and real case experiment. The algorithm comparison experiment and solution selec-
tion experiment used R201 dataset from Solomon [44] benchmark. The customer demands
in the dataset are randomly divided into several parts, whose numbers are limited up to
four. The time window is also randomly split into several periods. Python 3.8 programming
is used to carry out the experiment. According to the work of Fan et al. [42], the algorithm’s
parameter settings are connected to the size of the dataset utilized in the experiment as
follows: pc1 = 0.7, pc2 = 0.5, pm1 = 0.01, pm2 = 0.008, maxit = 100 ∼ 300 iterations,
population size popsize = 100 ∼ 200, and maximum field search times St = 15 ∼ 30. The
related parameters for calculating the vehicle travel time and carbon emissions are identical to
those in the work of Liu et al. [45], which are shown as follows: the distribution center’s time
0 is 7:00 a.m., the traffic congestion periods are 8:00~9:00, 18:00~19:00, and the vehicle speed
is 20 km per hour. For the time period h, according to the remainder function η = h mod 3,
η is (1, 2, 0) corresponding to (54, 72, 42) km/h, respectively, with three time-varying veloc-
ities. The correlation coefficients for the carbon emission model are as follows: a0 = 110,
a1 = 0, a2 = 0, a3 = 0.000375, a4 = 8702, a5 = 0, a6 = 0, b0 = 1.27, b1 = 0.0614, b2 = 0,
b3 = −0.0011, b4 = −0.00235, b5 = 0, b6 = 0, b7 = −1.33. The carbon emission price
μ = 0.0528 yuan per kilogram, the time window correlation tolerance coefficient is θ = 0.5,
the driving cost per kilometer is ϕ = 1.3, the fixed usage fee is set at δ = 20, and the single
service cost is set at κ = 3. All the experiments were carried out ten times, with the best result
being chosen. The results of all experiments will be analyzed in detail in the Section 3.
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3. Results and Discussion

3.1. Comparison with Other Efficient Algorithms

This paper compares the VNS-NSGA-II algorithm with other algorithms designed
to solve multi-objective VRP problems. The VNS-NSGA-II algorithm is also compared to
other algorithms designed to solve multi-objective VRP problems. As the VNS-NSGA-II
algorithm is improved on the basis of the NSGA-II algorithm, the NSGA-II algorithm [38]
is selected for comparison in order to verify the improvement. Three neighborhood search
operators are added to the VNS-NSGA-II algorithm, while the many-objective gradient
evolution (MOGE) algorithm [46] also has three search operators. In order to test the
search ability of the variable neighborhood operators, the MOGE algorithm is selected
for comparison.

Both the MOGE algorithm and NSGA-II algorithm are designed to solve multi-
objective VRP. These two algorithms can be applied to the model in this paper. There
are some differences between the two algorithms. The MOGE algorithm is designed on the
basis of the gradient approximation, while the NSGA-II algorithm is designed based on the
laws of biological evolution. The MOGE algorithm uses three operators to explore search
space, improve the quality of the solution, avoid local optima, and promote population
diversity. The NSGA-II algorithm uses two operators to explore search space, which are
used for global search and local search, respectively.

This experiment used datasets of various sizes to verify the efficiency of the VNS-
NSGA-II algorithm provided in this paper. The Pareto-optimal front and convergence
of the VNS-NSGA-II, NSGA-II [38] and MOGE algorithms [46] were compared. For the
experiment, 30, 50, 70, and 100 customers were chosen from the datasets. According to
Wang et al. [35], the fresh agricultural products in this experiment are classified into four
types based on their required temperatures. For simplicity, we use A, B, C and D for different
types of products. For each type of agricultural product, a time-sensitive regulatory factor
r was assigned [26]. Table 2 shows the features of each scale dataset, including the number
of customers, the number of vehicles, the total demand, the type of agricultural products,
the value of time-sensitive adjustment factors, and the unit price of agricultural products.
Figure 6 shows the Pareto-optimal front of each algorithm obtained in the experiment.
Table 3 shows the optimal value of each objective function in the Pareto-optimal front of
each algorithm. It should be noticed, however, that TTC in Table 3 represents the total cost.
The optimal total cost and satisfaction values, as well as the number of iterations, is shown
in Figure 7. Table 3 and Figure 7 show the total costs and satisfaction for two different
solutions. Next, we will analyze these figures and tables in detail.

Table 2. Characteristics of datasets of different sizes.

Number of
Customers

Number of
Vehicles

Total
Demand

Type of Agricultural Products
Unit Price of

Agricultural Products

30
8

520
A 10
B 12

50
15

860
A 10
B 12

70

20

1210

A 10
B 12
C 15
D 20

100

25

1810

A 10
B 12
C 15
D 20
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Figure 6. Pareto-optimal front comparison of different customer sizes.

Figure 7. Comparison of convergence of algorithms.

Table 3. Experimental results of algorithm comparison.

Number of
Customers

Total
Demand

VNS-NSGA-II NSGA-II MOGE Compared with NSGA-II Compared with MOGE

TTC Satisfaction TTC Satisfaction TTC Satisfaction
TTC

Reduction %
Satisfaction

Increases
TTC

Reduction %
Satisfaction

Increases

30 520 2212.50 96.64 2301.80 90.36 2260.71 91.86 3.88% 6.28 2.13% 4.79
50 860 3608.27 93.44 3844.34 87.57 3681.60 88.77 6.14% 5.87 1.99% 4.66
70 1210 4246.75 88.44 4865.36 79.52 4687.99 80.96 12.71% 8.92 9.41% 7.49

100 1810 4689.05 84.51 5674.60 70.48 5642.77 75.51 17.37% 14.03 16.90% 8.99
Mean 1100 3689.14 90.76 4171.52 81.98 4068.27 84.27 10.03% 8.77 7.61% 6.48
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(1) Comparison of Pareto-optimal fronts

Figure 6 shows the Pareto-optimal front results obtained by three algorithms under
four different data sizes. Each chart’s horizontal coordinate shows the total cost, while the
vertical coordinate measures customer satisfaction. Each point in the graph corresponds to
a solution in the Pareto-optimum front determined by the corresponding algorithm. As
illustrated in Figure 6, the solutions provided by the VNS-NSGA-II algorithm described in
this paper dominate all other algorithms’ solutions at various customer scales. The VNS-
NSGA-II algorithm offers a more uniform solution distribution and fewer concentrated
solutions, which means that the Pareto-optimal solution set obtained by VNS-NSGA-II is
of better quality.

Table 3 shows the results of algorithm comparison experiments under four different
data scales. The optimal value of a single optimization objective is found from the Pareto-
optimal front obtained by each algorithm for comparison. Note that the total cost and
satisfaction in the same algorithm with the same data size may belong to two different solu-
tions. As shown in Table 3, the VNS-NSGA-II algorithm developed in this paper achieved
the optimal results for both optimization objectives across all scales of datasets. The total
cost is lowered by 10.03% when compared to the NSGA-II algorithm, and satisfaction
is increased by 8.77 points. The total cost is decreased by 7.61% when compared to the
MOGE algorithm, and satisfaction is increased by 6.48 points. In terms of the total cost, the
VNS-NSGA-II algorithm outperforms the other two algorithms significantly. The greater
the scale of the data, the more saved cost would be. When the customer size is 100, the
VNS-NSGA-II algorithm can achieve an improvement of double digits in result values of
total cost and satisfaction compared with the other two algorithms. The level of satisfaction
optimization is also proportional to the customer scale. The above-mentioned results reflect
that VNS-NSGA-II is superior and more appropriate for solving large-scale problems. The
VNS-NSGA-II algorithm can produce better solutions compared with the NSGA-II algo-
rithm and the MOGE algorithm The excellent performance of the VNS-NSGA-II algorithm
can be mainly attributed to the two following reasons:

1. The VNS-NSGA-II algorithm is adaptive to the probability of crossover and mutation,
which means that it can adjust the probability of crossover and mutation dynamically
based on fitness, evolutionary algebra and the number of unchanged individuals
during the evolution process, thereby minimizing the destruction of good solutions
and ensuring population diversity. The adaptive function enhances the algorithm’s
search capability and prevents premature convergence.

2. The variable neighborhood search operators in VNS-NSGA-II reduce the possibility of
the algorithm falling into the local optimum. Three mature neighborhood structures
in variable neighborhood search operators increase the diversity of neighborhood
space. The neighborhood space diversity is proportional to the offspring diversity.
Greater neighborhood space diversity also represents the easier identification of the
global optimal solution [47].

(2) Comparison of convergence

The comparison of algorithm convergence results is depicted in Figure 7. This ex-
periment was conducted using a dataset of 100 customers. The horizontal coordinate of
Figure 7 represents the number of iterations of the algorithm, the left vertical coordinate
represents total cost, and the right vertical coordinate represents customer satisfaction. The
solid line represents the optimal values of the total cost obtained by different algorithms,
while the dotted line represents the optimal values of customer satisfaction obtained by
different algorithms. Figure 7 shows the differences in convergence among the three algo-
rithms. The total cost and satisfaction of the VNS-NSGA-II algorithm converge rapidly,
the total cost converges after 142 iterations, and the satisfaction converges after 49 itera-
tions. The MOGE and NSGA-II algorithms did not converge within 200 iterations. The
VNS-NSGA-II algorithm has a faster convergence speed and can generate better values for
objective functions.
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3.2. Analysis of Optimal Solution Selection

The primary purpose of the method suggested in this paper is to develop a clear and
effective distribution scheme for fresh agricultural products. Thus, after generating the
Pareto-optimal solution set using the VNS-NSGA-II algorithm, it is important to select a
solution and decode it as a distribution plan using the TOPSIS method. In this experiment,
the dataset of 100 customers is used as an example, and the TOPSIS method is used to
select the most suitable solution from the Pareto-optimal front. Figure 8 illustrates the
Pareto-optimal front of 100 customers. The horizontal coordinate of Figure 8 represents
the total cost, and the vertical coordinate represents customer satisfaction. Each point in
the graph represents a solution in the Pareto-optimal front. Table 4 shows the process of
evaluating each solution in Figure 8 using the TOPSIS method. As indicated in Table 4,
the TOPSIS method is utilized to determine the S+

i , S−
i and Ci values for each solution.

The filtered solution is compared to the solution with the ideal index values, as shown in
Table 5. Note, however, that CC in Table 5 is the cost of carbon emissions and RC is the cost
of refrigeration. The data in Tables 4 and 5 will be analyzed in detail next.

Figure 8. Distribution of 100 customers’ Pareto-optimal front.

Table 4. Evaluation of results using the TOPSIS approach.

No. TTC Satisfaction S+
i S−i Closeness Ci

1 7159.35 85.33 0.15324 0.07745 0.33572
2 6669.93 84.23 0.14917 0.06207 0.29384
3 6339.67 83.36 0.14683 0.05212 0.26196
4 6132.93 82.36 0.14382 0.04670 0.24512
5 5916.87 81.31 0.14107 0.04191 0.22905
6 5720.60 79.56 0.13560 0.04074 0.23101
7 5470.51 76.94 0.12784 0.04415 0.25670
8 5413.11 75.86 0.12433 0.04738 0.27591
9 5304.79 73.74 0.11767 0.05464 0.31709
10 5176.35 71.30 0.11072 0.06388 0.36585
11 5083.69 69.12 0.10476 0.07280 0.41003
12 5029.63 67.43 0.10022 0.07997 0.44381
13 4990.14 65.90 0.09622 0.08657 0.47360
14 4924.46 63.60 0.09103 0.09657 0.51477
15 4877.52 61.75 0.08737 0.10469 0.54507
16 4813.10 59.75 0.08457 0.11347 0.57296
17 4787.05 57.70 0.08147 0.12251 0.60062
18 4770.79 55.69 0.07903 0.13145 0.62454
19 4755.34 53.77 0.07760 0.13995 0.64331
20 4724.00 50.77 0.07745 0.15324 0.66428
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Table 5. Comparison of selected solution and optimal value.

No. TTC CC RC
Number of

Vehicles Used
Average

Loading Rate
Satisfaction

1 7159.35 11.65% 34.13% 22 43.67% 85.33
5 5916.87 7.79% 26.46% 15 59.72% 81.31
20 4724.00 5.83% 16.51% 12 74.92% 50.77

We need to choose an appropriate solution based on the data in Table 4. Given that the
objective function in this paper is to reduce the total cost and TOPSIS minimizes satisfaction,
the smallest value should be chosen from the final closeness degree Ci. As a result, solution
No. 5 should be chosen as the final delivery strategy. Figure 8 illustrates the location of
solution No. 5 in the distribution of 100 customers’ Pareto-optimal front. Solution No. 1
has the highest satisfaction value, while solution No. 20 has the lowest total cost value.
While solution No. 5 provides 4.02 points less satisfaction than solution No. 1, the total cost
is lowered by 17.4%. Although the total cost of solution No. 5 is 20.2% greater than that of
solution No. 20, the satisfaction value of solution No. 5 is 30.54 points greater than that of
solution No. 20. Taken together, solution No. 5 is an equilibrium solution in the middle of
the weight setting’s extreme values.

In Table 5, the total cost of solution No. 5 is compared with the total cost of solution
No. 1 and solution No. 20, which include the proportion of carbon emission cost to the total
cost, the proportion of refrigeration cost to the total cost, the number of vehicles used, and
the average load rate and satisfaction. Solution No. 1 has the highest customer satisfaction
but also the highest total cost, and solution No. 20 has the lowest total cost but the worst
customer satisfaction. The total cost and customer satisfaction of solution No. 5 are between
solutions No. 1 and No. 20. It can be determined that the number of vehicles used must
grow, while the average loading rate must drop in order to boost customer satisfaction.
Additionally, more vehicles will lead to increased carbon emissions and cooling costs, and
refrigeration costs will increase as well; on the other hand, to reduce total costs, the number
of vehicles will be reduced, the average loading rate will be increased, and consequently,
fewer delivery vehicles will delay the delivery of produce from the distribution center,
lowering carbon emissions and cooling costs.

From the foregoing study, it is clear that the TOPSIS method can well screen out the
suitable solutions from the Pareto-optimal solution set.

3.3. Optimisation of the Fresh Agricultural Products Distribution Routes for the e-Commerce
Business in the Sample

In order to verify the effectiveness of the TDSDGVRPMTW model in reality, this study
uses a case in Shanghai to compare and analyze the differences between the three delivery
strategies. The current common distribution strategy for fresh agricultural products is to
distribute all types of products in one vehicle at one temperature without split delivery
or to use multi-compartment vehicles for multi-temperature distribution. According to
the two delivery strategies and the mathematical model proposed in this paper, the two
delivery strategies can be modeled as a time-dependent green vehicle routing problem
with a time windows model (TDGVRPTW) and a time-dependent multi-compartment
green vehicle routing problem with a time windows model (TDMCGVRPTW). Among
them, the TDMCGVRPTW model adopts the method from Reed et al. [3]. Therefore,
the three strategies involved in the comparison are TDGVRPTW, TDMCGVRPTW and
TDSDGVRPMTW.

We used the distribution data from an e-commerce business of fresh agricultural
products in Shanghai. The data of one distribution center and 24 customers are shown in
Table 6, including the locations of the distribution center, individual customers, demand,
types of demand and time windows. Note, however, that the latitude and longitude of the
customer’s location are converted to X/Y coordinates for convenience. Types represent the
types of fresh agricultural products that customers need. All types of fresh agricultural
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products in a refrigerated vehicle are loaded, and a certain temperature for delivery is set.
The storage temperature of the vehicle is determined by the lowest temperature required
among all types of fresh products. This is the company’s current distribution strategy.
The corresponding cost is calculated based on the company’s actual distribution schemes
and the constraints of the mathematical model established in this paper. According to
the real vehicle data from the company, the total number of available vehicles is adjusted
to QL = 15 and the maximum capacity is adjusted to QK = 1500. Other than that, all
other parameters remain the same as in Section 2.6. Table 7 shows the relevant data for
each model. Note that TC in Table 7 is the travel cost, FC is the fixed cost, and SC is the
service cost. The relevant data of the TDGVRPTW model in Table 7 is the calculation
result. The data corresponding to the TDMCGVRPTW model and the TDSDGVRPMTW
model in Table 7 are obtained by using the VNS-NSGA-II algorithm and TOPSIS method
proposed in this paper. Note, however, that Gap_mc in Table 7 refers to the difference
between the related data of TDMCGVRPTW and TDGVRPTW, and Gap_sd refers to the
difference between the related data of TDSDGVRPMTW and TDGVRPTW. Figure 9 is
a comparison of all data of the three models. Each column in the figure represents the
total cost of a model, where different colors represent different itemized costs. Broken
lines represent customer satisfaction for different models. The scale on the left of the
vertical coordinate corresponds to the value of total cost, while the scale on the right of
the vertical coordinate corresponds to the value of satisfaction. The data presented in
Table 8 can be used to analyze the different choices made by companies on the basis of
different strategies when they have to give up part of the customer orders or the number of
vehicles is limited. Table 8 shows the quantity and on-time rate of delivery of each type
of agricultural product under three different strategies. On-time delivery means that the
vehicle completes the delivery service for the customer within the customer’s time window,
under the circumstance of which the customer satisfaction is greater than 0. Note, that PD
refers to the number of items delivered punctually. Proportion means the percentage of
the quantity of products delivered punctually in the total demand for that type of product.
Refrigeration cost per minute represents the refrigeration cost per minute for preserving the
corresponding type of product. Total demand refers to the total demand of all customers
ordering the corresponding type of product.

Table 6. Relevant data of distribution center and 24 customers.

No. X Y Demand (kg) Ready Time Due Time Types

0 31 47 0 5:00 17:30
1 37 61 500 6:30 8:30 A, B
2 31 29 350 5:30 8:30 A
3 51 57 600 6:00 9:00 A
4 51 32 900 12:00 15:00 B, C
5 11 42 1200 8:00 12:00 A, D
6 21 42 100 15:00 16:00 B
7 16 62 250 6:00 11:00 A, C
8 6 55 400 7:30 10:00 A, B
9 51 72 800 9:00 10:30 C

10 26 72 750 11:00 11:30 B
11 16 77 600 7:30 9:30 D
12 46 47 800 6:00 8:00 A, C
13 26 37 1150 10:00 11:30 B, D
14 11 22 1000 5:00 7:00 A, C
15 26 17 400 14:30 16:30 A, D
16 6 32 900 5:30 7:00 C
17 1 42 150 6:00 8:00 A
18 16 52 500 7:00 8:30 D
19 11 72 800 6:30 8:00 B, C
20 41 77 450 8:30 9:30 A
21 41 32 500 7:30 10:30 B, C
22 41 22 850 13:00 14:30 A
23 51 17 1450 7:00 12:00 A, D
24 61 47 150 9:00 11:30 B
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Table 7. Comparison of three delivery strategies.

TTC TC FC SC RC CC Satisfaction

TDGVRPTW 2680.95 1194.32 260.00 72.00 861.88 292.75 76.36
TDMCGVRPTW 2587.27 1317.44 260.00 117.00 594.55 298.28 68.15

TDSDGVRPMTW 2525.17 1246.67 220.00 174.00 603.89 280.60 87.04
Gap_mc −93.68 123.12 0.00 45.00 −267.33 5.53 −8.21
Gap_sd −155.78 52.35 −40.00 102.00 −257.98 −12.15 10.68

Figure 9. Total cost and satisfaction comparison of different models.

Table 8. The quantity of each type of product delivered punctually under three strategies.

A B C D

PD Proportion PD Proportion PD Proportion PD Proportion

TDGVRPTW 4450 78.21% 3060 71.66% 2795 75.95% 1245 65.18%
TDMCGVRPTW 3525 61.95% 2730 63.93% 2645 71.88% 1435 75.13%

TDSDGVRPMTW 5290 92.97% 3770 88.29% 3020 82.07% 1375 71.99%
Refrigeration cost per minute 0.65 0.68 1.02 1.13

Total Demand 5690 4270 3680 1910

As shown in Table 7 and Figure 9, the proportion of each cost in the total cost is
roughly the same despite the different strategies taken, which shows that the delivery
schemes produced by the method with two different models in this study are feasible.
TDGVRPTW and TDMCGVRPTW have the same fixed cost, which means that the two
strategies use the same number of vehicles. Compared with the RC of TDGVRPTW, the
RC of TDMCGVRPTW and TDSDGVRPMTW has been greatly reduced, which shows
that both the multi-compartment distribution strategy and the split delivery with a single
compartment distribution strategy can greatly reduce the refrigeration cost.

However, it can be found that there are many differences between the three dis-
tribution strategies. As shown in Table 7 and Figure 9, the total cost and satisfaction
of TDSDGVRPMTW are optimal among the three delivery strategies. The total cost of
TDSDGVRPMTW is 5.81% lower than that in TDGVRPTW, and the satisfaction of TDS-
DGVRPMTW is 10.68 points higher than that in TDGVRPTW. In other words, the dis-
tribution strategy of split delivery with a single compartment proposed in this paper
can reduce the total cost and improve satisfaction. For the total cost, FC, RC and CC of
TDSDGVRPMTW are all lower than those in TDGVRPTW. Although TDSDGVRPMTW
is higher than TDGVRPTW in terms of TC and SC, the small difference will not trigger
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a large increase in TTC. Comparing TDMCGVRPTW with TDGVRPTW, it can be found
that although the TTC of TDMCGVRPTW is 3.49% lower than that of TDGVRPTW, the
customer satisfaction of TDMCGVRPTW is 8.21 points lower than that of TDGVRPTW.
This means that the strategy reduced total costs at the expense of satisfaction. The RC of
TDMCGVRPTW is lower than those of TDGVRPTW, but the TC, SC and CC are higher than
those of TDGVRPTW. A high CC means that more carbon emissions are generated, which
is not conducive to environmental protection.

As shown in Table 8, customers have the largest demand for A and the smallest
demand for D. A has the lowest refrigeration cost, while D has the highest refrigeration
cost. Three different delivery strategies show three different ways of allocating shipping
capacity. The on-time rates of delivery of TDGVRPTW to A, B, and C are similar, which
shows that the strategy will choose not to deliver the products with the lowest demand and
the highest refrigeration cost when the number of vehicles is limited and some customer
orders must be abandoned. TDMCGVRPTW has lower on-time rates of delivery for A
and B than it does for C and D. This suggests that the strategy will choose to not deliver
products that are in greater demand and have lower refrigeration costs when the number of
vehicles is limited. This result is consistent with the findings of Hsu and Chen [2]. However,
this strategy produces very low satisfaction. TDSDGVRPMTW has lower on-time rates of
delivery for C and D than for A and B, which suggests that the strategy will not deliver
products with lower demand and higher refrigeration costs when the number of vehicles
is limited. The on-time rate of delivery of this strategy for each product is much higher
than that of TDGVRPTW, which is why the satisfaction of this strategy is higher than that
of TDGVRPTW.

From the above analyses of results shown in this experiment, it can be concluded that
the distribution strategy represented by TDSDGVRPMTW is most suitable for the real-
world case presented in this study. There are many differences between the experimental
results of TDSDGVRPMTW and TDMCGVRPTW. Comparing the results of this experiment
with research on multi-compartment vehicle routing problems [2–4], it can be found that
the reasons for these differences are as follows:

1. Split delivery would allow customers ordering multiple agricultural products to be
served by multiple vehicles, meaning that each vehicle would serve more customers
and travel longer routes, which leads to higher travel costs and service costs. However,
split delivery keeps each product at the optimum temperature for transport, which
greatly reduces refrigeration costs and lowers the total cost.

2. Split delivery allows each vehicle to deliver a smaller number of products to customers,
which leads to a shorter service time that makes the vehicle more likely to finish each
delivery and leave the customer within the optimal service time window, resulting
in higher customer satisfaction. Another reason for the high level of satisfaction is
that TDSDGVRPMTW chooses to refuse orders with products of small quantity and
prioritizes serving customers ordering products of large quantity.

3. Divide a vehicle’s compartment into multiple sections. Each of them transports one
type of agricultural product with different optimum temperatures as needed. Al-
though this can reduce refrigeration costs, if a customer’s demand for a certain type of
agricultural product exceeds the capacity of the divided compartment, multiple deliv-
eries are required to meet the customer’s demand for this type of agricultural product
and more vehicles are needed, leading to high travel costs and carbon emissions.

4. Customers have multiple time windows to choose and therefore vehicles have more
opportunities to arrive at locations and complete services during a certain time win-
dow. The advantages of multiple time windows over a single time window will be
leveraged, especially when a customer needs to be served by vehicles multiple times.
One customer in TDMCGVRPTW needs the service of multiple vehicles, however,
each customer has only one time window, and consequently many vehicles arrive
at the location of the customer out of the time window, leading to very low cus-
tomer satisfaction. Another reason for the low satisfaction is that TDMCGVRPTW
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chooses to refuse many orders for items that are in high demand, leaving many
customers unserved.

5. Therefore, the number of vehicle compartments, the capacity of each compartment,
and the number of product types demanded by customers are the factors that deter-
mine why TDMCGVRPTW chooses not to deliver products that are in high demand
and TDSDGVRPMTW chooses the opposite. The compartment of the vehicle in
TDMCGVRPTW is divided into four parts. When a customer’s demand for a certain
product exceeds the compartment capacity, multiple vehicles are required to deliver
the same product to that customer. When the number of vehicles needed to serve the
customer exceeds the number of types of products the customer orders, the service
cost is too high and the order will be refused by TDMCGVRPTW. Therefore, under this
circumstance, the advantages of TDSDGVRPMTW over TDMCGVRPTW can be ob-
served. In terms of product types, TDSDGVRPMTW needs fewer vehicles to complete
the distribution to the customer with lower service costs, thus, this customer order
will not be refused. When the number of such customers is large, TDSDGVRPMTW
would naturally become the best strategy.

4. Conclusions

This paper presents a study on the split delivery vehicle routing problem that arises
in the distribution of fresh agricultural products. A mathematical model considering
travel cost, fixed cost, service cost, refrigeration cost, carbon emission cost and customer
satisfaction was developed to find an optimal solution for the problem. In this paper, time-
varying road network constraints are added to the model and multiple time windows are
set for each customer. To solve this problem, a variable neighborhood search combined with
the non-dominated sorting genetic algorithm II (VNS-NSGA-II) and techniques for order
preference by similarity to an ideal solution (TOPSIS) are proposed and applied. In the stage
of genetic evolution, adaptive functions are used to dynamically adjust the probability of
crossover and mutation. Moreover, the variable neighborhood search operators are added
to enhance the search abilities of the algorithm. After the Pareto-optimal front is obtained,
the TOPSIS method is used to screen out the solutions that meet the needs.

In this paper, the VNS-NSGA-II algorithm, MOGE algorithm and NSGA-II algorithm
are compared in terms of the Pareto-optimal front and convergence of the algorithm using
Solomon’s benchmark of different sizes. For benchmark instances with customer sizes of 30,
50, 70, and 100, the VNS-NSGA-II algorithm can obtain a better Pareto-optimal front than
NSGA-II and MOGE. In terms of the average total cost, VNS-NSGA-II is 10.03% lower than
NSGA-II, and 7.61% lower than MOGE. In terms of satisfaction, VNS-NSGA-II is 8.77 points
higher than NSGA-II and 6.48 points higher than MOGE. In terms of convergence, the total
cost of the VNS-NSGA-II algorithm converges after 142 iterations, while the satisfaction
converges after 49 iterations, and the number of iterations is smaller than the other two
algorithms. It is proved that the VNS-NSGA-II algorithm has better search efficiency
and the Pareto-optimal front is appropriate to be applied in the case of this study. The
optimal solution selection experiment also proves that the TOPSIS method can select the
appropriate solution from the Pareto-optimal front. Finally, the results of a real-world case
show that the TDSDGVRPMTW solution proposed in this paper is better than the existing
solutions of TDGVRPTW and TDMCGVRPTW. The total cost of the TDSDGVRPMTW
solution was 5.81% lower than the existing solution and the satisfaction was 10.68 points
higher. Although the TDMCGVRPTW solution is 3.49% lower than the existing solution in
terms of the total cost, satisfaction is 8.21 points lower than the original solution.

The contributions of this paper include the first multi-objective optimization model of
TDSDGVRPMTW for fresh agricultural product distribution and propose the VNS-NSGA-
II algorithm to find the Pareto-optimal front and select the appropriate solution with the
TOPSIS method. The experiment verified the advantages of this method and found that
the model of TDSDGVRPMTW can effectively reduce the cost of fresh agricultural product
distribution and improve customer satisfaction. Enterprises can use the method proposed
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in this paper to model and select from different distribution strategies, so as to find the
optimal one that suits their needs.

Comparing the experimental results in this study with those from Chen et al. [4],
Reed et al. [3] and Hsu and Chen [2] can provide some insights into distribution management.
The customer’s demand, the number of types of products that the customer orders, and the
capacity of each compartment in the multi-compartment delivery system, are the major fac-
tors that determine whether to use delivery by use of a multi-compartment vehicle or split
delivery by a single compartment vehicle. As shown in the experiment of Reed et al. [3], it
is reasonable to use multi-compartment vehicles for delivery when the customer requires
several types of products and the customer’s demand for a certain product does not exceed
the capacity of each compartment. The experiment of a real case in this study shows that it
is reasonable to split delivery with a single compartment vehicle when a customer requires
a few types of products and the customer demand for a certain product exceeds the capacity
of each compartment. The experiments in this paper also found that loading all types of
fresh agricultural products in a vehicle and setting one single temperature for distribution
is worse than the above two strategies.

On the other hand, this study has some limitations. In this paper, the calculation of
carbon emissions does not consider the road slope, and it is not accurate enough since it only
considers the vehicle speed, load weight and travel distance. Although the VNS-NSGA-II
algorithm proposed has a good performance, there is still room for further optimization. For
example, some heuristics are added in the initial population generation stage to improve
the quality of the initial population. In this paper, the TOPSIS method is selected to
screen suitable solutions from the solution set and to represent the effectiveness of this
method. However, there are many multi-attribute decision-making methods, such as
the elimination and choice expressing reality (ELECTRE) method, the preference ranking
organization method for enrichment evaluations (PROMETHEE) method, and the analytical
hierarchal process (AHP) method, and so on. In future, these methods can be applied to
compare with the TOPSIS methods and to find more suitable ones for future research on
TDSDGVRPMTW. In addition, it was found that the number of types of products needed
by customers, the quantity of each ordered product, and the capacity of each compartment
in a multi-compartment vehicle were factors that have an impact on what delivery strategy
should be selected. Furthermore, how each factor affects the selection of delivery strategies
is worth further study.
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Abstract: Farm Management Information Systems (FMIS) assists farmers in managing their farms
more effectively and efficiently. However, the use of FMIS to support crop cultivation is, at the present
time, relatively expensive for smallholder farmers. Due to some handicaps, providing an FMIS that
is suitable for small-holder farmers is a challenge. To analyze this gap, this study followed 3 steps,
namely: (1) identified commodity and research area, (2) performed Farmers’ Information Needs
Assessment (FINA), and (3) developed the conceptual model using the Soft System Methodology.
Indonesian smallholder chili farmers are used as a case study. The most required information
of smallholder’ farmers was identified through a qualitative questionnaire. Despite this, not all
identified information needs could be accurately mapped. Thus, this indicates the need for a new
FMIS conceptual model that is suitable for smallholder farmers. This study proposes an FMIS
conceptual model for farm efficiency that incorporates five layers, namely farmers’ information needs,
data quality assessment, data extraction, SMM (split, match and merge), and presentation layer. SMM
layer also provides a method to comprehensively tackle three main problems in data interoperability
problems, namely schema heterogeneity, schema granularity, and mismatch entity naming.

Keywords: farm management information system; farmers’ information needs assessment; soft
system methodology; smallholder farmers; conceptual model; Indonesian chili farmers

1. Introduction

1.1. Background

The Farm Management Information System (FMIS) is a tool to assist farmers in man-
aging their farms more effectively and efficiently. FMIS is a system that deals with the
accuracy of data, optimization of the use of available resources, and processes by using
advanced technologies for cultivating the farm [1]. Some researchers propose approaches
to improving functionalities, such as improving management systems’ functionality, in-
teroperability, database inter-networking, and improving software architecture [2]. In the
primary studies, 14 FMIS features appeared more than 7 times and 11 FMIS barriers ap-
peared 3 times or more [3]. By accurately using FMIS, farmers can manage their farms more
effectively and efficiently [4]. The main characteristics of existing FMISs are tailor-made
applications that offer advanced functionality, focus on large farms, and concentrate solely
on the specific needs of the users [3]. Moreover, over 75% of existing FMIS applications
require a dedicated desktop computer to operate [5], rendering the current FMIS appli-
cation expensive, especially for smallholder farmers. Therefore, providing an FMIS at an
affordable price for smallholder farmers is challenging [6].

We should pay attention to smallholder farmers when developing an FMIS application
due to some reasons. At present, there are about 570 million farms globally, of which, more
than 475 million are smallholder farmers [7,8]. Smallholder farmers have common char-
acteristics, including: (a) occupying a farm smaller than 2 ha [7], (b) the use of traditional
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product market chains, (c) the use of family labor on the farm, (d) have on-farm activities
as their only source of income, (e) employ the traditional farming system, (f) have limited
financial support, and (g) operate without a form management system [9]. Thus, the appli-
cation of FMIS by smallholder farmers is impossible considering their lack of knowledge
as well as the costs and constraints associated with it. Providing an FMIS application that
is suitable for smallholder farmers at an affordable price is a herculean task [10]. This
study aimed to answer the main question: “how to develop an FMIS conceptual model
that is applicable for smallholder farmers?” There are 3 main goals in this research, namely
(1) identification of the smallholder farmers’ information needs, (2) mapping information
need into the existing FMIS conceptual model to find the gap between the existing concep-
tual model with the information needed, and (3) develop an FMIS conceptual model for
smallholder farmers.

1.2. Previous Work

The Farmers’ Information Needs Assessment (FINA) is a common method for iden-
tifying farmers’ information needs. Various studies using FINA have already been con-
ducted [11–19]. In this method, the collection of information required is grouped based
on some criteria, making it more understandable [11,12,17]. However, the literature study
conducted did not find any relevant research that uses the agribusiness subsystem in group-
ing information. In addition, no research was found to have explicitly used a qualitative
approach in data collection, even though it generates various benefits over the quantitative
approach [9]. For farmers’ information need assessment, the qualitative approach promises
some benefits such as obtaining an in-depth understanding of what information is most
needed by farmers and finding indigenous information that was often unthinkable before.

Furthermore, many researchers have presented various perspectives concerning FMIS.
Some authors highlighted its technical aspects [1,20] while others underscored the non-
technical aspects [5,21,22]. These discussions, however, have proven to be restricted as
they failed to consider smallholder farmers. To address this gap, this study proposes
a conceptual model for Small Farm Management Information System (sFMIS) that is
relatively distinctive compared to the existing FMIS conceptual model.

The development of the sFMIS conceptual model adheres to three principles. Firstly, it
only provides the functionalities required by smallholder farmers to reduce the develop-
ment cost. Secondly, it optimizes the use of open external data sources to reduce operational
costs. Finally, it is available as a mobile-based application to reduce equipment expenditure.

However, deploying sFMIS can be challenging and presents many problems. One
main drawback is understanding the information needed by farmers. Handling data
interoperability problems relating to the use of external data sources is another challenge.
Some problems associated with data interoperability are schema heterogeneity, schema
granularity, entity naming mismatch, and data type mismatch [10]. Much research to
date has tried to address the data interoperability problems associated with the usage of
external data sources. There are three main problems in data interoperability at the schema
level, namely schema heterogeneity, granularity data, and inconsistency field naming.
Some researchers tried to tackle the problems by using the ontology matching approach.
AgreementMaker [23], COMA++ [24], Cupid [25], Falcon-AO [26], and S-Match [27] are the
most commonly used and discussed ontology matching approaches in the literature. Other
researchers, on the other hand, tried to address the data interoperability problems using
the database approach [28–30]. Despite these initiatives, no study so far has integrated all
three obstacles that may arise in using external sources comprehensively.

Another thing that should be considered in application development is the adoption
of new technology or application to target users. A new application is useless if it is not
adopted by the target users. Indeed, introducing a new application to small farmers is not
an easy challenge. Some aspects play an important role in adopting the new application, on
the adopters’ side, namely: technologies’ technical features, users’ perceptions (farmers and
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farm employees) of innovation attributes, and users’ characteristics such as age, education
level, and existing computer skills [31].

Indonesia is an agricultural country. There are 27,682,117 agricultural households in
Indonesia and approximately 10,104,682 of them work in the horticulture sub-sector [32].
However, from the literature study conducted, no research has been found related to
the use of FMIS in supporting farming in Indonesia. Several earlier studies focused on
certain aspects of the FMIS ecosystem. For example, some studies focus on monitoring
plant growth [33], climate and planting calendars [34], water management [35], the use of
drones [36], and related product marketing [37]. In addition, there is no mobile application
(Android) that offers the use of FMIS as an agribusiness ecosystem. Existing applications
are related to cultivation (SIPINDO, MyAgri, Lumbungin, Digitani), pest control (drtania,
Plantix), marketing (tanihub, sayurbox), and financing (iGrow).

2. Methodology

The methodology used in this study is a combination of several methods, namely the
purposive sampling method in selecting the commodity and research area, simple random
sampling in selecting respondents, Farmers’ Information Needs Assessment (FINA) in
identifying information mostly needed by farmers, and Soft System Methodology (SSM) in
developing the conceptual model. The block diagram of the methodology is presented in
Figure 1, as explained as follows:

Figure 1. Research Methodology.

2.1. Determining Commodity and Research Area

The first step was determining the commodity and research area. Since the scope
of the agricultural sector is extensive, various commodities or different agroecosystems
require distinct handling methods. However, no method is suitable for all. Therefore, this
study employed the case study approach. There are two activities in this step, namely the
select commodity and the select research area.

2.1.1. Select Commodity

The purposive sampling method was applied to select the commodity. The commodity
selection is based on two important considerations: it is a seasonal crop with a life cycle
of fewer than six months, and it is traditionally cultivated by the majority of smallholder
farmers in Indonesia.

Chili (Capsicum annum L.) was used as a case study because it is one of the strategic
commodities in Indonesia. The need for chili in Indonesia continues to grow with the
increase in income and population [38]. Additionally, chili farming ensures high profits in
a relatively short time. Chili plants are ready to be harvested from the age of 3–4 months
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and the harvesting can be performed once a week until the plants are 6–7 months old [39].
Moreover, chili cultivation has a benefit to cost (B/C) ratio of 2.4 [39]. Despite the promising
high profits, chili farming in Indonesia confronts a diverse range of challenges. Most
Indonesian chili farmers are smallholder farmers, with each farmer cultivating only less
than 0.5 hectares. They face a lack of information on new cultivation technology and in
handling pests and diseases that often damage chili crops problems. They also struggle
with high price fluctuations resulting from changes in supply and demand, and limitations
in production capital and access to financing sources.

2.1.2. Select Research Area

The selection of research area started with selecting a province and was followed
by selecting a district and sub-district. The purposive sampling method was employed.
To select a province as a case study, statistical data analysis of the plantation area and
average annual contribution to national chili production were considered. Thus, the
West Java province was chosen based on the data obtained from the Central Bureau of
Statistics [32,33]. The districts in this study, on the other hand, were selected based on
three criteria: harvest area, distance to the research location, and willingness of the key
informant. Thus, Sukabumi and Bandung Barat Districts were chosen as the research areas.

2.2. Conducting Farmers’ Information Needs Assessment

The following step is assessing the farmers’ information needed. This step includes
four activities, namely: constructing a qualitative questionnaire, selecting respondents
and conducting data collection, analyzing data, and mapping information needs into the
existing FMIS conceptual model.

2.2.1. Construct a Qualitative Questionnaire

The first step in FINA was to construct a semi-structured qualitative questionnaire
to elicit in-depth responses from the selected respondents in the study. The questionnaire
was divided into two sections: the farmers’ characteristics, and the farmers’ information
needs. The respondents’ characteristics section consists of three groups of information:
respondent’s profile, ownership of the mobile phone, and a willingness to try a new ap-
plication. Moreover, the farmers’ information needs were categorized into five aspects
following the agribusiness subsystems, namely: pre-planting, planting, harvesting, market-
ing, and supporting.

2.2.2. Select Respondents and Conduct Data Collection

The respondents were selected using simple random sampling. A total of 50 farmers
were selected as the respondents, of which 27 farmers were from the Suntenjaya, a sub-
district of Bandung Barat district, and 23 farmers from the Caringin and Kadudampit, a
subdistrict of Sukabumi district.

The data collection was started with an explanation of the aim of the study and
guidelines on how to fill out the questionnaire. The process continued with filling out
the questionnaire by the respondents. In the end, an in-depth discussion with the key
informant and some farmer representatives was carried out to collect more data.

2.2.3. Analyze the Data

The farmers’ profiles were analyzed using the distribution frequency method. The
analysis process started with grouping the data based on the “interval” or “bin” that had
already been defined. The Data Analysis tools provided by Microsoft Excel were used to
calculate the distribution frequency for each internal data.

The farmers’ information needs were examined using word frequency analysis. Firstly,
all collected data were divided into a list of words or terms using the text preprocessing
method. In detail, text preprocessing consists of five consecutive processes: splitting into
words, tokenizing, finding the root of the word, dropping unrelated words or terms, and
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grouping similar terms. After that, the frequency for each word/term is conducted by
computing the occurrence frequency for each word or term and sorting the occurrence
frequency from highest to lowest score.

2.2.4. Map Information Needs into the Existing FMIS functionality

The activities in this step include determining FMIS conceptual model as a reference,
mapping into the existing reference model, and finding the gap between information needs
with the reference model. All activities were executed manually. This study uses the FMIS
conceptual model by Sorensen [40] as a reference conceptual model. The output produced
in this activity formed the basis for deciding whether to apply the existing conceptual
model or to propose a new one.

2.3. Developing the Conceptual Model

The next step is developing the conceptual model using Soft System Methodology
(SSM). SSM is a cyclical learning system that utilizes different human activities to investigate
the actors in the real-world problem situation, how they perceive that situation, and their
readiness [41]. The main aim of this step is to decide on the appropriate activity, taking
into account the perceptions, judgments, and values of various actors [42]. Although SSM
originally consists of seven stages [41], it is not necessary to follow all of the phases [43].
For this study, only the first five stages of SSM were adopted to develop the model.

2.3.1. Identify the Existing Problem Situation

This first stage in SSM is to find out the problem situation and understand what the
system is. Any possible problems that may be encountered were identified. This process
was conducted through desk study and group discussion. The output of this step is all
problems that may arise with the system that need to develop.

2.3.2. Convert the Problem Situation into a Structured Problem

The following stage is converting the problem situation into becoming structured
problem. This was executed by organizing the unstructured problems that were already
identified into structured problems. The mnemonic CATWOE (Customer, Actors, Trans-
formation Process, Worldview, Owners, Environmental constraint) analysis method was
employed to organize. The result of the CATWOE analysis was translated into a “Rich
Picture”, presenting a whole picture of the developed system.

2.3.3. Formulate Root Definition of Relevant System

The structured problems were analyzed to find the system under investigation using
a root definition approach. A root definition is a sentence that describes the ideal system:
What does the system do? How does it function? What is its purpose?

2.3.4. Build a Conceptual Model of the Human Activity System

The main purpose of this stage is to produce a model of what the system should
execute. Data gathered from earlier works and previous models are used as references in
the development of the conceptual model. The outcome is an FMIS conceptual model for
smallholder farmers with Indonesian chili farmers as a case study.

2.3.5. Compare the Conceptual Model with the Identified Problem Situation

The final stage ensures that the identified problems have been addressed in the con-
ceptual model, using a diligent mapping process for each part of the conceptual model into
each identified problem.
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3. Results

This study uses chili commodities as a case study. The 50 smallholder farmers from
Bandung Barat and Sukabumi District, West Java province, were selected as respondents.
Quantitative analysis of the respondents’ characteristics indicates that the target respon-
dents from the study are following the objectives of the study. Moreover, through the
word frequency analysis of the questionnaire, the most information needed by smallholder
farmers was identified. Additionally, through qualitative methods and in-depth discussion,
some information that was not thought of before was found. However, not all identified
information needs could be precisely mapped into the existing FMIS conceptual model.
Therefore, a new FMIS conceptual model for smallholder farmers was proposed. Different
from the existing conceptual model, the proposed model focuses on utilizing as much as
possible external data sources, can handle data interoperability problems that may occur,
and provides Android as an application interface platform.

3.1. Farmers’ Information Needs
3.1.1. Analyzing the Respondent’s Characteristics

Three groups of information in respondents’ characteristics were included in the
analysis, namely: respondents’ profile, mobile phone ownership, and a willingness to
try a new application. The descriptive analysis was used to analyze the respondents’
characteristics. The analysis showed that the majority of respondents are smallholder
farmers, they have a mobile phone and are willing to install a new application under
some conditions.

Respondents’ Profiles

The basic demographic features of respondents are shown in Table 1. The respondents
had a mean age of about 38 years old and were mostly composed of low-level educated
individuals, smallholder farmers, and renters of farmland for their cultivation. Approxi-
mately 78 percent of the respondents cultivated rented farmland, and 20% cultivated on
their owned farmland. Additionally, the respondents cultivate on land with an average area
of roughly 0.6 hectares, in a range between 0.1 and 2 hectares. However, the respondents
had an average of 14 years of on-farm experience, in the range of 1 to 35 years.

Table 1. Demographic characteristics of respondents.

Variable
Total Respondents

n = 50
p-Value

Age (mean ± SD, range (in years old)) 37.6 ± 9.7 (16–57) <0.01

Education Level (n, %)
Primary school 25 (50%)

Secondary School 16 (32%) <0.01
High school 8 (16%)

Bachelor 1 (2%)

Experience (mean ± SD, range, in years) 13.5 ± 9.2 (1–35) <0.01

Land ownership (n, %)
Owned 10 (20%)
Rental 39 (78%) <0.01

Owned and rental 1 (2%)

Cultivation area (mean ± SD, range, in Ha) 0.57 ± 0.48 (0.1–2) <0.01
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Mobile Phones Ownership

The mobile phone ownership of the respondents is shown in Table 2. It was found
that 72% of the respondents owned a mobile phone, mostly an Android phone. In addition,
approximately 48 percent of respondents (or 77 percent of those using an Android phone)
subscribed to a monthly internet subscription, with slightly more than half of them (58%)
spending over Rp. 50,000 (US $4).

Table 2. Mobile phone ownership of smallholder chili farmers in Sukabumi and Bandung
Barat districts.

Variable Criteria/Range Frequency Percentage

Mobile phone ownership No 14 28%

Yes 36 72%

Total 50 100%

Mobile phone operating system Android 31 62%

Feature phone 5 10%

No phone 14 28%

IOS 0 0%

Total 50 100%

Subscription to an Internet package No 7 14%

Yes 24 48%

No phone 14 28%

Feature phone 5 10%

Total 50 100%

Average expenditure on monthly 0–25,000 3 6%

data package (in IDR) 25,001–50,000 7 14%

50,001–75,000 6 12%

75,001–100,000 8 16%

No phone 14 28%

Not support 5 10%

Total 50 100%
Willingness to Try a New Application.

Another important aspect of the respondent’s profile is their willingness to try a new
application. It was found that 97.84 percent of the respondents considered trying new
applications if they met certain criteria, such as the application supporting their agricultural
farming activities, the application providing direct discussion to experts/extension workers,
and the application providing facilities for marketing their product. Analysis of data also
revealed three main factors influencing farmers to try new applications: ease of installation
and use; benefits they obtain; new experiences in using technology.

3.1.2. Analyzing the Farmers’ Information Needs

The specific information needs of the farmers were assessed based on their responses
using a word frequency method. There were 1298 pieces of information derived from
splitting, tokenization, and finding the root of the word. The details of all identified
information were grouped based on the similarity terms into 32 types of information
needed are presented in Appendix A Table A1.

Furthermore, all of the required information was sorted based on the occurrence
frequency to find the top ten information mostly needed by smallholder farmers. The in-
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depth discussion led to additional required information. All identified farmers’ information
needed is presented in Table 3.

Table 3. The smallholder farmers’ information needs in Sukabumi and Bandung Barat Districts.

Source of Data Information Needed Occurrence Frequency

Word frequency analysis cultivation technology 233

market price 128

agricultural financing 106

land preparation 97

consultation 96

market demand 68

handling pest and disease 65

another region with the same crop 60

seed description 59

weather forecast 54

In-depth discussion farmland location n.a

Farmland owner n.a

the existing crop that is being
cultivated n.a

financial record keeping n.a

recording their cultivation activities n.a

The “n.a” in occurrence frequency indicates that the information needs are obtained
from the in-depth discussion with representative farmers process and do not obtained
from the qualitative questionnaire that the respondents filled in. The in-depth discussion
was conducted with the “key informant” or “pioneer’ farmer” and several senior farmer
representatives, namely farmers who have more than 10 years of farming experience. With
in-depth discussion find information or idea that was not thought of before.

3.1.3. Mapping Farmers’ Information Needs into Existing FMIS Functionalities

Matching and mapping each identified information need with the reference conceptual
model was performed manually. The result of the mapping process presented in Figure 2
indicated that some information needs could not be mapped exactly on the referenced
FMIS conceptual model [40]. This demonstrates that not all functionalities provided in the
FMIS conceptual model required smallholder farmers; thus, establishing the importance of
a new conceptual model for the farmers to fully benefit from FMIS.

3.2. Develop a Conceptual Model

The result of the farmers’ information needs assessment was used to develop the
conceptual model. The proposed conceptual model consists of five layers, namely: farm-
ers’ information needs layer, assess the data sources quality layer, data extraction layer,
split-match-merge layer, and presentation/user interface layer. The detailed processes of
developing the conceptual model are as follows.
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Figure 2. Mapping smallholder farmers’ information needs into the FMIS Conceptual Model.

3.2.1. Identifying the Existing Problem Situation

As explained in the background section, providing an FMIS to smallholder farmers has
various challenges, including requiring a comprehensive understanding of the information
preferred by farmers and handling data interoperability problems associated with the use
of external data sources. Based on these challenges, several critical questions are considered
in providing sFMIS:

• Where do the data sources for each piece of information come from? Is this data
available online?;

• What is the quality of each candidate’s data source? Are all external data sources
eligible for extraction, transformation, and loading?;

• Data sources are available in many formats, what method is used to extract each data
source into a temporary database?;

• What is the process of transforming and loading data from the temporary database
into the application database? How the algorithm could tackle the data interoperability
problems that may arise in transforming and loading data process?;

• How can information be presented to users in an easy, inexpensive, and user-
friendly way?

3.2.2. Converting the Problem Situation into a Structured Problem

The unstructured problems identified earlier are organized. When using external data
sources, the following functionalities should be provided:

• External data source quality assessment;
• Data extraction for each eligible candidate’s external data source into the temporary

database;
• Data loading and transformation can handle data interoperability problems that

may arise.
• A friendly User Interface (UI).

Furthermore, the CATWOE method was employed, and the following items
were obtained:
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• Customer: the primary actor of this model is the farmer, and the secondary actors are
traders, experts/extension workers, and local government officers;

• Actors: the primary actors of this system are external websites that supplied data to
support the android application. Whereas secondary actors are a group of users that
interact with the android application, such as farmland owners, farmers, traders, and
other data providers;

• Transformation process: in collecting and inputting data, manually inputting data
transformed into an automatic process through extracting and loading data from many
external data sources;

• Worldview: external data sources that can potentially be reused by the system to help
farmers decide on aspects related to their farm;

• Owners: the primary owner of this system is the researcher who develops the sys-
tem, while the secondary owners are the organizations who implement and manage
the system;

• Environmental constraints: the primary constraints in developing the systems are
the quality of data provided by an external website and access rights to external
data sources. Whereas the secondary constraints are quality of infrastructure. Minor
constraints are the quality of network or Internet infrastructure when collecting data
from external data sources.

Moreover, to have a whole view of the system, the result of CATWOE analysis was
drawn into a “Rich Picture” as shown in Figure 3. The core element of this rich picture is
an sFMIS android application with four main customers/targeted users, namely farmers,
farmland owners, traders, and experts/extension workers. The android application has
support data from the application database through an API (Application Programming
Interface) service platform. There are two data sources for the application database, namely
manual data entry through the application e-form and data as a result of the extract,
transform, and load (ETL) process from the temporary database. The ETL process also
handles the data interoperability problem that may occur; whereas the temporary database
itself is a container of the data extraction process from many external data sources.

Figure 3. A rich picture in UML diagram format of the small Farm Management Information System
(sFMIS).

3.2.3. Formulating the Root Definitions of Relevant Systems

The next stage is formulating a root definition for the relevant system performed by
answering the three main questions as follows:

• What does the system do? The system can collect data from many external websites
and conduct the assessment of the quality of data sources, extract data, transform
them and load them into the application storage using the Android application;

• How does it function? The system will perform some functions, starting with identify-
ing candidate sources of data, collecting data from many external websites, assessing
the quality of the data sources, extracting, transforming, and loading data into the
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application storage, and providing an android application as the interface between
system and users;

• What is its purpose? The system should be easy to use by smallholder farmers. More-
over, this system should provide information deemed necessary by users. Additionally,
the system should have the capability to interact with smallholder farmers, especially
in managing their crop production process;

3.2.4. Building a Conceptual Model of the Human Activity System

After understanding the root definitions for the system, the next stage is creating a
conceptual model. All of the data collected in the earlier steps were compiled and analyzed
to develop the conceptual model. The result of developing the sFMIS conceptual model
for Indonesian Chili Farmers as presented in Figure 4 consists of five layers, namely:
(a) farmers’ information needs layer, (b) assess the data quality layer, (c) data extraction
layer, (d) split, match and merge layer and € presentation/user interface layer. The detailed
explanation for each layer is as follows:

a Farmers’ Information Needs Layer

This layer consists of the list of farmers’ information needs is the result from the FINA
as shown in Table 3. All of the information needs are a combination of the result of two
analysis methods, word frequency analysis and an in-depth discussion summary with the
key informant and two senior farmers.

b The data quality assessment layer

The second layer of the model involves assessing the data quality of all candidate data
sources. The first activity in this layer is to identify the candidate data sources for each
functionality. All identified candidate data sources for each sFMIS functionality are shown
in Appendix B Table A2.

The candidate data sources for each functionality were retrieved by “googling” re-
lated keywords and other sources of information. Among 15 functionalities required,
9 functionalities found candidate external data sources and 6 functionalities required man-
ual data entry. Furthermore, the process continued with assessing the quality of data
sources. This is a fundamental process because data from various external sources have a
variety of formats, platforms, levels of detail, and ownership models. Several researchers
have proposed assessment dimensions to evaluate data quality [44–49]. For this study, eight
of the most significant assessment dimensions from a combination of several references
are presented in Table 4. The weighting score for each dimension was calculated using
AHP (Analytical Hierarchy Process) method with a consistency index (CI) = 0.060395782
and consistency ratio = 0.042833888. The detailed scoring criteria for each dimension are
also shown.

Table 4. The eight dimensions of data quality assessment in Small Farm Management
Information System.

Weighting
Score

Scoring Criteria

No. Dimensions 5 6 7 8 9

1 Accessibility 0.28 protected login and sent
via email

login and
download file free with key free access

2 License 0.22 copyright limited free for
registered user

free for
registered user

free limited
service free

3 Source
reliability 0.17 personal

blog/others
others’

company
Other

organization
well-known

company
Government/

international org

4 Connectedness 0.13 others pdf html XLS/csv API/RDF

5 Accuracy 0.09 very low low medium high very high
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Table 4. Cont.

Weighting
Score

Scoring Criteria

No. Dimensions 5 6 7 8 9

6 Completeness 0.06 20% 40% 60% 80% 100%

7 Format
Consistency 0.04

not use
standard,

inconsistent

not use
standard,

inconsistent

not use
standard,
consistent

use standard,
inconsistent

use standard,
consistent

8 Timeliness 0.02 never seldom sometime often always

 

Figure 4. The small Farm Management Information System Conceptual Model for Indonesian
Chili Farmers.
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Moreover, assessing the data quality for each candidate’s external data source uses
a multi-criteria decision-making (MCDM). Appendix C Table A3 presented the details
assessment score for each candidate’s external data source. Among 35 candidate external
data sources, 26 were accepted and eligible as external data sources, and 9 were rejected.
However, some accepted data sources require manual intervention before they could
be used, such as seed description and handling pest disease. Additionally, three types
of candidate external data sources were rejected: those with un-supported data format,
granularity data, and access-rights problems. Most of the data coming from the android
application were rejected due to technical constrains.

c Data extraction layer

The data extraction layer consists of four data extraction methods depending on the
format of the data provided. The first one is Linked Open Data (LOD), a tool used to data
extract the external data sources that are available in RDF format. The second is the data
extractor API, a tool used to extract data from the external data sources that provide the
API service. The third method is a web crawler, which draws out the external data source
that is available on static pages. The last one, the web scraper, extracts the external data
source that is available on dynamic pages. The output of data extraction processes will
then be saved in temporary storage for the next layer to transform and load the data. The
flowchart to select the data extraction method based on the data provided by external data
sources is presented in Figure 5.

d Split, match, and merge layer

The following layer in the conceptual model involves splitting, matching, and loading
the data. This layer is the most important in this conceptual model since the quality of
the information provided to the users depends on it. Data are loaded from the temporary
database into the application database, as illustrated in Figure 6.

Figure 5. The flowchart in selecting data extractor tools.
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Figure 6. The details of the split, match and merge method with a multi-matcher algorithm.

The “split-match-merge method with multi-matcher algorithm” [10] was employed
for this step. This layer consists of a series of activities. The first activity is converting
both application and data source databases into a set of tuples. The application database
developed referred to the OntoFMIS (http://103.169.28.91/ontofmis/, accessed on 22
March 2022), an ontology for small farm management information systems. Furthermore,
the following activity is class matching between data source table_name and reference
table_name. The next activity is is extracting each schema based on the result of class
matching. For each class matching, the process continued with column name matching and
datatype matching. Moreover, this layer also handles data interoperability problems that
may arise, such as schema heterogeneity, the granularity of data, mismatch data type, and
mismatch field naming. The output of this layer is an application database that is ready for
Android applications to supply data to users.

The split-match-merge method is a modification of the method proposed by Wick-
ham [50]. This method is aimed at making the matching and mapping process run ef-
fectively and efficiently. Through this method, the matching and mapping process only
executes one-to-one matching between temporary database table structure application
database table structure. While the multi-matcher algorithm is the heart of this model.
The quality of data presented to the users depends on the proses inside the multi-matcher
algorithm. A combination of hybrid and composite from many matcher algorithms was
used to construct this algorithm. All data interoperability problems that may arise are
tackled using this algorithm. Matcher algorithms that executed cascade in this paper are
as follows:

• Exact-matcher: a matcher to find whether two words exactly match;
• Word synonym: a matcher to check whether two strings are synonyms. A total of

3 sources were used as of dictionary, namely (1) Wordnet in English, (2) Wordnet in
the Indonesian Language, and (3) creating own dictionary;

• Similarity matcher: a matcher to find the similarity of two terms. This study uses a hy-
brid model as a combination of five string-similarity algorithms, namely: (1) Levenshtein,
(2) Jaro-Winkler, (3) Cosine similarity, (4) Longest Common Substring (LCS), and (5)
Sorensen-dice. The result for each algorithm was normalized and following with
calculation the average similarity with the acceptance score is 0.9.
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Moreover, the evaluation performance of the ‘split-match-merge method with multi-
matcher algorithm” to tackle the three data interoperability uses the precision, recall,
and accuracy indicators. The result of evaluating the algorithm to handle each data
interoperability problem is as follows:

• Mismatch entity naming. The mismatch entity naming is conducted by matching each
entity naming of the temporary database with all entity naming of the application
database. There are 236 terms extracted from the temporary database and 251 terms
were extracted from the application database. Table 5 present the calculation confusion
matrix for handling the mismatch entity naming problem.

Table 5. Calculation TP, TN, FP, and FN in handling mismatch entity naming.

Manual Checking
True False

A split-match-merge method
with a multi-matcher algorithm

Positive TP = 138 FP = 18
Negative TN = 59,068 FN = 4

The accuracy, precision, and recall calculation consecutively as follows

Accuracy = (TP + TN)/(TP + FP + FN + TN)

= 0.88

Precision = TP/(TP + FP)

= 0.97

Recall = TP/(TP + FN)

= 0.94

• Schema heterogeneity problem. The handling schema heterogeneity problem is exe-
cuted through two steps, matching the table name, and matching the entity naming
for each matched table. Table 6 presents the calculation of the confusion matrix in
handling the schema heterogeneity problem.

Table 6. Calculation TP, TN, FP, and FN in handling schema heterogeneity problem.

Manual Checking
True False

A split-match-merge method
with a multi-matcher algorithm

Positive TP = 186 FP = 6
Negative TN = 6874 FN = 8

The accuracy, precision, and recall calculation in a row are as follows

Accuracy = (TP + TN)/(TP + FP + FN + TN)

= 0.98

Precision = TP/(TP + FP)

= 0.97

Recall = TP/(TP + FN)

= 0.96

• Schema granularity problem. The handling schema granularity problem is executed
by matching the entity naming of the table of the application database into the table
name of the temporary database and matching the entity naming of the table of the
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temporary database into the table name of the application database. The confusion
matrix in handling schema heterogeneity problem is presented in Table 7.

Table 7. Calculation TP, TN, FP, FN in handling schema granularity problem.

Manual Checking
True False

A split-match-merge method
with a multi-matcher algorithm

Positive TP = 88 FP = 5
Negative TN = 30,139 FN = 12

The accuracy, precision, and recall calculation successively as follows

Accuracy = (TP + TN)/(TP + FP + FN + TN)

= 0.99

Precision = TP/(TP + FP)

= 0.946

Recall = TP/(TP + FN)

= 0.88

• Handling data interoperability problems comprehensively. Besides the performance in
handling data interoperability problems individually, the algorithm performance eval-
uation is also conducted in handling data interoperability problems comprehensively.
Table 6 present the result of the confusion matrix of TP, TN, FP, and FN.

The accuracy, precision and recall calculation consecutively as follows

Accuracy = (TP + TN)/(TP + FP + FN + TN)

= 0.998

Precision = TP/(TP + FP)

= 0.969

Recall = TP/(TP + FN)

= 0.959

e Presentation/user interface layer

The top layer of this model is the presentation layer which consists of two main
components. The first component is the API RESTful service server. This service is used
the Android applications utilizing information provided by the application database. This
component provides a push and pull service for storing and providing data. The second
component is an android application which acts as an interface between the system and
the users. Besides providing information, it also provides an e-form to enter data into
the system. There are five target users for this Android application, namely: smallholder
farmers as the main users, and four groups of the user as a supporting system, including
experts, extension workers, traders, and soil specialists. Expert and extension workers have
a role to answer all questions or requests for information raised by farmers. The trader’s
role is to submit information into the application if they need to buy chili stock owned
by farmers or offer to buy chili from farmers, whereas a soil specialist is a person who
appointed by authorized institutions to provide information related to the characteristics
of farmland managed by farmers.
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3.2.5. Comparing the Conceptual Model with the Identified Problem Situation

This stage aims to ensure that the conceptual model fully considers all of the problem
situations that were identified. The first layer of the conceptual model relates to a list
of farmers’ information needs. Moreover, the second layer deals with the functionality
of assessing the quality of the external data source of each candidate whereas the third
layer handles the extraction of data from each eligible candidate’s external data source into
the temporary database. The fourth layer transforms and loads data into the application
database. The last layer of the conceptual model deals with the functionality of a front-end
application. Based on these facts, we can conclude that the model considers all of the
identified problems.

4. Discussion

FMIS helps farmers to manage their farms effectively and efficiently. However, the
existing FMIS application is relatively expensive for smallholder farmers [6,51]. This
study proposed a new conceptual model of FMIS that is to satisfy the smallholder farmers’
information needs [18]. The proposed conceptual model consists of five consecutive layers.
To make an FMIS that is suitable for smallholder farmers, the development of the sFMIS
conceptual model adheres to three principles. Firstly, it only provides the functionalities
required by smallholder farmers to reduce the development cost. Secondly, it optimizes the
use of open external data sources to reduce operational costs. Finally, it is available as a
mobile-based application to reduce equipment expenditure.

What distinguishes it from the existing conceptual model is identifying farmers’ in-
formation needs using qualitative approaches as the first layer of the model. This layer is
important because the application aimed to provide the information needed by smallholder
farmers. The use of a semi-structured qualitative questionnaire in this study revealed
information needs that were not considered during the research process such as regions
that grew the same crop and long-term weather forecast. The mapping of the farmers’
information needs showed that not all information could be represented accurately with
the functionalities of the FMIS conceptual model. Several modifications to the existing
FMIS conceptual model are required to meet the needs of smallholder farmers. This also
proof that a new FMIS conceptual model that applies to smallholder farmers is essential.

The second layer promotes the different methods on how to assess the quality of
external data sources [45,47]. The eight dimensions that are equipped with assessment
criteria for each dimension will make it easier for users to apply the developed conceptual
model. Moreover, the third layer focus on the data extraction process from all eligible
external data sources. Data extraction from many external data sources conducted in many
ways depending on the data provided by external data sources. The REST API is used as
the standard method to extract data. The web-crawling and web-scraping method is used
to extract data if the external data sources do not provide API service.

The split, match and merge method are the most important layers of the conceptual
model. The quality of data provided to end-users depends on the quality of data trans-
forming in this step. This study uses a “split-match-merge method with multi-matcher
algorithm” [10] to comprehensively address the three main data interoperability problems.
Using a different similarity dictionary that is constantly evolving is the key factor that dis-
tinguishes the algorithm from others. Moreover, the algorithm employs a multi-matchers
algorithm for term matching to improve the matching result. The algorithm that can tackle
three main data interoperability problems is a differentiator from the current FMIS con-
ceptual model. The evaluation of the algorithm performance using accuracy, precision,
and recall indicators have shown that the algorithm could tackle the data interoperability
problems very well. The calculation of the confusion matrix indicates that True Negative
(TN) has a score which is too high compared with other indicators. This is happening
because each term extracted from the temporary database only has potential matching
with only one term extracted from the application database. On the other hand, the total
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iteration is equal to all terms from the temporary database multiplied by all terms extracted
from the application database.

The top layer is an Android application as an interface between the application and
users. Choosing an Android application rather than a desktop-based application because
the mobile performed better on user adoption, engagement, and retention [52]. Moreover,
the usage of mobile phones will reduce the need for buying a desktop computer for running
the application [5].

The proposed small farm management information system conceptual model was
developed, explicitly based on the case study of chili farmers in West Java taking into
account distinct requirements of external data sources for different commodities or different
regions. Therefore, when applying the model to other commodities, some layers should
be modified. Firstly, the information required for farmers’ information needs assessment
layer must be reestablished. Additionally, assessing the candidate external data source
layer need to be reclassified. Another modification is required for the keywords in the
dictionary used for improved results in transforming and loading data into the application
database layer. Lastly, the functionality for SIMUSTI must be changed and adapted to the
application layer.

5. Conclusions

The results from conducting the farmers’ information need assessment produced a
list of information most required by smallholder farmers. However, not all of the required
information could specifically be mapped into the reference conceptual model of FMIS.
This means that the smallholder farmers studied do not require some of the functionalities
provided in the FMIS conceptual model. On the other hand, some functionalities required
by smallholder farmers are not facilitated by the existence of the FMIS conceptual model
proving that the requirement to develop an FMIS differs for smallholder farmers. This
study, therefore, proposes a new FMIS conceptual model for smallholder farmers termed
small Farm Management Information System (sFMIS). The provision of functionalities that
meet the needs of smallholder farmers and the use of external data based on the data inter-
operability model are the most distinguishing features of sFMIS compared to the existing
Farm Management Information System (FMIS). Therefore, the sFMIS ensures better farm
management for smallholder farmers at affordable prices in application development and
less operational costs. The sFMIS model uses Indonesian chili farmers as a case study and
consists of five layers that can be applied to other commodities, with some modifications.
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Appendix A

Table A1. The Frequency of Occurrence of Any Information Needed by Respondents in Sukabumi
and Bandung Barat Districts.

No. Agribusiness Sub-System Information Needed Occurrence Frequency

1 Pre-planting agricultural financing 106

land preparation 97

another region with the same crop 60

seed description 59

machinery description 46

agricultural machinery 23

agricultural insurance 15

seed production technology 9

soil characteristic 6

seed availability 5

fertilizer and seed subsidies 3

2 Planting cultivation technology 233

handling pest and disease 65

weather forecast 54

seed recommendation 4

labor availability 2

3 Harvesting packaging 22

storage technology 19

grading 5

yield processing 3

Warehouse 2

4 Marketing market price 128

market demand 68

marketing 42

transportation 41

5 Support consultation 96

training 40

assistance 20

regulation 11

management 10

technical support 4

Total 1298
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Appendix B

Table A2. Candidate Data Sources for Each Small Farm Management Information System (sFMIS)
Functionality.

No. Functionalities Candidate Data Sources (If Available)

1 Farmland location Google Map, Open Street Map

2 Weather forecast Open Weather Map, BMKG, World Bank

3 On-farm activities Manual data entry

4 Handling pest and disease Opete, IAARD, ICHORT, MyAgri,
SIPINDO

5 Existing crops that are being cultivated Manual data entry

6 Farmland owners’ profile Manual data entry

7 Financial transaction recording Manual data entry

8 Agricultural financing
KUR (Kredit Usaha Rakyat)/people’s

business credit from Ministry Coordinator
of Finance, Google News

9 Land preparation technology Cyber extension, IAARD, Youtube

10 Seeds description PPVT, IAARD, MyAgri, DBVaritas

11 Cultivation technology
Cyber extension, IAARD, Youtube,

Repositori Publikasi, SIPINDO, ITani,
Digitani

12 Another region cultivating the same crop Generate by application

13 Consultation Manual data entry

14 Market demand Manual data entry

15 Market price Toko tani BKP, PIHPS, Shopee, Bukalapak,
Sayurbox, Tanihub, Info pangan Jakarta

Appendix C

Table A3. Data Quality Assessment Based on Eight Dimensions Criteria.

No. Functionality
Candidate

External Data
Source

Access
w = 0.28

Lice
w = 0.22

Sour
w = 0.17

Conn
w = 0.13

Accu
w = 0.09

Comp
w = 0.06

Cons
w = 0.04

Time
w = 0.2

Total
Score

Decision
≥8

1 Farmland
location

Open Street
Map 2.52 1.76 1.53 1.04 0.81 0.48 0.36 0.18 8.68 accepted

Google Map 2.52 1.98 1.53 1.17 0.81 0.54 0.36 0.18 9.09 accepted

2 Weather
forecast

Forecast—
OWN 2.24 1.76 1.53 1.17 0.81 0.54 0.32 0.18 8.55 accepted

BMKG 2.52 1.54 1.53 1.04 0.81 0.42 0.32 0.16 8.34 accepted

World Bank 2.24 1.76 1.53 1.17 0.81 0.42 0.36 0.16 8.45 accepted

3 Agricultural
Financing

Ministry
Coordinator of

Finance
2.52 1.98 1.53 0.91 0.81 0.54 0.28 0.18 8.75 accepted

News—Google
search 2.52 1.98 1.53 0.91 0.81 0.54 0.28 0.18 8.75 accepted

4 Land
Preparation IAARD 2.52 1.98 1.53 0.91 0.72 0.54 0.32 0.18 8.70 accepted

Youtube 2.52 1.98 1.53 0.78 0.81 0.48 0.32 0.16 8.58 accepted

Cyber extension 2.52 1.98 1.53 0.91 0.81 0.54 0.32 0.16 8.77 accepted
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Table A3. Cont.

No. Functionality
Candidate

External Data
Source

Access
w = 0.28

Lice
w = 0.22

Sour
w = 0.17

Conn
w = 0.13

Accu
w = 0.09

Comp
w = 0.06

Cons
w = 0.04

Time
w = 0.2

Total
Score

Decision
≥8

5 Cultivation
technology IAARD 2.52 1.98 1.53 0.91 0.81 0.48 0.32 0.16 8.71 accepted

Youtube 2.24 1.98 1.36 1.17 0.72 0.54 0.32 0.18 8.51 accepted

Cyber extension 2.52 1.98 1.53 0.91 0.81 0.54 0.32 0.16 8.77 accepted

Repositori
publikasi 2.52 1.98 1.53 0.91 0.81 0.54 0.32 0.16 8.77 accepted

Sipindo 1.40 1.10 1.36 0.65 0.81 0.42 0.20 0.16 6.10 rejected

Itani 1.40 1.10 1.53 0.65 0.81 0.42 0.20 0.16 6.27 rejected

Digitani 1.40 1.10 1.53 0.65 0.81 0.42 0.20 0.16 6.27 rejected

6 Seed
description PPVT 1.40 1.10 1.53 0.65 0.81 0.48 0.32 0.10 6.39 rejected

DBVaritas—DG
of Horticulture 2.52 1.98 1.19 0.91 0.72 0.48 0.28 0.16 8.24 accepted

MyAgri 1.40 1.10 1.53 0.65 0.81 0.42 0.20 0.16 6.27 rejected

7 Handling
Pest disease IAARD 2.52 1.98 1.53 0.91 0.81 0.36 0.32 0.16 8.59 accepted

OPETE 2.52 1.98 1.19 0.91 0.81 0.36 0.32 0.16 8.25 accepted

MyAgri 1.40 1.10 1.53 0.65 0.81 0.42 0.20 0.16 6.27 rejected

Sipindo 1.40 1.10 1.36 0.65 0.81 0.42 0.20 0.16 6.10 rejected

Expert system—
ICHORD 2.52 1.98 1.53 0.91 0.81 0.36 0.32 0.14 8.57 accepted

8 Market price Toko tani—BKP 2.52 1.98 1.53 0.91 0.72 0.42 0.28 0.16 8.52 accepted

PIHPS 2.52 1.98 1.53 0.91 0.72 0.42 0.28 0.16 8.52 accepted

Shopee 2.52 1.98 1.19 0.91 0.72 0.54 0.28 0.16 8.30 accepted

Bukalapak 2.52 1.98 1.19 0.91 0.72 0.54 0.28 0.16 8.30 accepted

Sayurbox 2.52 1.98 1.19 0.91 0.72 0.48 0.28 0.16 8.24 accepted

Tanihub 2.52 1.98 1.19 0.91 0.72 0.42 0.28 0.16 8.18 accepted

info pangan
jakarta 2.52 1.98 1.53 0.78 0.63 0.42 0.24 0.16 8.26 accepted

Note: Access: Accessibility; Lice: License; Sour: Source reliability; Conn: Connectedness; Accu: Accuracy Comp:
Completeness Cons: Format Consistency; Time: Timeless.
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20. Husemann, C.; Novkovic, N.; Novković, N. Farm management information systems: A case study on a German multifunctional

farm. Ekon. Poljopr. 2014, 61, 441–453. [CrossRef]
21. Wolfert, S.; Ge, L.; Verdouw, C.; Bogaardt, M.J. Big Data in Smart Farming—A review. Agric. Syst. 2017, 153, 69–80. [CrossRef]
22. Kruize, J.W.; Wolfert, J.; Scholten, H.; Verdouw, C.N.; Kassahun, A.; Beulens, A.J.M. Original papers A reference architecture for

Farm Software Ecosystems. Comput. Electron. Agric. 2016, 125, 12–28. [CrossRef]
23. Cruz, I.F. AgreementMaker: Efficient Matching for Large Real-World Schemas and Ontologies. In Proceedings of the VLDB ‘09,

Lyon, France, 24–28 August 2009; pp. 1586–1589.
24. Aumueller, D.; Do, H.-H.; Massmann, S.; Rahm, E. COMA++—Schema and ontology matching with COMA. In Proceedings

of the 2005 ACM SIGMOD International Conference on Management of Data, Baltimore, MA, USA, 14–16 June 2005; p. 906.
[CrossRef]

25. Madhavan, J.; Bernstein, P.A.; Rahm, E.; Bernstein, P.A. Generic Schema Matching with Cupid. VLDB 2001, 10, 49–58. [CrossRef]
26. Hu, W.; Qu, Y. Falcon-AO: A practical ontology matching system. Web Semant. 2008, 6, 237–239. [CrossRef]
27. Shvaiko, P.; Giunchiglia, F.; Yatskevich, M. Semantic Matching with S-Match. In Semantic Web Information Management: A

Model-Based Perspective; de Virgilio, R., Giunchiglia, F., Tanca, L., Eds.; Springer: Berlin/Heidelberg, Germany, 2010; pp. 1–20.
ISBN 978-3-642-04328-4.

28. Jain, S.; Tanwani, S. Schema matching technique for heterogeneous web database. In Proceedings of the 2015 4th International
Conference on Reliability, Infocom Technologies and Optimization (ICRITO) (Trends and Future Directions), Noida, India,
2–4 September 2015; Volume 2. [CrossRef]

29. Rachman, M.A.F.; Saptawati, G.A.P. Database integration based on combination schema matching approach (case study: Multi-
database of district health information system). In Proceedings of the2017 2nd International Conferences on Information
Technology, Information Systems and Electrical Engineering (ICITISEE), Yogyakarta, Indonesia, 1–2 November 2017; pp. 430–435.
[CrossRef]

30. Do, H.H. Schema Matching and Mapping-Based Data Integration; Interdisciplinary Center for Bioinformatics and Department of
Computer Science University of Leipzig Germany: Leipzig, Germany, 2006.

31. Giua, C.; Materia, V.C.; Camanzi, L. Management information system adoption at the farm level: Evidence from the literature. Br.
Food J. 2021, 123, 884–909. [CrossRef]

32. Purnawan, E.; Brunori, G.; Prosperi, P. Small Family Farms; A Perspective from Indonesia, Challenges and Investment. No. Dec.
2020. [CrossRef]

33. Masriwilaga, A.A.; Munadi, R.; Rahmat, B. Wireless Sensor Network for Monitoring Rice Crop Growth. MESA Tek. Mesin Tek.
Elektro 2018, 5, 47–52.

34. Fitriana, G.F.; Prasetyo, N.A.; Engineering, S.; Java, C.; Sprint, M. Rice Planting Calendar Application Development using Scrum.
IJCCS Indones. J. Comput. Cybern. Syst. 2022, 16, 169–180. [CrossRef]

35. Srihartanto, E.; Widodo, S. The Potency of the Rice Crop Index Development through Adjustment of Agroclimate and Water
Management Situated in Rainfed Field Gunungkidul. Agromet 2020, 34, 75–88. [CrossRef]

36. Hakim, V.A.A.; Wibowo, A.; Wibowo, H.; Bhandralia, A.; Arya, R.; Panda, S.N.; Ahuja, S.; Fitriana, G.F.; Prasetyo, N.A.;
Engineering, S.; et al. Analisa Pengembangan Drone Penyemprotan Hama Tanaman Dengan Jenis Nosel Dan Ketinggian Untuk
Mengetahui Luas Semprotan. Int. J. Adv. Appl. Sci. 2019, 5, 64–69. [CrossRef]

37. Bhandralia, A.; Arya, R.; Panda, S.N.; Ahuja, S. Polyhouse Agricultural Marketing System Using Big Data Hadoop. Int. J. Adv.
Appl. Sci. 2016, 5, 78–84. [CrossRef]

38. Yanuarti, A.R.; Afsari, M.D. Profil Komoditas Barang Kebutuhan Pokok dan Barang Penting Komoditas Cabai; Direktorat Jenderal
Perdagangan Dalam Negeri Kementerian Perdagangan: Jakarta, Indonesia, 2016; p. 68.

158



Agriculture 2022, 12, 866

39. Direktorat Kredit BPR dan UKM Bank Indoensia PPUK-Budidaya Cabai Merah; Bank Indonesia: Jakarta, Indonesia, 2014.
40. Sørensen, C.G.; Fountas, S.; Nash, E.; Pesonen, L.; Bochtis, D.; Pedersen, S.M.; Basso, B.; Blackmore, S.B. Conceptual model of a

future farm management information system. Comput. Electron. Agric. 2010, 72, 37–47. [CrossRef]
41. Checkland, P. Information systems and systems thinking: Time to unite? Int. J. Inf. Manag. 1988, 8, 239–248. [CrossRef]
42. Checkland, P.; Poulter, J. Soft System Methodology. In Systems Approaches to Managing Change: A Practical Guide; Reynolds, M.,

Holwell, S., Eds.; Springer: Berlin/Heidelberg, Germany, 2010; pp. 191–242. ISBN 978-1-84882-809-4.
43. Mehregan, M.R.; Hosseinzadeh, M.; Kazemi, A. An application of Soft System Methodology. Procedia-Soc. Behav. Sci. 2012, 41,

426–433. [CrossRef]
44. Zaveri, A.; Rula, A.; Maurino, A.; Pietrobon, R.; Lehmann, J. Quality Assessment for Linked Data: A Survey. Semant. Web 2012, 1,

63–93. [CrossRef]
45. Vetrò, A.; Canova, L.; Torchiano, M.; Minotas, C.O.; Iemma, R.; Morando, F. Open data quality measurement framework:

Definition and application to Open Government Data. Gov. Inf. Q. 2016, 33, 325–337. [CrossRef]
46. Assaf, A.; Senart, A. Data Quality Principle in the Semantic Web. In Proceedings of the 2012 IEEE Sixth International Conference

on Semantic Computing, Palermo, Italy, 19–21 September 2012.
47. Veiga, A.K.; Saraiva, A.M.; Chapman, A.D.; Morris, P.J.; Gendreau, C.; Schigel, D.; Robertson, T.J. A conceptual framework for

quality assessment and management of biodiversity data. PLoS ONE 2017, 12, e0178731. [CrossRef] [PubMed]
48. Batini, C.; Cappiello, C.; Francalanci, C.; Maurino, A. Methodologies for data quality assessment and improvement. ACM Comput.

Surv. 2009, 41, 1–52. [CrossRef]
49. Cai, L.; Zhu, Y.; Weiskopf, N.G.; Weng, C.; Webzell, S. Methods and dimensions of electronic health record data quality assessment:

Enabling reuse for clinical research. J. Am. Med. Inform. Assoc. 2013, 20, 144–151. [CrossRef]
50. Wickham, H. The Split-Apply-Combine Strategy for Data Analysis. J. Stat. Softw. 2011, 40, 1–29. [CrossRef]
51. Murakami, E.; Saraiva, A.M.; Ribeiro, L.C.M.; Cugnasca, C.E.; Hirakawa, A.R.; Correa, P.L.P. An infrastructure for the development

of distributed service-oriented information systems for precision agriculture. Comput. Electron. Agric. 2007, 58, 37–48. [CrossRef]
52. Wang, W.; Reani, M. The rise of mobile computing for Group Decision Support Systems: A comparative evaluation of mobile and

desktop. Int. J. Hum. Comput. Stud. 2017, 104, 16–35. [CrossRef]

159





Citation: Lin, J.; Chen, X.; Pan, R.;

Cao, T.; Cai, J.; Chen, Y.; Peng, X.;

Cernava, T.; Zhang, X. GrapeNet: A

Lightweight Convolutional Neural

Network Model for Identification of

Grape Leaf Diseases. Agriculture 2022,

12, 887. https://doi.org/10.3390/

agriculture12060887

Academic Editor: Dimitre Dimitrov

Received: 10 May 2022

Accepted: 18 June 2022

Published: 20 June 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

agriculture

Article

GrapeNet: A Lightweight Convolutional Neural Network
Model for Identification of Grape Leaf Diseases

Jianwu Lin 1, Xiaoyulong Chen 2, Renyong Pan 1, Tengbao Cao 1, Jitong Cai 1, Yang Chen 1, Xishun Peng 1,

Tomislav Cernava 3 and Xin Zhang 1,*

1 College of Big Data and Information Engineering, Guizhou University, Guiyang 550025, China;
ljw971121@163.com (J.L.); panry198@163.com (R.P.); 15283673634@163.com (T.C.); gs.jtcai21@gzu.edu.cn (J.C.);
cy52cv2022@163.com (Y.C.); pxs19970921@163.com (X.P.)

2 College of Tobacco Science, Guizhou University, Guiyang 550025, China; chenxiaoyulong@sina.cn
3 Institute of Environmental Biotechnology, Graz University of Technology, 8010 Graz, Austria;

tomislav.cernava@tugraz.at
* Correspondence: xzhang1@gzu.edu.cn

Abstract: Most convolutional neural network (CNN) models have various difficulties in identifying
crop diseases owing to morphological and physiological changes in crop tissues, and cells. Further-
more, a single crop disease can show different symptoms. Usually, the differences in symptoms
between early crop disease and late crop disease stages include the area of disease and color of
disease. This also poses additional difficulties for CNN models. Here, we propose a lightweight CNN
model called GrapeNet for the identification of different symptom stages for specific grape diseases.
The main components of GrapeNet are residual blocks, residual feature fusion blocks (RFFBs), and
convolution block attention modules. The residual blocks are used to deepen the network depth
and extract rich features. To alleviate the CNN performance degradation associated with a large
number of hidden layers, we designed an RFFB module based on the residual block. It fuses the
average pooled feature map before the residual block input and the high-dimensional feature maps
after the residual block output by a concatenation operation, thereby achieving feature fusion at
different depths. In addition, the convolutional block attention module (CBAM) is introduced after
each RFFB module to extract valid disease information. The obtained results show that the identifica-
tion accuracy was determined as 82.99%, 84.01%, 82.74%, 84.77%, 80.96%, 82.74%, 80.96%, 83.76%,
and 86.29% for GoogLeNet, Vgg16, ResNet34, DenseNet121, MobileNetV2, MobileNetV3_large,
ShuffleNetV2_×1.0, EfficientNetV2_s, and GrapeNet. The GrapeNet model achieved the best classifi-
cation performance when compared with other classical models. The total number of parameters of
the GrapeNet model only included 2.15 million. Compared with DenseNet121, which has the highest
accuracy among classical network models, the number of parameters of GrapeNet was reduced by
4.81 million, thereby reducing the training time of GrapeNet by about two times compared with that
of DenseNet121. Moreover, the visualization results of Grad-cam indicate that the introduction of
CBAM can emphasize disease information and suppress irrelevant information. The overall results
suggest that the GrapeNet model is useful for the automatic identification of grape leaf diseases.

Keywords: convolutional neural network; residual block; attention mechanism; grape leaf disease

1. Introduction

Grapes are one of the most popular fruits in the world and also the main raw material
for the production of wine, thus the yield and quality of grapes are of substantial economic
value [1]. However, grape leaves are susceptible to various diseases that are influenced by
the weather as well as the environment, and mainly caused by fungi, viruses, and bacteria.
If the diseased leaves of grapes are not effectively controlled, the disease spreads to the
whole plant, thereby affecting the quality and yield of grapes. In the early days, grape
leaf disease identification was mainly conducted by means of classic phytopathology [2];
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however, manual identification is time-consuming and labor-intensive. The growing
area of land used for grape production makes manual identification methods unreliable.
Therefore, automatic identification of grape leaf disease is of great significance for the
future development of grape production [3].

With the rapid development of computer technology, a new visual recognition method
based on machine learning [4], has been employed for disease recognition. Using machine
learning methods to identify crop diseases generally involves three steps: spot segmen-
tation, feature extraction, and classifier recognition [5]. Majumdar et al. extracted wheat
disease characteristics and used artificial neural networks (ANNs) to classify diseases,
achieving an accuracy of 85% [6]. Guru et al. presented a novel algorithm for extracting
lesion areas and applying the probabilistic neural network (PNN) to classify seedling
diseases such as anthracnose and frog-eye spots on tobacco leaves, achieving an accuracy of
88.59% [7]. Rumpf et al. accomplished early disease identification of sugar beets using sup-
port vector machine (SVM) and hyperspectral techniques [8]. Their experiments showed an
accuracy of 97% for healthy and diseased leaves of sugar beets. Moreover, Padol et al. used
the SVM classification technique to detect and classify grape leaf diseases [9]. First, the
diseased region is identified using segmentation by K-means clustering, and then useful
features are extracted. Finally, SVM classification is used to classify the categories of grape
leaf diseases, achieving an accuracy of 88.89%. The abovementioned results indicate that
it is feasible to use machine learning to identify crop diseases. However, its cumbersome
steps lead to low recognition efficiency, and the artificially extracted features are subject to
a certain degree of subjectivity, resulting in low recognition accuracy.

Convolutional neural network (CNN) models have been widely used in various
application fields, such as facial recognition [10] and license plate detection [11]. The CNN
models use sliding window extraction to automatically extract image features and then
use fully connected layers for classification to implement an end-to-end disease detection
model. Recently, CNN models were used to detect and identify crop diseases instead
of traditional machine learning methods [12]. Liu et al. proposed a novel recognition
approach based on an improved CNN model for the diagnosis of grape leaf diseases [13].
In this approach, a dense connectivity strategy was introduced to encourage feature reuse
and strengthen feature propagation. Finally, a new CNN model named DICNN was built
and trained from scratch and achieved an accuracy of 97.22%. Tang et al. proposed a novel
method based on a lightweight CNN applying the channel-wise attention mechanism.
ShuffleNetV1 and ShuffleNetV2 were chosen as the backbones [14]. The results showed
that the proposed model achieved a best trained accuracy of 99.14%, and the model size
was only 4.2 MB. Mohanty et al. used GoogLeNet to identify plant disease images from
PlantVillage. After GoogLeNet was trained with two methods of training from scratch and
isomorphic transfer learning, the accuracy rates were 98.36% and 99.35%, respectively [15].
Pandian et al. proposed a CNN model for image-based plant leaf disease identification
using data augmentation and hyperparameter optimization techniques [16]. The results
show that the model achieved an accuracy of 98.41% and illustrate the importance of
data augmentation techniques and hyperparameter optimization techniques. Chan et al.
proposed an early diagnosis method for apple tree leaf diseases based on a deep CNN [17].
The CNN combines DenseNet and Xception, using global average pooling to replace fully
connected layers. It achieved an overall accuracy of 98.82% in identifying apple tree leaf
diseases. Gao et al. proposed a dual-branch, efficient, channel attention (DECA)-based crop
disease recognition model, and the recognition accuracy of the model was 86.65%, 99.74%,
and 98.54% on the datasets of PlantVillage, AI Challenger 2018, and Cucumber disease,
respectively [18]. Chen et al. introduced the Location-wise Soft Attention mechanism to the
pre-trained MobileNetV2 [19]. Furthermore, a two-phase progressive strategy was executed
for model training. The experimental results showed that the average accuracy of the model
was 99.71% on the open-source dataset. Zeng et al. proposed a lightweight dense-scale
network (LDSNet) for corn leaf disease identification under field conditions [20]. The
accuracy of the optimized model on the test data was 95.4%. Kamal et al. proposed a novel
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deep-separable convolution block, through which MobileNet was able to construct just a
few parameters with an accuracy of 98.34% on the PlantVillage dataset [21].

The findings of the abovementioned studies confirm that CNN models have advan-
tages in crop disease identification. However, the objectives of these studies were based
on the classification of different disease categories. The classification of different stages of
specific diseases was so far neglected. However, accurate identification of different symp-
tom stages of a distinct disease has potential value in modern agriculture. The objective of
this study was to examine three defined grape leaf diseases. To that end, the symptoms
of the same grape disease were divided into two stages (general symptoms and severe
symptoms). We present a well-designed CNN model to provide a novel method for the
identification of grape leaf diseases. The main objections of this study were as follows:

(1) Proposing a lightweight CNN model, named GrapeNet, based on residual feature fu-
sion block (RFFB) modules and convolutional block attention modules (CBAMs) [22],
for the identification of different symptom stages for specific grape diseases.

(2) Implementing ablation experiments and visualization of results of the model to verify
the effectiveness of the RFFB modules and the CBAM modules, respectively.

(3) Comparing GrapeNet with other classical network models to verify the performance
advantages of GrapeNet.

2. Materials and Methods

2.1. Image Acquisition

In this study, we obtained seven types of grape leaves in the AI challenger 2018 dataset,
for a total of 2850 grape leaf images, including 2456 in the training set and 394 in the test
set. Representative images are shown in Figure 1. As the same disease is divided into
general and serious symptoms, the inter-class variance in the dataset is small. Therefore, it
is challenging for a CNN model to identify the disease accurately.

Figure 1. Examples of grape leaves. (a) Grape healthy leaf (GH). (b) Grape black rot fungus with
general symptoms (BRF_G). (c) Grape black rot fungus with serious symptoms (BRF_S). (d) Grape
black measles fungus with general symptoms (BMF_G). (e) Grape black measles fungus with serious
symptoms (BMF_S). (f) Grape leaf blight fungus with general symptoms (LBF_G). (g) Grape leaf
blight fungus with serious symptoms (LBF_S).

2.2. Image Preprocessing

The number of grape disease samples was limited, and the number of samples of
different categories was not evenly distributed. To reduce overfitting during model training
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and enhance the generalization ability of the model, the dataset had to be expanded. The
following operations were carried out. First, we redivided the training set into a training set
and validation set in the ratio of 9:1 and performed data augmentation on the new training
set through some operations such as rotation, color enhancement, contrast enhancement,
and Gaussian noise. Some of the expanded images are shown in Figure 2. Thereafter, the
validation set and test set did not need to be expanded. The validation set was used to
verify whether the model training fits, and the test set was used to test the performance of
the model. The sample distribution before and after augmentation is shown in Table 1.

Figure 2. Some of the expanded images. (a) Original image. (b) Image expanded by Gaussian noise.
(c) Image expanded by contrast enhancement. (d) Image expanded by horizontal flip. (e) Image
expanded by a rotation of 90 degrees counter-clockwise. (f) Image expanded by a rotation of
60 degrees counter-clockwise.

Table 1. Sample distribution before and after augmentation. As the number of gaps between samples
was too large in the training set, we iteratively augmented the dataset with fewer samples to ensure a
comparable number of samples per class.

Sample Distribution before Augmentation Sample Distribution after Augmentation

Class Training set Validation set Test set Training set Validation set Test set
Grape healthy leaf (GH) 265 29 42 2650 29 42

Grape black rot fungus with
general symptoms (BRF_G) 343 38 54 2058 38 54

Grape black rot fungus with
serious symptoms (BRF_S) 416 46 66 2496 46 66

Grape black measles fungus
with general symptoms

(BMF_G)
453 50 74 2718 50 74
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Table 1. Cont.

Sample Distribution before Augmentation Sample Distribution after Augmentation

Grape black measles fungus
with serious symptoms (BMF_S) 378 41 59 2268 41 59

Grape leaf blight fungus with
general symptoms (LBF_G) 55 6 9 1980 6 9

Grape leaf blight fungus with
serious symptoms (LBF_S) 567 63 90 3402 63 90

Total 2477 273 394 17,572 273 394

2.3. GrapeNet Model Framework

In this study, we propose a lightweight CNN model named GrapeNet for grape leaf
disease recognition. GrapeNet extracts rich grape leaf disease features by using the RFFB
modules while introducing attention mechanisms to focus on useful disease features and
enhance the ability to identify grape leaf diseases. The network structure of the GrapeNet
model is shown in Figure 3. It consists of convolutional layers, residual blocks, RFFB
modules, CBAM modules, an adaptive average pooling layer, and a classifier. First, the
image size is resized to 224 × 224 when the image is input to the network model before.
Then, a convolutional layer with a stride of 2 and a convolutional kernel size of 3 are used
to extract shallow feature information such as the contour and color of the grape leaves.
Third, alternate structures of residual blocks, RFFB modules, and CBAM modules are used
to deepen the network structure while improving the model’s ability to extract disease
features, thereby improving the recognition accuracy. Next, the remaining convolutional
layers are used to integrate the high-dimensional feature information. Finally, the adaptive
average pooling layer integrates the shape of the feature map to 1 × 1 × 1280. The classifier
(the fully connected layer) adopts SoftMax for the classification of the extracted features.

Figure 3. Cont.
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Figure 3. The network structure of the GrapeNet model. It consists of convolutional layers, resid-
ual blocks, residual feature fusion block (RFFB) modules, convolutional block attention modules
(CBAMs), an adaptive average pooling layer, and a classifier.

2.4. RFFB Module

The residual block is a network structure proposed in the ResNet model. It mainly
solves the problem of network degradation caused by the deep structure of the network
model through residual learning [23]. He et al. proposed two types of residual blocks in
ResNet34. As shown in Figure 4, Figure 4a represents the residual block when the stride
is 1. The feature maps of the input and output are added by a skip connection. Figure 4b
represents the residual block when the stride is 2. The input feature map is first subjected
to a convolution operation with a stride of 2 and a convolution kernel size of 1, and is then
added to the output feature map by a skip connection. When designing the GrapeNet
model, we found that the residual block when the stride was 2 lost some detailed features,
which made the model unable to capture more useful feature information. Therefore, we
designed an RFFB module based on this residual block. To preserve the feature information
to the greatest extent, we discarded the method of adding by skip connections in the
residual module and adopted the method of concatenating by skip connection while using
average pooling to replace the convolution operation with a kernel size of 1 on the shortcut
branch. In this way, the parameters of the module can be reduced, and more disease
characteristics can be preserved. The structure of an RFFB module is shown in Figure 5.

Figure 4. Structures of the residual blocks. (a) The residual block when the stride is 1. (b) The residual
block when the stride is 2.
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Figure 5. The structure of the RFFB module.

Given an input Xh×w×c, where h, w, and c denotes the height, width, and number
of channels of the feature map, respectively. P(X) is the feature map obtained by the
convolution operation, which can be expressed as:

P(X) = Conv(X) (1)

H(X) is the feature map obtained by the average pooling operation, which can be
written as:

H(X) = Avergepool(X) (2)

The final output is obtained by concatenating the high-dimensional feature map P(X)
and the high-resolution feature map H(X), thereby yielding:

Y(h/2)×(w/2)×2c = Concat{P(X); H(X)} (3)

The RFFB module prevents the loss of feature information during down sampling by
concatenating different forms of feature maps, which retains rich disease feature informa-
tion, and increases the feature dimension so that the model can more accurately identify
grape disease leaves.

2.5. CBAM Module

CNNs can obtain a large amount of useless information when extracting features,
including background information and noise. This useless information greatly affects
the effect of disease identification. The attention mechanism can ensure that the network
focuses on useful feature information, suppresses the background and noise, and improves
the recognition accuracy. In this study, the CBAM module was introduced into the network
model so that the network can highlight the disease information of grape leaves. The
structure of the CBAM module in the GrapeNet model is shown in Figure 6. After the RFFB
module extracts a large amount of feature information, the CBAM module assigns different
weights to different feature information; for example, it assigns more weight to disease
information and assigns less weight to the background and noise. Finally, the residual
block integrates the obtained information.

Figure 6. The structure of the CBAM module in the GrapeNet model.

Figure 7 shows the network structure of the CBAM module. This module first extracts
the channel information of the feature map through spatial channel attention and then ex-
tracts the spatial information through spatial attention. Therefore, the CBAM module can be
divided into two sub-modules: the channel attention module and spatial attention module.
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Figure 7. The network structure of the CBAM module.

The network structure of the channel attention module is shown in Figure 8. It mainly
weights the channel information of the input feature map and highlights the channels with
disease information.

 

Figure 8. The network structure of the channel attention module.

The input feature map is F, and the output feature map can be expressed as:

Mc(F) = σ(W1(W0(F
c
avg) + W1(W0(F

c
max)) (4)

where σ denotes the sigmoid function. The MPL weights (W1 and W0) are shared for both
inputs and the ReLU activation function.

The network structure of the spatial attention module is shown in Figure 9. It highlights
the diseased area of interest in the feature map by weighting the spatial information of the
input feature map. The input feature map is F, and the formula can be written as:

Mc(F) = σ( f 7×7(Concat
[
Fs

avg;Fs
max

]
)) (5)

where f 7×7 represents a convolution operation with the kernel size of 7 × 7, and σ denotes
the sigmoid function.

 

Figure 9. The network structure of the spatial attention module.

168



Agriculture 2022, 12, 887

2.6. Evaluation Indexes

In this study, we used accuracy, precision, recall, and F1-score as evaluation indicators.
The formulas are as follows:

accuracy =
TP + TN

TP + FP + TN + FN
(6)

precision =
TP

TP + FP
(7)

recall =
TP

TP + FN
(8)

F1 − score =
2TP

2TP + FP + FN
(9)

where TP is the number of true-positive samples, FP is the number of false-positive samples,
FN is the number of false-negative samples, and TN is the number of true-negative samples.

2.7. Experimental Environment and Hyperparameter Setting

The experimental environment is shown in Table 2. The hyperparameters were set as
follows. The cross-entropy loss function (CE) was used as the loss function, and the Adam
optimizer [24] was used to optimize the model. The initial learning rate and batch size
during training were set to 0.0001 and 64, respectively. The number of iterations was 120.

Table 2. Experimental environment.

Name Parameter

CPU Intel(R) Xeon(R) W-2235
GPU NVIDIA GeForce RTX 2080Ti

System Windows 10
Programming language Python 3.8.8

Deep learning framework Pytorch 1.6.0

3. Results

3.1. The Impact of Data Augmentation on the Model

Figure 10 shows each epoch of the GrapeNet model with data augmentation and
without it. We found that the training loss of the GrapeNet model with data augmentation
dropped faster than that of the GrapeNet model without data augmentation, and the
average accuracy of the model with data augmentation on the validation set was higher
than that of the GrapeNet model without data augmentation on the validation set. This
indicates that data augmentation can increase the diversity of data, reduce model overfitting,
and enable the model to have better recognition ability. Moreover, the accuracy of the
GrapeNet model with data augmentation was 86.25% in the test set, which is 4% higher
than that of the GrapeNet model without data augmentation. This also indicates that the
data augmentation method enables the model to have a higher generalization ability.
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Figure 10. Each epoch of the GrapeNet model. (a) Training loss. (b) Validation accuracy.

3.2. Ablation Experiment

To verify the effectiveness of the RFFB module and CBAM module in the GrapeNet
model, we performed ablation experiments on the test set. The obtained results are shown
in Table 3. We found that the network model with the RFFB module achieved an accuracy
of 82.49%. The accuracy was improved by 3.05% compared to the accuracy of the network
model with no module introduced. We also found that the accuracy of the network model
with the CBAM module was improved by 2.79% compared to that of the network model
that does not introduce any module; the accuracy was 82.23%. The introduction of the
RFFB module and the CBAM module did not add too many parameters to the network
model. Finally, the network model GrapeNet, in which both modules were introduced
simultaneously, achieved the best performance in terms of accuracy, precision, recall, and
F1-score values (86.29%, 77.76%, 88.43%, and 79.05%, respectively). This indicates that
the RFFB module and CBAM module can effectively enhance the identification of grape
leaf disease.

Table 3. Results of ablation experiments.

RFFB CBAM Accuracy Recall Precision F1-Score Param (M)

- - 0.7944 0.7569 0.7372 0.7413 2.05√
- 0.8249 0.7738 0.7878 0.7756 2.14

-
√

0.8223 0.7658 0.7884 0.7689 2.05√ √
0.8629 0.7776 0.8843 0.7905 2.15

3.3. Visual Comparison of Output Feature Maps

To demonstrate the effect of the RFFB module on the network model, we visualized
the output feature maps of GrapeNet without the RFFB module, and GrapeNet with the
RFFB module. As shown in Figure 11, the network model extracted the texture, color, and
edge of grape leaf diseases in the first several convolutional layers. With the deepening of
the network structure, the extracted feature information gradually became abstract feature
information. We found that the abstract information of GrapeNet with RFFB module
was richer than that of GrapeNet without the RFFB module; this is because the output of
the average pooling operation and residual down sampling is concatenated in the RFFB
module, and avoids the loss of a large number of detailed features, thus improving the
model’s capability to identify grape leaf diseases.
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Figure 11. Visualization results of the output feature maps of the convolution layer. (a) The original
image. (b) The visualization results of the output feature maps of GrapeNet without the RFFB module.
(c) The visualization results of the output feature maps of GrapeNet with the RFFB module.

3.4. Comparison of Results of Different Attention Mechanisms

Table 4 shows the comparison of results of different attention mechanisms (the Squeeze-
and-Excitation (SE) module, the Coordinate Attention (CA) module, and the CBAM mod-
ule) on the network. None of the three attention models were found to produce an excessive
number of parameters. However, the GrapeNet model with the introduction of the CBAM
module had the highest accuracy of 86.29%, making it 0.76% more accurate than the
GrapeNet model with the introduction of the SE module and 0.76% more accurate than
the GrapeNet model with the introduction of the CA module. This result indicates that
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introducing the CBAM module can make the GrapeNet model better focus on the disease
region and reduce the influence of useless features, thereby improving the accuracy of
grape leaf disease identification.

Table 4. Comparison of results of different attention mechanisms.

Attention
Mechanism

Accuracy Recall Precision F1-Score Param (M)

SE [25] 0.8553 0.8012 0.8111 0.8053 2.15
CA [26] 0.8553 0.8206 0.8267 0.8217 2.15
CBAM 0.8629 0.7776 0.8843 0.7905 2.15

To show the regions of interest of the network model, Grad-cam [27] was used to
visualize the class activation maps of the model using different attention mechanisms. As
shown in Figure 12, the first row included the image of grape black rot fungus with serious
symptoms (BRF_S). We found that the region of disease captured using the SE module
and using the CA module was incomplete; however, the region of disease was captured
intact using the CBAM module. For the image of grape black measles fungus with general
symptoms (BMF_G) in the second row, the disease area was accurately located using the
CBAM module, the disease area was not accurately captured using the SE module, and
only a part of the disease area was captured using the CA module. This is because the
CBAM module highlights the region of interest along the spatial and channel directions,
thereby capturing more complete information about the grape leaf disease. In summary,
the obtained results show that the introduction of the CBAM module can focus on the
disease information and filter the background information.

 

Figure 12. Visualization of results using different attention mechanisms.

3.5. Comparison of Identification Results with Classical CNN Models

Next, we aimed to verify that our proposed GrapeNet model has some advantages
compared with classical CNN models such as heavyweight network models, VGG16,
EfficientNet, ResNet, DenseNet, GoogLeNet and lightweight networks, MobileNetV2,
MobileNetV3, and ShuffleNet. The results of the grape leaf disease test set are shown in
Table 5. Furthermore, Table 5 also shows the training time of the nine models. The GrapeNet
model achieved good performance on the test set for all evaluation metrics. It achieved a
maximum accuracy of 86.29%, the number of parameters was 2.15 million, and the training
time was 101 min. Compared to the DenseNet121 model, which was the most accurate of
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the classical networks, the GrapeNet model yielded a 1.52% improvement in accuracy, a
decrease of 4.81 million parameters, and a two times shorter training time. Compared to
the ShuffleNetV2_x1.0 model, which had the fewest parameters and minimum training
time among the classical networks, the GrapeNet model had a 5.33% improvement in
accuracy, although the number of parameters increased by 0.89 million and the training
time increased. Therefore, the GrapeNet model is a lightweight CNN model. It can achieve
a balance between accuracy, the number of parameters, and training time, demonstrating
the potential for grape leaf disease recognition.

Table 5. Identification results of the nine CNN models.

Model Accuracy Recall Precision F1-Score Param (M)
Training

Time (mins)

GoogLeNet [28] 0.8299 0.7521 0.8069 0.7601 5.98 107
Vgg16 [29] 0.8401 0.7761 0.7817 0.7777 134.29 254

ResNet34 [23] 0.8274 0.7617 0.77 0.762 21.29 108
DenseNet121 [30] 0.8477 0.7845 0.8357 0.7972 6.96 206
MobileNetV2 [31] 0.8096 0.7327 0.7572 0.74 2.23 98

MobileNetV3_large [32] 0.8274 0.7479 0.7818 0.7569 4.21 84
ShuffleNetV2_×1.0 [33] 0.8096 0.7455 0.7472 0.7424 1.26 64

EfficientNetV2_s [34] 0.8376 0.7738 0.8241 0.7865 20.19 290
GrapeNet 0.8629 0.7776 0.8843 0.7905 2.15 101

The confusion matrix for the nine models is shown in Figure 13. It was evident that the
different periods of manifestation of the same grape leaf disease were the biggest factors
affecting the recognition effectiveness of the network models. For grape black rot fungus
(BRF), the DensNet121 model accurately classified the highest number of samples, 92, and
the GrapeNet model accurately classified the next highest number of samples, 90. For
both grape black measles fungus (BMF) and grape leaf blight fungus (LBF), the GrapeNet
model achieved the highest number of true positive samples, 116 and 92, respectively.
This indicates that our proposed GrapeNet model has better identification performance in
different periods of the same grape leaf disease.

Figure 13. Cont.
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Figure 13. The confusion matrix for the nine models.

4. Discussion

Crop disease is a major threat affecting the safety of global agricultural production.
Therefore, it is necessary to utilize new technologies for crop disease identification. Among
deep learning methods, the CNN model has the advantages of high speed and high
accuracy. It has been widely applied to identify crop diseases [14,16].

In this study, we compared our experimental results with some of the existing litera-
ture on crop disease identification. Zhao et al. proposed a deep CNN that combines the SE
modules for the identification of tomato diseases [35]. The results suggested that the intro-
duction of the SE module improved the accuracy of ResNet50 by 4.26%. Bao et al. proposed
a CNN model called SimpleNet for the identification of wheat diseases [36]. The experi-
ment results showed that the introduction of the CBAM modules improved the accuracy of
the benchmark model by 3%. These results demonstrated that the attention mechanism
is an effective module for improving the accuracy of crop disease identification. In our
approaches, the accuracy of the network model with the CBAM module was improved by
2.79% compared to the accuracy of the network model with no module introduced. Perhaps,
it is due to our dataset having a small intra-class variance, which requires fine-grained
features for classification for the model. Subsequently, with the increasing difficulty of
the classification task, the improved accuracy of the attention mechanism was reduced.
Furthermore, the existing models ignored the loss of feature information during feature
extraction [18,19]. Thus, we designed a module to reduce the loss of feature information,
namely the RFFB module. With the introduction of the RFFB module on the benchmark,
the accuracy of the model was improved by 6.85%. The model can retain more feature
information while emphasizing them by the combination between the RFFB module and
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the attention mechanism. The obtained result suggested that a single attention module is
not enough to obtain the best performance of the network model. Hence, we should pay
more attention to the loss of feature information to design new models.

Here, GrapeNet was designed for the specific task of grape leaf disease identification
based on the above findings. It has a simplified architecture that deepens the network
and extracts features with only a few residual blocks. It can reduce the number of pa-
rameters and provide an architecture of suitable depth and width for grape leaf disease
identification. Afterwards, GrapeNet was compared with the classical models. As shown
in Table 5, the disease identification accuracy of GrapeNet achieved 86.29%. The accuracy
was 3.3%, 2.28%, 3.55%, 1.52%, 5.33%, 3.55%, 5.33%, and 2.53% higher than GoogLeNet,
Vgg16, ResNet34, DenseNet121, MobileNetV2, MobileNetV3_large, ShuffleNetV2_×1.0,
and Efficient-NetV2_s. Furthermore, the parameters of GrapeNet amounted to only
2.15 million. Although ShuffleNetV2_×1.0 has a lower number of parameters, its ac-
curacy is 5.33% lower compared to GrapeNet. The results have clearly demonstrated the
advantages of the proposed GrapeNet for grape leaf disease identification. Our approach
can be deployed in smart mechanical devices or mobile devices to facilitate the rapid
identification of grape leaf diseases, thus saving time and labor costs. Moreover, GrapeNet
can be used not only for grape leaf diseases, but may have potential research value for
other crop diseases with different symptom stages.

5. Conclusions

In this study, a lightweight CNN named GrapeNet was developed for the identification
of grape leaf disease. To reduce the loss of disease features, an RFFB module was designed
by concatenating the average pooled feature map before the input of the residual block and
the output feature map of the residual block. In addition, the CBAM module was included
between the RFFB module and the residual block to emphasize the disease features of
interest and reduce the influence of redundant information. On the seven-class grape leaf
disease test set, the GrapeNet model achieved 86.29%, 77.76%, 88.63%, and 79.05% in the
accuracy, recall, precision, and F1-score, respectively. Furthermore, the GrapeNet model
only included 2.15 million parameters. The GrapeNet model achieved an excellent balance
between high accuracy and low parameter size. The results demonstrated that GrapeNet
has high potential for identification of grape leaf diseases on mobile and embedded devices.
However, the study has a specific shortcoming. The overly simple background in the grape
disease images may lead to a decrease in the recognition accuracy of the model in relevant
environments. In the future, we will continue to optimize our model for grape leaf disease
recognition under field conditions.
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Abstract: Changes in the consumption price of aquatic products will affect demand and fishermen’s
income. The accurate prediction of consumer price index provides important information regarding
the aquatic product market. Based on the non-linear and non-smooth characteristics of fishery
product price series, this paper innovatively proposes a fishery product price forecasting model that
is based on Variational Modal Decomposition and Improved bald eagle search algorithm optimized
Long Short Term Memory Network (VMD-IBES-LSTM). Empirical analysis was conducted using fish
price data from the Department of Marketing and Informatization of the Ministry of Agriculture and
Rural Affairs of China. The proposed model in this study was subsequently compared with common
forecasting models such as VMD-LSTM and SSA-LSTM. The research results show that the VMD-
IBES-LSTM model that was constructed in this paper has good fitting results and high prediction
accuracy, which can better explain the seasonality and trends of the change of China’s aquatic
product consumer price index, provide a scientific and effective method for relevant management
departments and units to predict the aquatic product consumer price, and have a certain reference
value for reasonably coping with the fluctuation of China’s aquatic product market price.

Keywords: aquatic products price forecast; VMD; IBES; LSTM; hybrid model

1. Introduction

Aquatic products play an important role in China’s fishery economic development
and international market competition. As a specific reflection of the fishery production
cost and the relationship between the supply and demand of aquatic products, aquatic
product price is not only related to the production and sales of enterprises and economic
interests, but also related to China’s macroeconomic policies. In recent years, with the
rapid development of China’s economy and the continuous advancement of urbanization,
residents’ demand for high-quality and safe aquatic products such as abalone and shark
fin has gradually increased [1–3]. Meanwhile, China’s aquatic product market structure is
increasingly in line with the needs of the world [4]. The accurate forecast of aquatic product
price can make aquiculturists understand the changing trend of market in time, and then
rationally plan the aquaculture structure, and realize the maximization of aquaculture
benefits. At the same time, the price forecast provides a scientific basis for the government
to make relevant industry policies, and strive to make full use of resources and promote
the healthy and sustainable development of aquaculture. In addition, the price of aquatic
products can also play a certain reference role in consumers’ choice.

This study takes the prices of five common fishery products, including crucian carp,
grass carp, and carp, as the object of study. The reasons are shown below. Changes in
aquatic product prices affect a large number of Chinese people. According to the China
Fisheries Economic Statistics Bulletin for 2021, in 2021, the value of fishery output was
224347.724 million dollars, accounting for 51.1% of China’s total annual fishery economic
output. Secondly, the total population that was engaged in fishery fishing was 16,342,400.
However, in other countries, due to the relatively small proportion of people that are
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engaged in fishing, the impact of price changes on fishermen is relatively small. Therefore,
it is very necessary to establish the prediction model of aquatic product price.

The innovations in this paper are shown below (1) Introducing variational modal
decomposition (VMD), which has great advantages in dealing with non-stationary and
non-linear time series [5]. The VMD model can decompose the original time series into
several sub-series, which enlarges the details in the time series data and makes the fluc-
tuation of sub-series smoother than the original series, which can improve the prediction
accuracy of each decomposed sub-model. Therefore, this study introduced variational
modal decomposition to decompose the fish price series in order to improve the accuracy of
the model. (2) Based on the characteristics that the bald eagle search optimization algorithm
has strong optimization-seeking ability and requires fewer parameters to be set, but easily
falls into local optimality, levy flight and Tent mapping are introduced to improve the
bald eagle search algorithm, and the improved bald eagle search optimization algorithm
is utilized to optimize the parameters of the long short-term memory network(LSTM) to
improve the accuracy of the model. (3) A comparison with common prediction models
was made and the outcome indicated that compared with other popular prediction models,
the RMSEs of the VMD-IBES-LSTM model that was proposed in this paper on the five fish
price test sets are 0.480, 0.214, 0.288, 0.58, and 0.68, respectively, which is much lower than
other models.

2. Literature Review

Scholars have proposed a large number of methods for price prediction. Huang et al. [6]
used coal prices, which are highly non-linear and non-stationary, as the subject of their
study. First, VMD was used to decompose the coal price dataset. Subsequently, GARCH
and LSTM models were used to forecast each IMF component, respectively. The results
show that the model has the smallest error compared to other econometric and deep-
learning models. Lin et al. [7] constructed a VMD-AR-IBILSTM-ELMAN model using the
prices of gas and coal from 1 December 2009 to 30 November 2020 as the study object.
Subsequently, it was compared with 16 models such as GRU, VMD-GRU, and others,
and the outcome indicated that the MSE of the VMD-AR-IBILSTM-ELMAN model on the
gasoline and coal price datasets was 0.0106 and 0.649, respectively, which was much lower
than the other models. Sun et al. [8] developed an EMD-VMD-LSTM model using the
carbon prices of eight carbon markets in China, including Beijing and Fujian, as the object
of study. First, EMD was used to decompose the carbon price dataset into a number of
IMF components. Subsequently, based on the high volatility of IMF1, VMD was used to
perform a secondary decomposition of IMF1. Finally, LSTM was introduced to forecast
the individual IMF components. The results show that the robustness and accuracy of
the model is optimal compared to EMD-LSTM, LSTM and other models. Liang et al. [9]
constructed an ICEEMDAN-LSTM-CNN-CBAM model using the price of gold as the object
of study. First, ICEEMDAN was used to decompose the gold price dataset into individual
IMF components, and subsequently, the LSTM-CNN-CBAM model was used to forecast
the individual IMF components. Ultimately, the ICEEMDAN-LSTM-CNN-CBAM model is
compared with 11 common models such as LSTM and CNN-LSTM. The outcome indicated
that the accuracy of the models is greatly improved after the signal processing approach
is adopted. In addition, the accuracy of the ICEEMDAN-LSTM-CNN-CBAM model is
significantly better than the other models. Huang et al. [10] constructed a VMD-LSTM-
MW model using crude oil prices from January 1994 to July 2018 as the study object and
subsequently compared it with ELM, ARIMA, and other models. The results showed that
the MAPE of the VMD-LSTM-MW model was 0.46, which was much lower than the other
models. Liu et al. [11] constructed a VMD-LSTM model using the non-ferrous metal prices
for each trading day from 2 June 2006 to 21 March 2019 as the study object. First, VMD
was used to decompose it into a number of IMF components. Subsequently, each IMF
component was used as an input to the LSTM and the test set was predicted. The outcome
showed that the RMSEs of the VMD-LSTM model on the zinc, copper, and aluminum
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price datasets are 4.79, 7.48, and 2.83, respectively, which are much lower than those of
the ARIMA and LSTM models. Rezaei et al. [12] constructed CEEMD-CNN-LSTM and
EMD-CNN-LSTM models using four groups of stock prices from January 201 to September
2019 as the subjects of their study. The results indicated that the CEEMD-CNN-LSTM
outperformed the other models in terms of accuracy.

Aquatic products are a crucial component of agricultural products and the fluctuation
of aquatic product price is characterized by nonlinear, non-stationary, and periodicity [13].
Its price forecasting research is less explored compared to other agricultural products. Nam
and Sim [14] proposed an ARMA model with different parameters based on the price of
abalone with different shell sizes and then used Diebold–Mariano to test the model. The test
results indicated an increase in the accuracy of the improvement. Mustapa et al. [15] used
an autoregressive integrated moving average model (ARIMA) to predict the prices of ten
kinds of fish and vegetables in Malaysia based on data from the network. Hasan et al. [16]
used the ARIMAX model to forecast catfish prices and the results indicated that the model
has high predictive accuracy for both in-sample and out-of-sample. Gordon [17] used the
ARDL/Bounds model to forecast lobster prices. Guillen et al. [18] used the Hedonic model
to analyze eight aquatic products (e.g., cod, red mullet, flounder, etc.) in Spain from 2000 to
2013 and the results showed that the prices of aquatic products depend on the economic
cycle. Khanh Nguyen et al. [19] used the ARIMAX model to forecast the price of catfish
based on the uncertainty of the profitability of the catfish industry. They concluded that
Vietnam people have laid little attention to the need for a sustainable and comprehensive
action plan for animal-based aquatic product exports. This could have negative impacts on
many aspects such as the environment and the economy.

In recent years, with the rapid development of machine learning technology, scholars
have gradually applied various machine learning techniques to fish price prediction. Li
Hongwei et al. [20] used wavelet function to replace the excitation function in the BP neural
network to predict the price of perch and validated the model with three fish prices in
ULUNGU lake. Duan, et al. [21] used the genetic algorithm to optimize the SVR model and
predicted the prices of fish such as Mandarin Fish. The model was then compared with
the BP neural network model and the SVR model. The results proved that the prediction
accuracy of the model was significantly improved and superior compared to other models.
Bloznelis [22] selected ARIMA, ANN, and KNN models to predict the price of salmon. The
results showed that KNN had the highest prediction accuracy for salmon prices.

In summary, although there has been much research for price prediction [23,24], laying
the foundation for this study, there is still room for further improvement: (1) A single
prediction method is easily affected by the fluctuation of fish price series, resulting in
lower prediction accuracy. (2) The selection of model parameters, such as the number
of nodes in the implicit layer, the number of training times, and the initial learning rate
in the long short-term memory network (LSTM), will have a great impact on the fitting
ability of the model, and an unreasonable setting of parameters will not lead to satisfactory
prediction results.

The rest of this paper is organized as follows. In Section 3, We introduce variational
modal decomposition (VMD), bald eagle search algorithm (BES), improved bald eagle
search optimization algorithm (IBES), long short-term memory network (LSTM), VMD-
IBES-LSTM model framework, and the evaluation index criterion. In Section 4, the results
of the numerical experiments are analyzed and compared with the relevant literature and
also the reasons for the similarities and differences are discussed. Finally, conclusions and
future research directions are given in Section 5.

3. Materials and Methods

3.1. Variational Modal Decomposition

Variational modal decomposition (VMD) is a new adaptive signal decomposition
method that was proposed by Dragomiretskiy et al. [25]. It works by decomposing a multi-
component signal into multiple single-component AMF signals, and then decomposing
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the original signal into several IMF components by solving a constrained variational
problem, which has powerful non-linear and non-smooth signal processing capability. It
can minimize the impact of fish price data on the prediction results due to high volatility
and strong nonlinearity, etc. Compared with other decomposition methods such as EEMD,
it can also solve the residual noise problem.

3.2. Bald Eagle Search Algorithm (BES)

Malaysian scholars proposed the BES algorithm in 2020 [26], which is a novel meta-
heuristic algorithm with strong optimal solution search capability, and thus has received
extensive research and attention from scholars in various countries. The algorithm simulates
the predation behavior of bald eagles on salmon. In the process of predation on salmon,
the bald eagle will firstly select a search space based on the distance of individuals and
populations to salmon, flying towards a specific area; secondly, they search the water
within the selected search space until a suitable prey is found; and finally the bald eagle
will gradually change the altitude of its flight and dive downwards rapidly to successfully
capture a prey item such as salmon from the water.

The bald eagle search algorithm is modeled on the behavior of a bald eagle hunting
for prey in three stages:

• Select the search space.

The bald eagle randomly selects an area to search and subsequently makes a judgement
about the number of prey items to find the best location. The equation for updating a bald
eagle’s position is:

pi,new = pbest + α × r(pmean − pi) (1)

In the Equation (1), pbest is the best position that is determined by the current bald
eagle search down. pmean is the average position of the bald eagle at the end of the previous
search. r is a random number between 0 and 1, and α is the parameter, which takes values
in the range 1.5 to 2.

• Search for prey in a selected space.

To speed up the search process to find the prey, the bald eagle flies in a spiral form,
so the polar equation of the spiral is adopted here for the position update. The relevant
equation is shown below:

θ(i) = α × π × rand (2)

r(i) = θ(i) + R × rand (3)

xr(i) = r(i)× sin(θ(i)) (4)

yr(i) = r(i)× cos(θ(i)) (5)

x(i) = xr(i)/max(xr) (6)

y(i) = yr(i)/max(yr) (7)

where θ(i) is the polar angle of the spiral equation, r(i) is the polar diameter of the spiral
equation, α, R are both parameters controlling the trajectory of the spiral, the ranges
of variation are (0.5),(0.5, 2), x(i), and y(i) are the position of the bald eagle in polar
coordinates, the range of values are (−1, 1), The formula for updating the location of the
bald eagle is shown below:

pi,new = pi + x(i)× (pi − pmean) + y(i)× (pi − pi+1) (8)

• Swoop to capture prey.

After the first and second steps, the bald eagle swoops from its optimal position
towards its target. This is still represented here using the polar equation:

θ(i) = α × π × rand (9)
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r(i) = θ(i) (10)

xr(i) = r(i)× sinh(θ(i)) (11)

yr(i) = r(i)× cosh(θ(i)) (12)

x(i) = xr(i)/max(xr) (13)

y(i) = yr(i)/max(yr) (14)

During the dive, the equation for updating the position of the bald eagle is:

δx = x1(i)× (pi − c1 × pmean) (15)

δy = y1(i)× (pi − c2 × pbest) (16)

pi,new = rand × pbest + δx + δy (17)

where: c1 denotes the intensity of the bald eagle’s movement towards the optimal position
and c2 denotes the intensity of the bald eagle’s movement towards the central position. The
range of c1 and c2 is between 1 and 2.

3.3. Improved Bald Eagle Search Algorithm (IBES)

To address the problem that the bald eagle search algorithm is prone to slow con-
vergence and falls easily into local optima when dealing with problems [20], the overall
performance of the Bald eagle search algorithm is improved by two main strategies.

(1) Population initialization strategy based on Tent mapping.

The more uniformly the initial population is distributed in the search space, the more
beneficial it is to improve the algorithm’s optimization-seeking efficiency and the accuracy
of the solution [27–29]. The initialized population of the traditional bald eagle search
algorithm is randomly generated, which cannot guarantee that the initial population indi-
viduals are uniformly distributed in the solution space, and the over-concentration of the
population may result in local optimality. Chaotic sequences have better randomness, regu-
larity as well as ergodicity. Compared with other mappings, the Tent mapping generates a
more balanced distribution of sequences. the expression of the Tent mapping is:

xt+1 =

{ xt
u 0 ≤ xt ≤ u

1−xt
1−u u ≤ xt ≤ 1

}
(18)

The most uniform distribution series can be produced when u = 0.5. The distribution
density at this point is insensitive to changes in the parameters, which is the most typical
Tent mapping. The formula is:

xt+1 =

{
2xt0 ≤ xt ≤ 0.5

2(1 − xt)0.5 ≤ xt ≤ 1

}
(19)

The equation for population X is shown below:

X = Xmin + xt × (Xmax − Xmin) (20)

where: Xmax and Xmin are the upper and lower bound of the search, respectively.

(2) Local search strategy based on levy flight.

Levy flight was proposed by P. Levy in 1937, initially to describe the activity of a
population of organisms. Through the study of the wandering foraging behavior of a
population of organisms, a Levy flight with a combination of long and short distance jumps
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was gradually formed. Levy flight has been widely used in many fields. The position
update formula of Levy flight is:

xt+1
i = xt

i + α ⊕ Levy(λ) (21)

where: α is the random step size, ⊕ is the dot product, Levy is the random search path that
fits the Levy distribution and meets the following constraints:

Levy(λ) =
ϕu

|v|1/2 (22)

where: u and v follow standard normal distribution and λ = 1.5:

ϕ = [
Γ(1 + λ) sin(πλ/2)

Γ[(1 + λ)/2]λ2(λ−1)/2
]
1/λ

(23)

The steps of the improved bald eagle search algorithm are shown below:

1. Set the parameters of the algorithm. The parameters that are initially set are mainly
the number of populations, the maximum number of iterations T, the dimension D,
the upper limit UB, and the lower limit LB of the solution space.

2. Initialize the population using the Tent mapping strategy, the maximum number of
iterations and other parameters.

3. Calculate the fitness values and rank them.
4. Select the search space.
5. Search for prey in the selected space.
6. Swoop to capture prey.
7. Calculate fitness values and update bald eagle position.
8. Calculate the inertia weighting factors and use roulette wheel selection to levy flight

variation on the selected individual sparrows.
9. Determine whether the stopping condition is satisfied. Exit and output the results if

the stopping condition is met, otherwise, repeat Steps 2–9.

3.4. LSTM

Recurrent neural networks were introduced in the 1980s, as a popular algorithm in
deep-learning. Compared to deep-learning networks (DNNs), their recurrent network
structure allows them to make full use of the sequence information in the sequence data
itself, and, therefore, have many advantages in dealing with time series, and the ability
to correct errors that is achieved through back propagation and gradient descent algo-
rithms. However, there are also many problems such as gradient disappearance or gradient
explosion due to the increase in the number of network layers with time. Therefore,
Hochreiter et al. [30] proposed a long-short term memory network in 1997. Figure 1 shows
the topology of a long-short term memory network.

Figure 1. Structure of LSTM.
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Unlike traditional recurrent neural networks that rewrite memories at each time step,
LSTMs save the important features that they learn as long-term memories and selectively
retain, update, or forget the saved long-term memories according to the learning process,
while features that are always given little weight in multiple iterations are considered
short-term memories and are eventually forgotten by the network. This mechanism allows
important feature information to be passed on over iterations, allowing the network to
perform better in classification tasks with long-dependent samples. In recent years, LSTM
has been applied extensively in time series prediction [31–33], predicting key parameters
of nuclear power plants [34], wind speed prediction [35,36], financial price trends [37],
language processing [38], etc. The LSTM model has made a series of improvements on the
basis of RNN neurons. It adds a transmission unit state in the RNN hidden layer and is
controlled by three gating units: forgetting gate, input gate, and output gate.

3.5. Hybrid Model of Aquatic Products Prices Forecasting

The model that is proposed in this study is divided into four main parts as follows

• The data pre-processing stage. First, the original aquatic product time series with
strong non-linearity is decomposed into a series of IMF components using variational
modal decomposition.

• Optimization based on IBES. The time window step, the number of hidden layer units,
the learning rate and the number of training times in the LSTM model are used as the
optimization objects of the improved bald eagle search algorithm, and the parameters
of the IBES algorithm (maximum number of iterations, number of populations, upper
limit, lower limit, etc.) are initialized.

• Use the hybrid model to do prediction and evaluation. The LSTM network model
is constructed using the optimal time window step, number of hidden layer units,
learning rate and training times, and the model is trained and subsequently predicted
for the test set.

• The prediction results that are obtained from the sub-series test set are added by
simple linear summation to obtain the final prediction results. The flow chat is shown
below (Figure 2).

Figure 2. Flow chart of VMD-IBES-LSTM model.
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3.6. Error Evaluation Criteria

In this study, four metrics, namely mean square error (MSE), root mean square error
(RMSE), mean absolute error (MAE), and mean percentage error (MAPE), are chosen as the
basis for judging the predictive performance of the model. MAE is used to measure the
mean absolute error between the predicted and actual values. RMSE is used to measure
the deviation between the predicted and actual values, which is sensitive to outliers, while
MAPE is used to measure the average relative error between the predicted and actual
values. The formulae for calculating each indicator are shown below:

MSE =
1
N

N

∑
t=1

(yt − yt)
2 (24)

RMSE =

√√√√ 1
N

N

∑
t=1

(yt − yt)
2 (25)

MAE =
1
N

N

∑
t=1

|(yt − yt)| (26)

MAPE =
1
N

N

∑
t=1

∣∣∣∣yt − yt

yt

∣∣∣∣ (27)

4. Computational Experiments and Analyses

4.1. Data Source and Descriptive Analysis

In this study, five common aquatic products, grass carp, crucian carp, carp, white
chub, and big scallop were selected as the research objects. The time was from the 52nd
week of 2012 to the 44th week of 2021. The data update cycle was once a week, with a total
of 452 groups of data. The data are mainly from the market and Information Department
of the Ministry of Agriculture and Rural Areas of China. The images of each dataset are
shown below (Figure 3).

This paper first used SPSS26 software (Armonk, NY, USA) to conduct descriptive
statistics on the data and the results are shown in Table 1.

Table 1. Descriptive statistics of the data set.

Minimum Value Maximum Value Mean Standard Deviation

Grass carp 11.73 22.29 14.2 2.08
Crucian carp 12.99 25.22 16.1 2.34

Carp 10.64 18.98 12.25 1.57
White Chub 6.43 12.53 7.63 1.23
Big Scallop 18.04 45.01 33.7 4.9

The Pearson correlation coefficient was then measured using SPSS26 software to screen
the input data for the prediction model and determine the correlation results between the
different data (Table 2).

Table 2. Correlation coefficients for datasets.

Grass Carp Crucian CARP Carp White Chub Big Scallop

Grass Carp 1 0.83 0.78 0.81 0.43
Crucian carp 1 0.73 0.78 0.56

Carp 1 0.79 0.47
White Chub 1 0.45
Big Scallop 1

186



Agriculture 2022, 12, 1185

Figure 3. Dataset images.

4.2. VMD Results

In the VMD parameters, if the K value is too small, some important information of the
original data may be ignored, resulting in insufficient prediction accuracy. If the K value is
too large, the central frequencies of neighboring modal components may be close to each
other, which may lead to problems such as mode repetition or the generation of additional
noise, adversely affecting the achievement of high prediction accuracy. Therefore, it is
crucial to determine the correct value of the modal number k. In this paper, to determine
the k-value, the original data is first automatically decomposed into multiple modes by
EMD, and then the K-value is determined according to the number of modes that are
decomposed by the EMD algorithm adaptively. This method can effectively improve the
efficiency of parameter selection [39–41].

VMD parameters are set as follows: The VMD decomposition layers of grass carp and
crucian carp price data set are seven layers. The VMD decomposition layer of carp, white chub
and big scallop price data set is eight layers. The convergence tolerance 10−6. The empirical
modal decomposition (EMD) results for each dataset are shown below (Figures 4 and 5).

Grass carp price 

Figure 4. Cont.
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Crucian Carp price 

Carp price 

Figure 4. Cont.
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White chub price 

Big Scallop price 

Figure 4. The outcome of EMD for each aquatic product price dataset. The variational modal
decomposition (VMD) results for each dataset are shown below.
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Grass carp price 

Crucian carp price 
Figure 5. Cont.
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Carp price 

White chub price 
Figure 5. Cont.
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Big scallop price 
Figure 5. The outcome of VMD for each aquatic product price dataset.

From the above figure we can see that the IMF components in the upper layers are
strongly non-linear and unstable during the decomposition of EMD and VMD. Therefore,
it is extremely crucial to predict the IMF components in the upper layers precisely. In
addition, the EMD algorithm has the problem of modal mixing in the decomposition
process, which greatly affects the subsequent prediction accuracy, while the application of
the VMD algorithm can effectively tackle this problem.

4.3. Aquatic Product Price Forecasting Results Based on VMD-IBES-LSTM Model

The parameter settings of the improved bald eagle search algorithm are as follows:
the number of bald eagles is 5, the dim is 4, the range of learning rate is [0.001, 1], the
number of neurons is [10, 500], and the maximum number of iterations is 100. Set the first
367 groups as the training set and the last 41 groups as the test set. The fitting results of
each IMF price component are shown in the Figures 6–10 below.
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Figure 6. Fitting results of IMF components in grass carp price dataset.

Figure 7. Fitting results of IMF components of crucian carp price dataset.
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Figure 8. Results of fitting each IMF component to the carp price dataset.

Figure 9. Fitting results for each IMF component of the white chub price dataset.
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Figure 10. Fitting results for each IMF component of the big scallop price dataset.

After summarizing each IMF, the regression images of each dataset are as fol-
lows (Figure 11):

Figure 11. Cont.
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Figure 11. Data regression image of each aquatic product price test set.

It can be seen from the above figure that the goodness of fit of the VMD-IBES-LSTM
model on Grass carp, crucian carp, carp, white chub, and big scallop price is 0.99767,
0.99764, 0.99665, 0.98873, and 0.97522, respectively, which indicated that the VMD-IBES-
LSTM model fits best on the grass carp price dataset, while the fit is relatively average on
the big scallop price dataset.

The error analysis of each IMF component is shown in the Table 3 below.

Table 3. Error analysis table.

MSE RMSE MAE MAPE

Grass Carp

IMF1 0.0020 0.0447 0.0150 0.3840
IMF2 0.0010 0.0316 0.0240 1.2040
IMF3 0.0003 0.0173 0.0140 0.2390
IMF4 0.0001 0.0100 0.0273 0.3378
IMF5 0.0440 0.2098 0.1401 0.2438
IMF6 0.2473 0.4973 0.3250 0.1741
IMF7 0.0235 0.1532 0.1136 0.0071

Crucian carp

IMF1 0.0130 0.1140 0.0731 6.2650
IMF2 0.0011 0.03317 0.0250 1.112
IMF3 0.0009 0.0300 0.0213 0.4643
IMF4 0.0049 0.0700 0.0499 0.1003
IMF5 0.0138 0.1175 0.0948 0.0842
IMF6 0.0014 0.0374 0.0330 0.0019

Carp

IMF1 0.0010 0.0316 0.0121 0.5859
IMF2 0.0007 0.0265 0.0146 1.1712
IMF3 0.0001 0.0100 0.0074 0.5499
IMF4 0.0002 0.0140 0.0100 0.3814
IMF5 0.0333 0.1824 0.1044 0.2633
IMF6 0.0058 0.07622 0.0589 0.0724
IMF7 0.0269 0.1640 0.1227 0.0088
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Table 3. Cont.

MSE RMSE MAE MAPE

White chub

IMF1 0.0017 0.0412 0.0297 3.2284
IMF2 0.0009 0.0300 0.0239 0.9942
IMF3 0.0010 0.0316 0.0285 1.0449
IMF4 0.0001 0.0100 0.0085 0.1973
IMF5 0.0009 0.0300 0.0212 0.3164
IMF6 0.2717 0.5212 0.2926 1.9635
IMF7 0.0026 0.0510 0.0427 0.0046

Hairtail

IMF1 0.0293 0.1712 0.0590 0.9651
IMF2 0.0254 0.1594 0.0629 0.4858
IMF3 0.0267 0.1634 0.1055 1.8694
IMF4 0.0150 0.1225 0.0741 0.6865
IMF5 0.0060 0.0775 0.0513 0.2352
IMF6 0.0378 0.1944 0.1277 0.3146
IMF7 0.1669 0.4085 0.3791 0.0095

4.4. Comparative Results and Discussion

To test and validate the effectiveness and superiority of the model that is proposed
in this study. In this research, we selected the EMD-VMD-LSTM model [8], VMD-LSTM
model [11], CEEMD-CNN-LSTM [12] model, MOGWO-LSSVM model [42], and the model
that was proposed in this paper for comparison

• LSTM: The learning rate is 0.3%, the number of iterations is 100, the number of cells in
the hidden layer is 200, the solver is set to adam, the gradient threshold is set to 1, and
the mini-batch size is 32.

• CNN-LSTM: the maximum number of iterations is 100 and the learning rate is 0.003.
• BiLSTM: the number of iterations is 100. The number of cells in the hidden layer is 200.

The learning rate is 0.3%.
• MOGWO: We set the smoothness and accuracy of the model as the objective function.

Set the size of the repository to 30, the maximum number of iterations to 100, and the
number of grey wolves to 100. Set the grid expansion parameter to 0.1. Set the leader
Selection Pressure Parameter to 4.

• The error analysis for each comparison model is shown in the Table 4 as below.

Table 4. Comparison of various models in prediction performance.

VMD-IBES-
LSTM

LSTM BPNN
CNN-
LSTM

BiLSTM
CNN-

BiLSTM
Bayes-

BiLSTM
VMD-
LSTM

EMD-VMD-
LSTM

MOGWO-
LSSVM

CEEMD-CNN-
LSTM

Grass
carp

MSE 0.230 4.260 5.700 7.540 20.970 8.539 3.507 1.430 1.460 1.358 6.281
RMSE 0.480 2.064 2.390 2.750 4.570 2.922 1.873 1.196 1.208 1.165 2.506
MAE 0.016 0.065 5.040 0.080 0.180 0.088 0.058 0.041 0.040 0.037 0.110
MAPE 0.320 1.310 1.690 1.690 3.340 1.804 1.168 0.801 0.804 0.739 1.993

Crucian
carp

MSE 0.046 0.880 2.750 5.860 10.670 5.717 0.142 0.160 0.710 1.716 2.921
RMSE 0.214 0.940 1.660 2.420 3.270 2.391 0.377 0.400 0.843 1.310 1.709
MAE 0.008 0.036 1.460 0.070 0.160 0.071 0.014 0.015 0.028 0.049 0.053
MAPE 0.157 0.720 1.330 1.570 3.070 1.582 0.276 0.304 0.600 1.013 1.157

Carp

MSE 0.083 1.320 5.040 4.390 9.540 3.714 3.577 0.086 0.709 1.343 4.889
RMSE 0.288 1.150 2.240 2.100 3.100 1.927 1.891 0.293 0.842 1.159 2.211
MAE 0.012 0.044 3.900 0.080 0.120 0.068 0.118 0.013 0.028 0.041 0.112
MAPE 0.190 0.730 1.500 1.290 2.000 1.168 1.296 0.200 0.596 0.700 1.751

White
chub

MSE 0.240 1.630 6.020 3.600 6.360 3.577 0.282 0.253 0.242 1.589 2.403
RMSE 0.489 1.280 2.450 1.900 2.520 1.891 0.531 0.503 0.492 1.261 1.550
MAE 0.032 0.091 1.200 0.120 0.230 0.118 0.034 0.033 0.039 0.082 0.118
MAPE 0.350 0.960 2.160 1.300 2.310 1.296 0.365 0.362 0.318 0.887 1.227

Big
Scallop

MSE 0.470 2.820 4.540 7.420 142.700 7.107 6.520 1.326 0.814 3.665 5.108
RMSE 0.680 1.680 2.130 2.720 11.950 2.666 2.55 1.152 0.902 1.914 2.260
MAE 0.012 0.030 1.690 0.050 0.260 0.049 0.042 0.020 0.016 0.035 0.049
MAPE 0.490 2.220 1.630 2.100 10.670 2.016 1.740 0.794 0.65 1.426 1.972
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5. Discussion

The fitting images of VMD-IBES-LSTM model and other models that were proposed
in this study are as follows (Figure 12).

Figure 12. Cont.
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Figure 12. Cont.
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Figure 12. Fitting images of each model.

In the beginning, the models fit well because the fluctuations in grass carp, crucian
carp, carp, and chub prices were small. However, with the passage of time, the fit of the
single model (LSTM) becomes progressively worse, especially at the extremes. Taking the
grass carp and carp price dataset as an example, it is clear that the prediction accuracy of the
single model (LSTM) is poor at the extremes, which indicates the limitations of the single
model in dealing with highly non-linear and non-stationary time series. Models that are
based on the “decomposition-prediction-integration” idea such as the VMD-IBES-LSTM
model, VMD-LSTM model, and EMD-VMD-LSTM model are less affected and have a
better overall fit to the original dataset. To a higher degree, this indicated that compared
to traditional single models (LSTM, BPNN, BiLSTM) and models that are based on the
“feature extraction-prediction” idea (CNN-LSTM model, CNN-BiLSTM model), models
that are based on the “decomposition-prediction-integration” models showed significant
improvements in robustness and model accuracy.

In addition, from the above data results, it can be seen that the hybrid models that are
based on the idea of “decomposition-prediction-integration” (e.g., VMD-LSTM) have better
performance in terms of MSE, RMSE, and RMSE for each dataset. The MSE, RMSE, MAPE,
and MAE of these hybrid models (e.g., NAR, LSTM, BPNN) are all smaller than those
of the individual models (e.g., LSTM, BPNN), demonstrating that these hybrid models
are significantly more accurate in prediction than the individual models. The reason for
this analysis may lie in the fact that signal decomposition techniques can effectively solve
problems such as prediction difficulties that are caused by the non-smoothness of time
series data, significantly reducing the complexity of the data, and providing the possibility
of improving the prediction accuracy of the models.

From the above figure, it can be seen that the VMD-IBES-LSTM model proposed in this
study outperforms VMD-LSTM, CNN-BiLSTM, Bayes-BiLSTM and other models on each
dataset. The improvement in the accuracy of the model is mainly in the following aspects.
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(1) The variational modal decomposition is used to decompose the fish price dataset
into several IMF components, which can effectively reduce the non-linearity and
non-smoothness of the dataset and improve the accuracy of the model.

(2) An improved optimization algorithm is used to optimise each hyperparameter of
the LSTM. In LSTM, the choice of parameters has an extremely important impact
on the accuracy of the model. In previous studies, although scholars have proposed
models that are based on the idea of “decomposition-prediction-integration” that can
effectively improve the accuracy of prediction, less attention has been paid to the
selection of parameters. The bald eagle search algorithm has received a lot of attention
because of its advantages such as strong merit-seeking ability and difficulty in falling
into local optimality. Thus, in this study, an improved bald eagle search algorithm
was selected to optimize the hyperparameters of the LSTM.

(3) A long short-term memory network was used to predict the individual IMF compo-
nents. Compared with the traditional recurrent neural network, LSTM can effectively
overcome the problem of gradient explosion and gradient disappearance with an
increasing number of iterations of the traditional recurrent neural network. Thus, the
VMD-IBES-LSTM model that was proposed in this study is effective and competitive.

Based on the above model and results, we would like to make the following policy
recommendations.

1. Data collection standards should be improved. The cross-fertilization of agricultural
data and information technology should be strengthened and a unified system of
data collection standards, including data collection and storage, should be estab-
lished. A unified standard system should be formed through standardized data types,
classifications, storage, interfaces, etc.

2. Information analysis should be strengthened. First, we should actively study the anal-
ysis models, both to strengthen the study of the adaptability of existing models, such
as time series, autoregressive models, moving average models, mixed autoregressive-
moving average models, vector autoregressive models, etc., and to study new models
that are based on existing data. Secondly, we should strengthen the cross analysis of
different disciplines. Agricultural monitoring and early warning is a multidisciplinary
field that requires both economic analysis and the integrated use of information tech-
nology, computer technology, database technology, and agricultural technology. Third,
special analyses should be carried out in conjunction with different target groups. It
is necessary to take full account of the economic operation of agriculture, taking into
account reasonable fluctuations in the prices of agricultural products, as well as the
returns of producers and the benefits to consumers. At the same time, technology is
actively used to liberate manpower and increase labor productivity.

3. The construction of the agricultural Internet of Things should be strengthened to
improve the efficiency of agricultural products production. The agricultural Internet
of Things is the application of Internet of Things technology in agricultural produc-
tion, It is a specific application of agricultural production, management, and services,
using various types of sensing devices to collect information about the agricultural
production process, logistics of agricultural products, and animals and plants. It uses
various sensing devices to collect information about the agricultural production pro-
cess, the logistics of agricultural products, and the plants and animals themselves, and
to transmit them through wireless sensor networks, mobile communication wireless
networks, and the Internet. The information that was obtained is fused and processed
through wireless sensor networks, mobile communication wireless networks, and
internet transmission, and finally, through intelligent operation terminals, the process
monitoring, scientific decision-making, and real-time services are realized for the
pre-production, production, and post-production of agricultural products.

However, the method that was proposed in this study can be improved in the follow-
ing aspects:
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(1) In this study, LSTM is used to predict fish prices. While there are many improved
versions of LSTM, including Bi-LSTM, Adaptive Neuro-Fuzzy Inference System
(ANFIS), etc., the above methods can be compared with the model that was proposed
in this study.

(2) The improved bald eagle search algorithm that was proposed in this study can also be
combined with other optimisation algorithms (e.g., gravitational search algorithm, etc.)
to subsequently optimize the parameters of the machine learning prediction model.

(3) There are still some errors in the accuracy of the model that was proposed in this
paper. The reasons for this are mainly the following. Price fluctuations of aquatic
products are closely related to a variety of factors, such as the supply and demand of
aquatic products, policy changes, consumer preferences, etc. In subsequent studies,
consideration can be given to adding the above-mentioned influencing factors to
further improve the accuracy of the model.

6. Conclusions

As an essential resource, the price trend of aquatic products has a crucial impact on
economic and social development. To address the non-linear and non-stationary character-
istics of aquatic product prices, this paper proposes a new hybrid VMD-IBES-LSTM model
for fish price forecasting and compares with VMD-LSTM and other models. The results
indicated that the VMD-IBES-LSTM model outperforms the other listed models in MSE,
RMSE, MAE, and MAPE indicators. Ultimately, based on the above model, we put forward
three policy recommendations.

However, the model that was proposed in this study can still be improved in the
following aspects. (1) Consider other improved versions of the LSTM, such as Bi-LSTM and
GRU, for comparison testing. (2) It can be combined with other optimization algorithms to
verify whether the accuracy of the model has been improved. (3) The inclusion of factors
that are closely related to aquatic product prices can be considered to further improve the
prediction accuracy of the model. On 31 January 2020, the World Health Organization
listed the epidemic situation of novel coronavirus as a public health event of international
concern. Cities in China adopted the strategy of “closing cities” and isolation. The aquatic
product trade fell into a stagnant state. Changes in the external factors in the short-term
led to a decline in the prediction accuracy of this model. Some studies also show that the
prediction accuracy of the SARIMA model decreases with time, which is more accurate
when predicting the values of the next three to six periods, but when the prediction range
exceeds six periods, the simulation effect becomes worse, and the prediction error gradually
increases. The same conclusion has been reached in the actual prediction process in this
paper. It can be seen from the comparison between the actual value and the predicted
value in Table 4 that the relative error of prediction gradually increases with the passage of
time. The short-term changes of the internal and external factors also need to re-evaluate
their parameters regularly according to the constantly updated data, so as to improve the
accuracy of model prediction.
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Abstract: The agriculture sector is the backbone of Pakistan’s economy, reflecting 26% of its GPD and
43% of the entire labor force. Smart and precise agriculture is the key to producing the best crop yield.
Moreover, emerging technologies are reducing energy consumption and cost-effectiveness for saving
agricultural resources in control and monitoring systems, especially for those areas lacking these
resources. Agricultural productivity is thwarted in many areas of Pakistan due to farmers’ illiteracy,
lack of a smart system for remote access to farmland, and an absence of proactive decision-making
in all phases of the crop cycle available in their native language. This study proposes an internet of
agricultural things (IoAT) based smart system armed with a set of economical, accessible devices and
sensors to capture real-time parameters of farms such as soil moisture level, temperature, soil pH level,
light intensity, and humidity on frequent intervals of time. The system analyzes the environmental
parameters of specific farms and enables the farmers to understand soil and environmental factors,
facilitating farmers in terms of soil fertility analysis, suitable crop cultivation, automated irrigation and
guidelines, harvest schedule, pest and weed control, crop disease awareness, and fertilizer guidance.
The system is integrated with an android application ‘Kistan Pakistan’ (prototype) designed in
bilingual, i.e., ‘Urdu’ and ‘English’. The mobile application is equipped with visual components,
audio, voice, and iconic and textual menus to be used by diverse literary levels of farmers.

Keywords: smart farming; precision agriculture; IoT; sensor network; semi-literate farmers; interactive
interface; User Interface (UI); Android apps

1. Introduction

Agriculture is considered the base for human living because it is the primary food source
and plays a crucial role in the global economy. Pakistan is 79.6 million km2 and is home to a
population of 192 million. The contribution of the agricultural sector to gross domestic product
(GDP) in Pakistan gradually decreased to 19.3% in the year 2020–2021 from 22.04% previously
recorded in 2019 and generating employment opportunities for 38.5% of Pakistan’s labor
force and valuable foreign exchange for the country [1–3]. It supports the manufacturing and
services sectors of the economy by providing backward-forward linkages in inputs-outputs
markets and the most significant consumer of household durables. Therefore, our agriculture
sector can be considered an economic activity in the country [4]. Farmers are facing issues in
the agriculture sector, so it’s significant to research, develop of latest mechanisms, and adopt
new practices to enhance production. Pressure on the agricultural system will increase with
the continuing expansion of the human population.

Many areas of Pakistan are trailing in agricultural productivity due to a lack of farmers’
awareness, timely access to crucial information, and proactive decision-making [5,6]. It is
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vital for human development in these underdeveloped areas to utilize information and
communication technologies (ICTs), artificial intelligence techniques, machine learning
(ML), and deep learning (DL) to make such information more readily accessible to farmers,
significantly increasing crop production [7–13]. Climate change and shortage of agricultural
resources are also significant concerns for the downfall of agricultural performance resulting
in food insecurity [14–17]. This lets farmers hamper soil with intensified pesticides, which
affect agricultural practices in a harmful manner. Finally, fields remain barren [18–22].
These are reasons for crop failure, lower production due to diseases, unpredictable climate
change, and loss of soil fertility [23,24].

In this scenario, the traditional agriculture trends are insufficient to increase agricul-
tural growth. Agriculture is also out of the reach of less conventional technologies. In
this context, digital agriculture, automation, and precision farming, now termed smart
farming, have arisen as new scientific fields that use intense techniques to drive agricultural
productivity while minimizing its environmental impact [25–27]. Data generated by smart
farming operations is provided by various sensors that enable a better understanding of
the operational environment (interaction of dynamic conditions of the crop, soil, weather,
and environmental factors) and the operation itself, leading to more accurate and timely
decision-making [28,29]. Variability in climate and labor shortage is increasing continu-
ously, providing better insights for agricultural machinery automation. Remote monitoring
technologies facilitate farmers to access every inch of the farmlands by creating virtual
fences to monitor, detect and protect crops in real-time [30–32]. IoT-based technologies
allow farmers, among other things, to gather data on plants’ environmental conditions like
climate change, soil fertility level, humidity, temperature, and light intensity to monitor
fields and farms remotely. These technologies assist farmers in having know-how and
status of crops anywhere and anytime [33–36].

In Pakistan, most farmers have android phones [37–41] but are regrettably under-
utilized. Our preliminary literature study compelled us to work to facilitate farmers for
agriculture automation, recommendations, and guidelines in their local language, i.e.,
Urdu, by using the internet of agricultural things (IoAT), also known as agricultural
internet of things (Ag-IoT) and artificial intelligence technologies with transliteration and
voice-speech support in the local language. IoAT is the network of complex and diverse
agricultural objects that compute, process, and recommend solutions intelligently based on
data generated from every connectable thing [42].

Previous research shows that using graphical cues, audio, speech, and video in mobile
interfaces helps low-literates better adapt [43,44]. Field study experiences reflect that low-
literates feel more challenged in understanding and interpreting textual information than
their literate peers [45]. In our research, we try to accommodate such users by introducing
audio, speech, Urdu language support, and an interactive graphical interface. Researchers
also talked about the improvements in information dissemination systems for less literate
farmers via different means [46–50]. However, none considered interface design and
Urdu language-based real-time updates about agricultural guidelines using the android
application and user preferences. Our choice of Urdu in this work was made by observing
that 87% of farmers preferred Urdu as a medium of information dissemination [51]. Our
research is an extended form of [52–54] and primarily focuses on developing an IoT-based
and user-friendly system with these utilities.

1.1. Rationale

This section reflects the findings and an evaluation report on information found in
the literature relevant to our research domain. It represents the overview of different ap-
proaches used by other researchers. Integrating the Internet of Things into the agricultural
system has led to the internet of Agricultural things (IoAT) and advanced computing
techniques. The researchers applied this to obtain maximum benefits and also to improve
the production of agriculture, artificial intelligence, and IoT [55]. The agriculture domain is
experiencing new evolution and revolution motivated by cloud technology, IoT, Edge and
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fog computing, sensors, IoT, and big data [56]. A proposal was presented for agriculture
applications by investigating integrated platforms, including cloud computing, IoT, and
data mining techniques [57]. An IoT-based smart agricultural system was developed using
deep learning combined with a cloud environment comprised of four layers: data collection,
edge computing, data transmission, and cloud computing layer [58]. A scalable network-
based architecture was proposed to monitor and regulate agricultural farms in rural areas
using IoT-based wifi, long-distance network, and fog computing [59]. Agricultural data
analytics employed with IoT has transformed from specific crops to any kind of crop. The
developed system could support various applications, from controlling and monitoring the
crops to promoting them to market [60].

Literacy is the ability to read and write simple statements [61]. Illiteracy, low education,
and computer illiteracy are significant concerns in developing countries like Pakistan.
Studies indicate that user interface (UI) would be designed differently for literate, low-
literate, and illiterate users. A user interface should also consider the cultural context, such
as language and images. The non-textual interface is more user-friendly than the textual
one for illiterate users [62].

The inability to read and write and the illiteracy of small farmers make them vulnerable
to various workers and cause human health risks [63]. Previous research inferred that
complex hierarchy and multi-screens become difficult for low-literates to understand
helpful information, so the visuals, audio, video, speech, icons, and images are a better
approach to passing complex data and information to mobile users [64]. The research
findings shed light on some user interface (UI) design guidelines for illiterate and semi-
literate users that can help take advantage of information and communication technologies
ICT [51]. The most powerful design factors that should be incorporated into a user interface
(UI) for low-literate users are localization and graphics [65]. An android application with
audio, textual, and visual components was designed for farmers with diverse literacy
levels. It could facilitate them regarding vital weather information [45]. Pakistani farmers
typically rely on traditional sources of information, which could be a reason for their
information deficiency. Data analysis indicated that farmers had diverse demographic
conditions, but primary among them is the ordinary level of education (52.4% illiterate).
A high level of information deficiency was observed among farmers regarding fertilizers
application, seed rate, disease diagnosis, pests, and insects’ identification, and a medium
level of lack in information regarding the selection of varieties, harvesting, and pets’
management was observed [66]. Providing information access to low-literate, linguistic
minority, tech-shy, handicapped and marginalized users using speech-based services is a
viable solution. These services were made the national weather hotline of Pakistan [50]. A
survey data revealed that farmers in the Vehari district of Pakistan have a low literary rate
and less technical knowledge. They are unable to read agricultural instructions, unaware
of pesticides persistence and toxicity (73%), unable to diagnose cotton pests and diseases
(86%), and unable to decide which crop to grow on cotton adjacent farms (100%) [67]. The
research was conducted to study knowledge, attitude, and practices regarding pesticide
usage by vegetable growers in three districts; Dadu, Larkana, and Shikarpur of Sindh,
Pakistan. Results show that most vegetable growers (40.90%) have low primary education
literacy, and 27.27% possess a middle pass. That’s why most growers are unfamiliar with
pest and insect damage indications and the safe handling of pesticides [68]. Pakistani
farmers’ awareness of the damaging effects of different pesticides can lead to integrated
and smart pest control and management [69]. Research findings reflect farmers’ behavior
and a low tendency towards reading the labels of the pesticides due to low education,
advanced age, usage of too technical language, illegible fonts, and unclear texts [70]. In [71],
the authors developed a basic interactive voice response (IVR) system for agro-information
dissemination, such as fertilizer, pesticide information, and weather forecast. In terms
of usability and information extraction, their study reflected that simple menu-based
navigation interfaces are relatively easy to use and understand.
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A remote agricultural monitoring platform was proposed in [72] after a detailed
literature study. Cyber security-based precision farming conceptual architecture was
presented in [73] for the frost prediction in peach production by analyzing data captured
by sensors implanted around an orchard. IoT-based precision farming comprises multiple
control and monitoring applications like monitoring water needs according to climate
conditions, analyzing soil patterns, monitoring crops disease and pest attacks, and assessing
optimum time for planting, harvesting, and tracking [74,75].

AquaAgro offers IoT and Artificial Intelligence (AI) enabled solutions for precision
farming. Using a software or app embedded hardware, the predictions will be made for
the Irrigation scheduling, Fertilizer requirement, Pest attack prediction, and Plant disease
detection. The essential four services that AquaAgro provides are irrigation scheduling,
Fertilizer requirement, Pest attack prediction, and Plant disease detection. They have
received an overwhelming response from the people [76]. An android mobile application
named ‘Mentha Mitra’ was developed with an interactive interface with bilingual (Hindi
and English) for menthol mint growers [77]. Android application provides scientific e-
advisories on crop-related diseases, high-yield varieties, pests, insects, and improved
distillation units.

An IoT-based wireless sensor network (WSN) framework was proposed to monitor
crops smartly by analyzing environmental factors [78]. In [79], the authors utilized the
benefits of IoT for the implementation of precision agriculture by sensing required param-
eters from the field and making suitable decisions such as activation and deactivation of
irrigation valves. Parameters include soil moisture, temperature and light intensity, etc.
Sensors could also send the gathered data to the cloud, and an Android application was
developed to access these parameters. An expert IoT-based system relies on the stored
knowledge base and real-time data for farmer recommendations [80]. This system will help
in proactive and reactive tasks to a minimum the loss of water. Farooq et al. [81] performed
a comprehensive literature study on state-of-the-art techniques in smart farming. They
discussed agriculture networks, platforms, architecture, and topologies to help farmers
to enhance the corps’ productivity. This survey paper shows that Government and many
other stakeholders are interested in deploying IoT in Pakistan’s agriculture field. To in-
crease agricultural productivity, the authors suggested that collaboration between allied
and agriculture activities can be built by integrating big data into climate-smart agriculture
with resource utilization [82].

In [83], the authors are more concerned about the water supply to the plants. They
proposed a system in which a farmer can water the plants with a push of a button on his
phone when he is out of the station. Machine learning algorithms and radio frequency
identification (RFID) tags detect and measure moisture and humidity. Internationally,
many studies [12,84–86] have been conducted to improve agricultural processes based on
soil fertility level, crops, weather patterns, and fertilizers. These studies used IoT, Global
Position Systems (GPS), Global information systems (GIS), Wireless Sensor Networks
(WSN), and many machine learning techniques. The implementation of studies results in
increased profitability and self-sufficiency. IoT enabled decision support systems based on
real-time farm sensors data, improving the water consumption by crops [87–89]. Authors
in [90] provided the real-time farm data, weather, and crops data to a Penman-Monteith
and crop-coefficient model to produce recommendations about irrigation schedules. An
intelligent approach for diagnosing crop disease was proposed in [91], capable of working
with android devices equipped with fuzzy decision-making at the backend. The system
interacts with farmers in their native language of Urdu for crop disease diagnosing. ‘Padi2U’
is an android application developed for farmers to manage paddy fields. It provides
guidelines related to paddy varieties, planting schedule, pest, disease, weed, weather
forecast, and yield information in their native language ‘Malay’ [92]. In [93], the authors
developed an application named ‘BLYNK’ to control the IoT-based hardware remotely. The
purpose of ‘BLYNK’ was to automate irrigation and fertilizer supply to farms. Their results
reflect approximately 50% water saving and a 35% increase in yield. Irrigation monitoring
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and automatic control systems were developed using fuzzy decision support to generate a
moisture content distribution map of soil and enhance affectivity [53,94–98].

Soil having an essential quantity of macro and micro-nutrients would be capable of
cultivating different crops. The soil’s lack of significant nutrients (Nitrogen, Phosphorus,
and Potassium) declines crops’ cultivation, growth, and yield. To increase crop production,
the suitability of a specific crop to be planted can be recommended by exploiting the soil’s
macronutrients [99–103]. Soil pH level is the major parameter for measuring soil macronu-
trients (N, P, and K) and some of the micronutrients [104–108]. Smart agro farms [109] use
solar power and a low-cost smart system, a perfect combination of IoT, data mining, and
Android application. The system monitors and extracts a farm’s environmental factors
such as soil moisture, humidity, and weather and temperature parameters via data mining
modules, and provides optimized guidance regarding crop cultivation, irrigation, and
weather forecast in the English language.

1.2. Objectives and Hypotheses

The proposed system obtains agricultural data through implanted IoT sensors, such
as pH, soil moisture, humidity, and temperature. The Internet plays a mediatory role in
communication and data exchange. We integrated agricultural data acquired from im-
planted IoT devices with the cloud platform. Data is processed in a decision-making system
based on learning prediction rules in conjunction with a rule-based engine. Generally, a
farmer requires guidelines, even from the crop selection phase to the harvesting stage. As
presented in Figure 1, to facilitate low literate farmers at each of these steps in their native
language, we performed the following research objectives:

• Investigated traditional techniques and systems with different agricultural interfaces
to find a research gap.

• Design and develop an interface in an easy-to-use format and Urdu for low-literate
farmers to facilitate their awareness and guidelines in their native language.

• Design and develop a mechanism for measuring soil fertility of specific land to recom-
mend suitable crops according to soil fertility using fuzzy logic.

• Provide crops cultivation schedule, crop harvest schedule, automated irrigation pro-
cess, and watering guidelines to farmers.

• Facilitate farmers concerning guidelines for weeds and their eradication, pest attacks,
and awareness of best pesticides, crop diseases, and suitable fertilizers.

Figure 1. Agriculture Cycle.
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2. Materials and Methods

Previous studies indicate that most farmers are unfamiliar with the latest practices of
agriculture as they are not facilitated with new technologies to access agricultural information
and thus rely on traditional methods to grow their crops. Related studies indicate that there is
no such smart system providing an interactive interface to a low literate or illiterate farmer
and guidelines from the crop selection phase to the harvesting stage. Significant barriers to
accessing modern information systems are the low literacy of farmers, the non-availability of
local-language information systems, and systems with fewer features. Our research identified
that it is essential to equip rural and semi-literate or illiterate farmers with updated information
through ICT, IoT, Edge Computing, Cloud Computing, and Machine learning techniques, and
provide them guidance in almost every phase of the crop cycle. It is necessary to develop
Urdu-language-based information smart systems to enhance farmers’ comprehension, crop
production, and sustainable agriculture.

Proposed System Design and Architecture

The overall design and architecture of the solution proposed to cover smart agriculture
are depicted in Figure 2. It comprises three layers: crop (edge) layer, fog computing layer,
data analytics, and smart management at the cloud layer. The edge and cloud layers are
designed to be deployed respectively at local crop premises and remote data servers. The
intermediate fog computing layer comprises a set of virtualized control modules in the form
of Network Function Virtualization (NFV) nodes that can be initiated along the network path
from the farm facilities to the cloud layer. NFV is a way to virtualize network services, for
example, firewalls, routers, and load balancers that have traditionally been run on proprietary
hardware. The intermediate fog layer increases the versatility of deployed solutions and
connectivity performances with the edge layer. At the crop premises, suitable sensors like
humidity, temperature, soil moisture sensor, light intensity, pH sensor, and actuators like
water pumps, valves, and activation of devices for smart farming automation are deployed
and connected with wireless nodes as shown in Figure 2. Sensors’ data is captured at the edge
layer through wireless nodes and transmitted to the fog layer. This layered architecture lets
atomic operations requiring high reliability and low latency between sensors and actuators
to be processed at the fog layer, such as executing irrigation mandates for a specific time
interval. The fog layer subsystem comprises the farm’s operative control like irrigation,
farm monitoring, energy management, etc. The fog layer is responsible for data fusion and
aggregation to offload analytics functions that are usually performed. The fog layer control
modules are virtualized through NFV techniques that communicate with edge nodes via IoT
protocols like constrained application protocol (CoAP) and MQ telemetry transport (MQTT).
As depicted in Figure 2 cloud layer serves as an interface between users and the core platform.
At this layer, crops current status and configuration parameters are maintained. Any change
in configuration parameters triggers the control actions to be managed at fog subsystems.

Figure 2. System Design and architecture.
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3. Results and Discussion

3.1. System Components and Expected Outcomes

The proposed system gets real-time values from sensors implanted in farmland. The
controller grabs data from sensors and transmits it to a cloud server, where data analysis is
performed to match predefined conditions and the current state of crops. After mapping
the requirements and data, the analysis system performs suitable actions via actuators. Our
system provides access to an Android application for farmer facilitation with the following
main features.

3.1.1. Soil Nutrient Analysis

With increased emphasis on precision agriculture, economics, and the environment,
soil analysis is a tool to determine areas where adequate and excessive fertilization has
occurred. Soil analysis is also used to monitor past fertility practices to changes in
a field’s nutrient status. Nutrient availability can be impacted by soil chemical and
physical properties.

In determining soil nutrient contents, soil pH analysis is one parameter. Soil pH refers
to the acidity and alkalinity of soil measured on a logarithmic scale; thus decrease in 1 unit
of pH value causes an increase in acidity by a factor of 10. Small changes in pH values have
significant consequences. Table 1 represents the range values defined for soil pH.

Table 1. Soil pH range values.

pH Level Range Values

<3.5 Ultra-Acidic

3.6–3.9 Extremely Acidic

4–5.5 Strong acidic

5.6–6 Medium acidic

6.1–6.5 Slightly acidic

6.6–7 Very Slightly acidic

7.1–7.5 Very Slightly alkaline

7.6–8 Slightly alkaline

8.1–8.5 Medium alkaline

8.6–10 Strongly alkaline

Measuring the acidity and alkalinity of soil is essential for analyzing the number of
macro-nutrients present in the soil, particularly nitrogen (N), potassium (K), and phospho-
rus (P). Crops need these macro-nutrients in their growth, thrive, and combat diseases.
Removal of bases from the soil due to harvested crops, leaching, and acidic residual left in
soil due to fertilizers causes an increase in acidity of the soil. Soil acidity affects crops and
plants in many ways, such as whether the surface pH is very high or too low, when the
efficacy of herbicides and chemical reactions may be affected. Soil analysis is the best way
to check pH levels, and maintaining at least a pH of 6.0 is a realistic goal. When soil pH is
very low (acidity is high) following conditions occur:

• Soluble metals, especially Manganese and Aluminum, may be toxic.
• The population of organisms and their activities accountable for transforming N, P,

and S to plant-available forms may be reduced.
• Deficiency of Calcium. The soil’s cation exchange capacity (CEC) is low.
• Symbiotic N fixation in legume crops is significantly impaired. The symbiotic asso-

ciation entails a narrower range of soil reactions than does the growth of plants not
relying on ‘N’ fixation.

• Acidic soil with less organic matter is poorly aggregated and has poor tilt.
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• The availability of mineral elements in soil may be affected. Association between soil
pH and nutrient availability to plants can be depicted in Figure 3. The wider the blue
bar, the greater the nutrient availability. For example, for a pH range of 5.5–7.5, the
availability of P is highest and drops below 5.5. If the soil pH is 6, an amount of P
applied to it will be more available than if the same amount is used in soil with a pH
less than 5.5. Soil with high pH (>7.4) reduces several nutrients such as Fe, Mn, Zn,
and P, which is not economical for growing agronomic crops.

Figure 3. Chart representing availability of soil nutrients in terms of soil pH [110].

In relatively large amounts, soil provides nitrogen, potassium, phosphorus, calcium,
magnesium, and sulfur. These are known as macronutrients. Soil supplies iron, boron,
manganese, copper, molybdenum, and zinc in relatively small amounts, often called
micronutrients. Plant nutrition is difficult to understand entirely because of the variation
between different species of plants or individuals of a given clone.

Macronutrients are essential for plant growth and an excellent overall plant state. The
primary macronutrients are nitrogen (N), phosphorus (P), and potassium (K). Nitrogen is a
principal constituent of several essential plant substances necessary for plant development,
energy metabolism, and protein synthesis. Phosphorus is involved in vital plant processes.
Unlike other macronutrients, potassium is not included in the composition of essential
metabolism components. Still, it substantially occurs in all plant parts for enzyme activities.
Soil pH sensor and soil moisture sensor measure the soil characteristics frequently so that a
farmer can monitor the status of crops in a healthy range in real-time and remotely. We
can predict a specific value for nitrogen (N), phosphorus (P), and potassium (K), as Table 2.
represents some ideas about these relations.
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Table 2. Soil pH and corresponding estimation of N, P, and K.

pH Range Nitrogen (N) Phosphorus (P) Potassium (K)

0–3.9 0% 0% 0%

4–4.5 2% 5% 2%

4.5–5 50% 20% 35%

5–5.5 100% 35% 50%

5.5–6 100% 45% 70%

6–6.5 100% 55% 100%

6.5–7.0 100% 100% 100%

7 100% 100% 100%

7–7.5 100% 100% 100%

7.5–8 100% 70% 2%

8–8.5 75% 20% 2%

8.5–9 65% 100% 100%

9–9.5 50% 100% 100%

9.5–10 2% 100% 100%

3.1.2. Crops Recommendation

The recommendation system proceeds based on a decree made by a fuzzy logic-based
decision support system. Fuzzy logic is the key concept for decision-making systems and
characterizes each object of a set by a degree of member functions from the interval [0,1].
The membership function defines the degree of similarity of an object to the fuzzy subset.
Fuzzification is the method of allocating a system’s numerical input to fuzzy sets with some
degree of membership. The fuzzy system decides by considering predefined conditions
and real-time data captured by sensors implanted on a specific farm. A fuzzy decision
system is integrated with the controller to recommend suitable crops that can be cultivated
on farmland based on available soil nutrients in the soil. Finally, real-time data is processed
on the server, and a list of suitable crops is directed to the farmer’s mobile app, as shown in
Figure 4, where the farmer can select any crop to cultivate.

A fuzzy set S with parameters (U, i) where U is the universe of discourse and ‘i’
denotes the interval of U, i.e., i:U —> [0,1]. ’e’ elements can signify a fuzzy set S ordered
pairs. This universe of discourse is characterized by a membership function mS(e) that
depicts the probability of belonging of ‘e’ to ‘S’ as shown in Equation (1):

S = {(e, mS (e), e ∈ U)} (1)

The proposed fuzzy logic system design has four main components: fuzzifier, rule
base, inference engine, and unfuzzified, represented in Figure 5. The fuzzifier converts
crisp inputs to fuzzy sets. Rules are depicted as a group of if-then statements provided by
an expert or acquired from data. The inference engine combines the rules and membership
function to produce a fuzzy output.
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Figure 4. List of Recommended Crops.

The fuzzy logic system starts by fuzzing input variables. Later, the inference engine
takes the decision based on if-then rules, membership functions, and fuzzy logic operators,
i.e., “and”, “or”. The fuzzy inference maps input variables that are the pH level of soil,
temperature, humidity, and season to fuzzy output by considering a fuzzy inference system
that infers results based on fuzzy logic. Defuzzification evaluates the outcome from an
input rule set provided as if-then statements. These rules are then stored in a knowledge
base of the proposed system. Following is a brief description of the proposed algorithm.

 

Figure 5. Fuzzy logic System for crop recommendation.
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Algorithm 1: A Fuzzy Logic System

1. Input: RealTimePh, phMin, phMax, currentDate
2. Output: cropDetails [ ]
3. fetchSensorPh()
4. return RealTimePh
5. For row in TimeframOfCrop
6. If (CurrentDate > CultivationStartTime) && (CurrentDate < CultivationEndTime)
7. cropDetails [ ] = fetchCropDetail(CultivationStartTime, CultivationEndTime)
8. end
9. For row in ph Table
10. if (RealTimePh > phMin) && (RealTimePh < phMax)
11. cropDetails [ ] = showCropDetail (phMin, phMax)
12. end
13. Else
14. Print error
15. “No crop can be cultivated in these environmental conditions”
16. end

3.1.3. Land Preparation and Cultivation

A well-prepared land plays a vital role in providing the important nutrients to crops
in weeds control and is suitable for sowing the seeds. A structured soil is required for
ventilation and root penetration. The proposed system gets real-time data from the sensors
implanted in the farms and recommends a list of crops most suitable for cultivating specific
fields. From the suggested list, the farmers can choose any crop to sow. After the crop
selection phase, systems provide guidelines for land preparation along with a list of
appropriate fertilizers to prepare the soil for a specific crop. It also provides a cultivation
schedule (suitable season) and cultivation method for each particular crop. All guidance is
provided in text and voice to make the interface rural farmer-friendly, as shown in Figure 6.

 
Figure 6. Land Preparation and Cultivation.

3.1.4. Irrigation

The system transmits the input from deployed IoT devices in a specific farm to an
underlying irrigation calculation algorithm (ICA) illustrated in Figure 7, which recom-
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mends the irrigation scheduling for a particular farm. An android application interface
is presented to the farmer to monitor the farm parameters and to get feedback on the
irrigation requirement. The whole process is controlled by an irrigation control module in
the fog computing layer.

 

Figure 7. Irrigation Calculation Algorithm.

The irrigation calculation algorithm (ICA) determines whether irrigation is required
or not and calculates the volume of irrigation needed. ICA operates on two types of data:
real-time data collected by sensors and predetermined static data such as crop and soil data.
Ambient temperature, humidity, and soil moisture measured by sensors are dynamic as
they change hourly. Real-time data also incorporate average wind data (m/s) to calculate
ET0 from an online source [111]. Crop data comprises crop coefficient, depletion factor, and
adequate root depth. Soil data contains soil category, water capacity, wilting point, and
location. Location data further comprises the latitude and longitude of specific farms.

Food and Agriculture Organization (FAO) [112] recommends an essential condition
that ICA evaluates daily to calculate irrigation decisions for a particular farm and crop.
If Dr, i ≥ RAW, there is a need for irrigation, here Dr, i is the root zone depletion or final
depletion at the end of an ith day, and RAW is readily available water or amount of water
in the root zone measured in ‘mm’. To ensure proper crop growth and avoid water stress,
RAW must be maintained above final depletion (Dr, i). If the above condition is good, the
RAW value and total farm area are used to compute the necessary irrigation volume. RAW
is calculated using ETc (depletion value) and predefined crop data. Every day depletion
value increases due to crop evapotranspiration that cause an irrigation need if it increases
than RAW. Depletion before evapotranspiration, called initial shortage, and lack after evap-
otranspiration, represented as the final deficit, are calculated using average soil moisture,
water capacity, and adequate root depth daily. For optimistic irrigation, measuring the
water amount a crop loses and requires for a specific duration is essential. Every crop type
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and soil has different water requirements; however, water loss occurs due to evaporation
from the soil surface and plant transpiration. Evapotranspiration is a combination of
evaporation and transpiration. Evapotranspiration ‘ET0’ be determined by real-time and
predefined variables such as humidity, wind speed, latitude, and altitude. ET0 and ETc can
be computed using the Penman-Monteith model and crop coefficient, respectively.

Penman-Monteith Method:

The Penman-Monteith Equation (2) is an effective way to compute reference evapo-
transpiration (ET0)

ET0 =
0.408Δ(Rn − G) + Y 900

T+273 u2(es − ea)
Δ + Y(1 + 0.34u2)

(2)

where Rn is net radiation at the surface and computed from publicly available libraries that
apply an estimation formula named metabolic [113] and FAO [114], the values of maximum
temperature, minimum temperature, longitude, and latitude are used to calculate Rn. ‘G’ is
the soil heat flux, the amount of thermal energy that transfers through the soil surface per
unit of time. As the ICA measures ET0 every 24h, the value of soil heat flux is so tiny that
it can be neglected; thus, G ≈ 0. u2 is the wind speed (m/s) measured by an anemometer
placed at the height of 2 m above ground level. u2 can be computed by Equation (3).

u2 = uz
4.87

ln(67.8z − 5.42)
(3)

where ‘z’ is the elevation (m) above sea level. Saturation vapor pressure (es) required in
equation (1) is computed from Equation (4).

es =
e0(Tmax) + e0(Tmin)

2
(4)

where ‘T’ is the temperature (◦C) and e0 (T) is the saturation vapor pressure at air tempera-
ture T (kPa), represented in Equation (5).

e0 (T) = 0.6108 exp
[

17.27T
T + 273.3

]
(5)

ea is the actual vapor pressure in Equation (1) is computed by Equation (6)

ea =
e0(Tmax) RHmax

100 + e0
(

Tmin RHmin
100

)
2

(6)

where ‘T’ is the temperature (◦C). ‘Δ’ in Equation (1) is the vapor pressure curve computed
by Equation (7).

Δ =
4098

[
0.618 exp

(
17.27T

T+237.3

)]
(T + 237.3)2

(7)

where ‘T’ is the temperature (◦C). ‘Υ’ in Equation (1) is the psychometric constant repre-
sented in Equation (8)

Υ = 0.665 × 10−3P (8)

where ‘P’ is the atmospheric pressure (mb) computed by Equation (9).

P = 101.3
(

293 − 0.0065z
293

)5.26
(9)

where ‘z’ is the sea level (m) altitude.
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Crop Coefficient:

The evapotranspiration (ET0) calculated by the Penman-Monteith Equation (1) is used
to compute reference evapotranspiration (ETC). As every crop has different evapotranspi-
ration, thus Penman-Monteith equation assigns ‘ET0

′ to every crop type. The ‘ETc’ crop
coefficient approach can be used as equation (10).

ETc = Kc ET0 (10)

where ‘Kc’ is the crop coefficient which varies from crop to crop and their growth stages.

ICA Outputs:

The irrigation calculation algorithm (ICA) provides flexibility for the farmer with
multiple options regarding irrigation parameters and user application interface in their
native language. Some farmers need irrigation output in terms of volume, such as gallons
or liters in acre per inch, whereas some need output in terms of time. ICA facilitates farmers
with various output parameters as per their requirements. For example, if a crop in some
specific farm needs 1000L of water, then the system transforms 1000L, whether the output
in time, volume, and acre per inch. The system adjusts the output, calculates how much
time or acre per inch equals 10L of water, and presents the correct output amount to the
farmer. Therefore, our proposed solution can work on any farm in Pakistan with varying
output parameter requirements.

3.1.5. Crops Disease Prevention and Cure

For ease of the user, the proposed system provides guidelines about diseases and
prevention and cure methods for cultivated crops. This feature enables the farmer to take
precautionary steps to avoid any illness before any disease occurs. Moreover, in case of
any disease symptom found, the farmer can cure that disease with the help of disease cure
methods provided by the proposed system, as shown on the app screen in Figure 8.

 

Figure 8. Crops’ Disease Prevention and Cure.

3.1.6. Pest and Weed Control

Pests are harmful organisms that threaten crops’ existence, spread diseases in crops,
and cause destruction. On the other hand, weeds are plants that grow where and when they
are not needed and compete with crops for nutrients, space, light, and water. Weeds and
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pests increase production costs, decrease the overall yield, and affect crop quality, so getting
rid of them is important to maintain quality and yield. They become a big challenge if not
controlled correctly at the right time because they cause severe damage to the crop. Our
system aims to protect crops from economic damage by insects, plant pathogens, weeds,
pests, and other harmful organisms while reducing reliance on hazardous pesticides. The
system provides farmers with authoritative and up-to-date information about each crop’s
weeds and pests. It provides guidelines for controlling pest attacks and weed eradication
methods, as shown in Figures 9 and 10, respectively.

 

Figure 9. Pests attack control guidelines.

 

Figure 10. Weeds eradication methods.

3.1.7. Fertilizing

Fertilizers have become a vital part of farming nowadays. Whether there is a need
for weed eradication or to increase production, both farmers must use fertilizer. So, it is
essential to choose a suitable fertilizer to fulfill the requirements. The concentration of
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macro and micronutrients varies season by season, so we cannot show the same crop every
season. In the same way, we cannot use the same fertilizer every time. The selection of
fertilizer depends upon the crops’ requirements that the farmer may fulfill or the purpose
they have to achieve. If the goal is to eradicate the weeds, the farmer should use some
specific fertilizers for a particular weed. Suppose the requirement is to enhance crop growth
and production. In that case, the fertilizer selection depends upon the nature of the crop
as the native farmers are low-literate and less aware of choosing the right fertilizer. Thus,
the proposed system “Kisan Pakistan” provides accurate guidance in terms of relevant
fertilizers along with weed eradication support. The system suggests suitable fertilizers for
different types of weeds and the crops’ growth, along with usage guidance in the native
and English languages, as shown in Figure 6. This makes it much easy for native and
low-literate farmers to solve their issues without acquiring help from any external entity.

3.1.8. Harvesting and Storing

Harvesting and storing are critical phases in the agriculture cycle because if these
are done correctly, they provide high-quality products resulting in high income. So right
way of harvesting maximizes the yield and reduces crop fatalities. The proposed system
makes it convenient for the farmer by providing the best harvesting schedule for each
recommended crop and harvesting methods, as shown in Figure 11.

 

Figure 11. Harvesting and storing guidelines.

3.2. Discussion

This research was conducted on a small-scale farm of 2 acres in Sialkot, Pakistan. Of
the two, one acre was controlled by the farmer (farm A), where they applied traditional
farming techniques. The remaining one acre, farm B, was controlled by our proposed smart
system integrated with sensors and IoT techniques. The system recommends different
suitable crops to be cultivated according to the soil analysis, i.e., 6 pH level for farm B.
Farms A and B were cultivated with the same crop. Regarding the irrigation module, we
compared the water usage on both farm A and farm B. Farm A was irrigated by farmers
who used conventional estimations for irrigation time and volume. Farm B was irrigated
using decisions made by the Irrigation Calculation Method (ICA) as a function of real-time
data supplied by IoT devices deployed on the farm. Table 3. highlights the total irrigation
volume consumed in farms A and B. It can be depicted that farm A, using conventional
farming methods, consumed 48,569 L of irrigation water, and farm B, using the proposed
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solution, utilized 22,779 L of irrigation water, which resulted in 25,790 L of water saved,
approximately 53%. The data for the detailed irrigation schedule for both farms are also
plotted in Figure 12 to illustrate the water usage efficiency in the proposed solution.

Table 3. Irrigation Statistics.

Water Consumption (Farm A) Water Consumption (Farm B) Water Saving (L) Water Saving (%)

48,569 22,779 25,790 53

 

Figure 12. Irrigation frequency and water usage efficiency.

We implanted the proposed smart system on a small-scale farm. Results show that if
we add more sensors and IoT devices, the proposed model has the flexibility to be imple-
mented on medium to large farms. The system incorporates Edge, fog, and cloud comput-
ing with IoT devices which offers low latency, high bandwidth, less energy consumption,
and real-time analytics that make it more efficient. Currently, the system incorporates data
of major crops in Pakistan, but by involving more crop data from other global regions, the
system could be implemented on farms with more crops.

Our research covered a wide range of previously proposed models, papers, and
studies. All these researches and studies were thoroughly read and understood, their
domain of interest, their architecture, the pros and cons, and the features added in their
proposed studies. After critically evaluating many studies on smart agriculture, some
crucial information about related studies is provided in Table 4. Readers can obtain an
overview and comparison of the previous work done by researchers, practitioners, authors,
and technologists related to our research contributions.

A few limitations are incorporated in this study. We could not conduct the yield analy-
sis of crops cultivated on farm B. Concerning soil analysis, we could also involve more soil
sensors, such as NPK sensors, for better fertility measurements. System recommendations
address only major crops to be grown in Pakistan. In the future, we will incorporate more
crop data for different global regions. This study was carried out when most regions were
on lockdown, with restrictions on movements within Pakistan. We are intended to conduct
the qualitative usability test of the android application ‘Kisan Pakistan’ among farmers
in the future. We will perform experiments proposed system on large-scale farm lands to
measure and improve its performance in the future.
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4. Conclusion

Agriculture is the backbone of Pakistan. It is necessary to ensure its sustainable growth
over the years. We studied traditional trends followed by farmers and investigated why
productivity lags. The key barriers are information inadequacies, lack of information
systems for illiterates or less-literates, and lack of a system that provides guidance at
every stage of the crop cycle. This study was carried out to provide a smart advisory
system for illiterate and semi-literate farmers of Pakistan that could provide them guidance
from crop selection to the harvest stage phase. In this research work, we built a cost-
effective smart system equipped with multiple sensors and devices related to the internet
of things (IoT) technologies. We also developed an android application named ‘Kistan
Pakistan’ that allows illiterate and low-literate farmers to manage their farms remotely. The
interface of the android application is interactive due to its visual, audio, voice, and iconic
components. The proposed solution is applicable globally as all information and guidelines
are disseminated in both the ‘Urdu’ and ‘English’ languages. Edge-cloud computing
delivers more accurate guidelines in less time and in almost every phase of the agricultural
cycle, increasing productivity and making the agricultural ecosystem more robust. We
experimented on a small-scale farm, but the results reflect that it will be efficient for medium
to large-scale fields.
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Abstract: Predictive systems are a crucial tool in management and decision-making in any productive
sector. In the case of agriculture, it is especially interesting to have advance information on the
profitability of a farm. In this sense, depending on the time of the year when this information is
available, important decisions can be made that affect the economic balance of the farm. The aim of
this study is to develop an effective model for predicting crop yields in advance that is accessible and
easy to use by the farmer or farm manager from a web-based application. In this case, an olive orchard
in the Andalusia region of southern Spain was used. The model was estimated using spatio-temporal
training data, such as yield data from eight consecutive years, and more than twenty meteorological
parameters data, automatically charged from public web services, belonging to a weather station
located near the sample farm. The workflow requires selecting the parameters that influence the crop
prediction and discarding those that introduce noise into the model. The main contribution of this
research is the early prediction of crop yield with absolute errors better than 20%, which is crucial for
making decisions on tillage investments and crop marketing.

Keywords: machine learning; regression algorithms; web application; early prediction of crop yield

1. Introduction

Spain is the country with the largest olive grove area in the world, reaching 2.5 Mha,
60% of which is concentrated in the Andalusia Region, in southern Spain [1], where the
climate provides ideal growing conditions for olive trees [2]. Olive growing is therefore
an important economic factor for Spain, especially for Andalusia. Moreover, olive oil is
known worldwide for its culinary contributions and its health benefits. In fact, olive oil
is included in the Mediterranean Diet Pyramid, which underlines the importance of the
foods making up the principal food groups [3].

Olive crop is undergoing constant growth on an international level due to a steady
worldwide increase of the olive growing area and improvements in irrigation systems and
technological advances [4,5]. In the current political–financial framework for agriculture,
the new Common Agricultural Policy (CAP) reforms are geared towards achieving envi-
ronmental objectives such as fighting climate change and supporting European farmers in
achieving a sustainable and competitive agricultural sector by focusing on the digitalization
of the olive sector. In this process, agriculture 4.0 could play a key role. This term refers
to the technological revolution that characterizes the modern agricultural sector, based
on the widespread sharing of digital technologies, smart farming, and knowledge-based
production methods [6,7]. This technology has enormous potential, as these tools can
be applied to a wide variety of farming systems and require less financial investment
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compared to machinery or heavy equipment. Technological improvement increases the
quantity of outputs relative to the quantity of inputs and shifts the “technological frontier”.
This displacement translates into higher productivity.

Information technologies and Artificial Intelligence (AI) are key in multiple sec-
tors [8,9], since they are based on the optimization of production systems and marketing
and help in the decision-making process [10,11]. Machine Learning (ML), a branch of
artificial intelligence, is a practical approach used in many fields, including agriculture,
for several years [12]. Today, ML remains the most common and popular approach to
AI in the field of agriculture and beyond [13]. The valuable knowledge shared between
farmers and experts in these technologies allows valuable information to be inferred for
making the right decisions in the agricultural sector and improving crop productivity and
environmental sustainability, the main objectives of the new agricultural policies. In this
sense, the reality for the farmer, and especially for the olive farmer, is that due to numerous
reasons, his hard work does not always result in maximum crop yields. Crop yields depend
on several factors, such as soil, climate, irrigation, rainfall, Pesticides, fertilizers, tillage,
temperature, and the harvest of last year. The farmer or farm manager often needs to make
decisions for which having advance information on future harvest would help to define the
best management strategy [14]. The olive sector is not an exception, and currently the actors
involved must make decisions every day related to agricultural practices and management,
with the consequent economic investment that this implies in the farms (fertilizer, tillage,
etc.). Additionally, the farmer or the farm manager has to make decisions about the best
way to market the oil. This is an important matter that requires a comprehensive and
in-depth knowledge of the current state of the farm and how it can evolve in the medium
and long term. Consequently, the need to carry out an analysis of variables from different
sources and nature is evident. From the point of view of optimizing the farmer’s economic
resources, the most useful thing for him is to know well in advance, before making the
investment, what the yield of his crop will be depending on the practices he performs or
does not perform during each season. This information is interesting for other professionals
who are part of the olive sector in addition to being useful for farmers. As an example,
advance information on harvest quantity can be key for insurance companies to know the
risk of the insured property, and based on this, establish their rates. In the case of those
actors with responsibility for marketing the oil, it is important to determine the best time to
carry out the sale or purchase, or to establish their storage forecasts. In summary, a system
capable of making an early prediction about the harvest, that is, in January, February, or
even March, with a low ratio of error is key to designing a correct marketing strategy.

Crop yield prediction is one of the challenging problems in precision agriculture;
however, as Xu et al. (2019) [15] indicates, this is not a trivial task. Nowadays, crop yield
prediction models can estimate the actual values reasonably, but a better performance in
yield prediction is still desirable [16]. Numerous authors have emphasized for years the
importance of the quantitative forecasting of crop yields, considering it as a valuable tool
in the support of the farmers in the olive sector [17]. There are numerous investigations
about the use of long-term data series to carry out crop-forecasting technique for numerous
species, also in the olive grove [18–20]. In this research, the close relationships between
pollen emission and fruit production are widely studied. Nevertheless, the final fruit
production is influenced by several weather and agronomic conditions during both the
pre-flowering period and the time period between flowering and harvest, such as water
deficit, temperature extremes, and phytopathological problems [21–23].

There are several studies in olive crop yield prediction, and most of them are based on
the predictive value of pollen emission levels [16,21–28]. In these studies, basic parameters
of pollen levels are taken into account, in addition to other factors of temperature, rainfall,
and relative humidity. Regression analysis is performed in the last study. This model
presents results with an error of 0.96% in July. It must be considered that generally, in
traditional olive groves, the olives were harvested between the months of December and
January, and it is in January that the tillage work begins. In other words, these models
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are very accurate, but reliable prediction is made after pollination, which occurs at a very
advanced stage of the agricultural year: April, May, or June. Therefore, it is a very reliable
model, but it provides a very late prediction (only 5 months after the olive harvest). More
recently, other prediction works, such as the novel study presented by López-Bernal et al.,
2021 [29], estimate a conceptual model for predicting fruit oil content. The results provide
useful information for the farmer; it is about helping to establish optimal harvesting periods.
However, the purpose of the prediction is not aimed at the objective set out above.

The basis of the predictive challenge is that it is used by the farmer or farm manager.
Often predictive systems are implemented on applications that are unfriendly and too
complex, and only their developers know how to operate them. As a result, these systems
are not used. In order for these tools to be successful, it is essential that the expert system is
accessible with a user-friendly interface.

Therefore, this system is additionally integrated into a web application with cloud
deployment. This system is fed with public data from web services of government agencies
and is freely accessible. Additionally, data provided by the farmer or farm manager himself
complete the data set. The aim is to generate a predictive model that provides information
at an early stage, at the beginning of the year, on the amount of olive crop that will be
harvested that year. The innovation of this work lies in the early stage of the prediction and
in the combination of variables downloaded from official web services, these being web
services belonging to official meteorological institutions. Other essential data to generate
the predictive models are the values of the amount of harvest collected in previous years.
This information is crucial for all the agents involved in the olive sector, as it helps to make
the right strategic decisions, both for the initial tillage phase and for the final oil marketing
phase. For this reason, the predictive model has been integrated into a web application that
is accessible and simple for users. The proposed method represents a disruption in relation
to the most advanced methods, as previous contributions provide a harvest prediction
based on pollen data and remote observation of the fruit at the stages closest to harvest.
Our solution does not need these data that require field data collection campaigns and
arduous processing, but rather information available on the internet and harvest quantity
data collected from previous years.

Objectives and Hypotheses

In relation to the review of the state of the art, there are works related to the prediction
of olive crop yield; however, there is very little research on prediction at an early stage
of the agricultural season. These data are of great interest in the olive-growing sector, as
they provide information in advance that allows for adequate economic and sustainable
planning by all the actors involved in this sector. However, for the results of this research to
be really useful, it is necessary that this prediction be transferred to the productive sector,
i.e., the end user. Thus, this work proposes the design of a tool that allows this predictive
model to be accessible. This research hypothesised the generation of an early prediction
of olive crop yield using new models from ML algorithms. In addition, the idea is that
this information should reach the farmer or person in charge of managing olive orchards,
which is why the aim is to integrate this model into a tool that is easy to use for these users.
Thus, this work has a main objective which is: (1) to generate an early prediction model
of olive harvest yield, and as a complement to the previous objective: (2) to nest this ML
model in a cloud-based web application to improve the convenience, accessibility, and use
of the proposed software by the end users.

The scientific hypothesis of this work is focused on the aim of this paper, which is to
predict, at an early stage, the amount of kilograms of crop that the farmer will harvest using
several regression algorithms. The process takes as a starting point the hypothesis that there
are several variables related to the harvest quantity, mainly the previous year’s harvest and
a number of climatic variables. In this sense, as described in the introduction, there are
several studies that corroborate this relationship. For all these reasons, ML techniques are
used in a supervised learning study, where all the predictor variables are labelled.
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There are numerous regression algorithms, such as Linear Regression, Logistic Re-
gression, Generalised Regression Model, One-Class Support Vector Machine (SVM), etc. In
this study, a priori the nature of the variables is unknown and there are few training data
available (we have harvest data collected over eight years); therefore, linear and non-linear
regression algorithms are used, as follows:

• Linear: purely linear algorithms have a great strength due to their characteristics and
simplicity, as they are calculated with a simple weighted sum of the variables:

y = β0 + β1x1 + . . . + βpxp + ε (1)

The first algorithm selected in this study is Generalised Linear Models (GLM), which
works mathematically as the weighted sum of the features with the mean value of the
distribution assumed using the link function g, which can be chosen flexibly depending on
the type of result.

g(EY(y|x)) = β0 + β1x1 + . . . βpxp (2)

In other words, this algorithm is an extension of the linear algorithms allowing to
model linear or normal distributions and non-constant variances.

Another Linear algorithm selected is SVM, which has the great advantage of being able
to be used with different Kernels. Kernels allow the data to be distributed in a hyperplane
according to a function, which makes it easier for the algorithm to adapt to the nature of
the data, allowing infinite transformations, Figure 1.

Figure 1. Graphical representation of the analysis of the distribution of variables using Gaussian
kernel algorithms.

In this study, we work with SVM with Linear Kernel. When using the Linear kernel,
the following transformation is performed:

K(x,x′) = x·x′ (3)

This algorithm has the advantage that it fits very well if the nature of the data is linear,
and if there are many predictor variables (as in our case). It should be noted that in this
algorithm, there is no upper limit on the number of predictor attributes; the only limitations
are those imposed by the hardware. In this study, we have a limited set of training data,
since we have a limited number of years with harvest quantity data, but we do have a large
number of predictor variables.

• Non-linear: in this case, the SVM algorithm is applied with a Gaussian Kernel. This
kernel applies the following transformation to the data:

K(x,x′) = exp(−γ||x − x′||2) (4)

The value of γ controls the behavior of the kernel. When it is very small, the final
model is equivalent to that obtained with a linear kernel, and as its value increases the data
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becomes more distant, forming a Gaussian bell in the hyperplane, adapting very well when
the nature of the data does not have a linear distribution.

In summary, these are the advantages of these three algorithms in this study, based
on the hypothesis of a priori ignorance of the relationship between the variables with the
target attribute and also taking into account that the training data we have are limited and
the predictor variables are numerous. Furthermore, the complexity of these algorithms
means that the relationship between the attributes used cannot be described by means of a
specific equation.

2. Materials and Methods

The model implemented is based on the application of different data mining techniques
to generate predictive models of the amount of olive crop that will be harvested. Data
mining arises from the convergence of various disciplines, such as computer science,
statistics, artificial intelligence, database technology, etc. Data mining is a logical process
of finding useful information to discover useful data. Once the information and patterns
are found, they can be used to make decisions for developing the business; in this case,
this study seeks the relationship between the amount of olive crop harvested in a given
year and multiple variables, such as the historical yield data and meteorological variables
of previous years. Data mining techniques are lengthily functional to the agricultural
sector [30]. It is used to examine a large dataset and establish serviceable classifications
and patterns in this dataset. The overall aim of the data mining method is to extract useful
information from the dataset and exchange it into an explicable structure for additional use.

The methodology followed in this work is sequenced in several phases, from the
data understanding, data preparation, and generation of the models to the validation and
implementation of the models. The output data of the model is the amount of olive crop,
that is, the number of kg of olives that will be collected in each campaign on the farm under
study. This is an unknown variable, but it can be deduced from other variables that are
known and that are directly or inversely related to the target. In this sense, the study is
based on a supervised analysis of data mining, where the value of an unknown variable is
deduced from a few known variables.

The general flow of the methodology carried out is composed of data mining algo-
rithms and techniques used as follows in each phase:

1. Extraction and loading of data. Meteorological data are downloaded from web servers
for public use. Olive crop harvested data is provided by the owner of the farm. Both
will be uploaded to the database management system.

2. First analysis of data. All data are explored and analysed using distribution techniques
(histograms), with the objective of reviewing the data and cleaning those whose
dispersion or variability may cause inconsistencies in the study.

3. Anomaly detection. The detection of the anomalies is implemented as a class classi-
fication algorithm, where the algorithm is able to predict, with a certain probability,
whether a record of the data is typical of the distribution. The objective of this phase
is to identify those cases that are not common within our information.

4. Transformations of data. In this section, both the yield data and the meteorological
data are transformed, i.e., adapting formats, units, rescaled, etc, so that they could be
optimally exploited by predictive models.

5. Grouping of data. The information downloaded is aggregated monthly; therefore, the
rest of the data to be added to the study should be aggregated in the same way.

6. Integration of data. For our work, we have heterogeneous information that comes
from different sources. The farmer indicates the annual net olive crop harvest, and
meteorological information is available for the area where the farm is located. Thus, in
order to carry out the data mining study, it is necessary to integrate all the information
in a single source that serves as the input for the predictive models.

7. Detection of the level of influence of the input attributes on the target attribute. Before
generating the model, the influence of each attribute on the target attribute (kg of
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olives, the olive crop harvest) is analyzed in order to include or exclude attributes
from the study based on their level of influence on the prediction.

8. Application of regression algorithms [31–33]. To perform the crop harvest prediction,
different regression algorithms are tested. The goal of regression analysis is to deter-
mine the parameter values from a function that best fit a set of observational data.
There are different families of regression functions and different ways of measuring
error. This study uses:

• Linear regression: this technique can be used if the relationship between
variables can be approximated to a straight line. This is used to predict the
value of a variable based on the value of another variable. The variable you
want to predict is called the dependent variable. The variable you are using to
predict the other variable’s value is called the independent variable.

• Nonlinear regression: it is a nonlinear combination of the model parameters
and depends on one or more independent variables. It relates the two vari-
ables in a nonlinear, curved, relationship. The data are fitted by a method of
successive approximations.

2.1. Experimental Site

This study was conducted in an olive growing farm situated in Jaén (Andalusia), which
is located in the southern area of Spain, Figure 2. The perfect habitat for the cultivation of
the olive tree is between latitudes 30◦ and 45◦, so the Mediterranean climate and specifically
the dry and hot summer climate of Jaén is perfect for its healthy growth and its greater
use in harvest. The farm is an unirrigated olive orchard situated in 38◦00′ N, 4◦01′ W. The
olive orchard studied is 3, 5 ha with 330 olive trees of similar properties; they all are about
25 years old and their mean fruit harvest is 60 kg/year. This is a traditional irrigated olive
grove, in which the trees have two trunks and are planted at a distance of 10 m from each
other. Cultivation methods include ploughing or other intensive tillage, such as harrowing
to remove most of the plant residue cover. The main objective of this type of tillage is to
keep the top cover of the olive grove free of weeds. After harvesting, from December to
February, a 15 cm deep moldboard ploughing is carried out, which is essential to prepare
the topsoil to absorb rainwater. The frequency of ploughing depends on rainfall. In summer,
surface ploughing is carried out to increase the storage capacity of surface water in the soil
but keep the organic substance at the surface level.

Regarding the rest of the treatment of the farm, pruning is carried out after harvesting,
followed by fertilization with water-soluble fertilizers containing nitrogen, phosphorus,
potassium, sulphur, magnesium, and micronutrients.

2.2. Dataset

Any predictive study requires the availability of adequate data in order to guarantee a
quality prediction. Regarding the farm selected as a case study, there are eight growing
seasons’ yield data recorded from 2013 to 2020, Table 1. Olives were harvested in a mixed
way, although the use of machinery to help the fruit fall from the tree predominates.
The amount of the harvested crop was measured at the factory where the harvest was
transported and stored for the farmer to collect the corresponding amount. In Spain, the
weighing system of the mills must be checked regularly. The metrological systems are
regulated by law and must comply with the current ISO 9001 and ISO 17025 standards.
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Figure 2. (a) Location of study area in Andalusia (Spain). (b) Precise location of the farm studied. The
coordinates (m) are UTM, zone 30, referred to ETRS89. Source: SIGPAC web, juntadeandalucia.es,
(accesed on 15 February 2022).

Table 1. Historical yield data of the olive orchard studied.

Growing Seasons Yield (kg)

2013/2014 8697
2014/2015 7629
2015/2016 19,068
2016/2017 5755
2017/2018 10,700
2018/2019 11,475
2019/2020 11,249
2020/2021 15,071

Meteorological information has also been collected for those eight years. The meteo-
rological data belong to the Spanish State Meteorological Agency (AEMET). The AEMET
contributes to the protection of lives and property through the adequate prediction and
monitoring of adverse meteorological phenomena and as support for social and economic
activities in Spain through the provision of quality meteorological services. It is responsible
for the planning, management, development, and coordination of meteorological activities
of any kind at the national level, as well as representing it in international organizations
and spheres related to Meteorology. In Spain, the State Meteorological Agency [34] offers
the service AEMET OpenData. This is an API REST (Application Programming Interface.
REpresentational State Transfer) through which the explicit data can be downloaded. Close
to the study farm, there is a weather station that has provided meteorological data. The
station is about 2 km away from the farm, which ID is 5298X. JSON (JavaScript Object
Notation) files have been downloaded for each year. The metadata of these JSON files show
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the content of the files and the type of variables that have been used in this research. The
meteorological data used are those indicated in Table 2. There are 26 variables, which are
grouped by month, so there are 12 lines per each variable.

Table 2. Meteorological information included in JSON files downloaded from AEMET OpenData. ID
is the name of each variable according to the JSON file.

ID Description

fecha Date
indicativo ID of the weather station

p_max Maximum daily precipitation (mm) of month/year and date
Hr Average monthly/annual relative humidity (%)

q_max Maximum absolute pressure monthly/yearly and date (hPa)
nw_55 No. of days of wind speed greater than or equal to 55 km/h in the month/year
q_mar Monthly/yearly mean pressure at sea level (hPa)
q_med Monthly/yearly mean pressure at station level (hPa)
tm_min Mean monthly/yearly minimum temperature (degrees Celsius)
ta_max Absolute maximum temperature of the month/year and date (degrees Celsius)
ts_min Highest minimum temperature of the month/year (degrees Celsius)
nt_30 Number of days with maximum temperature greater than or equal to 30 degrees Celsius.

w_racha Direction (tens of degree), speed (m/s) and date of maximum gust in month/year
np_100 No. of days of precipitation greater than or equal to 10 mm in the month/year
nw_91 No. of days of wind speed greater than or equal to 91 km/h in the month/year
np_001 No. of days of appreciable precipitation (≥0.1 mm) in the month/year
w_rec Average daily wind speed (from 07 to 07 UTC) in the month/year (km)

E Mean monthly/yearly vapor tension (tenths hPa)
np_300 Number of days of precipitation greater than or equal to 30 mm in the month/year
p_mes Total precipitation monthly/yearly (mm)
w_med Monthly mean velocity elaborated from the observations of 07, 13 and 18 UTC. (km/h)
nt_00 Number of days with minimum temperature less than or equal to 0 degrees Celsius)

ti_max Lowest maximum temperature of the month/year (degrees Celsius)
tm_mes Average monthly/yearly average temperature (degrees Celsius)
tm_max Average monthly/yearly maximum temperature (degrees Celsius)
q_min Minimum monthly/yearly maximum pressure and date (hPa)

2.3. Data Mining Techniques Used

Data mining involves the intersection of statistics, computer science, and machine
learning. The techniques used in data mining are a set of calculations that creates a model
from data. In this sense, in order to create a model, first an algorithm analyzes the data
provided, looking for specific types of patterns or trends. It uses the results of this analysis
over many iterations to find the optimal parameters for generating the model. These
parameters are then applied across the entire data set for extracting actionable patterns and
detailed statistics. In this sense, the complete data analysis has been carried out with an
analysis module included in the Oracle Data Mining software. Choosing the best algorithm
to use for our task is a challenge. The algorithms used in each phase and the flow of this
study are described below, Figure 3, justifying their selection.
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Figure 3. Flow diagram of the methodology.

As explained in Section 2.2, once the data set is available, it is essential to carry out
an anomaly detection. This is to identify cases that are unusual within data that are
seemingly homogeneous. Anomaly detection is important for detecting fraud, outliers,
and other rare events that may have great significance but are hard to find. In this phase,
a classification algorithm is used because anomaly detection can be considered as a type
of classification. A one-class classifier develops a profile that generally describes a typical
case in the training data. Deviation from the profile is identified as an anomaly. Specifically,
in this phase, the algorithm used has been the SVM algorithm [35–37]. SVM works on the
basic idea of minimizing the hypersphere of the single class of examples in training data
and considers all the other samples outside the hypersphere to be outliers or out of training
data distribution. This algorithm produces a prediction and a probability for each case in
the scoring data. If the prediction is 1, the case is considered typical. If the prediction is 0,
the case is considered anomalous. This behavior reflects the fact that the model is trained
with normal data.

Another important phase in the process of generating the predictive model is the
determination of the level of influence of the variables used on the target attribute. In
this case, the Minimum Description Length (MDL) algorithm [38] is used. MDLprinciple
is a powerful method of inductive inference, the basis of statistical modeling, pattern
recognition, and machine learning. It holds that the best explanation, given a limited set
of observed data, is the one that permits the greatest compression of the data. This is
a supervised technique used for calculating attribute importance. MDL considers each
attribute as a simple predictive model of the target class. Model selection refers to the

237



Agriculture 2022, 12, 1345

process of comparing and ranking the single-predictor models. The implementation of this
algorithm returns a value of between −1 and 1, taking a value of 1 those attributes that
have the greatest relationship with the target, 0 those which have no relationship, and a
negative value means that the attribute is not related to the target, and therefore can insert
noise into the studio. Only those attributes with weight greater than 0 are considered in
this study, discarding all those with 0 or negative values.

Finally, regression analysis algorithms have been used in order to generate the model,
that is the prediction of the target, the amount of olive harvest. The main reason for
using regression is that it is a data mining function that predicts numeric values along a
continuum. A regression task begins with a data set in which the target values are known.
A regression algorithm estimates the value of the target as a function of the predictors for
each case in the data set. These relationships between predictors and target are summarized
in a model, which can then be applied to a different data set in which the target values
are unknown. Regression models are tested by computing various statistics that measure
the difference between the predicted values and the expected values. The historical data
for a regression project is typically divided into two data sets: one for building the model
and the other for testing the model. It is necessary to specify that the year used for model
testing is not included in the training data set. For this study, a pure linear model is used
from the GLM algorithm and other models applying Support Vector Machines (SVM) with
Gaussian and Linear Kernel respectively.

Linear models make a set of restrictive assumptions, where the target is normally
distributed conditioned on the value of predictors with a constant variance regardless of the
predicted response value. In this sense, generalized models (GLM) relax these restrictions,
and for a binary response example, the response is a probability in the range [0, 1] [35,39].

SVM regression supports two kernels: The Gaussian kernel for nonlinear regression,
and the linear kernel for linear regression. SVM performs well on data sets that have many
attributes, even if there are very few cases on which to train the model. There is no upper
limit on the number of attributes; the only constraints are those imposed by hardware. This
is especially interesting for our study, since in the historical training data, particularly in
the first years, some data are missing for certain meteorological variables. However, the
algorithm works quite well despite this circumstance [40,41].

2.4. Web application

The development of an application that includes the predictive model requires a tool
that will provide for better means of knowledge acquisition, inference mechanism, and user
interface. It is a technology with a broad impact on business and industry. It offers practical
use and commercial potential [42]. In this case, it is essential that the system is easily
accessible to the farmer or farm manager. Therefore, our application has been deployed in
the cloud, allowing the user to work with it from any device with an internet connection.

Efficient analysis, simulation, and visualization of the predictive crop model for a
selected farm is needed. In such a way, the user can graphically see anticipated yield
data based on real weather data and even make simulations with fictitious data entered
by the user. In this way, future action plans can be drawn up according to the different
circumstances that may arise.

One of the most interesting aspects of the tool is that the loading of the meteorological
variable data required by the application is automatic and always up to date. The only data
that the user must insert are the data on the amount of crop harvested each year. This action
is performed by the user through the application by a user-friendly interface. This data
will be included in the training data set that allows the predictive model to be improved,
Figure 4.
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Figure 4. Schematic representation of the web application.

The development of the web application is carried out under the Oracle Database Man-
agement System 19c [43]. Oracle provides us the necessary tools for the agile development
of the application: the database to manage the information, Oracle Data Mining, which is a
module integrated in the database in which there are all necessary data mining algorithms,
and Oracle Applications Express (APEX), which is a WEB application development module
that is also implemented in the database. Apex allows us to develop WEB applications for
both PC and mobile devices. The web application has been sequentially developed from
the following phases: design of the model and uploading data, generating the predictive
models, development of the application interface, and the design and development of the
learning system.

2.4.1. Design of the Data Model and Uploading Data

The data model for our system is quite basic; we just need two tables. The first table
contains historical data including the amount of crop yield harvested in the olive grove
on the farm under study each growing season, meteorological data, and environmental
quality. The second table stores the results and input parameters of the prediction; both
tables make the knowledge base of the system, Figure 4.

There are several tools to upload the data into the database. In this case, SQL-Loader
has been used. It is a tool that allows us to read text files and transfer the data into the
tables. Once the information was uploaded into the auxiliary tables, it was grouped by
SQL querys following the framework criteria of the study.

2.4.2. Generating the Models with Oracle Data Mining

Oracle Data Miner is an extension to Oracle SQL Developer that allows data analysts
to work directly with the data within the database, explore the data graphically, build and
evaluate multiple data mining models, and more. The Oracle Data Miner workflow captures
and documents the user’s analytical methodology and can be saved and shared with others
to automate advanced analytical methodologies. It also allows the creation of predictive
models that application developers can integrate into applications to automate the discovery
and distribution of new business intelligence: predictions, patterns, and discoveries.

Once the data was stored, the models were generated with Oracle Data Mining. This
was performed using the SQL Developer tool. First, we selected the source table and the
type of model we wanted to generate, in our case, a regression. Then, we selected the
algorithm to apply, and the system asked us to select the target attribute and the attributes
that form part of the predictive model.
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2.4.3. Development of the Application and System Learning

The second objective of this work is to integrate the prediction system into a useful
application for the farmer or manager of the olive farm. As this is a user who is not an
expert in Information and Communication Technologies, it is a priority that the system is
implemented in a simple application with a user-friendly interface. Oracle Application
Express (Oracle Apex) has been used for this purpose. It is an Oracle’s primary tool for
developing Web applications with SQL and PL/SQL. Using a web browser, professional
Web-based applications for desktop and mobile devices can be developed. In this study, the
system has been mounted on Oracle’s Cloud, allowing it to be accessed from the Internet
on the page https://apex.oracle.com/pls/apex/f?p=50617 (accesed on 20 February 2022).
The system has the following functionalities:

9. Log-in system. In order to access the system, user registration and authorization is
required, Figure 5a.

10. Main screen. There are 3 icons, Figure 5:

a Prediction data. This accesses the screen where the user inserts the data to
make a prediction. It opens a variable collection form. Figure 6a.

b Historical Data. This allows us to visualize the result of all the predictions
made by the system. It is possible to search for any prediction made by the
system at any time in different formats (table, report, or graph), send it to
anyone by mail, make groupings, etc. You can even make simulations from
fictitious data. Figure 6b.

c Real Yield Data. In this option, the user enters the real data on the amount of
harvest harvested in that year. This data becomes part of the training data, so
the system is learning through a continuous feedback process, Figure 6.

Figure 5. Interface of the web application, (a) login; (b) main menu.

240



Agriculture 2022, 12, 1345

 

Figure 6. Interface of the web application, (a) prediction data entry module; (b) predictions visualiza-
tion and graphical representation module; and (c) actual yield data entry module.

Finally, the screen showing the result of the web application was designed. To do
this, the wizard provided by Oracle APEX was used and relied on the same results table.
To improve the interface and help the manager, the application generates representative
graphs of the stored data, such as the harvested data versus the prediction values for
each year.

3. Results

3.1. Datasets Analysis and Data Cleaning

The idea is to use data from the first seven years to generate the model and the last
one to analyze the quality of the prediction. The development of this data mining study
includes the following phases: data loading, data cleaning, detection of anomalous data,
generation of predictive models, and finally testing for validation. Firstly, a table was
created in order to store the information extracted from the AEMET Web Services as well
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as the harvest quantity data supplied by the farmer. Previously loaded data in the database
JSON files were converted to CSV using “|” as field delimiters. Once this conversion was
carried out, they were loaded into the database. All the information was stored in a single
table, denormalized.

Additionally, data were also analyzed with a one-class classification algorithm for the
detection of anomalies. A one-class classifier develops a profile that generally describes a
typical case in the training data. The profile deviation is identified as an anomaly. Outliers
are sought in this study, such as unusual cases, because they fall outside the distribution
considered normal for those data.

The algorithm shows the distribution of the data and marks with 0 abnormal data
together with their probability. The results can be seen in Table 3, in which record number
9 is marked as anomalous value with a probability of 75%.

Table 3. Results of the one-class classification algorithm.

Anomaly Detection Probability (%)

1 50.19
1 66.72
1 62.08
1 64.90
1 67.38
1 65.18
1 62.58
1 53.31
0 75.48

. . . . . .

The anomalous value detected was removed from the study. Figure 7 shows the values
of this abnormal record, and indeed, it can be confirmed that August marks a maximum
temperature of 0 degrees, minimum temperature of 0 degrees, etc. It is clear that it is an
outlier (that is a mistake in the data), because in Jaen, the mean temperature in August is
higher than 30 degrees. This review of the table could hardly have been carried out with
the naked eye. This checking and filtering of variable values ensures that the data used as
training data are quality data. Consequently, the final prediction errors are attributed to the
adequacy of the model/equations and not to the parameters.

In addition to the analysis of the meteorological variable data, an analysis of the yield
data was carried out. When analyzing the harvest quantity data for each year, Figure 8,
it was observed that the maximum and minimum values correspond to two consecutive
campaigns, those of 2015 and 2016, with values of more than 19,000 kg and around 5000 kg,
respectively. This is a significant difference, more than 300%. At first it could be considered
that this fact could negatively affect the model testing, since it presents a significant peak
jump in the distribution of the yield data. However, if the 2015 data is excluded from the
training data to generate the model when testing its prediction, the model validation will
give good results, but for global model purposes there will be no training data with the
2015 crop. The same argument could be applied to the 2016 crop data, so it is to be expected
that although the prediction of the 2015 and 2016 crop will not be reliable in the validation
check, this does not imply a deficiency of the model. The reason is that this circumstance,
in the final model, is mitigated by including all years as training data, i.e., from 2013 to
2020. In this sense, as the amount of training data increases, the model will be adjusted to
the different casuistry of each year.
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Figure 7. Example of anomaly detection.

Figure 8. Yield data history of the farm under study.

3.2. Variables Influencing Olive Crop Prediction

The next phase in the workflow of this study is to determine the level of influence
of each variable on the target attribute, in this case, the crop harvested in each year. The
Minimum Description Length algorithm (MDL) was applied. This algorithm returns a value
of between −1 and 1. Values of 0 are returned for those cases which have no relationship.
For this study, only those attributes with weight greater than 0 were considered, discarding
those attributes with a 0 or negative value. Once the most suitable attributes for this
study were selected, they were used to generate the predictive models. Table 4 shows the
results of the algorithm execution. Here it can be confirmed the variables that have been
included in the model are those that have a level of influence on the target attribute above
zero; those with a negative influence value have been discarded. The attribute with the
greatest influence is the harvest quantity of the previous year, last year’s crop. Then, the
next variable in importance level is the number of days with rainfall greater than 30 L,
np_300, followed by the number of days with wind of more than 55 km/h, nw_55. It is
understood that this will affect pollination. It was also observed that the absolute maximum
atmospheric pressure, q_max, data have a negative value and, therefore, is not related to
the target attribute; this attribute was removed from the study.
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Table 4. Ranking and weight assigned to each attribute.

Variable Level of Influence on Target

Last year’s crop 0.793
np_300 0.436
nw_55 0.156
nt_00 0.152

np_100 0.132
p_mes 0.121
ti_max 0.111
p_max 0.092
ta_max 0.091

e 0.073
tm_mes 0.061

nt_30 0.053
w_med 0.042
tm_max 0.041
ts_min 0.031

tm_max 0.021
nt_00 0.019

q_med 0.015
hr 0.015

np_001 0.015
np_300 0.005
month 0.004
q_max −0.756

3.3. Models and Validation

Once variables were selected and all information was available and normalized, the
model was designed. The k-fold cross validation technique was used to evaluate results in
statistical analyses [44]. The technique consisted of evaluating the quality of each year’s
prediction by separating that year’s data from the training data used for the prediction.
Particularly, for this research, it was used to check the reliability of the model in terms of
harvest quantity prediction of a specific year, being this excluded in the generation of the
model. As previously indicated, for this study, production data from 2013 to 2020 were
used. Specifically, a predictive model was generated using data from seven years, and
next, data from the eighth were used to evaluate the reliability of the model; that is, the
prediction of the harvest of the eighth year was estimated and then it was compared with
the actual crop data of that date.

There was no dependence between the training data and the prediction; therefore,
another model will be generated with the data for the years 2013, 2014, 2015, 2016, 2017,
2018, and 2020, and its reliability will be tested in the 2019 crop prediction, and so on. In
this way, the model can be tested against the actual production of several years, Figure 9.
Finally, a final model will be generated including all years, that is, using all training data.
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Figure 9. The k-fold cross validation technique applied to the yield data from 2013 to 2020. (Up) Train-
ing data used correspond from 2013 to 2019 and 2020 data are used for validation. (Down) Model
is generated using training data from 2013 to 2020 not including 2015 data which is used for the
validation process.

Another important consideration in the design of the model is the reliability of an
early prediction of the crop during the harvesting year. As indicated in previous sections,
the farmer must make decisions once the harvesting year has been completed, that is, from
January to March, he has to make decisions regarding tilling the land, fertilizing it, pruning
it, selling the oil obtained, etc. In this sense, in this study, since the meteorological data are
grouped by months, a monthly prediction of harvest quantity is generated and then the
quality of each prediction is assessed. Thus, for each year, 12 predictions were generated,
one for each month, and the mean absolute error (MAE) of each prediction was calculated
in order to determine how consistent the prediction was. The MAE is the average of all
absolute errors, and it is calculated as shown in Equation (5), where n is the number of
errors, Σ is the summation symbol which means “add them all up”, and |xi − x| is the
absolute errors.

MAE =
1
n ∑n

i=1|xi − x| (5)

In this way, the farmer has a series of tools in addition to his own experience to make
appropriate decisions about the management of his farm.

As the predictive model generation process has been designed, a cross validation is
carried out. For this purpose, several models are generated, one for each year to be checked.
A pure linear model is used from the GLM algorithm and other models applying SVM
with Gaussian and Linear Kernel, respectively. Once the algorithms have been tested, the
one that best suits the nature of the data is taken into account. Finally, the final model is

245



Agriculture 2022, 12, 1345

generated using this algorithm, including as training data all the harvest years from 2013
to 2020.

In this first phase of results, the models generated for cross-validation are presented. A
model is generated for each year to be tested. For example, to check the year 2020, training
data included are from 2013 to 2019. Those for 2020 are not included; they are used to test
the effectiveness of the model. In other models, we proceed in the same way, but checking
the year 2017. The model training data are: 2013, 2014, 2015, 2016, 2018, 2019 and 2020,
leaving 2017 out, as it is used for testing, and so on. Three different algorithms are used: a
pure linear model such as GLM and others such as SVM with Gaussian and Linear Kernel.

The Oracle Data Mining tool is used in this research to provide information about
the theoretical efficiency of each generated model, Figure 10. To analyze the effectiveness
of each model, we analyzed the MAE, as seen in Equation (5) and also the root mean
square error (RMSE), The latter is the standard deviation of the residuals, prediction
errors. Residuals are a measure of how far from the regression line data values are. RMSE
is a measure of how spread out these residuals are. In other words, it indicates how
concentrated the data are around the line of best fit. In Equation (6), n is the number of
values predicted.

RMSE =

√
∑n

i=1
(Predictedi − Actuali)

2

n
(6)

Figure 10. Validation of the model using different algorithms.

In the comparison of the three models, it is observed that the lowest errors, both for
MAE and RMSE, are those obtained with the SVM model with Gaussian Kernel. Therefore,
based on these data, the selection of this algorithm to generate the final model is justified.
The real data for the year 2020 are used for the error comparison.

The residual plot is also analyzed to visualize graphically how the model fits the
evolution of the data. Thus, it detects strange behaviors in individual data, Figure 11. Three
large groups that are very far apart, whose values have an influence on the model can
be detected. Although they are very distant from each other, they are not considered as
outliers since the residuals are homogeneously located in the three groups. Analyzing the
impact of the last year’s crop variable on the model, it can be confirmed that harvests can
be basically classified into three types: low harvest, medium harvest, or high harvest.

As indicated in the introduction, the optimization of agricultural resources on an
olive orchard requires the farmer to make appropriate decisions in advance. In this sense,
resource management during the months of January or February is crucial, since there is
still no indication of what the harvest will be that year. However, the contribution of this
research focuses precisely on providing reliable data to the farmer also at an early stage of
the agricultural year of the olive crop. Table 5 shows the model predictions for the months
of January and February of all years. Note that the prediction for 2013 is not included.
This year, being the first year, its data are used as training data, but the harvest cannot be
predicted because data from the previous year are not available.
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Figure 11. Distribution of the residuals using the SVM with Gaussian kernel algorithm.

Table 5. Early prediction of crop data for each year (kg/ha).

Year Month Yield Data Prediction Relative Error

2020
January 4566.18 3815.97 16.43%

February 4566.18 4275.08 6.38%

2019
January 3408.20 3592.49 5.41%

February 3408.20 3806.77 11.69%

2018
January 3476.67 3141.15 9.65%

February 3476.67 3478.94 6.52%

2017
January 32.42 3881.56 19.73%

February 32.42 3763.93 16.10%

2016
January 1743.64 2481.55 42.32%

February 1743.64 2588.64 48.46%

2015
January 5777.19 3511.67 39.00%

February 5777.19 5760.12 29.54%

2014
January 2308.39 2310.70 10.03%

February 2308.39 2310.08 7.32%

However, crop prediction errors for 2015 and 2016 are less encouraging. The latter
range between 48% and 39%. In this regard, it is important to remember that the yield data
for these two years correspond to the maximum and minimum values, respectively, of the
total training data set. Therefore, these results are to be expected in the validation study
since, in order to perform the cross-validation for the years 2015 and 2016, the data for
each year are not included in the training data. For this reason, the model is overestimated,
and these results come out. However, this is not a problem, since these extreme data
are included in the final model, and in a similar situation the regression model would fit
more accurately.

Traditionally, the farm manager usually makes decisions based on the average values
of previous years, which, in the case of years with extraordinary circumstances, our predic-
tive model would be able to provide extraordinary knowledge. In this sense, considering
the crop variability between maximum and minimum is more than 331%, between 2015
and 2016, having an error of 48% in January, this prediction could be useful for the farmer.
In fact, cross-validation of the prediction for the months of January and February, Figure 12,
confirms that the crop prediction for these two years of extreme values is closer to the
actual values than the naïve model, based on averaged values.
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Figure 12. January and February yield data for all years studied: actual, predicted and averaged data.

Once the algorithms have been tested, taking into account that the SVM algorithm
with Linear Kernel is the one that best adapts to the nature of the data that influence the
target attribute, the amount of harvest was generated, which includes as training data all
the harvest years, from 2013 to 2020.

4. Discussion

An early crop yield prediction in the crop season, January-February, as resulted in
previous sections, is key for the farmer to make important decisions, such as choosing the
type of tillage on the farm, investment in fertilizers, irrigation, or even the marketing of the
oil. These decisions are highly dependent on the crop forecast. Currently there is research
oriented to the generation of predictive models; however, although they are very efficient,
they are not useful for the case of olive orchards. The main reason is that these models
are based on the analysis of pollination [16,21–28], which occurs very late in the crop year,
between May and July. Moreover, in this period, the fruit is already visible on the olive
tree, so the farmer, based on his knowledge of previous years, can already have a reliable
idea about the harvest; therefore, it is a good and reliable prediction, but not very practical
because the economic investment in ploughing and other work on the exploitation has
already been made.

The contribution of this research is that based on historical olive crop harvested data
and meteorological data such as temperature, rainfall, wind, etc., crop prediction models
on February have been generated, with absolute errors of less than 17% in 70% of the years
used for the training data. Similar results have been obtained by other authors, but in
research related to early potato harvest prediction. In this work, regression models and
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yield data from seven previous years have also been used, obtaining a mean absolute
error of around 15%, with the same validation method [45]. Taking into account that
crop variation from one year to another can vary by more than 330%, these results can be
considered satisfactory. In addition, due to the design of the study, the errors obtained are
maximum errors, since training data were excluded for the validation tests; however, in the
final model, the training data are composed of yield data from all years, which increases
the robustness and efficiency of the predictive model.

As a particular case, in the years of maximum and minimum harvest, relative errors
of around 40% have been obtained, Table 5. This is a large error compared to the rest of
the years; however, it is an acceptable error considering that this error is not real and is
overestimated. When removing, in the cross validation, data from the years of maximum
and minimum harvest, there are no training data for these harvest extremes, hence such
large differences between the estimated and real values. Even so, the model fits with a
relatively low error, making an acceptable prediction for the margins of error typical of
such an early prediction. However, as already mentioned, these values are included in the
final model, thus allowing the model to be able to predict future extreme harvests under
similar circumstances.

The study confirms that the main variable that most influences the prediction of
harvest quantity is the previous year’s harvest. In this sense, and to demonstrate the
sensitivity of the model to this variable, the harvest prediction for the growing seasons of
2015/16, 2016/17, and 2017/18 was generated by considering the actual harvest values of
the previous year in the training data. The harvest data for the year before each season was
then increased by 10%, and each of the three predictions was generated again. It should
be noted that the rest of the variables were kept as the real values. The results can be seen
in Table 6. It can be seen that decreasing the harvest of the previous year by 10% has a
direct effect on the prediction; in such a case, the lower the harvest of the previous year, the
higher the prediction.

Table 6. Comparison in yield data prediction (Kg) by changing the key parameter by 10%. Analysis
for three selected growing seasons. (1) Prediction using real values for the key parameter and
(2) prediction using the key parameter value modified by 10%.

Growing
Season

Yield Data
Current Season

Real Yield Data
Previous Season

Prediction Current
Season (1)

Changed Yield Data
Previous Season

Prediction Current
Season (2)

2015/16 11,475 10,700 10,367.58 9630 11,033.24

2016/17 11,249 11,475 12,564.51 10,327.5 12,664.51

2017/18 15,071 11,249 14,110.19 10,124.1 14,412.36

In this harvest prediction research, harvest data and meteorological values have been
used. In fact, the Discussion of this paper focuses on these two variables as key parameters.
The reason is that, as already developed in the methodology section, the MDL algorithm
provided us the level of influence of each variable on the target attribute, with the amount
of harvest from the previous season and rainfall being the most influential. However, in
other works [46], remote sensing data have also been used. However, in this study, it was
found that the estimation results change depending on different agricultural zones and
temporal training settings. Nevertheless, factors influencing crop production used to be
the same, the greatest weight attributed to environmental factors such as crop variety, soil
type and surface cover or topography, etc.

The analysis of the influence of the variables studied on the early harvest prediction
has been carried out using the MDL algorithm. The results obtained are in line with the
works [47,48], which state that years of very good olive yields alternate with other in
which very few kilograms of olives are harvested per tree. This alternation is not due to
climatic factors, but to the fact that the high yields of the productive years interfere with
the vegetative development of the tree or exhaust its reserves, and therefore, it will need
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time to recover and accumulate the lost resources again. This has been confirmed in our
study by analyzing the variables that influence the amount of harvest, the target attribute.
The MDL algorithm statistically quantifies that the most influential variable is the amount
of harvest from the previous year, Table 4. The analysis of the influence of the variables
studied on the early harvest prediction has been carried out using the MDL algorithm.
The results obtained are in line with the works [47,49], which state that years of very good
olive yields alternate with others in which very few kilograms of olives are harvested per
tree. This alternation is not due to climatic factors, but to the fact that the high yields of
the productive years interfere with the vegetative development of the tree or exhaust its
reserves and, therefore, it will need time to recover and accumulate the lost resources again.
This has been confirmed in our study by analyzing the variables that influence the amount
of harvest, the target attribute. The MDL algorithm statistically quantifies that the most
influential variable is the amount of harvest from the previous year, Table 4. In addition,
the argument of alternation between productive crop years and crop-shortage years is also
corroborated in this study from the residue analysis in Figure 11. Here, we can see how
the harvest quantity data are grouped into three clearly differentiated classes: low harvest,
medium harvest, or high harvest.

Secondly, another key variable in crop production is the amount of rainfall, espe-
cially that accumulated at certain times of the year. This has been confirmed by several
authors [49–51], whose results showed in these works identify the highest production
coincided with increased rainfall, namely in two consecutive months, during August and
December. It was concluded that the impact of rainfall on olive production depends on
the intensity and monthly distribution of rainfall. In this sense, our work identifies the
variable "np_300" as the second most influential variable on the target attribute. This
variable identifies the number of days of precipitation greater than or equal to 30 mm in
the month/year, which coincides with the importance of the accumulated rainfall factor
identified by the aforementioned authors.

The results obtained with respect to prediction reflect that of the three predictive
algorithms used; the one that best fits the objective of this research is the SVM algorithm
with Gaussian Kernel. This indicates that there is no linear relationship between the
variables and the target attribute. The algorithm distributes the data in a Gaussian bell-
shaped hyperplane in such a way that a plane of separation is established between the data,
Figure 1. In this study, the following Gaussian Kernel configuration has been used in the
SVM algorithm:

• Kernel Cache Size specifies the cache size (in bytes), which is used to store the kernels
computed during the build operation. As expected, larger cache sizes generally result
in faster builds. In our case, it has been configured with the value of 50 MB.

• Convergence tolerance specifies the tolerance value allowed for the generation of the
model before completion. The value must be between 0 and 1. The value configured in
our case was 0.001. Higher values tend to result in faster generations but less accurate
models. In our study we have aimed for a value very close to 0 to ensure maximum
accuracy without penalizing computational time.

• Standard deviation allows us to specify the standard deviation parameter that the
Gaussian kernel uses. This parameter affects the trade-off between the complexity of
the model and the ability to generalize to other data sets (overfitting and underfitting
of the data). Larger standard deviation values favor under-fitting. We have left this
parameter with the default setting. With this setting, the system has automatically
estimated this parameter from the training data.

• Epsilon. Specifies the value of the error interval allowed in the generation of models
not sensitive to epsilon. In other words, it distinguishes small errors (which are
ignored) from large errors (which are not ignored). The value must be between 0 and
1. As with the previous parameter, the default setting has been used, so that it has
been calculated by the system based on the training data.
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• Complexity factor. Allows the determination of the complexity factor that balances
model error (measured with respect to the training data) and model complexity in
order to avoid over-fitting or under-fitting of the data. Higher values provide a
higher penalty to errors, which means a higher risk of over-fitting the data. Smaller
values provide a smaller penalty to errors and may lead to under-fitting. In our study,
this value has been set as automatic and the system has determined it based on the
training data.

• The normalization method specifies the method used for the continuous input and
the target attribute. Z-scores, Min-Max, or None can be selected. Oracle performs the
normalization automatically if none is specified. In our case, it has been left unselected.

• Active learning provides a method for handling large generated sets. With active learn-
ing, the algorithm creates an initial model based on a small sample before applying it
to the entire training data set and then updates the sample and model incrementally
based on the results. This cycle is repeated until the model converges on the training
data or until the maximum number of allowed support vectors is reached. In our case,
to speed up the calculations, this parameter has been activated.

Given the specific configuration of the parameters used in the algorithm, it could be
concluded that the model generated is only valid for the case of the farm studied. For this
reason, and in order to check its effectiveness at other scales, our model was tested on a
much larger area. The statistical model has been applied to another crop prediction in
Spain, but this is a much larger farm extension, the joint prediction at the level of all the
farms belonging to the same municipal district, Lahiguera (Jaén, Spain). This includes 50%
of traditional rainfed olive groves and the other 50% of irrigated olive groves. Harvest
prediction was generated for the 2020/21 and 2021/22 seasons. Our model was trained
with data from the 2013/14 seasons up to the 2021/22 season. As in our study, we removed
the year to be predicted from the model, Table 5. The meteorological data were obtained
from two stations located within the boundary of Lahiguera, and the arithmetic means of
the climatic data were used. The predictions obtained had similar relative error to those of
our case study, Table 7.

Table 7. Early prediction of crop data for Lahiguera district (Kg).

Growing Season Yield Data Prediction Relative Error

2020/21 15,349,191.85 15,899,198.74 3.58%

2021/22 14,823,594.35 16,367,993.56 10.41%

In summary, despite the local character of the study, the results are in line with larger
scale studies and with the results of other authors elsewhere, which is another way of
validating our methodology. It is also an endorsement to improve our predictive model by
adding more data and more farms to our training data.

5. Conclusions

All development and generation of the predictive models were performed under the
cloud application without the user being aware of it. The farmer or manager using the
application only selected the prediction they needed to see. They could also export the
information in the desired format or simply visualize a graphical representation of the
results. The application is, therefore, a powerful tool that is very accessible and very useful
for decision making.

The conclusions of this study respond to the case of a type of olive grove with specific
characteristics, an unirrigated olive grove where traditional tillage is practiced. Future lines
of work include the application of these models in other farms with similar characteristics
and in others where a different type of tillage is practiced. It also remains to be seen how
these models would respond in an irrigated olive grove or in other types of olive groves,
such as the growing intensive and super-intensive olive groves, where the yield data are
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very different from those dealt with in this study. However, the working methodology
and implementation in the web application is designed. Adaptation to other crop types
would be achieved by following the same workflow and adapting the predictive models
according to the influence of weather data and harvested crop quantity data.
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Abstract: This study proposes a novel lightweight grape detection method. First, the backbone
network of our method is Uniformer, which captures long-range dependencies and further improves
the feature extraction capability. Then, a Bi-directional Path Aggregation Network (BiPANet) is
presented to fuse low-resolution feature maps with strong semantic information and high-resolution
feature maps with detailed information. BiPANet is constructed by introducing a novel cross-
layer feature enhancement strategy into the Path Aggregation Network, which fuses more feature
information with a significant reduction in the number of parameters and computational complexity.
To improve the localization accuracy of the optimal bounding boxes, a Reposition Non-Maximum
Suppression (R-NMS) algorithm is further proposed in post-processing. The algorithm performs
repositioning operations on the optimal bounding boxes by using the position information of the
bounding boxes around the optimal bounding boxes. Experiments on the WGISD show that our
method achieves 87.7% mAP, 88.6% precision, 78.3% recall, 83.1% F1 score, and 46 FPS. Compared
with YOLOx, YOLOv4, YOLOv3, Faster R-CNN, SSD, and RetinaNet, the mAP of our method is
increased by 0.8%, 1.7%, 3.5%, 21.4%, 2.5%, and 13.3%, respectively, and the FPS of our method is
increased by 2, 8, 2, 26, 0, and 10, respectively. Similar conclusions can be obtained on another grape
dataset. Encouraging experimental results show that our method can achieve better performance
than other recognized detection methods in the grape detection tasks.

Keywords: grape detection; convolutional neural network; self-attention; deep learning

1. Introduction

The grape has rich nutritional value and good taste, and it is widely popular among
people. As an important part of the fruit industry, grape harvesting is labor-intensive and
time-consuming [1]. Traditional manual picking is no longer sufficient to meet the needs of
the fruit industry since the population is aging and the agricultural labor force is decreasing.
It is urgent to develop automated grape-picking machines to harvest grapes in the field.
Identifying and locating grapes in real-time is the first step to automating grape harvesting.
However, traditional machine learning methods and deep learning-based grape detection
methods fall short of practical requirements in speed and accuracy. Hence, developing a
rapid and accurate grape detection method has great significance.

Numerous traditional methods have been proposed for grape detection in orchards
in recent years. A grape image segmentation method [2] based on different color spaces
was proposed and achieved a high recognition rate, but it did not consider the effect of
leaf occlusion. Based on k-means clustering, Luo et al. [3] segmented stacked grapes to
capture their contours and eventually achieved an 88.89% recognition rate. However, the
recognition process required a great deal of time and could not meet the need for real-
time grape detection. Pérez-Zavala et al. [4] used a support vector machine to classify
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information, combining shape and texture information, and achieved high precision and
recall, but this method could not detect different varieties of grapes in complex scenes.

With the rapid development of deep learning, various convolutional neural network-
based object detection methods have been applied to fruit detection tasks, with good
detection results [5,6]. Some researchers investigated the effect of fruit datasets of scales
and image resolutions on detection accuracy [7]. Parvathi et al. [8] took ResNet50 as the
backbone network of Faster R-CNN and used it for coconut ripeness detection, achiev-
ing an accuracy of 89.4%. Fu et al. [9] proposed to remove the background from apple
images by depth features before using Faster R-CNN for apple detection, which led to an
average detection accuracy of 89.3%, and the detection time was 0.181 s. Faster R-CNN
is a two-stage object detection method that has a high detection accuracy in fruit detec-
tion tasks [10], but the detection speed cannot meet the requirements. Some researchers
proposed using one-stage object detection methods for fruit detection [11,12] to solve the
problem. Aguiar et al. [13] used MobileNetV1 and Inception-V2 as networks for SSD and
trained them using grape images at the different growth stages, achieving good detection
results. Xiong et al. [14] added a residual network to the YOLOv3 model. They used the
improved model for citrus recognition at night, resulting in a 2.27% improvement in aver-
age detection accuracy and a 26% increase in detection speed. Kateb et al. [15] proposed a
modified attention mechanism based on the YOLO architecture to improve the stability of
the detection model. In addition, they proposed a blackout regularization to provide better
detection capability. Wu et al. [16] added a depth-separable convolution to the YOLOv3
model to improve the real-time detection performance of the model. Li et al. [17] improved
the YOLOv4-tiny model by introducing the attention block and Soft-NMS algorithm into
the network, increasing the identification accuracy. Meanwhile, the standard convolu-
tions in the YOLOv4-tiny are replaced by depth-separable convolutions, improving the
detection speed.

Compared with traditional methods for grape detection, the above detection meth-
ods usually utilize CNN as the backbone network to extract features and achieve good
performance. However, the limited receptive field of convolutional kernels makes it hard
to capture global dependency. Up to now, far too little attention has been paid to Vi-
sion Transformer. Vision Transformer models [18–20] take the self-attention to build a
connection between pixels, obtaining the complete information of the image. Therefore,
using Transformer as a backbone network is an intuitive way to enhance the detection
performance. Additionally, feature fusion networks fuse high-level semantic information
with low-level detailed information. Adding original features to the fused feature maps is
an effective way to enrich the feature information. In post-processing, the bounding box
with the highest confidence score is selected as the optimal bounding box. However, the
low correlation between the confidence score and positioning accuracy [21] resulted in an
optimal bounding box that could not surround the grape well. Thus, proposing a new
Non-Maximum Suppression algorithm [22] is to be expected.

The objective of this study is to propose a novel lightweight grape detection method
based on YOLOv4 [23] architecture. Inspired by the global information capture ability in
Vision Transformer models, a hybrid convolution and transformer network called Uni-
former [24] can be used as the backbone network of our method, which combines the
advantages of convolution and self-attention to improve the feature extraction capability.
To fuse more feature information, a novel feature fusion network based on the Path Aggre-
gation Network (PANet) [25] is desired to be proposed. Compared with PANet, the feature
fusion network has fewer parameters and computational complexity. Finally, we expect
to propose a Relocation Non-Maximum Suppression (R-NMS) algorithm to improve the
localization accuracy of the optimal bounding boxes.
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2. Materials and Methods

2.1. Dataset

The Wine Grape Instance Segmentation Dataset (WGISD) [26] was used as the experi-
mental object. The dataset consists of images captured by different camera devices, and it
has 5 grape varieties and 300 images, including 240 images with 2048 × 1365 resolution
and 60 images with 2048 × 1536 resolution. Some grape images under different scenes
are shown in Figure 1. In the experiment, these images were divided into a training set
and a test set in the ratio of 4:1 for training and testing of the model: the training set
had 240 images, and the test set had 60 images. A total of 4432 annotation boxes were
annotated in the WGISD. The specific information of each grape annotation box is shown in
Table 1. To further demonstrate the robustness of our method, another grape dataset called
wGrapeUNIPD-DL [27] was used. There are 186 images with a resolution of 4288 × 2848,
17 images with a resolution of 4608 × 3456, and 65 images with a resolution of 4032 × 3024.
The detailed information about the dataset is shown in Table 2. We divided this dataset
in the ratio of 4:1 to obtain 214 images in the training set and 54 images in the test set.
As shown in Figure 2, the grapes in this dataset have similar colors to the leaves under
occlusion scenes, which brings some difficulty to the grape detection tasks.

Table 1. The detailed information about the WGISD.

Categories

Species of Grapes
Total

Number
Number of

the Training Set
Number of
the Test SetChardonnay

Cabernet
Franc

Cabernet
Sauvignon

Sauvignon
Blanc

Syrah

Number of images 65 65 57 65 48 300 240 60
Number of labeled

grapes 840 1069 643 1317 563 4432 3500 932

(a) 

(b) 

Figure 1. Grapes under different light, color, and overlapping scenes. (a) Grapes under sunny, cloudy,
and rainy. (b) Green grapes, purple grapes, and overlapping grapes.

Table 2. The detailed information about the wGrapeUNIPD-DL.

Categories Total Number
Number of the

Training Set
Number of the

Test Set

Number of images 268 214 54
Number of labeled grapes 2155 1744 411
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Figure 2. Grapes under different light conditions.

2.2. Method

This study aims to design a novel lightweight grape detection method. As shown
in Figure 3, our method has three parts. First, Uniformer was used as the backbone
network to build the correlation between all pixels to enhance the feature extraction ability.
Then, the BiPANet was proposed to fuse the different scale feature maps to enrich the
feature information. For the last part, we proposed the R-NMS algorithm to enhance the
localization accuracy of the optimal bounding boxes.

Figure 3. The network structure of our method.

2.2.1. Backbone Network

Generally, CNN is used as the backbone network of various object detection methods,
and it builds global perceptual fields by stacking multiple convolutional layers. However,
stacking the convolutional layers tends to make the backbone network have a large number
of parameters and high computational complexity. To make the backbone network model
global information efficient with fewer parameters and low computational complexity,
Uniformer was used as the backbone network of our method. As shown in Table 3,
Uniformer contains four stages, and each stage includes one patch-embedding layer. In
the first and second stages, there are three and four Convolution Blocks, respectively.
In the last two stages, there are eight and three Transformer Blocks, respectively. The
patch-embedding layer is used to compress the information in the spatial dimension to
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the channel dimension, reducing the parameters and computational complexity for the
next step.

Table 3. Model configurations for the backbone network of our method.

Stage Input Operation Output

Stage 1 608 × 608 × 3
4 × 4, 64, stride = 4

152 × 152 × 64⎡⎢⎣[3 × 3, 64],

⎡⎢⎣ 1 × 1, 64
5 × 5, 64
1 × 1, 64

⎤⎥⎦,

[
1 × 1, 256
1 × 1, 64

]⎤⎥⎦× 3

Stage 2 152 × 152 × 64
2 × 2, 128, stride = 2

76 × 76 × 128⎡⎢⎣[3 × 3, 128],

⎡⎢⎣ 1 × 1, 128
5 × 5, 128
1 × 1, 128

⎤⎥⎦,

[
1 × 1, 512
1 × 1, 128

]⎤⎥⎦× 4

Stage 3 76 × 76 × 128
2 × 2, 320, stride = 2

38 × 38 × 320[
[3 × 3, 320], [MHSA, 320],

[
320, 1280
1280, 320

]]
× 8

Stage 4 38 × 38 × 320
2 × 2, 512, stride = 2

19 × 19 × 512[
[3 × 3, 512], [MHSA, 512],

[
512, 2048
2048, 512

]]
× 3

The network structure of the Convolution Block is shown in Figure 4a. It is composed
of the Dynamic Position Encoding (DPE) module, the Local Attention (LA) module, and
the Feed Forward Network (FFN) module. To prevent network degradation, a residual
skip connection was inserted in these layers. Convolution Block is calculated as follows:

X = DPE(Xin) + Xin

Y = LA(Norm(X)) + X
Z = FFN(Norm(Y)) + Y

(1)

where Xin ∈ RC×H×W represents the input feature map. The feature map passes through
the DPE module to obtain the output feature map X ∈ RC×H×W . The DPE module was
used to encode the position of the feature maps, whose convolution kernel size is 3 × 3.
Then, the feature map X ∈ RC×H×W was used as input to the LA module. To speed up
the convergence of the model during training, the Norm layer was introduced into the LA
module and the FFN module. We used the Norm layer to batch normalize the feature map
X ∈ RC×H×W and then input it to the LA module to obtain the feature map Y ∈ RC×H×W .
The LA module was used to extract local features, and consists of two 1 × 1 Point-Wise
Convolution (PWConv) layers and a 3 × 3 Depth-Wise Convolution (DWConv) layer. The
structure of PWConv-DWConv-PWConv in the LA module comes from MobileNet [28].
Compared with standard convolution, it has fewer parameters. Finally, the feature map
Y ∈ RC×H×W was processed by the FFN module to obtain the final output feature map
Z ∈ RC×H×W . The FFN module uses convolution to enhance the expression ability of
features, and the convolution kernel sizes are both 1 × 1.

The Convolution Block uses the DPE module, LA module, and FFN module to extract
the local information. However, it cannot capture long-range dependencies. To overcome
this shortcoming, the Transformer Block was proposed. As shown in Figure 4b, the
Transformer Block comprises the DPE module, the Global Attention (GA) module, and the
Multi-Layer Perceptron (MLP) module. The Transformer Block is calculated as follows:

X = DPE(Xin) + Xin

Y = GA(Norm(X)) + X
Z = MLP(Norm(Y)) + Y

(2)
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(a) (b) 

Figure 4. The network structure of the Convolution Block and the Transformer Block. (a) Convolution
Block and (b) Transformer Block.

First, the DPE module encoded the position of the feature map Xin ∈ RC×H×W using
a 3 × 3 convolution kernel to obtain the feature map X ∈ RC×H×W . Then, the GA module
and MLP module were used to process the feature maps X ∈ RC×H×W and Y ∈ RC×H×W ,
respectively. Unlike the Convolution Block, the Transformer Block uses the GA module
and MLP module to extract features and enhance them. The GA module uses self-attention
to capture long-range information. Therefore, introducing the Transformer Block into the
network can increase the feature extraction ability. The MLP module contains two full
connection layers and two GELU functions, which can enhance the expression ability of
features. Therefore, introducing the Transformer Block into the network can increase the
ability to model global information.

Compared with CNN, which needs to stack multiple convolutional layers to expand
the perceptual field for global information, Uniformer can model global information with
only a GA module. Ultimately, Uniformer can fully extract global feature information
with fewer parameters and computational complexity and provides more useful feature
information with the neck network.

2.2.2. Neck Network

As the backbone network of our method, Uniformer takes advantage of self-attention
to sufficiently extract feature information. The low-level feature maps contain detailed
information, and the high-level feature maps consist of semantic information. To enrich
the feature information, PANet was proposed and used for multi-level feature fusion. The
network structure of PANet is shown in Figure 5a. There are two pathways in PANet.
To obtain more semantic information in low-level feature maps, PANet up-samples the
low-resolution feature map in the top-down pathway. Then, the up-sampled feature map
is concatenated with the feature map of the next layer. This process is iterated until the
highest-resolution map fusion progress is finished. In the bottom-up pathway, PANet down-
samples the high-resolution feature map and fuses it with the previous level feature map,
enriching the detailed information in the high-level feature map. However, PANet ignores
that the fused feature maps contain only a small amount of original feature information.

To fuse more feature information, the effective way is to add the original feature to the
fused feature maps. Therefore, we proposed a cross-layer feature enhancement strategy
and further constructed BiPANet based on PANet. The network structure of BiPANet is
shown in Figure 5b. Compared with PANet, there are some cross-layer feature map fusion
pathways in BiPANet. These pathways are used to add the original feature to the fused
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feature map. As a feature reuse approach, the cross-layer feature enhancement strategy can
increase feature information in the feature map with almost no increase in computational
cost. Consequently, BiPANet can fuse more information at different scale feature maps, and
the fused feature maps contain richly detailed and semantic information.

The structure difference between PANet and BiPANet is described above. The specific
construction process of BiPANet in our method is as follows. First, to reduce the num-
ber of parameters and computational complexity of the model, we obtained PANet-Lite
by reducing the number of convolutional kernels in PANet. Compared with PANet, the
smaller number of parameters and the computational complexity in PANet-Lite led to a
small decrease in detection performance. Then, we further constructed BiPANet based on
PANet-Lite. Reusing features can reduce the effect on network performance as the number
of network parameters and computational complexity decrease [29]. Although the number
of parameters and computational complexity of BiPANet were reduced compared with
PANet, the feature reuse characteristic in the cross-layer feature enhancement strategy
improved the feature expression, enhancing the detection performance. Ultimately, com-
pared with PANet, BiPANet has better detection performance with fewer parameters and
less computational complexity. To demonstrate the effectiveness of BiPANet, the ablation
experiments were performed, as discussed in Section 3.3.

  
(a) (b) 

Figure 5. The network structure of PANet and BiPANet. Conv denotes convolution. (a) PANet and
(b) BiPANet. Up-sampling represents reducing the scales of the feature maps to twice their original
scales. In contrast to up-sampling, down-sampling represents enlarging the scales of the feature maps
to twice the original scales. Add means that the values in two feature maps are summed.

2.2.3. Bounding Box Prediction

The YOLO head uses multi-scale feature maps from BiPANet to predict the position of
grapes, and a large number of bounding boxes were obtained. Figure 6 shows these bound-
ing boxes with a significant amount of redundancy. In post-processing, the Non-Maximum
Suppression (NMS) algorithm was used to preserve and suppress these bounding boxes.
The algorithm selects the bounding box with the highest confidence score as the optimal
bounding box. The low correlation between the confidence score and the localization
accuracy of bounding boxes results in the optimal bounding box selected by the NMS
algorithm, which cannot surround the grapes well.
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Figure 6. The predicted bounding boxes.

To improve the localization accuracy of the optimal bounding boxes, we proposed the
R-NMS algorithm, which uses the location information of the bounding boxes around the
optimal bounding boxes to perform the repositioning operations on the optimal bounding
boxes. The new optimal bounding boxes have better localization accuracy than the former
optimal bounding boxes. The Manhattan distance measures the proximity between two
bounding boxes:

MH(u, v) =|y1 − q1|+|x1 − p1|
MH(m, n) =|y2 − q2|+|x2 − p2|
MH = MH(u, v) + MH(m, n)

(3)

Figure 7 shows the Manhattan distance between two bounding boxes. Since the
Manhattan distance cannot accurately measure their overlap degree when their scales
are significantly different, we normalized the bounding box coordinates. The process of
coordinates’ normalization is as follows:

X = {x1, x1, p1, p2}
Y = {y1, y1, q1, q2}

norm(xi, yi) = ( xi−min(X)
max(X)−min(X)

, yi−min(Y)
max(Y)−min(Y) )

(4)

 

Figure 7. The Manhattan distance between two boxes. u and m are the upper-left and lower-right
coordinates of box 1, respectively. v and n are the upper-left and lower-right coordinates of the
box 2, respectively.
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In Formula (4), the set of horizontal and vertical coordinates are denoted X and Y,
respectively, and the function norm is used to normalize the coordinates. After normaliza-
tion, the Manhattan distance between two bounding boxes was computed. Then, we used
the position information of the bounding boxes around the optimal bounding to relocate
the optimal bounding box. The repositioning operation proceeds as follows:

MH(Bi, M) ≤ Ptr, i ∈ (1, 2, . . . , n)

O = ∑n
i=1|Bi−M|

n

MR = M + O

(5)

In Formula (5), M means the optimal bounding box, and Bi, i ∈ (1, 2, . . . , n) denotes
the bounding boxes whose Manhattan distance from the optimal bounding box is lower
than the threshold Ptr. O represents the average offset between those bounding boxes
around the optimal bounding box. The optimal bounding box M is repositioned with the
offset to obtain the new optimal bounding box MR. The experimental results of the R-NMS
algorithm on the WGISD are analyzed in Section 3.6. to show how well it performed on the
grape detecting task.

3. Results and Discussion

3.1. Implementation Details

In our experiment, we used GPU GeForce RTX 2080Ti to accelerate model training,
and the CPU was AMD Ryzen 9 3900X. The operating system was Ubuntu18.04, and the
programming language was Python 3.8. The other six models in the experiments were
implemented using Pytorch, and their code was obtained from GitHub (Code available at:
https://github.com/bubbliiiing/ (accessed on 31 May 2022)). The main code of our model
was derived from the YOLOv4 model, and the code and pre-trained model of Uniformer
were obtained from the Uniformer research team (code and pre-trained model available
at: https://github.com/SenseX/UniFormer (accessed on 31 May 2022)). All models used
the same training parameters and were trained by pre-trained models during training, and
none of them used image enhancement strategies.

The various parameters set during the model training are shown in Table 4. We used
Adam gradient descent to train models. A total of 150 training epochs were set, and we
divided them into two phases. The training strategy of freezing the parameters in the
backbone network was adopted for the first 75 epochs. In this phase, the learning rate was
set to 0.001, the weight decay rate was set to 0.0005, and the batch size was set to 8. In the
last 75 epochs, the learning rate was set to 0.0001, the weight decay rate was set to 0.0005,
and the batch size was set to 4. In the model test phase, IOU and classification confidence
were set to 0.5 and 0.001, respectively, and the threshold, Ptr, in the R-NMS algorithm was
set to 0.6.

Table 4. The setting of training model parameters.

Parameters Values

Image resolution 608 × 608
Batch size 1 8
Batch size 2 4

Learning rate 1 0.001
Learning rate 2 0.0001

Weight decay rate 1 0.0005
Weight decay rate 2 0.0005

Optimizer Adam
Epochs 150
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3.2. Evaluation Metrics

We used seven evaluation metrics: precision, recall, F1 score, mean Average Precision
(mAP), Frames Per Second (FPS), Params, and Floating-Point Operations (FLOPs), to
evaluate the performance of our method and other popular grape detection methods.

The recall represents the proportion of positive samples with correct predictions to all
positive samples and is calculated as follows:

Recall =
TP

TP + FN
(6)

Precision =
TP

TP + FP
(7)

TP indicates that positive samples were predicted as positive samples, and FN indicates that
positive samples were predicted as negative samples. Precision represents the proportion
of true positive samples among all predicted positive samples and is calculated as shown
in Equation (7).

FP indicates predicting negative samples as negative samples. The average precision
(AP) is used as a composite measure of the model performance. The equation of AP is
as follows:

AP =
∫ 1

0
P(R)dR (8)

mAP =
∑n

i=1 APi

n
(9)

there is only one class: the grape class, in the grape datasets, so mAP = AP.
F1 score is used as an evaluation metric for the combined measure of accuracy and

recall, with the following equation:

F1 =
2 × Precision × Recall

Precision + Recall
(10)

Params mean the number of parameters in the algorithm. Algorithm complexity is
measured by GFLOPs. FPS represents the number of images detected by the algorithm
per second.

3.3. Ablation Experiments

The effectiveness of Uniformer, BiPANet, and the R-NMS is examined in this section
through a series of ablation experiments. Tables 5 and 6 present the experimental results of
various methods on the WGISD and wGrapeUNIPD-DL. A represents the baseline YOLOv4,
and B was obtained by replacing the backbone network CSPDarknet53 with Uniformer.
In post-processing, the NMS algorithm was used in A and B. The evaluation metrics of
B on the WGISD and wGrapeUNIPD-DL were better than A. Uniformer takes advantage
of Convolution and Transformer to improve the feature extraction ability of the network.
As a result, the performance of B was improved. In addition, compared to CSPDarknet53,
Uniformer has fewer parameters and low computation complexity, which made the FPS
of B higher than that of A. C was improved based on B. C uses PANet-Lite to replace the
PANet in B. PANet-Lite was obtained by reducing the number of convolution kernels in
PANet. Compared with PANet, PANet-Lite has a smaller number of parameters and lower
computational complexity, resulting in the performance of C being poorer than B on the
WGISD and wGrapeUNIPD-DL. To solve the problem, we proposed a cross-layer feature
enhancement strategy and further constructed BiPANet. D was constructed by replacing
PANet-Lite in C with BiPANet. Attributed to the cross-layer feature enhancement strategy,
more feature information was fused by BiPANet, so the mAP of D was better than B and C
on the WGISD and wGrapeUNIPD-DL. Compared with B, E used the R-NMS algorithm
to retain and suppress the candidate bounding boxes in post-processing and achieved
good performance. The algorithm used the position information of the bounding boxes
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around the optimal bounding boxes and performed the repositioning operations on the
optimal bounding boxes to improve the localization accuracy. However, the process is time-
consuming and leads to decreased FPS. Unlike D, our method used the R-NMS algorithm
to retain and suppress the candidate bounding boxes. The R-NMS algorithm improved the
localization accuracy of the optimal bounding boxes and reduced the redundant bounding
boxes, so the mAP, precision, and recall of our method were increased. Compared with
the NMS algorithm, the R-NMS algorithm increased the mAP, and the FPS decreased from
50 to 46. The 46 FPS can also meet the real-time detection requirement. For detection
tasks with high real-time requirements, we can utilize tensorRT with the R-NMS algorithm
implemented by using GPU to speed up the inference. Our method makes it possible to
have high detection accuracy with a fast detection speed.

Table 5. Experimental results of different methods on the WGISD.

Methods Uniformer
PANet-

Lite
BiPANet R-NMS Precision Recall F1 mAP Params FLOPs FPS

A � � � � 87.2% 76.5% 81.5% 86.0% 64.0 M 63.9 G 38
B � � � � 87.4% 77.5% 82.2% 87.0% 54.0 M 51.2 G 44
C � � � � 87.2% 77.2% 81.9% 86.7% 34.8 M 36.3 G 50
D � � � � 87.7% 77.7% 82.4% 87.3% 34.8 M 36.3 G 50
E � � � � 87.9% 78.1% 83.1% 87.5% 54.0 M 51.2 G 39

Our method � � � � 88.6% 78.3% 83.1% 87.7% 34.8 M 36.3 G 46

Table 6. Experimental results of different methods on the wGrapeUNIPD-DL.

Methods Uniformer
PANet-

Lite
BiPANet R-NMS Precision Recall F1 mAP Params FLOPs FPS

A � � � � 84.3% 60.6% 70.5% 70.4% 64.0 M 63.9 G 38
B � � � � 85.0% 61.8% 71.6% 72.0% 54.0 M 51.2 G 44
C � � � � 85.5% 60.4% 70.8% 71.7% 34.8 M 36.3 G 50
D � � � � 85.2% 62.4% 72.0% 72.4% 34.8 M 36.3 G 50
E � � � � 85.4% 62.0% 71.8% 72.2% 54.0 M 51.2 G 39

Our method � � � � 85.7% 62.3% 72.2% 72.8% 34.8 M 36.3 G 46

3.4. Experimental Analysis of PANet and BiPANet

In this section, we further compare and analyze the performance of PANet and Bi-
PANet. In Tables 5 and 6, B, C, and D represent the models which use PANet, PANet-Lite,
and BiPANet as the feature fusion network, with Uniformer as the backbone network,
respectively. PANet-Lite was obtained by reducing the number of convolutional kernels
in PANet. Compared with PANet, PANet-Lite has fewer parameters and less computa-
tional complexity. Compared with B, the number of parameters and the computational
complexity of C were reduced by 19.2 M and 14.9 GFLOPs, respectively. The mAP of B and
C on the WGISD dataset were 87.0%, and 86.7%, respectively. Compared with B, the mAP
of C on the wGrapeUNIPD-DL was reduced by 0.3%. Experiments on the WGISD and
wGrapeUNIPD-DL showed that C had a poorer detection performance than B. To overcome
this shortcoming, we proposed a cross-layer feature enhancement strategy and further
constructed BiPANet based on PANet-Lite. As a feature reuse approach, the cross-layer
feature enhancement strategy can improve the representational power of the network with
almost no increase in the number of parameters and computational complexity. Therefore,
the detection performance of D was increased. Compared with B and C, the mAP of
D on the WGISD was increased by 0.3% and 0.6%, respectively. The mAP of D on the
wGrapeUNIPD-DL was 72.4%, which is higher than B and C. Besides, the FPS of D was 50,
and the FPS of B was 44. Consequently, selecting BiPANet as the feature fusion network
can increase the detection accuracy and the speed.
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3.5. Experimental Results and Analysis

In this section, we compare the performance of our method and some popular object
detection methods on the WGISD and wGrapeUNIPD-DL. The experimental results are
shown in Tables 7 and 8. Our method achieved an 87.7% mAP. Compared with Faster
R-CNN, SSD, RetinaNet, YOLOv3, YOLOv4, and YOLOx, the mAP of our method was
increased by 21.4%, 2.5%, 13.3%, 3.5%, 1.7%, and 0.8%, respectively. The precision was
72.8%, 85.1%, 78.9%, 83.4%, 87.2%, and 85.6% in Faster R-CNN, SSD, RetinaNet, YOLOv3,
YOLOv4, and YOLOx, respectively, which are lower than our method. The number
of parameters in our method, Faster R-CNN, SSD, RetinaNet, YOLOv3, YOLOv4, and
YOLOx was 34.8 M, 28.3 M, 24.4 M, 36.5, 61.6 M, 64.0 M, and 54.2 M, respectively. On the
wGrapeUNIPD-DL, the mAP of our method, Faster R-CNN, SSD, RetinaNet, YOLOv3,
YOLOv4, and YOLOx was 72.8%, 43.2%, 56.2%, 45.7%, 65.6%, 70.4%, and 72.6%, respectively.
The number of parameters in our method was not the least among all methods, but the
precision, recall, F1, and mAP of our method outperformed the other methods. Besides,
among all the compared methods, the computational complexity of our method was the
smallest, only 36.3 G FLOPs, and the FPS of our method was one of the highest.

The detection results obtained by our method on the WGISD and wGrapeUNIPD-
DL are shown in Figures 8 and 9, and our method could accurately identify and locate
most grapes. Table 9 shows the detailed detection results of various methods for the
images in Figures 8 and 9. There are 75 ground-truth bounding boxes in Figure 8, and
our method detected 73 TP bounding boxes. The number of TP bounding boxes detected
by Faster R-CNN, SSD, RetinaNet, YOLOv3, YOLOv4, and YOLOx was 68, 69, 66, 68,
70, and 72, respectively. The TN and FN bounding boxes detected by our method were
1 and 3, which is better than other methods. There are 21 ground-truth bounding boxes
in Figure 9. Our method and YOLOx detected 39 ground-truth bounding boxes, and no
TN and FN bounding boxes were found in the detection results. However, there were FN
and PN bounding boxes in the detection results of the methods such as Faster R-CNN.
The detection results in Figures 8 and 9 demonstrate that our method achieved good
detection performance.

In our method, Uniformer was used as the backbone network. The backbone networks
of the other methods are based on CNN, and the poor ability of CNN to model global
information prevents them from fully extracting feature information. From the ablation
experiment results in Section 3.3, when the backbone network was Uniformer, the mAP
was increased by 1%, and the number of parameters and computational complexity were
decreased by 10 M and 12.7 GFLOPs, respectively. Uniformer can capture long-range
information to improve the feature extraction capability, which led to a significantly good
performance in the detection accuracy of our method on the grape detection task. According
to the experimental results in Table 5, due to the small number of convolutional kernels in
BiPANet and the cross-layer feature enhancement strategy, BiPANet used with Uniformer
improved the mAP from 87.0% to 87.3%, and the number of parameters and computational
complexity were reduced by 19.2 M and 14.9 GLOPs, respectively. Additionally, the R-
NMS algorithm used the position information of the bounding boxes around the optimal
bounding boxes to perform repositioning operations on the optimal bounding boxes, which
led to an improvement in the localization accuracy of the optimal bounding boxes. As
a result, the precision, recall, and mAP of our method were increased. According to the
above results, it can be concluded that our method is efficient and lightweight.
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(a) 

 
(b) 

Figure 8. The detection results of our method on the WGISD. (a) NMS; (b) R-NMS.

Table 7. The experimental results on the WGISD using different methods.

Methods Precision Recall F1 mAP Params FLOPs FPS

Faster R-CNN 72.8% 51.6% 60.4% 66.3% 28.3 M 196.5 G 20
SSD 85.1% 75.9% 80.2% 85.2% 24.4 M 124.6 G 46

RetinaNet 78.9% 63.8% 70.1% 74.4% 36.5 M 74.7 G 36
YOLOv3 83.4% 77.7% 80.4% 84.2% 61.6 M 70.0 G 44
YOLOv4 87.2% 76.5% 81.5% 86.0% 64.0 M 63.9 G 38
YOLOx 85.6% 80.4% 82.9% 86.9% 54.2 M 70.1 G 44

Our method 88.6% 78.3% 83.1% 87.7% 34.8 M 36.3 G 46

 

Figure 9. The detection results of our method on the wGrapeUNIPD-DL.

Table 8. The experimental results on the wGrapeUNIPD-DL using different methods.

Methods Precision Recall F1 mAP Params FLOPs FPS

Faster R-CNN 65.7% 40.2% 49.9% 43.2% 28.3 M 196.5 G 20
SSD 72.8% 51.9% 60.6% 56.2% 24.4 M 124.6 G 46

RetinaNet 67.7% 46.1% 54.9% 45.7% 36.5 M 74.7 G 36
YOLOv3 83.0% 53.6% 65.1% 65.6% 61.6 M 70.0 G 44
YOLOv4 84.3% 60.6% 70.5% 70.4% 64.0 M 63.9 G 38
YOLOx 79.6% 65.4% 71.8% 72.6% 54.2 M 70.1 G 44

Our method 85.7% 62.3% 72.2% 72.8% 34.8 M 36.3 G 46
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Table 9. The detection results on the WGISD and wGrapeUNIPD-DL using different methods.

Methods

Grape Detection Results in Figure 8 Grape Detection Results in Figure 9

Number of TP
Bounding

Boxes

Number of FP
Bounding

Boxes

Number of FN
Bounding

Boxes

Number of TP
Bounding

Boxes

Number of FP
Bounding

Boxes

Number of FN
Bounding

Boxes

Faster R-CNN 68 22 41 15 11 10
SSD 69 6 10 12 0 0

RetinaNet 66 17 26 14 1 0
YOLOv3 68 8 7 17 0 0
YOLOv4 70 3 5 19 1 2
YOLOx 72 5 3 19 0 0

Our method 73 1 3 19 0 0

3.6. Experimental Analysis of the R-NMS Algorithm

This section analyzes the detection results under the R-NMS algorithm on the WGISD.
The performance of the R-NMS algorithm depends on the setting of the threshold, Ptr.
The experimental results under the R-NMS algorithm with different thresholds, Ptr, on
the WGISD are shown in Figure 10. When the threshold, Ptr, was 0, the R-NMS algorithm
degenerated to the NMS algorithm. As the threshold value increased, more valid position
information of surrounding bounding boxes was obtained and used for the optimal bound-
ing boxes’ repositioning, improving the localization accuracy. The precision, recall, and
mAP of our method were improved in this range. When the threshold, Ptr, was greater
than 0.6, the number of bounding boxes surrounding the optimal bounding box increased.
However, the added bounding boxes were far away from the optimal bounding box, and
their position information was invalid and had a suppressing effect on the positioning
accuracy. Consequently, the localization accuracy of the optimal bounding boxes by per-
forming repositioning operations using this location information was reduced, which led
to a decrease in the precision, recall, and mAP. To achieve a better detection performance,
when we use the R-NMS algorithm in post-processing, the threshold, Ptr, should be set to
about 0.5 if possible.

Figure 10. Detection accuracy under different thresholds,Ptr.

To obtain good performance, the threshold, Ptr, was set to 0.6. Compared with the
NMS algorithm, the optimal bounding box obtained by the R-NMS algorithm had a higher
localization accuracy and enclosed the grapes well. The result in Figure 11a was obtained by
the NMS algorithm, and the result in Figure 11b was obtained by the R-NMS algorithm. The
localization accuracy of the bounding box in Figure 11a was significantly better than that in
Figure 11b. Figure 12 shows the detection results under the NMS and R-NMS algorithms.
There was a redundant bounding box in Figure 12a. In the bounding box suppression
phase, the IOU between the redundant bounding box and the optimal bounding box was
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less than the threshold, Ptr. Therefore, the redundant bounding box was not suppressed by
the optimal bounding box under the NMS algorithm. In Figure 12b, the R-NMS algorithm
performed a repositioning operation on the optimal bounding box by using the position
information around the optimal bounding box and obtaining a new optimal bounding
box. Since the IOU between the new optimal bounding box and the redundant bounding
box was greater than the threshold, Ptr, the redundant bounding box was suppressed.
Consequently, the R-NMS algorithm can improve the localization accuracy of the optimal
bounding boxes and reduce redundant bounding boxes.

  

(a) (b) 

Figure 11. The detection results under different non-maximum suppression algorithms. (a) NMS;
(b) R-NMS.

  
(a) (b) 

Figure 12. The detection results under different non-maximum suppression algorithms. (a) NMS;
(b) R-NMS.
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4. Conclusions

In this study, a novel lightweight grape detection method was proposed. The backbone
network of our method is a hybrid Convolution and Transformer network called Uniformer,
which builds global correlations between all pixels. Compared with CNN, Uniformer
fully used the advantages of CNN and Transformer to improve the feature extraction
capability with a small number of parameters and less computational complexity. Then,
to embed more feature information in fused feature maps, the method provided a novel
cross-layer feature enhancement strategy and further constructed BiPANet based on PANet.
Due to the low correlation between localization accuracy and confidence, the optimal
bounding boxes selected by NMS had low localization accuracy. To solve this problem,
the method proposed the R-NMS algorithm. The algorithm used the position information
of the bounding boxes around the optimal bounding boxes to perform the repositioning
operations on the optimal bounding boxes, obtaining new optimal bounding boxes with
high localization accuracy. Special ablation experiments were designed to verify the
effectiveness of Uniformer, BiPANet, and the R-NMS algorithm in our method. The
experiment results showed that all the algorithms can improve the detection performance.
Besides, we analyzed the effect of the R-NMS algorithm from the extensive experimental
results. According to those experiments, the R-NMS algorithm can improve the localization
accuracy of the bounding boxes. Experimental results on the WGISD demonstrated that
our method achieved an 87.7% mAP and 46 FPS, indicating that our method is an effective
grape detection method with good accuracy and a fast detection speed.
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Abstract: The livestock of Pakistan includes different animal breeds utilized for milk farming and
exporting worldwide. Buffalo have a high milk production rate, and Pakistan is the third-largest
milk-producing country, and its production is increasing over time. Hence, it is essential to recognize
the best Buffalo breed for a high milk- and meat yield to meet the world’s demands and breed
production. Pakistan has the second-largest number of buffalos among countries worldwide, where
the Neli-Ravi breed is the most common. The extensive demand for Neli and Ravi breeds resulted in
the new cross-breed “Neli-Ravi” in the 1960s. Identifying and segregating the Neli-Ravi breed from
other buffalo breeds is the most crucial concern for Pakistan’s dairy-production centers. Therefore,
the automatic detection and classification of buffalo breeds are required. In this research, a computer-
vision-based recognition framework is proposed to identify and classify the Neli-Ravi breed from
other buffalo breeds. The proposed framework employs self-activated-based improved convolutional
neural networks (CNN) combined with self-transfer learning. Moreover, feature maps extracted from
CNN are further transferred to obtain rich feature vectors. Different machine learning (Ml) classifiers
are adopted to classify the feature vectors. The proposed framework is evaluated on two buffalo
breeds, namely, Neli-Ravi and Khundi, and one additional target class contains different buffalo
breeds collectively called Mix. The proposed research achieves a maximum of 93% accuracy using
SVM and more than 85% accuracy employing recent variants.

Keywords: buffalo breeds; Neural Networks; Self Activated CNN; deep learning

1. Introduction

The livestock of Pakistan includes goats, sheep, buffalos, cattle, and their variants.
They have been used for milk, meat, wool, and hidden purposes. Rearing animals for milk
and meat has always been a desirable task for our farmers [1]. However, lots of aspects
of red meat are still to be illuminated, and there is a lot more to do in that sector; on the
other hand, the milk sector of Pakistan is prosperous so far, and the need of the hour
is to sustain this opulence and success [2]. According to the IFCN (international farms
comparison network) report, Pakistan is the third-largest milk-producing country globally,
and the figures are expected to mount in upcoming years [3]. Interestingly, Pakistan’s
buffalos carry much of this burden as they constitute about 65% of total milk production in
the entire country. Buffalos are the most widely used animal in South Asia, especially in
Pakistan; Buffalo have been bred here for a long time, and Pakistan is fortunately rich in
many world-class breeds of buffalo, such as Nili Ravi and Kundi [3].
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Before the late nineties, a revolution occurred in Pakistan’s milk sector before almost
60% of animals were kept by rural people in small units. The grazing fulfilled the feed
requirements and other green fodder [3]. In the last two decades, the dairy sector of Pakistan
has witnessed rapid growth; lots of dairy farms have been established, and especially Kundi
is a vital player [4]. Worldwide, there is a dearth of buffalos; previously, the developed
world has primarily considered cattle as a principal source for getting milk requirements.
The USA’s milk industry relies chiefly on dairy cattle, but now it is moving forward toward
the utilization of Buffalo milk [5]. There are many reasons behind this shift, such as the
low percentage of fat in cattle milk (buffalos have twice as much as cattle), its low viscosity
(buffalo milk is much more viscous, thick, and creamy than that of cattle), and the inability
of it to be rendered into some refining kind of cheese such as Mozzarella cheese and some
varieties of Cheddar cheese, etc. To manufacture these from cattle milk, millions of dollars
have been invested, but the results have been negative [6].

These buffalo breeds tolerate wide variations in fodder supply, feed quality, and adap-
tation to low-input monitoring systems. Their home track is in central Punjab’s canal-
irrigated areas, where they are fed plenty of green fodder [7]. They produce much less milk
in their home tract despite their capacity, which may be due to (1) a long calving interval,
(2) silent heat, (3) late maturity, and (4) a lack of attention paid to the past to improvement
by selection and progeny testing [7].

The classification of native buffalo breeds has traditionally been based on morpho-
logical differences, but regional variations are insufficient to distinguish breeds closely
related [8]. For their effective and meaningful improvement and conservation, the de-
tailed characterization and evaluation of differences among these breeds using modern
technology tools is required.

The technological developments in the field of artificial intelligence (AI) [9], blockchain [10],
IoT [11], cloud technologies [12], and data science [13] are going to transform the practice of
traditional dairy farming into smart dairy farming. The latest challenge in dairy farming, which
is in focus and an essential aspect of dairy farming, is to achieve animal health and welfare at
the best possible standards, keeping in mind the high-performance potential of animals [14]. It
is necessary for animal sciences to meet these challenges faced by the farmer’s introduction of
technological advancement.

Artificial neural networks (ANNs) are one of the advanced computing methods used
mainly for classification and prediction [15]. ANN is a multi-layer connected neural
network that looks like a web. The basic ANN unit consists of an input, a hidden layer, and
an output layer. Each layer has neurons or nodes, which are interconnected to each other in
the next layer. Each node in the hidden layer has some weight and bias values. ANN is a
nonlinear technique that can take any input. Some of the advantages of ANN include its
ability to learn and model nonlinear and complex associations between inputs and outputs,
as well as its ability to generalize as it can derive unperceived connections after learning
from the primary inputs and their correlation with the outputs, making the model capable
of generalizing and predicting undiscovered data [16].

Pakistan is the world’s second-most buffalo-populated country, accounting for 16.83%
of the global buffalo population, with Nili-Ravi constituting the majority [17]. Due to
extensive crossbreeding, the Nili and Ravi breeds have been combined into a single Nili-
Ravi since the 1960s [18]. Compared to native breeds, this single Nili-Ravi is now considered
the best-performing breed for meat and milk production. However, the differentiation
between the Nili-Ravi breed and other native breeds is complex, and only experts can
identify it. Visual feature-based classification is an exciting research topic with emerging
AI-based techniques. The visual features include the shape of the head, horns, texture, and
color, and the formation of the udder, foot, and tail [18].

Correct identification of the Nili-Ravi breed will help improve the number of quality
animals, ultimately helping to elevate poverty in rural areas of Punjab, where most of the
house expenses are met by selling buffalo milk. Using morphological markers and visual
features to identify animals remains an expensive and time-consuming manual task by
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researchers. As a result, we demonstrate that a deep convolutional neural network can
detect different breeds.

1.1. Objectives

The objective of this study is to propose a computer-vision-based recognition system
for the identification and classification of Neli-Ravi buffalo breeds from other buffalo
breeds. The proposed framework used self-activated-based enhanced CNN coupled with
self-transfer learning. Information-oriented feature vectors were obtained by transferring
feature maps and then classified using machine learning-based classifiers. The proposed
method was tested on Neli-Ravi, Khundi, and Mix (a group of several breeds).

1.2. Related Work

As per our knowledge, no work has been done so far to segregate the Neli-Ravi breed
from other buffalo breeds using machine learning and deep learning. The morphological
features of Nili-Ravi buffalo are given with details in Table 1.

Table 1. Morphological features of Nili-Ravi buffalo.

Sr # Characters Description Image

1 Marking White markings are often found on hind legs, fore legs, white
spots on forehead, muzzle, and white switch on tail (30–40%)

2 Eye Eyes are prominent, especially in the females. They are
usually walled eyes (73.5%).

3 Body color The color is black but brown color is not uncommon
(10–15 percent).

4 Horns
Horns are short, broad at the base, and closely curled behind

the base. A few animals (1–2 percent) have loose
hanging horns.

5 Tail
The tail is well set on, broad at the base, and tapering at the
ends at the fetlock or just below it in a big tuft of hair, which

may hand on the ground with a white switch.
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Table 1. Cont.

Sr # Characters Description Image

6 Body Nili-Ravi buffalos are large size and have deep and low-set
frames (massive and wedge shaped).

7 Head

The head is long, convex in the upper third but with a
depression between the orbits. It shows good depth from the

angle of the jaw to the base of the horns.

8 Neck
The neck is long and thin in females, while it is thick and

powerful in the male. There is no dewlap, and the umbilical
fold is small.

9 Udder The teats are long, even squarely placed.

The authors previously contributed in [19], which included establishing an exper-
imental image processing framework on a sheep farm, creating a database containing
1642 sheep images of four breeds recorded on a farm and labeled by an expert with their
breed, and training a sheep breed classifier using computer vision and machine learning
to obtain an overall precision of 95.8% with 1.7 mean difference. Their method may help
sheep farmers distinguish between breeds efficiently, allowing for more accurate meat yield
estimation and cost control.

The authors in [20] presented a deep-learning-based method for identifying individual
cattle based on their predominant muzzle point image sequence features, which tackles
the issue of missing or switched livestock and false insurance claims. They developed
a set of muzzle-point images that were not publicly accessible. They also used a deep-
learning-based CNN to extract meaningful shape information and visualize a cattle’s
muzzle point picture. The derived function of muzzle point images is encoded using the
stacked denoising auto-encoder technique.

The classification of horse breeds in natural scene images is addressed in [21]. The au-
thor collected a data set by exploring the internet. The dataset includes 1693 photos of six
different horse breeds. For the classification and identification of horse breeds, deep learn-
ing techniques, specifically, CNNs, were used. The proposed dataset is used to train and
fine-tune well-known deep CNN architectures pre-trained on the ImageNet dataset. As pre-
trained CNN classifiers, VGG architectures with 16 and 19 layers, InceptionV3, ResNet50,
and Xception, are used. The average classification accuracy of ResNet50 was 95.90%.

In the other study [22], the authors tried to classify six distinct goat breeds using mixed-
breed goat photos. The images of goat breeds were taken at various recorded goat herds in
India. Without causing discomfort to the livestock, nearly 2000 digital images of individual
goats were collected in limited and unregulated conditions. For the efficient recognition and
localization of goat breeds, a pre-trained deep-learning-based object-detection model called
Faster R-CNN was fine-tuned using transfer-learning on the acquired images. The fine-
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tuned model can locate the goat and identify its breed in the image. The model was assessed
using the Pascal VOC object-detection assessment metrics.

The authors compare various deep learning models and propose an Android ap-
plication [23] that uses a smartphone camera to determine a given cat’s position and
breed. The finalized model’s accuracy rate was 81.74%. Another research [24] aims to
propose an AI-driven system for fish species identification based on the CNN framework.
The proposed CNN architecture has 32 deep layers, each very deep, to extract useful and
distinguishing features from the image. The VGGNet architecture is subjected to deep
supervision to improve classification efficiency by incorporating various convolutional
layers into each level’s training. They built the Fish-Pak dataset to test the performance of
the proposed 32-layer CNN architecture.

The authors used deep learning models [25] to assess the absolute maximum accuracy
in detecting the Canchim breed species, which is virtually identical to the Nelore breed.
They also mapped the optimal ground sample distance (GSD) for detecting the Canchim
breed. There were 1853 UAV images with 8629 animal samples in the experiments, and
15 different CNN architectures were tested. A total of 900 models were trained (2 datasets,
10 spatial resolutions, K-fold cross-validation, and 15 CNN architectures), allowing for
a thorough examination of the factors that influence cattle detection using aerial images
captured by UAVs. Several CNN architectures were found to be robust enough to accurately
detect animals in aerial images even under less-than-ideal conditions, suggesting the
feasibility of using UAVs for cattle monitoring.

Another study [26] suggested using CNN to develop a recognition system for the Pan-
taneira cattle breed. The researchers examined 51 animals from the Aquidauana Pantaneira
cattle center (NUBOPAN). The area is situated in Brazil’s Midwest area. Four surveillance
cameras were mounted on the walls and took 27,849 photographs of the Pantaneira cattle
breed from multiple distances and locations.

2. Materials and Methods

Deep-learning-based identification and recognition approaches are widely used in med-
ical, natural, animal, and many other fields. The deep convolutional network inspires re-
searchers to identify and classify different instances based on the visual features [24,27].
The proposed research offers a self-activated CNN for the identification of buffalos breeds.
The proposed CNN contains a 23-layer architecture with 5 blocks of convolution, batch
normalization, reLU, and a max-pooling layer. Feature vectors extracted from CNN lay-
ers without transfer learning and self-activation reach up to 77.61% validation accuracy.
However, applying transfer learning from the fully connected layer of the proposed CNN
tends to increase the overall performance. All of the extracted feature vectors are employed
for classification using classical ML classifiers with various test and train ratios such as
50–50, 60–40, and 70–30. The K-fold cross-validation techniques with 5 and 10 folds are
also used to validate different ML classifiers’ performance. The primary steps adopted in
the proposed research are shown in Figure 1.

Figure 1 determines that the input data are augmented with rotation, clipping, and
the pixel range. The augmented data are further transmitted to the proposed CNN to
classify buffalos breeds. To extract the rich feature vectors, we applied transfer learning to
the 21st layer of CNN, which splits into various ratios to classify the breeds.
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Figure 1. Proposed framework used to identify and segregate Neli-Ravi breed from all other breeds.

2.1. Data-Set Description

We collected data sets from Buffalo research center Pakistan. The acquired data-set is
publically available at the data-set repository called Mendeley [28]. We normalized and
preprocessed the data, including all class labels for self-activated CNN training. The size of
the data set and details are shown in Table 2.

Table 2. Data-set description.

Category Frequency

Khundi 150

Mix 154

Neli-Ravi 146

Total 450

Format JPG

Dimension 256× 256 × 3

Table 2 has shown three categories of used data-set in the proposed research. The three
classes include Khundi, Mix, and Neli-Ravi. All images’ dimensions and formats are kept
the same as given, 256 × 256 × 3, and JPG, respectively. However, data are primarily
augmented before training and testing to avoid over-fitting and other deep learning issues.

2.2. Data Augmentation

The data augmentation is performed using various augmentation techniques. The bound-
ing points of images are being transformed using reflection in the X and Y direction at
random locations. The X and Y transformation specifies that the image has left, right, up,
and down reflections. The random X, Y translation is set to [−4, 4]. It defines the random
translation in X and Y dimensions with a specific range of pixel intensities on the image.
The used pixel range is −4 to 4. Moreover, random cropping is applied, which performs
a specific bitwise hide and seek operation, including cut-out and random erasing on the
given image. The data samples are shown in Figure 2.
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Figure 2. Number of data samples increased for training through augmentation.

2.3. Proposed CNN

The self-activated CNN architecture principally depends upon 23 layers containing
five convolutional blocks with a different number of filters and sizes. The first layer is an
image ( img[r, c]) input layer having 256 × 256 × 3 input size of each given image instance.
The 2nd layer is a convolutional layer with half the image size as several filters with a
3 × 3 kernel size. The padding and stride taken as one mean the sliding over the pixel
to pixel for a given image are one so that each 3 × 3 kernel evolves on the whole image.
The 2D convolutional computations are calculated as shown in Equations (2) and (3) by
getting input from Equation (1) [29].

imput image = I = img[r, c] (1)

kernel =

⎛⎝ kernel(1, 1) kernel(1, 2) kernel(1, 3)
kernel(2, 1) kernel(2, 2) kernel(2, 3)
kernel(3, 1) kernel(3, 2) kernel(3, 3)

⎞⎠ (2)

y(i, j) =
1

∑
i=−1

1

∑
j=−1

I(x + i, y + j)∗kernel(2 + i, 2 + j) (3)

The Equation (2) represents the general kernel mask of 3 × 3, which later multiplies
with the input image, where i and j represent the rows and columns; at the end of convolve
operation, the output matrix is calculating in y(i, j).

Each batch normalization layer is used in all convolutional blocks, where batch nor-
malization is used for input normalization by calculating the variance σB

2 and mean μB for
each colour channel.

gxi = (xi − μB) /
√

σB2 + ε (4)

gxi in Equation (4) is calculating the activated normalization, which is anticipated by using
the division of difference between input xi and mean μB with the square root of the sum of
squared variance σB

2 and constant value. The constant value invariance is added to stable
the minimal variance value. The re-consideration of this activation is taken as gyi ; the zero
mean and variance with the unit value are essential to scaling. The scaling is shown in
Equation (5).

gyi = γgxi + β (5)

In Equation (5), the learnable factors γ and β add to scale the activated output. The mul-
tiplication will shift the previous activated output into a new value with learnable parameters.

The max-pooling layer is down-sampling the given upper inputs into higher intensity
values. The max-pooling for each convolve block is computed in Figure 3.
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Figure 3. Max-pooling operation employed for proposed CNN.

For iteration over the 2D matrix of an image, the input image selected the window, as
explained in Equation (6).

w = Iselected2x2 (6)

The max-values from each incremented window ‘w’ are taken firstly from the left to
right of the image, and then the next row is started; in this way, the y-direction increment
starts, and lastly, a max-pooled downloaded max-window is gathered for each activated
input of upper layer. The max-pooling is shown in Equation (7).

Max − Pooling = max(w(x,y)) (7)

After getting the convolving data, the data are normalized using the batch normaliza-
tion layer. In this way, the input batch data variations are reduced. After normalizing the
data, the rectified linear unit (ReLU)-based activations are performed. The ReLU function
works like a threshold value that specifies the negative value to zero and upper as it is for
the same intensity values as calculated in Equation (8).

ReLU =

{
gyi gyi ≥ 0

0, gyi
< 0 (8)

The normalized feature vectors are then passed to the max-pooling layer with a kernel
size of 2, and the stride is also kept as 2 to slide over 2 points to take as the next input pool.
All these layers’ parameters are shown in Table 3.

Table 3. Convolution layers’ description of proposed CNN.

Layer Names Number of Kernels Kernel Sizes

Input layer 256 × 256 × 3 -

Convolve-1 128 3 × 3

Convolve-2 64 3 × 3

Convolve-3 32 3 × 3

Convolve-4 16 3 × 3

Convolve-5 8 3 × 3

Max-pooling - 2 × 2
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Table 3 has shown that only the convolutional layer changes the number of filter
variations throughout the network where the batch normalization and ReLU activations
are performed in each convolutional block. However, the architecture with each layer’s
weights have been shown in CNN architect in Figure 4. Each layer’s weights are activated
using the trained network to see the pooling effect in each architecture. Therefore, in the
proposed architecture diagram, the weights of convolutions with batch normalization
and reLU activations are shown as a stack. The convolve showing the colorful inputs is
taken where the ongoing following batch normalization shows how the colors are being
activated and changes for following layer input. Finally, in the fifth block, the convolve
weights and batch normalization highlight more decision-making intensities. The final
activated weights are passed on to the fully connected layer, taking it as the three classes
and applying the soft-max operation-based activations.

Figure 4. Block diagram of proposed CNN architecture.

Figure 4 has shown the input data layer as augmented data input with all the layers’
flow towards final classification.

2.4. Self-Transfer Learning Features

Transfer learning is used in many recent studies [30], and it motivated us to use it for
better classification results in terms of accuracy. However, many studies have employed
state-of-the-art pre-trained ImageNet variants for transfer learning to get the numeric
features. The proposed study does not get any promising results using the proposed CNN,
but the transfer learning of data-specific CNN makes it more efficient. The proposed CNN’s
use of self-transfer learning is also suitable for getting more accurate precision values.

2.5. Classification

Firstly, the proposed study self-activated CNN for classification purposes and then
used seven classical ML classification methods. CNN is not performed well even on a
higher number of iterations. It observes that a greater number of iterations tends to decrease
the validation accuracy. The optimal number of parameters and their values are discussed
in the results section. However, the seven used classifiers include 3 KNN variants fine-
KNN, medium-KNN, and Coarse-KNN. The ensemble and boosting algorithms named
total boost, LP-boost, and bag-ensemble are likewise applied. In order to make more
certainty in the results, different data splits were applied using random instances selection.

3. Results and Discussion

Each image’s background has a static context since a static camera captures the various
buffalo breeds’ images. Each pixel has its intensity, and the background of each buffalo
image is generated by merging all pixels. Statistical concepts underpin the majority of
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context models. The context model can be divided into two groups based on various
background descriptions: one is a reference model resulting in each pixel’s feature details.
The other model is one that was generated by extracting the region function. Since image
division requires high-level visual prior information, context models of this kind are
typically complicated. Parameters setting to train proposed CNN on the acquired data set
are described in Table 4. These parameters were found as the most optimal features via
performance measures.

Table 4. Parameters setting considered during the training and testing of proposed CNN.

Parameters Values

Epochs 100

Activation function Stochastic gradient decent (sgdm)

Training time 227 min and 22 s

Iterations 1900

Initial Learning Rate 0.004

Batch Size 8

Table 4 indicates a proposed CNN’s optimal parameters with the most accurate found
CNN as 77.62% validation accuracy. The training time with different values is validated to
improve the accuracy. Therefore, the performance-based selection of CNN is used with the
given parameters of CNN. The training and validation graph is shown in Figure 5.

Figure 5. Proposed CNN training and validation plots.

Figure 5 designates the absolute accuracy by finding the 77.62% as validation accuracy
where the loss is up to 0.5 with a bit of variation. The data-specific learning of a given
data set is more favorable as it covers all aspects of features, such as location, geometry,
or other local features. At this stage, the feature vector is taken as transfer learning to get
the numeric features from the CNN fully connected layer encodings. The activated features
are then later used as a classification feature vector.
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3.1. Data Splitting

The activated features are of size n × 3, where all image features are split up with
randomization to remove the data’s biases. The used data split ratios are 50–50% (training,
testing), 60–40% (training-testing), and 70–30% (training, testing). All data divisions employ
seven different classifiers.

3.2. Experiment 1 (50–50)

In the first experimental phase, we split the features vectors as 50% for training and
50% for testing. The features matrix displays 225 × 3 and 225 × 3 for training and testing
vectors. The trained classifiers-based predictions are then evaluated in terms of accuracy,
precision, sensitivity, and F1 score. Moreover, a statistical evaluation metric such as Kappa
has also been computed to evaluate the results. The prediction results are given in Table 5.

Table 5. Results obtained using different ML classifiers on 50–50 Split.

Method Accuracy (%) Precision (%) Sensitivity (%) F1-Score (%) Kappa

Fine-KNN 83.11 82.88 83.11 83.03 0.62

Medium-KNN 84.44 84.44 84.64 84.53 0.65

Coarse-KNN 85.33 86.36 85.52 85.57 0.67

LP-Boost 82.22 82.21 82.44 82.32 0.60

Total-boost 85.33 85.63 85.46 85.30 0.67

Bag-Ensemble 78.67 78.65 78.93 78.78 0.52

SVM 84.00 84.09 84.16 83.97 0.64

Table 5 has bestowed that the maximum prediction accuracy is achieved by two
classifiers, including 85.33% by coarse-knn and total-boost. The additional algorithms
also performed well, with the accuracy range nearer to the two best-achieved algorithms.
Their accuracy remains in the range of 80%+, where the accuracy obtained using the bag-
ensemble method is not promising. Prediction plots obtained using different ML classifiers
on 50–50 split are given in Figure 6.

Figure 6. Prediction plot obtained using different ML classifiers on 50–50 split.
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We can observe that other performance measures of classification predictions are also
higher as the precision value is 86.36% by coarse-knn, which is more reliable than the
precision obtained using the total-boost method. Hence, in terms of more true optimistic
predictions over the summation of true positives and false positives, = the sensitivity and
F1s-core are also improved by the coarse-knn compared to other classifiers. The confusion
matrix obtained using Coarse-KNN is presented in Table 6.

Table 6. Confusion matrix obtained using Coarse-KNN.

Classes Khundi Mix Neli-Ravi

Khundi 66 8 1

Mix 20 57 0

Neli-Ravi 3 1 69

The confusion matrix of coarse-knn indicated that the accurately predicted instances
do not satisfy the Mix class as 20 instances are wrongly predicted in the khundi target class
that belongs to the Mix class. However, the correctly predicted number of instances is 192
in total.

3.3. Experiment 2 (60–40)

Experiment 2 uses features vectors obtained from the last layer of self-activated CNN,
splitting into 60–40% with 60% for training and 40% for testing. The overall results were
almost identical to the 50–50 split strategy. Results obtained using different ML classifiers
on 60–40 Split are presented in Table 7.

Table 7. Results obtained using different ML classifiers on 60–40 split.

Method Accuracy (%) Precision (%) Sensitivity (%) F1-Score (%) Kappa

Fine-KNN 80.74 80.83 81.03 80.91 0.56

Medium-KNN 84.07 86.05 84.13 83.71 0.64

Coarse-KNN 84.44 85.22 84.66 84.76 0.65

LP-Boost 81.48 81.51 81.79 81.62 0.58

Total-boost 78.89 78.98 79.21 79.08 0.52

Bag-Ensemble 80.74 80.83 81.03 80.91 0.56

SVM 84.07 84.54 84.24 84.03 0.64

In Table 7, we can observe that the coarse-knn got the highest accuracy (84.44%) with
slightly less accuracy precision, sensitivity, F1-score, and kappa values. Moreover, the other
classifiers also perform in the range of 80%+. We can see in the 2nd row; the medium-knn
achieved 84.07% accuracy. Similarly, SVM achieved the same accuracy value but with a
lower precision rate of 84.54%. Fine-knn and bag-ensemble obtained the same accuracy
value of 80.74% with all the same other evaluation measures. A prediction plot obtained
using different ML classifiers on 60–40 split is displayed in Figure 7.

The first and second phases of experimental chunks obtained almost the same results,
which were more promising as different classifiers of different categories providing almost
identical accuracy values—the most accurate classifier’s prediction-based confusion matrix
is shown in Table 8. The primarily used conventional 70–30% split ratio is also utilized for
more confident results.
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Figure 7. Prediction plot obtained using different ML classifiers on 60-40 split.

Table 8. Confusion matrix obtained using SVM.

Classes Khundi Mix Neli-Ravi

Khundi 76 13 1

Mix 23 70 0

Neli-Ravi 3 2 82

The confusion matrix identified that the khundi class predictions are more accurate,
whereas the ‘Mix’ class needs more improvement. The 76, 70, and 82 are the accurate
predictions, whereas the wrongly predicted numbers are 13,1 and 23,3 and 2. Those
wrongly predicted instances are on the upper and lower diagonal of the table.

3.4. Experiment 3 (70–30)

In the third experiment phase, we performed experiments using standard 70% random
features splitting with 30% data testing. The evaluation measures are the same as in
experimental phases one and two. The obtained results show gradual improvements as
compared to the previous ones. Results obtained using different ML classifiers on 70–30
split are exhibited in Table 9.

Table 9. Results obtained using different ML classifiers on 70–30 Split.

Method Accuracy (%) Precision (%) Sensitivity (%) F1-Score (%) Kappa

Fine-KNN 88.15 88.55 88.28 88.33 0.73

Medium-KNN 88.89 89.53 89.07 88.96 0.75

Coarse-KNN 89.63 90.09 89.71 89.82 0.76

LP-Boost 88.89 89.10 89.03 89.01 0.75

Total-boost 87.41 87.79 87.58 87.52 0.71

Bag-Ensemble 88.15 88.94 88.34 88.21 0.73

SVM 93.33 93.51 93.43 93.40 0.85
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In Table 9, the maximum accuracy recorded using SVM is 93.33%, with the most
accurate precision value. The given accuracy of this phase is justified and reportable.
The other classifiers also display more than 87% accuracy. A prediction plot obtained using
different ML classifiers on a 70–30 split is manifested in Figure 8.

Figure 8. Prediction plot obtained using different ML classifiers on 70-30 split.

It is observed that in all experiments, the performance measure does not vary. The confu-
sion matrix for the best-achieved accuracy algorithm is also shown in Table 10.

Table 10. Confusion matrix obtained using SVM on 70–30 split.

Classes Khundi Mix Neli-Ravi

Khundi 42 3 0

Mix 6 40 0

Neli-Ravi 0 0 44

The confusion matrix of the most accurate SVM method shows that the Mix class still
has more wrong predictions. The overall precision rate is improved to 93.51% over the
summation of true positives and false positives. There are fewer wrong predictions in the
other two classes; the F1-score provides both precision and a sensitivity response, which is
also improved to the extent of 93.40%.

3.5. Experiment 4 (Five-Fold Cross Validation)

After the holdout validation techniques, the results are further evaluated on K-fold
cross-validation. The primarily used values for K are 5 and 10 folds on the extracted feature
vectors. The results, in this case, were also promising; the results were obtained using
different ML classifiers on five-fold cross-validation in Table 11.

Table 11 confirms that coarse-knn and SVM produce the best accuracy and other effects.
The accuracy value reaches up to 86.22% with 86.52% precision, 86.39% sensitivity, and
86.41% of the F1-score. By examining the precision value, the true positive value seems to
be truer where the F1-score cross-validated it by taking sensitivity and precision over it
and again received 86.41%. The prediction plot obtained using different ML classifiers on
five-fold cross validation is manifested in Figure 9.
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Table 11. Results obtained using different ML classifiers on five-fold cross validation.

Method Accuracy (%) Precision (%) Sensitivity (%) F1-Score (%) Kappa

Fine-KNN 82.89 83.08 83.07 83.07 0.61

Medium-KNN 82.89 83.10 83.07 83.02 0.61

Coarse-KNN 85.56 86.08 85.69 85.83 0.67

LP-Boost 84.22 84.48 84.41 84.43 0.65

Total-boost 83.56 83.93 83.73 83.82 0.63

Bag-Ensemble 83.11 83.28 83.35 83.27 0.62

SVM 86.22 86.52 86.39 86.41 0.69

Figure 9. Prediction plot obtained using different ML classifiers on 5-Fold Cross Validation

We can see from the graph that all five other classifiers are above 80% to 84% of
the accuracy values, where coarse-knn and SVM have accurate results. Furthermore, we
evaluated the proposed framework on 10-fold validation to ensure the extracted feature
vectors’ integrity.

3.6. Experiment 5 (10-Fold Cross Validation)

All extracted features are given to 10-fold validation, making each split during the
training and validation tenfold. All the results have appeared approximately similar to the
five-fold cross-validation; no significant degradation seems in any instance of performance.
Results obtained using different ML classifiers on 10-fold cross-validation are presented in
Table 12.

In Table 12, again coarse-knn and SVM received the highest accuracy results, with more
than 85% accuracy and more than 85% of precision, sensitivity, and F1-score. The prediction
plot obtained using different ML classifiers on 10-fold cross validation is displayed in Figure 10.

It is observed that the performance of overall classifiers is improved. This indicates
that higher training folds can increase the performance of all the methods used. The SVM
confusion matrix is shown in Tables 13 and 14.
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Table 12. Results obtained using different ML classifiers on 10-fold cross validation.

Method Accuracy (%) Precision (%) Sensitivity (%) F1-Score (%) Kappa

Fine-KNN 83.56 83.79 83.73 83.76 0.63

Medium-KNN 84.00 84.12 84.21 84.15 0.64

Coarse-KNN 85.11 85.76 85.29 85.38 0.67

LP-Boost 83.78 83.96 83.96 83.96 0.64

Total-boost 83.78 84.10 83.99 84.00 0.64

Bag-Ensemble 84.22 84.36 84.42 84.39 0.65

SVM 85.56 85.74 85.75 85.71 0.68

Figure 10. Prediction plot obtained using different ML classifiers on 10-fold cross validation.

Table 13. Confusion matrix obtained using SVM on five-fold cross validation split.

Classes Khundi Mix Neli-Ravi

Khundi 124 24 2

Mix 33 121 0

Neli-Ravi 3 0 143

Table 14. Confusion matrix obtained using SVM on 10-fold cross validation split.

Classes Khundi Mix Neli-Ravi

Khundi 121 27 2

Mix 35 119 0

Neli-Ravi 1 0 145

It seems that the ‘Mix’ class is devising inaccuracy, which suggests it may contain
both types of features of Neli-Ravi and Khundi. However, the Neli-Ravi and Khundi were
classified more accurately.

The evaluation metrics used for the experiments are given in the Equations (9)–(12).

Precision = 100×(
Tp

Tp + Fp
) (9)
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Sensitivity = 100 × (
Tp

Tp + FN
) (10)

F1 − Score = 100 × (2 × (
Precision × Sensitivity
Precision + Sensitivity

)) (11)

Accuracy = 100 × (
Tp + TN

Tp + TN + Fp + FN
) (12)

In evaluation measures, one statistical coefficient is used to validate the results.
The value of kappa shows the kappa agreement on predicted values compared to the
actual values. The kappa value remains from 0 to 1, showing confidence in the given rules.
It provides no agreement on the 0–0.20 value and shows minimal agreement on 0.21 to
0.39. Additionally, it shows a weak agreement from 0.40 to 0.59. The substantial ranges
start from 0.60 to 0.90 or above. This shows confident agreement upon a 0.90 to 1 value.
However, the calculation is performed using a confusion matrix by obtaining predicted
and actual class numbers [31].

cmn = Margincol (13)

rmn = Marginrow (14)

The margin values of the calculated confusion matrix are used for the calculation of Pr
(e), which is actually the major nominator value for Equation (16).

Pr(e) = (cm1 × rm1) / n) + (cm2 × rm2 )/ n) / n (15)

Cohen − Kappa =
Pr(a) − Pr(e)

1 − Pr(e)
(16)

Equation (15) shows the actual calculation of Pr(e). The cm1 shows the confusion
matrix margin values of all classes, whereas rm1 shows the row margin values of the
confusion matrix. However, the cohen-kappa shows confidence in its 0.8 to 0.9 strong
agreement. We can see from the table that the SVM has a 0.85 value of kappa coefficient,
which is a far more substantial value to rely on data content or features.

4. Conclusions

Pakistan’s dairy production centers face issues in identifying and separating the Neli-
Ravi breed from other buffalo breeds. As a result, automatic buffalo breed identification and
classification are needed. The proposed study utilized the Pakistani buffalos data set for
computer-vision-based recognition and Neli-Ravi classification from other buffalo breeds.
The proposed deep CNN architecture deduced the spatial information from the buffalo
images and assembled the rich feature vectors. Furthermore, a learning-based approach
transfers rich features into activated layers for better classification. Several ML-based
classifiers are adopted to classify the instances into relevant target classes. The confidence
in the data set and features are validated using different data splits, which do not abruptly
vary. All results are normalized and reliable, making the proposed research an accurate
recognition method for different buffalo breeds. The proposed framework achieves a
maximum accuracy of 93%, and using recent versions, it achieves more than 85% accuracy.

In the future, we intend to employ optimized deep-learning-based architectures using
optimization algorithms such as genetic algorithm (G.A), bee-swarm optimization (BSO),
and the differential evolution algorithm (D.E) to enhance the accuracy.
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Abstract: Tea sprout segmentation and picking point localization via machine vision are the core
technologies of automatic tea picking. This study proposes a method of tea segmentation and
picking point location based on a lightweight convolutional neural network named MC-DM (Multi-
Class DeepLabV3+ MobileNetV2 (Mobile Networks Vision 2)) to solve the problem of tea shoot
picking point in a natural environment. In the MC-DM architecture, an optimized MobileNetV2
is used to reduce the number of parameters and calculations. Then, the densely connected atrous
spatial pyramid pooling module is introduced into the MC-DM to obtain denser pixel sampling
and a larger receptive field. Finally, an image dataset of high-quality tea sprout picking points is
established to train and test the MC-DM network. Experimental results show that the MIoU of
MC-DM reached 91.85%, which is improved by 8.35% compared with those of several state-of-the-art
methods. The optimal improvements of model parameters and detection speed were 89.19% and
16.05 f/s, respectively. After the segmentation results of the MC-DM were applied to the picking
point identification, the accuracy of picking point identification reached 82.52%, 90.07%, and 84.78%
for single bud, one bud with one leaf, and one bud with two leaves, respectively. This research
provides a theoretical reference for fast segmentation and visual localization of automatically picked
tea sprouts.

Keywords: DeepLabv3+; deep learning; semantic segmentation; picking point identification

1. Introduction

Premium tea is a general term for high-quality tea. The picking method of tea sprouts
is a crucial factor in determining their economic value [1]. In general, the single bud,
one bud with one leaf, and one bud with two leaves are the primary tender materials of
premium tea [2]. Mechanical picking can automatically pick tea leaves, but they cannot
select a specific picking point. Machine picking will also destroy the integrity of the sprouts,
which will reduce the economic value of the premium tea [3]. Premium tea sprouts are
picked nearly by manual means. However, this picking method is inefficient and costly
and cannot meet the immense demand for premium tea in the market.

In recent years, computer vision-based robots have been applied in the automatic
picking of premium tea sprouts, which is expected to improve picking efficiency and
reduce picking costs [4]. Many scholars have researched this topic and obtained many
excellent results. Zhao et al. performed RGB analysis of tea bud images and obtained
distinct tea bud characteristics using HSI color conversion, and they used HSV spatial
transformation for tea bud segmentation [5]. Qian et al. applied the jump connection
in U-Net and contrastive-center loss function to the SegNet model and achieved good
results in tea shoot segmentation [6]. Qi et al. applied the Otsu to the traditional watershed
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algorithm. They found that the algorithm showed a better ability to identify tea buds
in complex backgrounds [7]. Hu et al. proposed a discriminative pyramid network for
semantic segmentation of tea geometries in natural fields, and the MIoU and PA values
of the method were 84.46% and 94.48%, respectively [8]. The tea garden environment has
complexities, such as uncontrolled light conditions and high similarity between sprouts
and old leaves [9]. The aforementioned methods can separate tea sprouts from the old
leaves under certain conditions, but they cannot accurately identify and locate the sprout
picking point. This incapability limits the automatic picking of tea sprouts.

The development of computer vision technology has improved the performance
of convolutional neural networks (CNNs) in locating objects in images with complex
backgrounds. CNNs are perceptrons composed of millions of neurons. After they are
trained, they can localize objects in images with nearly no processing. DeepLabV3+ network
is a CNN that can be used for pixel-level object detection. The method has been widely
applied in the field of agriculture. Peng et al. applied DeepLabV3+ with Xception to
segment lychees, and the MIoU of this method reached 0.765 [10]. Song et al. utilized
DeepLabV3+ with ResNet-101 to classify calyces, branches, and wires in orchards, which
obtained MIoU of 0.694 for uniform weights and 0.480 for median frequency weights on
the homemade kiwifruit canopy image dataset [11]. Ayhan and Kwan applied DeepLabV3+
with Xception to segment the forest, grassland, and shrubland in the Slovenia dataset, which
achieved an IoU of 0.9086 for the forest, 0.7648 for grassland, and 0.1437 for shrubland [12].
Zhang et al. adopted DeepLabV3+ with ResNet-18 to segment trunk, leaves, and apple in a
commercial “Fuji” apple orchard [13]. The method achieved 94.8%, 97.5%, and 94.5% pixel
classification accuracy for trunk, apple, and leaf (background), respectively. These studies
have shown that DeepLabV3+ can segment tea sprouts from the background. It can also
separate single buds, one leaf, and two leaves. The segmentation results of DeepLabV3+
can be used to identify the coordinates of tea sprout picking points.

In this study, we propose a lightweight tea sprout segmentation network, termed
MC-DM, to segment tea sprouts. The recognition of tea sprout picking points was achieved
on the basis of the segmentation results of the MC-DM. The architecture of the MC-DM
was improved from the DeeplabV3+. First, the detection efficiency is essential in tea garden
picking tasks. MC-DM used the modified MobilenetV2 as the backbone network to reduce
the calculation while fully extracting image features. Second, the densely connected atrous
spatial pyramid pool (DASPP) module was introduced into the MC-DM to improve the
network feature extraction capability. Finally, RGB color separation and the Shi–Tomasi
algorithm were used to detect partial corner points of single bud, one leaf, and two leaves.
The corner point with the lowest value of the vertical coordinate was identified as the
picking point corresponding to a single bud, one bud with one leaf, and one bud with
two leaves. The experimental results show that the segmentation accuracy of MC-DM is
nearly the same as that of DeepLabV3+. However, the number of parameters MC-DM has
is greatly reduced. After the segmentation results of MC-DM are applied to picking point
recognition, the recognition accuracy also meets the requirements of actual premium tea
picking. We provide a new method for realizing real-time detection under the circumstance
of photographing in outdoor tea fields.

2. Materials and Methods

2.1. Dataset

The collection dates of the tea sprout images used in the experiment were from mid-
March 2021 to mid-April 2021, the period of premium tea picking. The collection location
was the tea garden in Guiyang City, China. We used Redmi Note 7pro mobile phone
(20 MP + 5 MP + 2 MP rear triple camera) to capture tea sprout images, and the size of
the original image was 4000 × 3000 pixels. Weather conditions included cloudy, overcast,
and clear skies. The picking times were from 09:00 to 17:00. The sampled tea sprout data
have wide background variation, which was convenient for strengthening the robustness
and generalization ability of the segmentation network. A total of 1110 images of tea
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sprouts were collected, which satisfied the data requirements for the pixel-based semantic
segmentation.

Data augmentation, as a method of data preprocessing, plays an important role in
deep learning. In general, effective data augmentation methods can avoid over-fitting and
improve the robustness of the model [14]. The general methods of data augmentation are
changing brightness, flipping, and adding noise. The experiments were conducted using
manual data augmentation given the enormous labor cost of fully supervised training.
As shown in Figure 1, the number of datasets increased from 1110 to 5550 by flipping
horizontally, changing brightness, and adding Gaussian noise. All images were scaled to
640 × 480 pixels by the linear interpolation algorithm to improve the efficiency of model
training. The expanded samples were divided into the training set, validation set, and test
set according to the ratio of 6:2:2.

Figure 1. Selected samples of data enhancement. (a) Original image; (b) enhanced brightness;
(c) reduced brightness; (d) horizontal flip; (e) noise addition.

2.2. Image Annotation

We manually labeled the tea sprout images with the LabelMe labeling tool into 4-pixel
categories: background (cls0, black), single bud (cls1, red), one leaf (cls2, green), and two
leaves (cls3, yellow). The original image is a 24-bit RGB image, and its corresponding
visualization label is shown in Figure 2.

Figure 2. Tea sprout image and its corresponding visualization label. (a) Tea sprout image; (b) visual-
ization label.

2.3. Description of Tea Sprout Picking Point

According to the different grades of premium tea and the frying process, the picking
point of tea sprouts can be divided into single bud picking (A), one bud with one leaf
picking (B), and one bud with two leaves picking (C). Among them, one bud with one leaf
picking is the most extensive. Figure 3 shows the schematic of the corresponding standard
picking point. The picking point is located at the center of the tea stalk connected with the
tea sprout.
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Figure 3. Picking point of tea sprout.

2.4. Models
2.4.1. MC-DM Architecture

Picking point recognition is a core technology of tea sprout picking systems [15]. The
segmentation of single buds, one leaf, and two leaves are the prerequisite for identifying
the picking point. DeepLabV3+ is a representative algorithm in the semantic segmentation
field [16]. It includes two parts: an encoding module and a decoding module. In the
encoding stage, the input image is first passed through the Xception backbone network
to obtain a feature map of 16-time down-sampling. Then, the feature map of the 16-time
down-sampling is placed into the atrous spatial pyramid pool (ASPP) module. The ASPP
module consists of a 1 × 1 convolution, an average pooling layer with global information,
and three 3 × 3 atrous convolutions with dilated rates of 6, 12, and 18. Finally, the
feature maps obtained from the ASPP module are spliced, and the number of channels
is compressed to 256 through a 1 × 1 convolution. In the decoding part, the feature
map output from the encoding part is upsampled four times by a bilinear interpolation
algorithm. Then, it is concatenated with the same-resolution feature maps extracted by the
Xception backbone network. Finally, the tandem features are refined by 3 × 3 convolution,
and the segmentation result is obtained by upsampling for four times. The DeepLabV3+
architecture is shown in Figure 4.

Figure 4. DeepLabv3+ network architecture.
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MC-DM retains the excellent encoding–decoding structure of DeepLabV3+ to better
identify tea sprouts. However, some improvements have been implemented. Figure 5
shows the network architecture of the MC-DM, and the improved parts are marked in red.

 

Figure 5. MC-DM network architecture.

As shown in Figure 5, MC-DM is an end-to-end network. The network input is a tea
sprout image, and the output is a segmentation result of tea sprouts. In the encoding phase,
the backbone network Xception is first replaced by a lightweight network. MobileNetV2
reduces the computational effort and mines the tea sprout features. The MobileNetV2 can
extract feature maps of down-sampling for 2, 4, 8, and 16 times. Then, we place the feature
map output of down-sampling for 16 times from the MobileNteV2 network into the DASPP.
Compared with the atrous convolutions in the ASPP, those in the DASPP are cascaded by
the series structure. The output of the atrous convolution with a smaller dilatation rate
is contacted with the output of the backbone network. Then, they are sent to the atrous
convolution with a larger dilatation rate to achieve a better feature extraction effect. In
the decoding part, MC-DM retains the decoding network architecture of DeepLabV3+.
The feature maps are restored to the original size of the input image through continuous
upsampling.

2.4.2. Lightweight Backbone Network

MobileNetV2 is a lightweight network that can be embedded in mobile devices [17].
Its core contribution is to replace the standard convolution with deep separable convolu-
tion, which reduces the computational effort and model parameters. The deep separable
convolution decomposes the standard convolution into two parts: deep convolution and
point convolution. For the first time, the input features are first decomposed into multiple
single-channel ones and convolved in each channel with a 3 × 3 convolution kernel to
extract features, which is called deep convolution. Then, point convolution convolves
the result of depth convolution with a 1 × 1 convolution to assemble the output features.
Compared with standard convolution, the 3 × 3 deep separable convolution reduces the
computation by 90% with only a slight reduction in inaccuracy [18]. On the basis of the
deep separable convolution, the mobileNetV2 introduces an inverse residual structure,
which further improves the network performance. In the inverse residual module, the input
feature channels are first expanded by a 1 × 1 convolution. Then, the expended features
are convolved with the 3 × 3 depth separable convolution to extract feature information.
Finally, a 1 × 1 convolution is used to restore the number of feature channels. Compared
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with the residual architecture, the inverse residual structure avoids the drawback that the
network only has good extraction of low-dimensional features and loses information on
high-dimensional features when the number of input feature channels is small [19]. The
network architecture of the MobileNetV2 is shown in Table 1.

Table 1. MobileNetV2 network architecture.

Input Operator t c n s

224 × 224 × 3 Conv2d - 32 1 2
112 × 112 × 32 bottleneck 1 16 1 1
112 × 112 × 16 bottleneck 6 24 2 2
56 × 56 × 24 bottleneck 6 32 3 2
28 × 28 × 32 bottleneck 6 64 4 2
14 × 14 × 64 bottleneck 6 96 3 1
14 × 14 × 96 bottleneck 6 160 3 2
7 × 7 × 160 bottleneck 6 320 1 2
7 × 7 × 320 Conv2d 1 × 1 - 1280 1 1

7 × 7 × 1280 7 × 7 Avgpooling - 1 -
1 × 1 × 1280 1 × 1 - k - -

The input represents the size of the input feature map of the current layer. The
operator represents the operations performed by MobileNetV2, including the normal
convolution layer, the inverse residual structure, and the average pooling layer. t is the
expansion multiple of the channel in the inverse residual structure, n denotes the number
of repetitions for the current layer, c is the number of output channels, and s is the stride of
the convolution in the current layer.

In this study, the modified MobileNetV2 is used as the MC-DM backbone network,
and its architecture is shown in Table 2. First, the average pooling layer and the fully
connected layer of MobileNetV2 are removed given that the semantic segmentation task
needs to preserve the location information of image pixels. Second, only the first eight
convolutional layers of MobileNetV2 are retained to extract features for reducing the
computation and memory consumption of MC-DM. The original MobileNetV2 is aimed
at the image classification task, and the size of the output feature map in the eighth layer
is 1/32 of the original map. The stride size of convolution in this layer is changed to 1 to
retain more feature information of tea sprouts. Furthermore, the size of the output feature
map in this layer is increased to 1/16 of the original map.

Table 2. Backbone network architecture.

Input Operator t c n s

640 × 480 × 3 Conv2d - 32 1 2
320 × 240 × 32 bottleneck 1 16 1 1
320 × 240 × 16 bottleneck 6 24 2 2
160 × 120 × 24 bottleneck 6 32 3 2
80 × 690 × 32 bottleneck 6 64 4 2
40 × 30 × 64 bottleneck 6 96 3 1
40 × 30 × 96 bottleneck 6 160 3 2
40 × 30 × 160 bottleneck 6 320 1 1

We do not randomly initialize the weights of the MC-DM model but instantiate the pre-
trained weight of ImageNet in the modified MobilenetV2 network. ImageNet’s pre-trained
weight has shown extraordinary achievements in the image analysis field. It contains over
14 million images of different scenes. During optimization, migrating the pre-training
weights of ImageNet can fit the pre-training model to a specific region of interest, which
accelerates the model convergence and optimizes the model weights.
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2.4.3. DASPP

DeepLabV3+ uses the ASPP module that contains atrous convolution to extract the
multi-scale features of the input image for retaining the detailed features of image convolu-
tion and increasing the receptive field. When the size of the convolution kernel is k with a
dilation rate of r, the receptive field of the atrous convolution in the ASPP module is

R = (r − 1)× (k − 1) + k (1)

As shown in Equation (1), the receptive field of the atrous convolution is proportional
to its dilation rate. The atrous convolution expands the convolution receptive field by filling
zeros in the convolution kernel and outputs the convolution results of nonzero sampling
points. As the dilation rate increases, the nonzero pixel sampling of the atrous convolution
becomes sparser. The information obtained by atrous convolution is seriously lost under
the same computing conditions. This situation is detrimental to the learning and training
of the model.

The ASPP module of the DeepLabV3+ network is improved through dense connection
by referring to the DenseNet network to solve the problem of information loss due to the
enlarged receptive field of the ASPP module. The network architecture of DASPP is shown
in the yellow dashed box in Figure 5. Compared with those of the ASPP in Figure 4, the
three atrous convolutions of DASPP are cascaded by the series structure. The output of
the atrous convolution with less dilation rate is contacted with the resulting output from
the backbone network. Then, it is sent to the atrous convolution with more dilation rate to
achieve a better feature extraction effect. The process is illustrated by an atrous convolution
with a dilation rate of 12. Figure 6a shows the pixel sampling of the atrous convolution
with a dilation rate of 12 in the ASPP. The receptive field of the atrous convolution is 25,
and the number of elements involved in the computation is only 9. Figure 6b shows the
pixel sampling of the atrous convolution with a dilation rate of 12 in DASPP. The number
of pixels involved in the computation is increased from 3 to 7. The receptive field is raised
from 25 to 49.

Figure 6. Distribution of atrous convolution sampling before and after dense connection. (a) Before
dense connection; (b) After dense connection.

For the computation of the receptive field, DASPP can provide a larger receptive field.
Rk,r denotes the receptive field provided by the atrous convolution with the kernel size
k and dilation rate r. The atrous convolutions in the ASPP module work in parallel and
do not share any information. Therefore, the maximum receptive field of ASPP is the
maximum of the receptive fields provided by each atrous convolution. From Equation (2),
the maximum receptive field of the ASPP module is

R = max(R3,6, R3,12, R3,18) = 37 (2)
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A larger receptive field can be obtained by cascading two atrous convolutions. The
calculation of the cascaded receptive field is shown in Equation (3), where R1 and R2 are
two different receptive fields of atrous convolution, respectively.

R = R1 + R2 − 1 (3)

According to Equation (3), the maximum receptive field of DASPP is

R = max(R3,6 + R3,12 + R3,18) = 73 (4)

We define information utilization β to measure the relationship between receptive
field and information utilization β. The calculation of β is shown in Equation (5), where
X1 is the number of elements in the receptive field involved in computation and X2 is the
total number of elements in the receptive field. Table 3 shows the performance of the atrous
convolution with different connections in the feature map.

β =
X1
X2

(5)

Table 3. Effect of ASPP connection method on the atrous convolution.

ASPP
Connection

Dilation Receptive Field
Effective
Elements

β (%)

ASPP
6, 12 25 9 1.44

6, 12, 18 37 9 0.66
6, 12, 18, 24 49 9 0.37

DASPP
6, 12 37 49 2.18

6, 12, 18 73 255 4.79
6, 12, 18, 24 122 961 6.46

As shown in Table 3, the atrous convolution in the ASPP module works in parallel,
which ignores the correlation between the atrous convolution with different dilution rates.
As the number of atrous convolutions increases, the pixel utilization decreases. By contrast,
DASPP achieves information sharing between different atrous convolution branches, which
increases the range of receptive fields and significantly improves pixel utilization.

The DASPP module increases the receptive field and reduces the information loss,
but it increases the model parameters and decreases the model computation speed. A
1 × 1 convolution is added before the atrous convolution of DASPP to reduce the channel
dimension of the input features, which decreases the model parameters, for solving the
abovementioned problem. In this study, the modified MobilenetV2 is used as the backbone
network. The input feature channel of the ASPP module is 320, and the output feature
channel dimension is 256. Then, the parameter number of the ASPP module is calculated,
as shown in Equation (6).

N1 = 320 × 256 × 9 × 3 = 2, 211, 840 (6)

The number of input feature channels for the atrous convolution in the DASPP module
is reduced from 320 to 256, and the output feature channel dimension is 256. The parameter
number of the DASPP module is calculated as shown in Equation (7).

N2 = (320 + 576 + 832)× 256 + 256 × 256 × 9 × 3 = 2, 211, 840 (7)

As shown in Equations (6) and (7), the proposed DASPP maintains the same number
of parameters as the ASPP.
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2.4.4. Picking Point Positioning Method

The quality of premium teas requires ensuring the integrity of the sprouts and limiting
the picking area to the sprout stems. The identification process of tea sprout picking points
is shown in Figure 7. First, three binary images of the same size as the original image
need to be obtained. The reason is that the color difference among the background, single
bud, one leaf, and two leaves of the divided tea buds is obvious and the internal color
components are the same. Therefore, the binary operation for a single bud, one leaf, and
two leaves can be completed according to the color range of the pixel points in the tea bud
image. Then, the pixel points within the discrete area of the binary image are counted. This
way determines the maximum connected area for single bud, one leaf, and two leaves,
which removes the interference of background information on picking point recognition.
Finally, the corner points of the maximum connected area are calculated using the Shi–
Tomasi algorithm. The corner point with the lowest vertical coordinate is identified as
the corresponding pick point. Table 4 shows the RGB color segmentation thresholds for a
single bud, one leaf, and two leaves.

Figure 7. Picking point identification process.

Table 4. Segmentation thresholds of tea buds.

Bud One Leaf Two Leaves

R 255 0 255
G 0 255 255
B 0 0 0

2.5. Evaluation Metrics

The experiment uses multiple levels of control parameter variables for the evaluation
to more effectively measure the performance of each model. The main evaluation indexes
include the accuracy of the model prediction, the prediction speed of the model, and the
size of the model parameters. Many criteria are used to measure the accuracy of image
segmentation. In general, MIoU is the most representative evaluation metric in the fields
of image segmentation. IoU refers to the intersection between the predicted set of values
and the actual set of values for a single class of pixels. MIoU is the average of IoUs of all
categories. It reflects the ability of the model to segment the image pixels. The mathematical
expression of MIoU is shown in Equation (8).

MIoU =
1

k + 1

k

∑
i=0

pii

∑k
j=0 pij + ∑k

j=0 pji − pii
(8)

where k + 1 is the number of total classes, including a background class; pii is the number of
pixels predicted to be correct. pij is the number of pixels belonging to class i but predicted
to be class j. pji is the number of pixels belonging to class j but is predicted to be class j.
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3. Results and Discussion

3.1. Implementation Details

We conducted experiments and validated our proposed method based on the PyTorch
platform on the same workstation, which has the following configuration and installed
software: Intel Core i7-11700@ 3.4 GHZ×8 threads, NVidia GeForce GTX 3080 GPU with
RAM of 12 GB, 64-bit Windows 10 operating system, Python 3.8, OpenCV 3.4.1 and
PyTorch1.4.1. During the model training process, tea sprout images were used as the input,
and the stochastic gradient descent was used as the optimization function. All networks
were trained for 800 iterations with a batch size of 16. The initial learning rate was set to
0.04 and multiplied by 0.5 every five training iterations. The momentum parameter is 0.9.

3.2. Backbone Network Validation

Considering the effectiveness of the Deeplabv3+ network used for semantic image
segmentation, we apply it to the semantic segmentation of tea sprout images in this study.
Tea picking robots have high requirements on the prediction speed of embedded models
and the number of model parameters. Thus, Deeplabv3+ with a lightweight Mobilenetv2
backbone is designed as the base network. This section compares Deeplabv3+-Mobilenetv2
with the original Deeplabv3+, which is trained and tested under the same experimental
conditions, to verify the effectiveness of the design choice. Their performance metrics are
shown in Table 5.

Table 5. Comparison of the influence of different backbone networks.

Method Backbone MIoU/% Parameters/MB
Speed

(f/s)

Original
Deeplabv3+ Xception 91.33 104.61 25.10

Deeplabv3+-
Mobilenetv2 MobilenetV2 90.33 11.18 41.14

Table 5 shows that DeepLabV3+ with different backbone networks has different
detection results for the tea sprout dataset. The MIoU of the Deeplabv3+-Mobilenetv2
is 90.33%, the model prediction speed is 41.14 f/s, and the number of model parameters
is 11.18 MB. The MIoU of the DeepLabV3+-MobilenetV2 model is only slightly reduced
compared with that of the original DeepLabV3+ model. However, the DeepLabV3+-
MobilenetV2 model has a 16.04 f/s improvement in model segmentation speed and an
86.13% reduction in the number of model parameters. By using MobilenetV2 instead
of Xception as the backbone of the DeepLabV3+ model, the real-time performance and
lightweight property of the algorithm have been significantly improved. This optimization
is extremely beneficial for future deployment on mobile tea-picking devices. The design
choice of MobileNetV2 as the backbone network is verified.

3.3. Analysis of DASPP and Dilation Rate Combinations

This section of the experiment is to verify the effect of the ASPP connection method
and different dilation rates on the experimental results. Table 6 shows the effect of varying
ASPP connection methods and dilation rate groups on MC-DM network performance
when the backbone network is MobilenetV2. For the same expansion rate group, the
segmentation speed and the number of parameters are essentially the same for the DASPP
and ASPP models. However, the MIoUs of the DASPP model are higher than those of the
ASPP model. The maximum improvement of the MIoU reaches 2.13%. These results show
that the DASPP model with a larger receptive field can segment the tea sprout images more
accurately, which validates the effectiveness of the DASPP connection.
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Table 6. Comparison of the influence of different ASPP connection methods and dilation rates.

ASPP
Connection

Dilation
Rates

Receptive
Field

MIoU Parameters/MB
Speed

(f/s)

ASPP
6, 12 25 85.47 6.75 45.05

6, 12, 18 37 90.33 7.56 24.77
6, 12, 18, 24 49 90.50 8.36 37.06

DASPP
6, 12 37 87.60 6.76 44.78

6, 12, 18 73 91.85 7.63 40.82
6, 12, 18, 24 122 92.02 8.56 36.89

In terms of dilation rate selection, the segmentation accuracy of the dilation rate
DASPP(6,12) model is the lowest, and it has an MIoU of only 87.60%. The MIoU for
the dilation rate DASPP(6,12,18) model and the dilation rate DASPP(6,12,18,24) model
are 91.85% and 92.02%, respectively. The difference in MIoU values between them is
0.17. Thus, they can be considered to have the same segmentation accuracy. However,
compared with the dilation rate DASPP(6,12,18) model, the model parameters of the
dilation rate DASPP(6,12,18,24) model is increased by 0.93 MB, and the segmentation speed
is decreased by 3.93 f/s. Therefore, we chose DASPP(6,12,18) as the combination of the
atrous convolution dilation rate for MC-DM.

3.4. Comparison with Other Segmentation Models

We conducted comparative experiments between MC-DM and other segmentation
models to further verify the effectiveness and feasibility of the MC-DM. Table 7 shows the
evaluation results of different models for tea sprout segmentation.

Table 7. Evaluation results of different methods.

Model MIoU/% Parameters/MB
Speed

(f/s)

PSPNet 83.23 29.93 40.85
SegNet 85.79 29.45 24.77
U-Net 86.29 13.40 25.79

DeepLabV3+ 91.33 54.52 25.10
MC-DM 91.85 7.63 40.82

As shown in Table 7, the MIoU of MC-DM reaches 91.85%, which is 8.62%, 6.06%,
5.56%, and 0.52% higher than those of PSPNet [20], SegNet [21], U-Net [22], and the
DeepLabV3+, respectively. The MC-DM model has the highest segmentation accuracy. In
terms of model lightweight property, the model parameter of MC-DM is only 7.63 MB,
which is 74.51%, 74.09%, 43.06%, and 86.01% lower than those of PSPNet, SegNet, U-Net,
and the DeepLabV3+, respectively. The MC-DM model performs optimally in terms of
model lightweight property. In addition, the segmentation speed of the MC-DM model
reaches 40.82 f/s, which is 16.05 f/s, 15.03 f/s, and 15.72 f/s better than those of SegNet,
U-Net, and DeepLabV3+, respectively. The segmentation speed of the PSPNet model is the
same as that of the MC-DM model. After the above-mentioned comparison, the MC-DM
model achieves excellent performance in three metrics: segmentation accuracy, model
lightweight, and segmentation speed.

Figure 8 shows the prediction results of different segmentation models for tea sprout
images. The first and fifth columns are the original image, annotated image, PSPNet seg-
mentation results, SegNet segmentation results, U-Net segmentation results, DeepLabV3+
segmentation results, and MC-DM segmentation results, respectively. The segmentation
results of PSPNet are the worst. For images where the sprout color is similar to the back-
ground color, PSPNet nearly loses its segmentation ability. SegNet and U-Net segmentation
results are better than PSPNet segmentation results. However, many pixel segmentation

303



Agriculture 2022, 12, 1594

errors are found in their segmentation results. MC-DM and DeepLabV3+ segmentation
results are close to the annotated images. However, the segmentation results of the MC-DM
model for tea sprouts are more refined.

 

Figure 8. Prediction results of different segmentation models.

The comparison results in Table 7 and Figure 8 also show that the MC-DM model can
achieve better tea sprout segmentation with lower computational resources. It can effec-
tively segment the background, single bud, one leaf, and two leaves in the tea sprout image.

3.5. Picking Point Marking Validation

The two-dimensional coordinates of the tea sprout picking point are calculated using
the tea images segmented with the trained MC-DM model and the coordinates are marked
on the tea sprout pictures to further evaluate the segmentation effect of MC-DM and verify
the effectiveness of the pick point localization method. When the picking point is located on
the corresponding tea stalk, it is recorded as successful marking; otherwise, it is recorded
as failed marking. Figure 9 shows the marking results of some picking points. Notably,
the blue points are picking points for single bud, the green points are picking points for
one bud with one leaf, and the red points are picking points for one bud with two leaves.
Failed picking points are marked with a red frame. Our method has excellent results in
locating the tea sprout picking points in the natural background. Most of the tea sprout
picking points under different illumination are correctly marked.

Figure 9. Results of picking point marking. (a–d) Correctly marked picking points; (e,f) Incorrectly
marked picking points.
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Tables 8–10 show the picking point identification statistics of 1100 tea sprouts. The
identification accuracy of all three types of picking points is over 80%. The recognition
accuracy of one bud with one leaf picking point reaches 90.07%. Considering that premium
tea is mainly picked from one bud with one leaf, the proposed picking point identification
method meets the requirements of the picking robot for the picking point identification ac-
curacy.

Table 8. Identification results of picking point for single bud.

Sample 1 2 3 4 5 Total

Number of picking points 222 222 222 222 222 1110
Number of successful

identifications 187 177 182 186 184 916

Number of failed
identifications 35 45 40 36 38 194

recognition accuracy/% 84.23 79.73 81.98 83.78 82.88 82.52

Table 9. Identification results of picking point for one bud with one leaf.

Sample 1 2 3 4 5 Total

Number of picking points 221 221 222 222 222 1108
Number of successful

identifications 201 199 193 201 204 998

Number of failed
identifications 20 22 29 21 18 110

recognition accuracy/% 90.95 90.00 86.94 90.54 91.89 90.07

Table 10. Identification results of picking point for one bud with two leaves.

Sample 1 2 3 4 5 Total

Number of picking points 162 167 161 172 166 828
Number of successful

identifications 132 149 136 145 140 702

Number of failed
identifications 30 18 25 27 26 126

recognition accuracy/% 81.48 89.22 84.47 84.30 84.34 84.78

The main reasons for the failure of picking point identification are as follows. First,
the MC-DM model has segmentation errors for sprout stems in some tea images due to
the small target size of spout stems compared with the overall tea sprout. This condition
leads to the failure in marking the corresponding picking points. Second, some of the
single bud stems are wrapped by young leaves (Figure 9e), which leads to the incorrect
identification of the picking point. It is the main reason for poor single bud picking point
identification. The stems of one bud with two leaves are also located at the bottom of the
tea sprout. It is easily obscured by old leaves (Figure 9f), which results in failure in picking
point identification.

4. Conclusions

This study proposed a lightweight segmentation network based on DeeplabV3+,
named MC-DM, to segment tea sprouts and identify the picking points. First, the lightweight
MobileNetV2 replaced the original backbone network Xception to reduce the number of
model parameters and improve the speed of model segmentation. Then, a densely con-
nected spatial pyramidal pooling module was introduced into the MC-DM network, which
enabled the network to obtain denser pixel sampling and a large receptive field. Finally,
the tea sprout picking points were identified using the Shi–Tomasi algorithm based on the
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segmentation results of the MC-DM network. The experimental results show that MC-DM
achieves 91.58% of MIoU for tea sprouts. MC-DM has higher segmentation accuracy and
fewer network parameters than other segmentation methods. In addition, the recogni-
tion accuracy rates of picking points for single bud, one bud with one leaf, and one bud
with two leaves are 82.52%, 90.07%, and 84.78%, respectively. Its performance meets the
requirements of the tea picking robot for picking point recognition accuracy.
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Abstract: E-commerce interest linkage mechanisms serve as an effective solution to the problems
of farmer–market cooperation, agricultural supply-side reforms, and farmers’ income growth. This
study, guided by the theory of planned behavior, undertook an evolutionary game analysis of
farmer–enterprise cooperation with government interventions with farmers. Based on data from
554 questionnaires administered in Mei County, Shaanxi Province, China, this study found a difference
between the realistic and optimal choices of farmers. In addition, this study used a structural equation
model to investigate the influence of government policies and farmers’ cognition on the participation
willingness and behaviors of farmers in e-commerce interest-linkage mechanisms. The results
showed that the optimal choice for farmers in a farmer–enterprise cooperative game is participation
in e-commerce, and government policies can be used to improve farmer–enterprise e-commerce
interest-linkage mechanisms. Farmers’ basic characteristics and experiences impacted their cognition
of e-commerce, which, in turn, had a significant positive effect on their e-commerce participation
willingness and behaviors. Government policies had a positive effect on farmers’ experiences,
cognition of e-commerce, and participation behaviors, but no direct positive impact on farmers’
willingness to participate. Government policies and farmers’ basic characteristics interacted and
acted together on the participation willingness and behavior of farmers.

Keywords: e-commerce interest linkage; participation willingness and behaviors; government policies;
farmers’ cognition; evolutionary game model; structural equation model

1. Introduction

The rapid growth of the economy and the fast rise of internet enterprises in China in
recent years have led to tremendous changes in domestic business models. E-commerce
is gradually developing in rural areas that are otherwise dominated by traditional sales
methods. In 2005, the Chinese government proposed e-commerce business models, and in
2022, it provided clear, specific, and long-term development paths for rural e-commerce and
digital rural areas: continue to promote the integrated development of primary, secondary,
and tertiary industries in rural areas; encourage various regions to expand various agricul-
tural functions; explore the diversified values of rural areas; and focus on the development
of rural e-commerce. E-commerce is now accelerating its penetration into rural areas, with
China’s rural online retail sales reaching CNY 2.05 trillion in 2021, up 11.3 percent year on
year. Various types of e-commerce interest linkage (EIL) mechanisms were established in
the Yangtze Triangle area, Greater Bay area, and Chinese central and western areas, and
rural e-commerce is booming. Rural e-commerce not only changes the models for the sale
of agricultural products but also facilitates employment, income, and other aspects in rural
areas. However, most farmers currently continue to sell agricultural products through
traditional methods [1]. Their willingness to participate and rural e-commerce behaviors
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are strongly impacted by their cognition of e-commerce and government policies. For
this reason, research is needed on the factors that influence government policies and the
impact of farmers’ cognition on farmers’ participation willingness and behaviors regarding
EIL mechanisms [2,3]. This research, which used a farmer–enterprise cooperative game,
can play a vital role in the implementation of agricultural supply-side reforms and the
development of the rural economy.

Different from the agricultural food market electronic trading platforms [4] with
industry chain-type, intermediary, professional, and alliance-type operation models in
the United States and Europe, multiple types of interest linkage models have taken shape
regarding lands, funds, labor, technologies, and sites as core elements in China; among
these, the “farmer + enterprise” model is relatively common and effective [5].

Most studies on e-commerce participation explore factors that significantly influence
the operation of these mechanisms from the perspective of enterprises [6]. The factors
explored include the logistics service quality [7] and soundness of product supply chains, [8]
development of scale economy and market internet coverage rate, [9] internal and external
environment assessment of enterprises, logistics target setting, and strategic supply of
supply chains [10]. In their research from the perspective of farmers, Cui et al. found
that farmers’ cognitive dimensions [11], social innovation [12], endowment, and regional
environment [13] have a notable impact on their willingness to participate in e-commerce.
Zhang found that joining a cooperative can decrease farmers’ willingness to participate
in e-commerce [14]. Luo et al. found that farmers’ age, level of education [15], family
income [16], personal characteristics [17], transaction costs [18], and other factors exert
effects on farmers’ participation behaviors regarding e-commerce. In terms of research
methods, most scholars used a multivariate logistic model, structural equation model, and
structural equation model, while a few scholars studied the related problems of supply
chain coordination and put forward coordination schemes through evolutionary game
theory [19–21].

As noted, most existing research on farmers’ participation in e-commerce mecha-
nisms takes the position of enterprises as primary. There is, by contrast, little game theory
research on the participation behaviors of farmers and enterprises regarding EIL mecha-
nisms. Although there is current research on the factors that influence their willingness
to participate and their engagement in e-commerce, the perspectives are singular, and the
farmers’ willingness and behaviors are not combined for analysis. The multivariate logistic,
interpretative structural, and structural equation models are the methods that are most
used. Concrete reasons for variations in farmers’ participation willingness and behaviors
in e-commerce and reality have not been studied in any depth using the evolutionary
game model.

Therefore, compared with the relevant literature, the novelty of this study lay in the
use of the theory of planned behavior, which was applied to conduct an evolutionary game
analysis on farmer–enterprise interest linkage mechanisms with government interventions
and farmers as the subject. The game analysis results, along with the results of previous
empirical studies of farmers in fruit planting (such as kiwi and strawberry) in Mei County,
Shaanxi Province, revealed a difference between farmers’ realistic and optimal choices. The
structural equation model was then used to estimate and examine the causal relationship
between farmers’ characteristics (F1), experiences (F2), cognition (F3), behaviors (F4),
willingness (F5), and government policies (F6). A corresponding analysis was carried out
to put forward future directions.

2. Materials and Methods

2.1. Theoretical Hypotheses

Ajzen’s theory of planned behavior predicts that all factors influencing behavior
do so indirectly via behavioral intention. According to this theory, indicators such as
behavioral attitude, external subjective norms, and perceived behavioral control can be used
to measure the extent of behavioral intention to participate. For this reason, it was assumed
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in this study that with EIL mechanisms, farmers’ willingness to participate and their e-
commerce behaviors are influenced by internal and external factors, including farmers’
basic characteristics and cognition, as well as government policies; various influencing
factors were thus analyzed in this case.

Farmers’ willingness to participate in EIL mechanisms is highly correlated with their
behavior; this relationship was previously fully considered in theoretical and empirical
analysis and will thus not be considered here. The theoretical game analysis concluded
that farmers’ optimal choices are inconsistent with reality. Hence, farmers’ cognition,
government policies, and other factors influencing farmers’ participation willingness and
behaviors in relation to EIL mechanisms were further considered.

2.2. Research Hypotheses
2.2.1. Farmers’ Characteristics

Farmer characteristics can be thought of as their intrinsic resources. Farmers with
a greater resource endowment have a comparative advantage and are able to enhance
their competitiveness in market transactions. Income, level of education, social relations,
and other characteristics have a significant impact on farmers’ participation in cooperative
economic organizations [22–24]. On this basis, the research hypothesis H1 was proposed.

2.2.2. Experiences

Experiences represent farmers’ valuable knowledge about relevant technologies and
markets accumulated in past agricultural production and operation activities they were
occupied in, including transferring the external training into self-ability, long-term labor
accumulation, and other activities. These previous experiences help farmers to know about
e-commerce and accumulate knowledge, which then influences their participation willing-
ness and behaviors regarding e-commerce [25,26]. On this basis, the research hypothesis
H2 was proposed.

2.2.3. Government Policies

Government policies are crucial external factors to guarantee farmers’ participation
in EIL mechanisms. Governments have established agricultural cooperatives and other
village organizations [27,28], promoted farmer–enterprise cooperation [29,30], and other
policies to improve the level of farmers’ knowledge of e-commerce mechanisms, thereby
facilitating their participation in them [17,31–33]. On this basis, the research hypotheses
H5–H8 were proposed.

2.2.4. Farmers’ Cognition

Farmers’ cognition concerns farmers’ self-perception of the level of difficulty, market-
ing effects, and development anticipation of participating in EIL mechanisms. As more and
more farmers start to learn about online shopping, their attitude toward the Internet and
information is gradually changing [34]; problems of distrust, security concerns, and their
sense of loyalty have improved; and their cognitive attitudes toward participation are more
positive, making them more likely to take part in e-commerce mechanisms [35–38]. On this
basis, the research hypotheses H3 and H4 were proposed.

2.2.5. Interaction

Under the theory of planned behavior, three variables, namely, behavioral attitudes,
external subjective norms, and perceived behavioral control, interact and act together on
farmers’ participation willingness and behaviors regarding e-commerce. On this basis, the
research hypothesis H9 was proposed. Based on the abovementioned hypotheses, several
research hypotheses were formulated and are shown in Table 1.
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Table 1. Research hypotheses.

Hypothesis Path Hypothesis Content Supporting References

H1 Farmers’ basic characteristics positively influence their cognition
of e-commerce. [22–24]

H2 Farmers’ experiences positively influence their cognition
of e-commerce. [25,26]

H3 Farmers’ cognition of e-commerce positively impacts their
participation willingness. [34–38]

H4 Farmers’ cognition of e-commerce positively impacts their
participation behaviors regarding e-commerce. [34–38]

H5 Government policies positively affect farmers’ experiences. [17,31–33]

H6 Government policies positively affect farmers’ cognition
of e-commerce. [17,27–33]

H7 Government policies exert a positive influence on farmers’
participation willingness. [26,39]

H8 Government policies exert a positive influence on farmers’
participation behaviors regarding e-commerce. [17,31–33]

H9
Government policies interact with farmers’ basic characteristics and

together act on farmers’ participation willingness and behaviors
regarding e-commerce.

The theory of planned behavior

2.3. Theoretical Models

In line with the aforesaid theoretical and research hypotheses, a model of farmers’
participation willingness and behaviors regarding EIL mechanisms was constructed and is
depicted in Figure 1.

Figure 1. Model of farmers’ participation willingness and behaviors regarding EIL mechanisms.

2.4. Variable Descriptions

Shaanxi Province, a major province of traditional agriculture in China, actively re-
sponds to the national call to encourage the construction and development of digital
agricultural and rural systems and advances the establishment of rural EIL mechanisms.
This research group planned to analyze influencing factors in the regions where e-commerce
systems had sound development but were less adopted by farmers and put forward tar-
geted suggestions to provide experience for the development in other regions. Therefore,
empirical research was carried out on 56 villages in one street and seven towns in Mei
County, Baoji City, Shaanxi Province, China, from March to May 2022, employing ques-
tionnaires, interviews, and other survey sampling methods. A total of 604 questionnaires
were distributed, and 554 valid questionnaires were recovered, with an effectiveness rate of
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91.7%. The proportion of agricultural products examined by the sample group that were
subject to e-commerce was 66%.

IBM SPSS 26.0 was employed to conduct the descriptive analysis (Tables 2 and 3) using
six variables and 19 items in the model of farmers’ participation willingness and behaviors
in EIL mechanisms. As Table 2 shows, the indicator of participation behaviors took values
of 0 or 1, while the remaining items had more than three options on average.

Table 2. Sample basic information statistics.

Variable Name Classification Sample Number Frequency (%)

Gender Male 389 70.1
Female 166 29.9

Age Under 30 years old 216 38.9
30–40 years old 238 42.9
40–50 years old 68 12.3
50–60 years old 29 5.2

Over 60 years old 4 0.7
Level of education Zero 5 0.9

Elementary school 17 3.1
Junior high school 124 22.3
Senior high school 224 40.4
College or above 185 33.3

Planting year Within 3 years 29 5.2
3–5 years 43 7.7
5–10 years 256 46.1

10–20 years 106 19.1
Over 20 years 121 21.8

Table 3. Variable definitions and descriptive statistics.

Variable Name Item Variable Definition and Assignment Average Standard Deviation

Participation
behaviors

Participation in EIL
mechanisms or not 1 = participation, 0 = non-participation 0.66 0.475

Willingness to participate Willingness to participate
in EIL mechanisms

1 = absolutely not, 2 = partially not,
3 = normally, 4 = partially willing,

5 = totally willing
3.70 1.119

Willingness to encourage
surrounding people to

participate

Willingness to encourage
acquaintances to
participate in EIL

mechanisms

1 = absolutely not, 2 = partially not,
3 = normally, 4 = partially willing,

5 = totally willing
3.66 1.093

Daily online time Daily online time 1 = 0–2 h, 2 = 2–4 h, 3 = 4–6 h, 4 = 6–8 h,
5 = over 8 h 4.18 0.818

Social relations
Association with relatives

and friends who
participate in e-commerce

1 = never, 2 = sometimes, 3 = normally,
4 = often, 5 = always 4.00 0.926

Level of education Level of education
1 = zero, 2 = elementary school,

3 = junior high school, 4 = senior high
school, 5 = college or above

4.02 0.873

Age Age interval

1 = over 60 years old,
2 = 50–60 years old,

3 = 40–50 years old, 4 = 30–40 years
old, 5 = under 30 years old

4.14 0.876

Planting year Agricultural planting year
1 = within 3 years, 2 = 3–5 years,
3 = 5–10 years, 4 = 10–20 years,

5 = over 20 years
3.45 1.074

E-commerce training Frequency of participation
in e-commerce training

1 = never, 2 = sometimes, 3 = normally,
4 = often, 5 = always 3.46 1.173

Technical training
Frequency of participation

in planting technical
training

1 = never, 2 = sometimes, 3 = normally,
4 = often, 5 = always 3.42 1.189

Cognition of EIL
mechanisms

Cognition of EIL
mechanisms

1 = absolutely not, 2 = partially not,
3 = normally, 4 = partially, 5 = totally 3.32 1.194

Mastery of and proficiency
in e-commerce operation

Mastery of and proficiency
in e-commerce operation

1 = absolutely not, 2 = partially not,
3 = normally, 4 = partially, 5 = totally 3.63 1.240
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Table 3. Cont.

Variable Name Item Variable Definition and Assignment Average Standard Deviation

Cognition of marketing
effects of e-commerce

platforms

Marketing effects of
e-commerce platforms

1 = very poor, 2 = partially poor,
3 = normal, 4 = partially good,

5 = very good
3.49 1.123

E-commerce future
development anticipation

E-commerce future
development anticipation

1 = very poor, 2 = partially poor,
3 = normally, 4 = partially good,

5 = very good
4.06 0.836

Understanding of
government e-commerce

policies

Understanding of
government policies on

e-commerce

1 = absolutely not, 2 = partially not,
3 = normally, 4 = partially, 5 = totally 3.58 1.183

Publicity Government publicity for
policies on e-commerce

1 = very small, 2 = partially small,
3 = normally, 4 = partially large,

5 = very large
3.38 1.217

Subsidies Government subsidy for
e-commerce participation

1 = never heard of nor accepted,
2 = heard of but not accepted,

3 = heard of and partially accepted,
4 = heard of and totally accepted

3.08 1.348

Training
E-commerce and technical
training organized by the

government

1 = never heard of nor accepted,
2 = heard of but not accepted,

3 = heard of and partially accepted,
4 = heard of and totally accepted

3.08 1.334

Supervision Government supervision
of e-commerce policies

1 = very small, 2 = partially small,
3 = normally, 4 = partially large,

5 = very large
3.24 1.229

2.5. Model Construction
2.5.1. Evolutionary Game Model

Based on bounded rationality, evolutionary game theory goes against the assumption
of the perfect rationality of economic actors in traditional game theory. The choice of
strategy of game subjects is continuously adapting and tends to be locally stable in the end.
In this study, game subjects are farmers and enterprises and, according to evolutionary
game theory, they act under bounded rationality. In addition, government interventions
are included in the game, and farmers who participate in EIL mechanisms are subject to
only positive external influences, such as technologies and publicity. The strategy space of
farmers is {participation in mechanisms, non-participation in mechanisms}, while that of
enterprises is {providing platforms, not providing platforms}. Their strategy selection is
shown in Table 4.

Table 4. Selectable strategies of farmers and enterprises.

Participant Selectable Strategy

Farmers Participation Non-participation
Enterprises Providing platforms Not providing platforms

The probability of farmers’ participation in EIL mechanisms is expressed as x and
(1 − x) refers to the probability of their non-participation. The probability of enterprises
providing platforms is denoted by y, and (1 − y) denotes the probability of not providing
platforms; specifically, (0 ≤ x, y ≤ 1). R1 signifies the available revenue of farmers in the
case of participation in EIL mechanisms, R2 signifies the available revenue of farmers in
the case of non-participation in EIL mechanisms, R3 signifies the available revenue of
enterprises in the case of providing platforms, and R4 signifies the available revenue of
enterprises in the case of not providing platforms. C1 represents the costs of farmers in the
case of participation in EIL mechanisms, C2 represents the costs of farmers in the case of
non-participation in EIL mechanisms, C3 represents the costs of enterprises in the case of
providing platforms, and C4 represents the costs of enterprises in the case of not providing
platforms. S represents positive government influences on farmers’ participation in EIL
mechanisms and P is the resource wasting caused by enterprises’ providing platforms and
farmers’ not participating.
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2.5.2. Structural Equation Model

In this study, the structural equation model was used. This overcomes the limitations of
the general linear regression method and is applicable to the research of multiple variables
with joint action. A total of six variables, namely, farmers’ characteristics (F1), experiences
(F2), cognition (F3), behaviors (F4), willingness (F5), and government policies (F6), were
assumed as latent variables. In addition, 19 items in the questionnaires were selected
as observed variables reflecting these latent variables. Path analysis was conducted by
constructing the structural equation model to test the causal relationships between the
latent variables. The general form of the model is stated as Equation (1):

Y = αY + βX + ε (1)

where Y expresses the endogenous variable vectors, X expresses the exogenous variable
vectors, α is a structural coefficient matrix that represents the relationships between en-
dogenous variables, β is a structural coefficient matrix that represents the influences of
exogenous variables on endogenous variables, and ε is a residual term that represents the
unexplained parts.

3. Results and Discussion

3.1. Evolutionary Game Model

First, the evolutionary game model of the farmer–enterprise interest linkage mecha-
nisms under government interventions was analyzed.

3.1.1. Model Analysis

Following the method proposed by Friedman, a local stability analysis was undertaken
using the interest payoff matrix (shown in Table 5) and the Jacobian matrix to explore the
evolutionarily stable strategy (ESS) formed by both sides of the games.

Table 5. Game payoff matrix for the strategy selection of farmers and enterprises with government intervention.

Farmer Enterprise

Providing platforms Not providing platforms
Participation in the linkage mechanisms R1 − C1 + S, R3 − C3 R2 + S, R4 − C4

Non-participation in the linkage mechanisms R2 − C2, R3 − C3 − P R2 − C2, R4 − C4

Following the correlation theory of evolutionary games, the calculation properties of
expected revenues, the expected revenues of farmers in the case of participation U1 and in
the case of non-participation U2 could be expressed as follows:

U1 = y(R1 − C1 + S) + (1 − y)(R2 + S) = y(R1 − C1 − R2) + R2 + S (2)

U2 = y(R2 − C2) + (1 − y)(R2 − C2) = R2 − C2 (3)

The average expected revenue of the farmers was

UA = xU1 + (1 − x)U2 (4)

Based on the Malthusian dynamic equation, the replicated dynamic equation (t repre-
sents time) of the probability x of farmers choosing the “cooperation” strategy was

F(x) =
dx
dt

= x(U1 − UA) = x(1 − x)[y(R1 − C1 − R2) + S + C2] (5)

Similarly, the expected revenue of enterprises in the case of providing platforms U3
and not providing platforms U4 was expressed as follows:

U3 = x(R3 − C3) + (1 − x)(R3 − C3 − P) = xP + R3 − C3 (6)
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U4 = x(R4 − C4) + (1 − x)(R4 − C4) = R4 − C4 (7)

The average expected revenues of the enterprises was

UB = yU3 + (1 − y)U4 (8)

The replicated dynamic equation of the probability y of enterprises choosing the
“cooperation” strategy was expressed as follows:

F(y) =
dy
dt

= y(U3 − UB) = y(1 − y)(xP + R3 − C3 − R4 + C4) (9)

The replicated dynamic equation group consisting of Equations (5) and (9) was ex-
pressed as follows:{

F(x) = dx
dt = x(U1 − UA) = x(1 − x)[y(R1 − C1 − R2) + S + C2]

F(y) = dy
dt = y(U3 − UB) = y(1 − y)(xP + R3 − C3 − R4 + C4)

With the replicated dynamic equation group set as F(x) = dx
dt = 0 and F(y) = dy

dt = 0,
the following five local equilibrium points were obtained: A(0, 0), B(0, 1), C(1, 0), D(1, 1),
and E(x∗, y∗).

(x∗ = R4 − C4 + C3 − R3

P
, y∗ = S + C2

R2 + C1 − R1
, and (0 ≤ x, y ≤ 1))

(x∗ = R4 − C4 + C3 − R3

P
, y∗ = S + C2

R2 + C1 − R1
, and (0 ≤ x, y ≤ 1))

The Jacobian matrix obtained via the replicated dynamic equation group (Equations (5) and (9))
was expressed as

J =
[
(1 − 2x)[y(R1 − C1 − R2) + S + C2] x(1 − x)(R1 − C1 − R2)

y(1 − y)P (1 − 2y)(xP + R3 − C3 − R4 + C4)

]
(10)

DetJ = (1 − 2x)[y(R1 − C1 − R2) + S + C2]× (1 − 2y)(xP + R3 − C3 − R4 + C4)

− x(1 − x)(R1 − C1 − R2)× y(1 − y)P (11)

TrJ = (1 − 2x)[y(R1 − C1 − R2) + S + C2] + (1 − 2y)(xP + R3 − C3 − R4 + C4) (12)

With DetJ > 0 and TrJ < 0, the equilibrium point of the replicated dynamic equations
was an ESS, which was obtained by considering the symbols of the determinants and the
trace values of the Jacobian matrix at five local equilibrium points based on the assumed
conditions and (0 ≤ x, y ≤ 1).

According to the analysis results set out in Table 6, among the five local equilibrium
points, only the point D(1, 1) was an ESS, indicating that the cooperation strategy was
chosen by both farmers and enterprises. There were also three unstable points—A(0, 0),
B(0, 1), and C(1, 0)—indicating that non-cooperation or other strategies were chosen by
farmers and enterprises. Additionally, there was a saddle point at E(x∗, y∗).
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Table 6. Local stability analysis of the evolutionary game system with government intervention.

Equilibrium Point DetJ Symbol TrJ Symbol Stability

(0, 0) (S + C2)(R3 − C3 − R4 + C4) − (S + C2) + (R3 − C3 − R4
+C4)

+/− Unstable

(0, 1) (R1 + S + C2 − C1 − R2)(R4
+C3 − C4 − R3)

+ (R1 + S + C2 − C1 − R2)
+(R4 + C3 − C4 − R3)

+/− Unstable

(1, 0)
−(S + C2)(P + R3 − C3 − R4

+C4)
− −(S + C2) + (P + R3 − C3

−R4 + C4)
+/− Unstable

(1, 1) (R1 + S + C2 − C1 − R2)(P
+R3 − C3 − R4 + C4)

+ −(R1 + S + C2 − C1 − R2)
−(P + R3 − C3 − R4 + C4)

− ESS

(x∗, y∗) E + 0 Saddle point

Note: E = (C3+R4−R3−C4)(S+C2)(P−C3−R4+R3+C4)(R2+C1−R1−S−C2)
P(R2+C1−R1)

3.1.2. Evolutionary Simulation

The dynamic evolutionary simulation of the game was carried out using MATLAB to
allow for a visual assessment of the game between farmers and enterprises. The simulation
cycles were set to 10, along with the following variables: R1 = 0.5, R2 = 0.3, R3 = 6, R4 = 5,
C1 = 0.1, C2 = 0.1, C3 = 1, C4 = 0.5, S = 0.5, and P = 0.1. The initial values (x, y) of the
numerical simulation were set as (0.3, 0.5), (0.5, 0.5), and (0.5, 0.8). The dynamic evolution
process of the strategy selection of farmers and enterprises changing over time is displayed
in Figure 2.

   

Figure 2. Dynamic evolution diagram of the strategy selection of farmers and enterprises.

As indicated in Figure 2, when the initial probability value was (0.3, 0.5), that is,
when the probability of farmer participation was less than the probability of enterprise
participation, the final dynamic evolution strategy was both parties participating. When the
initial probability value was (0.5, 0.5), that is, when the probability of farmer participation
was equal to the probability of enterprise participation, the final dynamic evolution strategy
was both parties participating. When the initial probability value was (0.5, 0.8), that is,
when the probability of farmer participation was greater than the probability of enterprise
participation, the final dynamic evolution strategy was both parties participating. Thus, the
various initial probability values for the strategy selection of farmers and enterprises, i.e.,
(x, y), resulted in final game evolution results that converged to the point D(1, 1), i.e., the
ESS, meaning that the cooperation strategy was chosen by both farmers and enterprises.

From the government’s point of view, the final evolution results for both sides of the
games were also influenced by differences in the equation parameter S, as shown in Figure 3.
With the other conditions unchanged and a change in the positive government influence S
(set as 0.5, 1, and 2), regarding the farmers’ participation in the linkage mechanisms, the
evolutionary strategy of game subjects exhibited the trend depicted in Figure 3 with the
adjustment of S. As depicted in Figure 3, as S increased, the change in the probability of
farmers tending to cooperation became increasingly rapid. This indicated that the positive
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government influence S had a positive impact on the farmers’ participation in the linkage
mechanisms.

 
Figure 3. Trend of the farmer–enterprise evolutionary game strategy under government interventions.

In summary, the replicated dynamic equations F(x) = dx
dt = 0 and F(y) = dy

dt = 0 were
solved through the construction of the evolutionary game model to obtain equilibrium
points, and a local stability analysis was conducted to identify the ESS. Furthermore,
MATLAB software was used for the numerical simulation. It was found that the optimal
choice for farmers was to participate in the EIL mechanisms, and the implementation
of government policies and systems could promote the improvement process of the EIL
mechanisms for farmers and enterprises. This was contradictory to the reality that farmers’
participation in the EIL mechanisms was not high. For this reason, a structural equation
was constructed in terms of the farmers’ basic characteristics and cognition and government
policies to analyze the factors that affected farmers’ participation willingness and behaviors.

3.2. Structural Equation Analysis
3.2.1. Reliability and Validity Tests

Reliability and validity analysis of the data collected via the questionnaires were
conducted using the software SPSS 26.0 and Amos 24.0, with the participation behaviors
(PB) in e-commerce not involved since they had only one observed variable. The test results
of the other five variables are displayed in Table 7. The Cronbach’s alphas of behavioral
willingness, farmers’ characteristics, experiences, farmers’ cognition, and government
policies were greater than or close to 0.8, with good measurement reliability. As for the
validity test, the load capacities of the standard factors, as well as the KMO values, were all
greater than 0.6, and the convergent validity AVE was greater than or close to 0.5, revealing
good validity.
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Table 7. Reliability and validity analysis.

Variable
Variable
Setting

Dimensionality

Reliability Validity

Cronbach’s α
Load Capacity

of Factors
KMO AVE

F1

FCS1 Daily online time

0.893

0.766

0.794 0.689
FCS2 Social relations 0.932
FCS3 Level of education 0.94
FCS4 Age 0.645

F2 EXP1 Planting year
0.798

0.614
0.662 0.589EXP2 E-commerce training 0.88

EXP3 Technical training 0.785
F3 COG1 Cognition of EIL mechanisms

0.838

0.619

0.825 0.528
COG2 Mastery of and proficiency in

e-commerce operation 0.83

COG3 Cognition of marketing effects of
e-commerce platforms 0.658

COG4 E-commerce development
anticipation 0.87

COG5 Understanding of government
policies on e-commerce 0.614

F5 WTP1 Willingness to participate
0.856

0.813
0.600 0.755

WTP2 Willingness to encourage
acquaintances to participate 0.921

F6 GP1 Publicity

0.784

0.693

0.771 0.477
GP2 Subsidy 0.617
GP3 Training 0.808
GP4 Supervision 0.628

3.2.2. Model Fitting

The model fitness was judged using Amos 24.0. It was found that χ2/d f = 2.616,
meeting the standard value (smaller than 3), while GFI = 0.935 and AGFI = 0.913, both
of which were greater than the ideal value (0.9). In addition, RMSEA = 0.054, which was
smaller than 0.8 and met the ideal standard value, thus indicating an ideal absolute fit
index. Furthermore, CFI = 0.959 and TLI = 0.951, both of which were greater than the
ideal standard value (0.9), thus indicating an ideal value-added fit index. Therefore, the
model had an ideal overall fitness, and the structural equation model was effective. The
diagram of the final standardized path coefficients of the model is depicted in Figure 4.

3.2.3. Hypothesis Tests

According to Table 8, the path coefficient of government policies –> farmers’ participa-
tion willingness in e-commerce (H7) failed to pass the significance test, with the absolute
value of the statistic C.R. also being smaller than 2, suggesting that the relationship between
the variables in the proposed H7 had no significant influence. The path coefficients of the
other variables all passed the significance test, revealing that the relationships between the
corresponding latent variables are significant.
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Figure 4. Diagram of the standardized path coefficients of the model.

Table 8. Path coefficients and their significance tests.

Path
Non-

Standardization
S.E. C.R. P

Standard Path
Coefficient

Corresponding
Hypothesis

F1 –> F3 0.720 0.079 9.063 *** 0.559 H1
F2 –> F3 0.121 0.033 3.688 *** 0.155 H2
F3 –> F5 0.325 0.094 3.437 *** 0.266 H3
F3 –> F4 0.156 0.043 3.642 *** 0.241 H4
F6 –> F2 0.598 0.064 9.336 *** 0.542 H5
F6 –> F3 0.220 0.051 4.354 *** 0.254 H6
F6 –> F5 0.094 0.080 1.178 0.239 0.089 H7
F6 –> F4 0.185 0.039 4.719 *** 0.329 H8

F1 <–> F6 0.325 0.034 9.500 *** 0.679 H9

Note: F1—farmers’ characteristics, F2—experiences, F3—cognition, F4—behaviors, F5—willingness, F6—
government policies. The *** indicates that the statistical test has reached a 1% significance level.

3.2.4. Results Analysis

According to the analysis of the model results:

(1) Hypotheses H1 and H2 held, which was in agreement with the aforementioned
hypothesis [22–26]. In other words, farmers’ basic characteristics and experiences
had a significant positive effect on their e-commerce cognition, with path coefficients
of 0.559 and 0.155, respectively. This implied that farmers’ characteristics had a
significant effect on the improvement of their cognition. The standardized path
coefficients of the four latent farmer characteristic variables FCS1–4 were 0.766, 0.932,
0.940, and 0.645, respectively, showing that the farmers’ level of education had the
greatest positive effect, followed by social relations, daily hours online, and age. The
standardized path coefficients of the latent variables of experiences EXP1–3 were
0.614, 0.880, and 0.785, respectively, indicating that e-commerce training exhibited the
greatest positive effects on farmers’ experiences, followed by technical training and
planting year.

(2) Hypotheses H3 and H4 held, which was in agreement with the aforementioned
hypothesis [34–38]. That is, farmers’ e-commerce cognition positively impacted their
participation willingness and behaviors in e-commerce, with path coefficients of 0.266
and 0.241, respectively, implying that farmers’ participation willingness and behaviors
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in e-commerce were greatly affected by their cognition, which had a greater influence
on their participation willingness. The standardized path coefficients of the latent
variables of farmers’ e-commerce cognition COG1–5 were 0.619, 0.830, 0.658, 0.870, and
0.614, respectively, signifying that e-commerce future development anticipation had
the greatest positive effect on farmers’ e-commerce cognition, followed by mastery
of and proficiency in e-commerce operation, cognition of marketing effects of e-
commerce platforms, cognition of EIL mechanisms, and understanding of government
policies on e-commerce.

(3) Hypotheses H5, H6, and H8 held, which was in agreement with the aforementioned
hypothesis [17,27–33]. Government policies positively affected farmers’ experiences,
cognition of e-commerce, and participation behaviors, with path coefficients of 0.542,
0.254, and 0.329, respectively, implying that farmers’ e-commerce cognition and
participation behaviors were greatly affected by the policies with the greatest in-
fluence on their experiences. However, hypothesis H7 did not hold, meaning that
government policies had no direct positive influence on farmers’ participation will-
ingness, which was contrary to the extant literature [26,39]. They could, to some
extent, indirectly affect farmers’ participation willingness by affecting their basic
characteristics, experiences, and cognition due to the lagging and weakening of the
transmission mechanisms. As a result, farmers’ participation willingness and be-
haviors in real life deviated from reality. The standardized path coefficients of the
latent government-policy variables were 0.693, 0.617, 0.808, and 0.628, respectively,
implying that government training had the greatest positive effect on government
policies, followed by publicity, supervision, and subsidy.

(4) Hypothesis H9 held, which fits with the theory of planned behavior. In other words,
government policies interacted with farmers’ basic characteristics with a path coef-
ficient of 0.679, implying that farmers’ participation willingness and behaviors in
e-commerce were jointly affected by government policies and their basic characteris-
tics, in line with the theory of planned behavior.

3.3. Structural Equation Analysis

With the rapid development of the Internet, the cross-border integration of traditional
agriculture and the Internet is inevitable. Therefore, in the EIL mechanisms, it is very
important to determine the strategic choices of all parties. Based on the findings, the
following conclusions were reached.

First, farmers’ participation in the EIL mechanisms was the optimal choice in the
farmer–enterprise cooperation games with government interventions, and the implementa-
tion of relevant government policies and systems could promote the improvement of the
EIL mechanisms for farmers and enterprises.

Second, farmers’ cognition of e-commerce was affected by their basic characteristics
and experiences, and farmers’ basic characteristics positively influenced the improvement
of farmers’ cognition in a more significant manner.

Third, farmers’ cognition of e-commerce had a positive influence on their participa-
tion willingness and behaviors in e-commerce and exhibited a greater influence on their
participation willingness.

Fourth, government policies had a significant positive effect on farmers’ experiences,
cognition of e-commerce, and participation behaviors, without any direct positive effect on
their participation willingness.

Fifth, government policies and farmers’ basic characteristics interacted and jointly
acted on farmers’ participation willingness and behaviors in e-commerce.

To some extent, this study made a more comprehensive demonstration of the previous
relevant studies and combined the willingness and behavior from the perspective of farmers.
A combination of an evolutionary game and structural equation model was used. Moreover,
hypothesis H7 contradicted the existing literature [26,39] by showing that government
policies had no direct impact on farmers’ willingness to participate. However, at the
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same time, government policies can indirectly influence farmers’ participation willingness
in e-commerce by affecting their basic characteristics, experiences, and cognition. This
explained the difference between farmers’ realistic and optimal choices and showed that
government policies were an external influencing factor of great importance.

4. Conclusions

Based on the theory of planned behavior, this study employed an evolutionary game
analysis of farmer–enterprise cooperation with government intervention from the perspec-
tive of farmers. There was a difference between the realistic and optimal choices of farmers
according to the evolutionary game analysis results combined with empirical research
results. In addition, structural equation modeling was used to explore the impacts of
government policies and farmers’ cognition on farmers’ participation willingness and be-
haviors regarding the EIL mechanisms. The following suggestions are proposed to increase
farmers’ participation willingness and behaviors regarding the EIL mechanisms.

Considering the great importance of government policies in encouraging farmers to
participate in the EIL mechanisms, the relevant policies should be optimized, adjusted, and
implemented. The government should attach great importance to e-commerce and technical
training for farmers, increase publicity concerning e-commerce policies, grant further
subsidies to e-commerce enterprises and participating farmers, promote the e-commerce
knowledge and literacy of farmers, and improve farmers’ satisfaction with e-commerce.
In this way, farmers’ participation willingness will be boosted, and the deviation between
their participation willingness and behaviors will be reduced. Additionally, government
departments should also strengthen everyday communication and interaction with farmers,
understand the actual situation, and regulate and supervise with a view to securing effective
protection of the interests of farmers.

Moreover, the government should constantly improve the construction of e-commerce
infrastructure in rural areas and help to reduce the participation cost faced by farmers
in e-commerce. According to the results here, farmers’ cognition of e-commerce had a
significant positive influence on their participation willingness and behaviors regarding
e-commerce. The results revealed that farmers’ self-perception of the level of difficulty,
marketing effects, and development anticipation of participating in the EIL mechanisms
were important factors that restricted the farmers’ participation willingness and behaviors.
Therefore, a diversity of policies should be adopted by governments at all levels in keeping
with the local context to strengthen financial support for rural e-commerce; improve
network infrastructures in rural areas, local logistics network design, and local logistics
resource allocation; and reduce the cost to farmers of participation in e-commerce. In
this way, the real interests of farmers will be ensured, and farmers will recognize that
participation in e-commerce can increase their income. As a result, they will develop a
positive attitude toward participating in e-commerce and grow a considerable interest in
the EIL mechanisms, thus facilitating their participation in e-commerce mechanisms.

All forces should be fully mobilized to allow for participation in the EIL mechanisms to
boost the high-quality development of e-commerce in rural areas. It requires the radiation
effects of big farmers and e-commerce enterprises and the leadership example of village
officials for participation in e-commerce mechanisms. This will allow for an increase in
farmers’ e-commerce participation and strengthen their interest linkage with e-commerce
enterprises. It also helps to link small farmers to big markets, promotes agricultural
supply-side reform, and boosts rural revitalization.

This study can be extended in several directions. This study presents an evolutionary
game analysis of agricultural enterprise cooperation under government intervention, as-
suming the impact of government policies without practical quantification. Therefore, it
would be interesting to study the impact of government-specific policy data on farmers’
evolutionary stabilization strategies. In this study, government policy was considered to be
deterministic. However, in other cases, government policy may be uncertain. Therefore,
the introduction of a three-way evolutionary game will enrich the research. In this study,
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through the structural equation model, we studied what factors promoted farmers’ willing-
ness and behavior and found that government policies had no direct impact on farmers‘
willingness to participate, which is inconsistent with the expected hypothesis. Next, we can
expand the model, reverse study which factors hinder farmers’ participation, and conduct
a comparative analysis.
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Abstract: Stocking density presents a key factor affecting livestock and poultry production on a large
scale as well as animal welfare. However, the current manual counting method used in the hemp
duck breeding industry is inefficient, costly in labor, less accurate, and prone to double counting and
omission. In this regard, this paper uses deep learning algorithms to achieve real-time monitoring of
the number of dense hemp duck flocks and to promote the development of the intelligent farming
industry. We constructed a new large-scale hemp duck object detection image dataset, which contains
1500 hemp duck object detection full-body frame labeling and head-only frame labeling. In addition,
this paper proposes an improved attention mechanism YOLOv7 algorithm, CBAM-YOLOv7, adding
three CBAM modules to the backbone network of YOLOv7 to improve the network’s ability to
extract features and introducing SE-YOLOv7 and ECA-YOLOv7 for comparison experiments. The
experimental results show that CBAM-YOLOv7 had higher precision, and the recall, mAP@0.5, and
mAP@0.5:0.95 were slightly improved. The evaluation index value of CBAM-YOLOv7 improved
more than those of SE-YOLOv7 and ECA-YOLOv7. In addition, we also conducted a comparison test
between the two labeling methods and found that the head-only labeling method led to the loss of a
high volume of feature information, and the full-body frame labeling method demonstrated a better
detection effect. The results of the algorithm performance evaluation show that the intelligent hemp
duck counting method proposed in this paper is feasible and can promote the development of smart
reliable automated duck counting.

Keywords: object detection; YOLOv7; attention mechanism; deep learning; hemp duck count

1. Introduction

With the continuous development of modern society and the economy, the global
consumption level continues to rise. People’s demand for poultry meat, eggs, and other
poultry-related products is increasing, and the livestock and poultry farming industry
bear a wide scope for development. Such a large-scale demand for livestock and poultry
products will inevitably lead to a continuous expansion in the scale of the farming industry.
However, in the context of tight feed grain supplies, soil resources needed for breeding,
and scarce water resources, the farming industry needs to continuously improve the quality
and efficiency of production. Inefficient farming methods will increasingly worsen farming
pollution, leading to an increased environmental burden and deviating from the concept of
environmental protection.

Sparrow ducks, commonly known as “hemp ducks”, are the main species of domestic
ducks and one of the most abundant, widely distributed, and diverse species of domestic
ducks in the world. Occupying about 70% or more of the total waterfowl breeding, duck
breeding is roughly divided into three types: meat, egg, and both meat and egg, which have
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high economic value. Large-scale hemp duck farming can meet the huge market demand
for poultry meat and eggs, but at the same time, it faces pressure and challenges in many
aspects [1]. As countries around the world pay attention to the ecological environment, the
development of waterfowl farming has been subject to certain restrictions and regulations.
Many areas have been prohibited and restricted, and the spatial range suitable for farming
hemp ducks continues to shrink [2]. At present, farming is developing in the direction of
intensification and ecology. Large-scale farming and higher rearing density will have a
greater impact on the temperature, humidity, ventilation, harmful gases, dust, and microbial
content of poultry houses. It indirectly has a series of adverse effects on the intake, growth
performance, and animal welfare of birds. For example, unreasonable duck flock density
rates will lead to poor living conditions, causing physiological diseases, such as body
abrasions, skin damage, and fractures. Considering animal behavior, such as pecking and
fighting among a species, the unreasonable density will bear a negative impact on the
efficiency and economy of the livestock and poultry industry [3,4].

From the above information, it can be concluded that rearing density is one of the key
factors affecting livestock and poultry production on a large scale, as well as animal welfare,
and the key to solving the problem of improving breeding efficiency lies in the real-time
monitoring of breeding density and the reasonable scheduling of the spatial quantity of the
flock: our work is focused on the former. At present, in the hemp duck farming industry,
much of the counting is carried out manually or by artificial machinery, which are both
very laborious. When hemp duck flocks are in motion, it further increases the difficulty of
manual counting, thus affecting the breeding efficiency. In essence, the density of the hemp
duck flock depends on the size of the effective activity space as well as the population size,
and given the constant limitations of the current breeding area, the main factor affecting
the problem is therefore the number of hemp ducks. For this reason, we focused on the
hemp duck flock count.

With the development of technology, monitoring equipment plays a huge role in
farming. There are various methods to monitor the behavior of individual animals, such
as the insertion of chips to record physiological data, the use of wearable sensors, and
(thermal) imaging techniques. Some methods employ wearable sensors attached to the feet
of birds to measure their activity, but this may have an additional impact on the monitored
animals [5–7]. In particular, in commercial settings, technical limitations and high costs lead
to the low feasibility of such methods. Therefore, video assessment based on optical flow
would be an ideal method to monitor poultry behavior and physiology [4]. Initially, many
surveillance videos were manually observed, inefficient, and relied on the staff’s empirical
judgment without standards [8]. However, in recent years, due to the advent of the era
of big data and the rapid development of computer graphics cards, the computing power
of computers has been increasing, accelerating the development of artificial intelligence.
Research related to artificial intelligence is increasing, and computer vision is becoming
more and more widely used in animal detection.

For example, the R-CNN proposed by Girshick et al., in 2014 introduced a two-stage
detection method for the first time. This method uses deep convolutional networks to obtain
excellent target detection accuracy, but its many redundant operations greatly increase
space and time costs, and is difficult to deploy in actual duck farms [9,10]. Law et al.,
proposed a single-stage detection method, CornerNet, and a new pooling method: corner
pool. However, the method, based on key points, often encounters a large number of
incorrect object bounding boxes, which limits its performance and cannot meet the high
performance requirements of the duck breeding model [11]. Duan et al., constructed the
CenterNet framework on the basis of CornerNet to improve the accuracy and recall and
designed two custom modules with stronger robustness to feature-level noise, but the
anchor-free method is a process with key point combinations of the first two, and due to the
simple network structure, time-consuming processing, low rate, and unstable measurement
results, it cannot meet the requirements of high performance and high accuracy rate needed
in the industrial farming of hemp ducks [12].
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Our work uses a single-stage object detection algorithm, which only needs to extract
features once to achieve object detection, and its performance is higher compared to the
multi-stage algorithm. At present, the mainstream single-stage target detection algorithms
mainly include the YOLO series, Single Shot MultiBox Detector (SSD), RetinaNet, etc. In
this paper, we transfer and apply the idea of crowd counting based on CNN to the problem
of counting ducks [13,14]. Along with the output of the detection results, we embedded
an object counting module to respond to industrialization needs. Object counting is also
a common task in the computer vision community. Object counting can be divided into
multi-category object counting and single-category object counting; this work employed
single-category counting of a flock of hemp ducks [15–18].

The objectives that this paper hopes to achieve are:

(1) We built a new large-scale dataset of drake images and named it the “Hemp Duck
Dataset”. The Hemp Duck Dataset contains 1500 labels for the whole body frame and
head frame for duck target detection. The Hemp Duck Dataset was released for the
first time by the team. We have made it public and provide the access method at the
end of the article.

(2) This study constructed a comprehensive working baseline, including hemp duck
identification, hemp duck object detection, and hemp duck image counting, to realize
the intelligent breeding of hemp ducks.

(3) This project model introduced the CBAM module to build the CBAM-YOLOv7 algorithm.

2. Materials and Methods

2.1. Acquisition of Materials

The hemp duck is one of the most abundant, widely distributed, and diverse species
of domestic ducks in China, with the characteristics of small size, feed saving, and high
egg production efficiency, which is of great research value. We used the DJI Pocket 2, an
extremely adaptable and flexible miniature gimbal camera, to capture the image and video
datasets used in this study. Data were collected from the original waterfowl farm in Ya’an,
Sichuan Province, China, founded by Professor Lin-Quan Wang, a renowned waterfowl
breeder from Sichuan Agricultural University.

In the process of preparing the dataset, we first collected data from 10 different hemp
duck houses by changing the image shooting angle and distance several times. Then, we
manually screened and discarded some data with high repetition and some redundant
data that were not captured due to the obstruction of the hemp ducks’ house. In the end,
our dataset contained a total of 1500 images, including 1300 images in the training set
and 200 images in the test set. Figure 1 shows the analysis of the challenges posed by
non-maximum suppression for the hemp duck detection, identification, and counting tasks.
Figure 2 shows an example of a dataset labeling effort.

In the prediction phase of the object detection work, the network output multiple
candidate anchor boxes, but many of them were overlapping around the same object, as
shown in Figure 1b. Non-maximum suppression was able to retain the best one among this
group of candidate anchor boxes, as shown in Figure 1c. We named two different ducks
hemp duck A and hemp duck B. When hemp duck A and hemp duck B are too close, the
prediction box of hemp duck A may be eliminated due to the screening of non-maximum
intrusion. Therefore, it is a challenge to accurately estimate the number of dense Hemp
Duck Datasets with inclusion.

Since labeling the whole hemp duck body resulted in many overlapping labeling boxes,
which affected the accuracy of individual hemp duck counting, we chose the method of
labeling only the hemp duck head and conducted a comparison experiment between
the two.
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Figure 1. (a) Two ground truth boxes of hemp ducks; (b) output prediction boxes of the simulated
network for the two hemp ducks; (c) effect of removing the redundant prediction boxes after non-
maximum suppression.

Figure 2. (a) Example of data annotation of the whole body of hemp ducks; (b) example of data
annotation of hemp ducks with only the head annotated.

2.2. Data Pre-Processing
2.2.1. Mixup Data Augmentation

Mixup is an unconventional data enhancement method based on a simple data-
independent data enhancement principle that uses linear interpolation to construct new
training samples and labels [19]. The formula for processing the data labels is as follows:

x̃ = λxi + (1 − λ)xj (1)

ỹ = λyi + (1 − λ)yj (2)

Among it, the two data pairs (xi, yi) and
(
xj, yj

)
are the training sample pairs in

the original dataset (the training sample and its corresponding label); λ is a parameter
that follows the distribution of β; x̃ is the training sample of the mixup after the data
enhancement operation; ỹ is the label of x̃. Figure 3 shows the data results of the hemp
ducks after the mixup data enhancement process with different fusion proportions.
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Figure 3. The results of the hemp duck data enhanced by mixup data with different fusion proportions,
where lamα and lamβ are the fusion proportions of the images and lamα + lamβ = 1.

2.2.2. Mosaic Data Augmentation

The YOLOv4 network uses Mosaic data augmentation, the idea of which is to ran-
domly cut four images and combine them into one image as newly generated training data,
greatly enriching the detection dataset, making the network more robust, and reducing the
GPU video memory occupation [14]. Figure 4 represents the workflow of Mosaic’s data
augmentation operation.

 

DataBase

Duck1

Duck2
…

Take out a batch Select 4 pictures 
at random

Crop to new image 
at random position

Feed into neural network
Generate batch size mosaic 
data enhancement pictures

Figure 4. Mosaic data augmentation. Firstly, a batch of image data was randomly extracted from the
dataset of mallard ducks. Then, four images were randomly selected, randomly scaled, randomly
distributed, and spliced into new images, and the above operations were repeated for batch size
times. Finally, the Mosaic data augmentation data were fed into the neural network for training.
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2.3. Experimental Environment

The GPU of the project team computer was an NVIDIA GeForce RTX3090, with
3840 CUDA stream processors and 24 GB video memory. The CPU included 14-core
Intel (R) Xeon (R) gold 6330, 2.00 GHz, and 60 GB memory. The operating system was
Windows 10 and PyTorch version 1.8.1, Python version 3.8, and CUDA version 11 were
used.

2.4. Training Parameters

The training parameters of the training process used in the experiment are shown in
Table 1.

Table 1. Training parameters.

Parameter Value Parameter Value

Learning Rate 0.01 Weight Decay 0.0005
Batch Size 16 Momentum 0.937
Image Size 640 × 640 Epochs 300

2.5. Evaluation Metrics

In order to evaluate the performance of the algorithm, the evaluation indices used
in this study were precision (P), recall (R), mean average precision (mAP), F1 score, and
frames per second (FPS).

Precision represents the proportion of positive samples in the samples with positive
prediction results. The calculation formula is as follows:

Precision =
TP

TP + FP
(3)

Recall represents the prediction result as the proportion of the actual positive samples
in the positive samples to the positive samples in the whole sample. The calculation formula
is as follows:

Recall =
TP

TP + FN
(4)

The F1 score is the weighted average of precision and recall, calculated as follows:

F1 =

(
2

Recall −1 + Precision −1

)
= 2 · Precision · Recall

Precision + Recall
(5)

Precision reflects the model’s ability to distinguish negative samples. The higher the
precision, the stronger the model’s ability to distinguish negative samples. Recall reflects
the model’s ability to identify positive samples. The higher the recall, the stronger the
model’s ability to identify positive samples. The F1 score is a combination of the two. The
higher the F1 score, the more robust the model.

The average precision (AP) is the average value of the highest precision under dif-
ferent recall conditions (generally, the AP of each category is calculated separately). The
calculation formula is as follows:

AP =
1

11 ∑
0,0.1...1.0

Psmooth(i) (6)

In Pascal VOC 2008 [20], the threshold value of the IOU is set to 0.5. If one object is
repeatedly detected, the one with the highest confidence is the positive sample and the
other is the negative sample. On the smoothed PR curve, the precision value of 10 bisectors
(including 11 breakpoints) was obtained on the horizontal axis 0–1, and the average value
was calculated as the final AP value.
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The mean average precision (mAP) is the mean value of the average precision and the
mean AP value of each category. The calculation formula is as follows:

mAP =
∑S

j=1 AP(j)

S
(7)

where S is the number of all categories, and the denominator is the sum of the APs of
all categories. The object detection object in this study was only one type of hemp duck,
therefore, AP = mAP.

2.6. Related Network

In this section, the YOLOv7 algorithm is first introduced, and then the improvement
proposed in this paper of adding an attention mechanism to YOLOv7 is introduced in
detail [13].

2.6.1. YOLOv7

In this paper, a recognition and detection algorithm based on computer vision is pro-
posed for object detection and population statistics of farm ducks. By using this algorithm,
breeders can obtain the quantity and behavior dynamics of mallard ducks in real time
so as to realize the rapid management and strategy formulation of farms, optimize the
reproduction rate and growth of ducks, and help to maximize the economic benefits.

In view of the small density of individuals in the duck population and the real-time
requirement of population statistics, we chose the latest Yolov7 model. You Only Look Once
(Yolov7) is a single-stage object detection algorithm. Figure 5 shows the network structure
diagram of Yolov7 [13]. The Yolov7 model preprocessing method is integrated with Yolov5,
and the use of Mosaic data augmentation is suitable for small object detection [13,14,21].
In terms of architecture, extended ELAN (E-ELAN) based on ELAN is proposed. Expand,
shuffle, and merge cardinality are used to continuously enhance the learning ability of
the network without destroying the original gradient path. Group convolution is used
to expand the channel and cardinality of the computing block in the architecture of the
computing block. Different groups of computational blocks are guided to learn more
diverse features [13].

Then, it focuses on some optimization modules and methods known as trainable
“bag-of-freebies” [13], including the following:

1. RepConv without identity connection is used to design the architecture of planned
reparametrized convolution, which provides more gradient diversity for different
feature maps [22].

2. The auxiliary detection head is introduced, and the soft labels generated by the
optimization process are used for lead head and auxiliary head learning. Therefore,
the soft labels generated from it should better represent the distribution and correlation
between source data and object and obtain more accurate results [23].

(1) The batch normalization layer is directly connected to the convolution layer
so that the normalized mean and variance of the batch are integrated into the
deviation and weight of the convolution layer in the inference stage.

(2) By using the addition and multiplication method of implicit knowledge in
YOLOR combined with the convolution feature map, it can be simplified into
vectors by precomputation in the inference stage so as to combine with the
deviation and weight of the previous or subsequent convolution layer [24].

(3) The EMA model is used purely as the final inference model. Finally, real-time
object detection can greatly improve the detection accuracy without increasing
the reasoning cost so that the speed and accuracy in the range of 5–160 FPS
exceed all known object detectors, and fast response and accurate prediction
of object detection can be achieved [25].
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Figure 5. The network architecture diagram of Yolov7 contains four general modules: input terminal,
backbone, head, and prediction, and five basic components: CBS, MP, ELAN, ELAN-H, and SPPCSPC.

2.6.2. Improved YOLOv7 with Attention Mechanism

The attention mechanism is a common data processing method that is widely used in
machine learning tasks in various fields [26]. The core idea of the attention mechanism of
computer vision is to find the correlation between the original data, and then highlight the
important features, such as channel attention, pixel attention, multi-order attention, and
so on.

The CBAM mainly includes a channel attention module and a spatial attention mod-
ule [10]. The module structure is shown in Figure 6.
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Figure 6. CBAM module structure diagram.

CBAM [27] is a lightweight attention module, which can perform attention operations
in the channel and spatial dimensions. It is composed of a channel attention module
(CAM) and a spatial attention module (SAM). The CAM can make the network pay more
attention to the foreground of the image and the meaningful area, while the SAM can make
the network pay more attention to a position rich in contextual information of the whole
picture [28,29].

2.6.3. YOLOv7 Introduces the CBAM Attention Mechanism

The CBAM attention mechanism was added to the YOLOv7 network structure [13,27],
and the network structure is shown in Figure 7. The function of this module is to further
improve the feature extraction ability of the feature extraction network. Once we added the
attention mechanism to the backbone network, the attention mechanism module destroyed
some of the original weights of the backbone network. This led to errors in the prediction
results of the network. In this regard, we chose to add the attention mechanism to the
part of enhancing feature network extraction without destroying the original features of
network extraction.

 
Figure 7. Addition of the YOLOv7 network structure to the CBAM.
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The CBAM attention mechanism works as follows:
In the channel attention module, the input feature map of H × W × C is subjected to a

global max pooling (GMP) and a global average pooling (GAP), and two feature maps with
a size of 1 × 1 × C are obtained. The two feature maps are sent to a two-layer multilayer
perceptron. The number of neurons in the first layer of the MLP is C/r (r is the reduction
rate), and the activation function is ReLU. The number of neurons in the second layer is
C, and the weights of these two layers of neural networks are shared. Then, the output
features are added based on element-wise computation, and the final channel attachment
feature is generated through sigmoid activation. Finally, the channel attention feature
is multiplied by the original input feature map to obtain the input feature of the spatial
attention module [10].

In the spatial attention module, the feature map in the previous step is used as
the input.

After GMP and GAP, two feature maps with a size of H × W × 1 are obtained. Then
the Concat operation is performed. After the dimensionality reduction of the feature map,
the spatial attention feature is generated by sigmoid activation. Finally, the spatial attention
feature is multiplied by the input feature map to obtain the final feature map [27].

3. Experiment Results

In order to evaluate the effect of the CBAM-YOLOv7 algorithm, we borrowed SE and
ECA modules to replace the CBAM modules for ablation experiments. SE mainly includes
squeeze and excitation operations [30]. The module structure is shown in Figure 8.

Figure 8. Structure of the SE.

The SE mechanism can flexibly capture the connection between global information
and local information, allowing the model to obtain the object area that needs to be focused
on and assign it more weight, highlighting significant useful features and suppressing and
ignoring irrelevant features, thereby improving accuracy.

The ECA module proposes a local cross-channel interaction strategy without dimen-
sionality reduction, which can effectively avoid the influence of dimensionality reduction
on the learning effect of channel attention. The ECA module consists of a one-dimensional
convolution determined by nonlinear adaptation, which captures local cross-channel in-
teraction information by considering each channel and its k neighbors. Since only a few
parameters are involved, it is a very lightweight plug-and-play block, but with significant
effect gain [31]. The structure of ECA is shown in Figure 9.
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Figure 9. Structure of ECA.

3.1. Object Detection Network Comparison Experiment Results

In the process of selecting the object detection model of the hemp ducks, we applied
the existing popular object detection model to the Hemp Duck Dataset for training and
testing, and compared the precision, recall, F1 score, mAP@0.5, and other evaluation
indicators. Finally, YOLOv7 was selected as the object detection model in this study for
subsequent experiments. Table 1 shows the comparison of the evaluation indexes of each
object detection model on the Hemp Duck Dataset. The experimental results are shown in
Table 2.

Table 2. Comparison of object detection algorithms.

Method P R F1
mAP@

0.5
mAP@
0.5:0.95

FPS

CenterNet 92.16% 95.12% 0.94 95.41% 62.80% 33
SSD 86.03% 82.40% 0.84 89.03% 45.90% 39

EfficientDet 87.66% 92.98% 0.90 95.91% 60.40% 26
RetinaNet 88.00% 89.17% 0.89 94.04% 56.40% 13
YOLOv4s 92.26% 78.04% 0.85 89.82% 44.10% 22
YOLOv5s 95.50% 88.70% 0.92 94.90% 66.70% 62
YOLOv7 95.80% 93.64% 0.95 97.57% 65.50% 60

As can be seen in Table 2, YOLOv7 performed overall better than the other detection
algorithms tested, leading in terms of the precision, F1 score, and mAP@0.5 and a close
second in terms of the recall, mAP@0.5:0:0.95, and detection speed. For example, the recall
rate of the YOLOv7 algorithm was 15.6% higher than that of YOLOV4. The remaining
indicators are basically superior to the other target detection algorithms. Finally, we chose
YOLOv7 as the target detection algorithm used in the experiment.

3.2. Contrast Experiment Results of Introducing Attention Mechanism

In order to verify the effectiveness of the improved algorithm, this study used CBAM
as the attention mechanism and added it to the YOLOv7 object detection algorithm to
conduct experiments on the Hemp Duck Dataset. The experimental results are shown in
Table 3, and the recall rate, mAP@0.5, and mAP@0.5:0.95 were used as the measures.
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Table 3. Comparative experiments.

Attention Mechanism
P R F1

mAP@
0.5

mAP@
0.5:0.95

FLOPS (G)
SE CBAM ECA

× × × 95.80% 93.64% 0.95 97.57% 65.50% 106.47√ × × 95.36% 93.53% 0.94 97.48% 65.10% 106.49
× √ × 96.84% 94.57% 0.95 98.72% 66.10% 106.49
× × √

95.55% 93.75% 0.95 97.41% 65.20% 106.49

As can be seen in Table 3, compared to the original YOLOv7 algorithm, the accuracy
rate of the SE-YoloV7 algorithm decreased by 0.44%, the recall rate decreased by 0.11%,
the mAP decreased by 0.09%, and the FLOPS increased by 0.02G. The accuracy rate of the
ECA-YOLOv7 algorithm decreased by 0.25%, the recall rate increased by 0.11%, the mAP
also decreased, and the FLOPS increased by 0.02G. The results in Table 3 show that the SE-
Yolov7 and ECA-YOLOV7 algorithms not only had a lower effect than the original YOLOv7,
but also increased the model parameters and the computational pressure. Compared to
the original YOLOv7 algorithm, the accuracy of the CBAM-YOLOV7 algorithm increased
by 1.04%, the recall increased by 0.93%, the mAP@0.5 by 1.15%, and the mAP@0.5:0.95
by 0.60%. In addition, the value of the FLOPS parameter of the CBAM-Yolov7 model is
equal to that of the SE-Yolov7 and ECA–YOLOv7 models. By comparing and analyzing the
experimental results, it can be concluded that the algorithm in this paper demonstrated
better performance than both the original algorithm and the algorithm with the SE and
ECA modules. Compared to the SE-YOLOv7 and ECA-YOLOv7, the CBAM module not
only improved the channel attention module, but also added a spatial attention module,
analyzed it from two dimensions, and determined the order from the channel to the space.

Figure 10 shows the detection effect of the CBAM-YOLOv7 algorithm on the Hemp
Duck Dataset.

 

Figure 10. CBAM-YOLOv7 network prediction result graph.
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3.3. Comparison of Experiment Results with Different Data Annotation Methods

In a previous article, we took into account the data sheet annotation section and
compared the data annotation of the whole body with the data annotation of the hemp
duck with only the head. For this, we used the improved CBAM-YOLOv7 algorithm on
two different annotation methods. The experimental results are shown in Table 4.

Table 4. Comparison of two different annotation experiments.

Annotation Method

P R F1
mAP@

0.5
mAP@
0.5:0.95 FPSHead

Annotation
Whole Body
Annotation

√ × 95.06% 91.90% 0.93 94.01% 47.20% 46
× √

95.80% 93.64% 0.95 97.57% 65.50% 60

As can be seen in Table 4, the experimental data of the head annotation are far inferior
to that of the whole body annotation. We discuss the reasons for this. Usually, the model
extracts the features contained in the pixels of the original image through convolution,
and the receptive field reflects the correspondence between the information of a single
high-level feature and the original pixels, which is determined by the network convolution
kernel. In this case, as the number of network layers increases, a single high-level feature
reflects the larger range of pixels in the original image, and the field of view is wider and
the high-level information can better reflect the macro outline of the object in the original
image. Then, as the number of network layers increases and the receptive field becomes
larger, the microscopic information is lost, so that the information about the small object
will be aggregated to a point, and the small object originally contains fewer pixels. If
it increases, there will be fewer features after aggregation. For example, a small object
of 10 × 10 pixels may have only 1 × 1 features after convolution, or even multiple small
objects of 10 × 10 pixels. After multiple convolution operations, only one feature may be
generated, which leads to the failure of pixel recognition. Therefore, the head annotation
method is unsuitable for the task of count estimation on the Hemp Duck Dataset.

Figure 11 shows the detection results of two different labeling methods based on the
YOLOv7 algorithm on the Hemp Duck Dataset.

In the graph of the results, it can be seen that the two labeling methods obtained
different results in estimating the number of hemp ducks. Based on the comparison, the
experimental results of labeling the whole body method are more accurate.

3.4. Results of Ablation Experiment

Figure 12 shows the prediction chart of Yolov7 algorithm without adding training
skills. Based on the original YOLOv7 algorithm, we tried some training techniques in the
ablation experiment, using different tricks to process the model, such as mosaic processing
and image fusion. Through the experiments, we verified the experimental data obtained
when using the above treatments. The experimental results are shown in Table 5.

Table 5. Ablation experiments.

Group Mosaic MixUp P R F1
mAP@

0.5
mAP@
0.5:0.95

FPS

1 × × 95.30% 93.64% 0.94 97.64% 65.10% 56
2

√ × 95.55% 93.64% 0.95 97.26% 65.40% 57
3 × √

95.45% 93.75% 0.95 97.65% 64.80% 56
4

√ √
95.80% 93.64% 0.95 97.57% 65.50% 60
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Figure 11. Prediction results of two annotation methods.

 

Figure 12. Yolov7 algorithm prediction chart (without tricks).
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In the ablation experiments of YOLOv7, each group of experiments corresponded to a
set of training skills and evaluation indicators. Among them, “

√
” indicates that this training

technique was used, and “×” indicates that this training technique was not applicable.
As can be seen in Table 5, overall, the simultaneous use of Mosaic and mixup fared better

than using just one method or neither. Figure 13 shows the comparative effect of the results
of the four groups of ablation experiments on Precision, Recall and mAP@0.5 indicators.

 

Figure 13. Ablation experiment. Each point in the figure corresponds to a set of training skills and
is distinguished by different colors and shapes of the points. The comparison of the experimental
results shows that when Mosaic and mixup were used, the precision, recall, F1, map, FPS, and other
data improved. The results show that Group 4 worked best.

4. Discussion

4.1. Contribution to Animal Target Detection and Counting

Poultry farming has a very large market size; however, the number of experiments
for target testing and counting of poultry is low. Therefore, conducting reasonable data
annotation of the original poultry pictures and improving the algorithmic network structure
to obtain good feature information had a very significant impact on the experiments
achieving good results. There are few methods for estimating intelligent poultry target
detection counts, and this study fills this gap to some extent. The experiments in this project
present a reflection on the implementation of automated poultry counting and provide an
experimental basis for the target detection counting of poultry.

4.2. Contribution to Intelligent Farming of Sisal Ducks

The manual counting method is inefficient and the results are not always accurate,
both because of the constant movement of the ducks and the high labor costs. As a result, it
is difficult and costly to avoid duplication of effort. In this study, we used an improved
YOLOv7 algorithm to obtain an efficient and accurate stocking density and to control the
stocking density to a suitable value. The accuracy rate of the algorithm increased by 1.04%,
the recall rate increased by 0.93%, the mAP@0.5 increased by 1.15%, and the mAP@0.5:0.95
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increased by 0.60%. The use of minimal manual labor costs will improve farming efficiency
and reduce problems such as irrational disease and pecking and fighting among species. At
the same time, making hemp duck farming intelligent by using deep neural network models
provides an efficient approach to duck target detection and breeding density management.

This study was based on the YOLOv7 model, migrating the learning method to the
intelligent farming of hemp ducks while improving the original YOLOv7 so that the model
has higher target detection, improves the robustness of the model, and is more adaptable
to realistic scenarios. Moreover, we have filled the gap of few automated estimation
algorithms for agricultural poultry farming numbers.

4.3. Comparison of Methods

Two-stage: First stage: focus on finding the location of the target object and obtaining a
suggestion frame, ensuring sufficient accuracy and recall. Second stage: focus on classifying
the suggestion frame and finding a more accurate location. Two-stage structure sampling
is used to deal with category imbalance, but at the same time, it is slow and generally seen
in competition scenarios.

One-stage: Instead of obtaining a suggestion frame stage, the class probability and
position coordinates of the object are generated directly, and the final detection result is
obtained directly after a single detection, which is faster than the multi-stage algorithm
and generally has a slightly lower accuracy. The YOLOv7 and improved algorithms used
in this study are single-stage detection, but the collection of some methods as well as
the module re-referencing and dynamic tag assignment strategies make it much faster
and more accurate. For large-scale, high-density breeding of sisal ducks, the single-stage
algorithm can better focus on the real-time changes in the number of sisal ducks and obtain
better results.

4.4. Limits and Future Work

It should not be overlooked that there are still limitations to this study. Firstly, the
study did not consider disturbances caused by the external environment, such as birds
in the farm field environment, and most of the images in the dataset were based on high
light and average weather conditions, which may not be sufficiently representative. In the
future, we will collect more duck datasets under different conditions.

Secondly, there are false detection and missing detection data in the detection results.
For error detection, we adopted two methods to find a more appropriate confidence level,
namely, adding more negative samples for training, and using the image dataset generated
by GAN [32] for data enhancement. For missed detection, we used two measures. One was
to filter out the samples with a large loss value in each training iteration and add them to
the training set of the next iteration so that the detection model could pay more attention to
the samples that were easily missed. The second was to use the method proposed by Soft
NMS [33] to combine multiple weighted frames according to the confidence level of the
IoU, optimize the final generated frame, and improve the detection performance of dense
small target objects.

To sum up, this study aimed to explore different algorithms to determine the best
algorithm under a wide range of environmental conditions with duck count uncertainty
and deploy the network model to hardware devices for practical application in farms.

5. Conclusions

In this study, a large-scale dataset for estimating the count of hemp ducks was con-
structed, including 1500 pictures of hemp ducks, which can be collected by individuals to
provide data support for visual research in the field of poultry. In this study, three CBAM
modules were added to the backbone network of the YOLOv7 algorithm to optimize the
YOLOv7 network structure. An improved YOLOv7 algorithm with an attention mecha-
nism was proposed, and SE-YOLOv7 and ECA-YOLOv7 were introduced for comparative
experiments. In comparison, the precision rate, recall rate, and mAP all improved, and the
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FLOPS only increased by 0.02 G with no increase in computational pressure. In addition,
this study considered the overlapping problem of hemp duck labeling frames, proposed
two labeling methods, whole body labeling and head-only labeling, and conducted com-
parative experiments. The feature information was lost, and the dense counting task of
hemp ducks could not be realized. The algorithm in this paper achieved good detection
results on the task of counting dense hemp duck groups. The CBAM-YOLOv7 algorithm
was proposed to improve the detection accuracy, and the advantages and disadvantages
of the two labeling methods were discussed. Future research will continue to optimize
the network structure of the proposed algorithm and deploy the network to the hardware
environment used in field farming.
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Abstract: In view of the actual climate change scenario felt across the globe, resource management is
crucial, especially with regard to water. In this sense, continuous monitoring of plant water status
is essential to optimise not only crop management but also water resources. Currently, monitoring
of vine water status is done through expensive and time-consuming methods that do not allow
continuous monitoring, which is especially inconvenient in places with difficult access. The aim of the
developed work was to install three groups of sensors (Environmental, Plant and Soil) in a vineyard
and connect them through LoRaWAN protocol for data transmission. The results demonstrate
that the implemented system is capable of continuous data communication without data loss. The
reduced cost and superior range of LoRaWAN compared to WiFi or Bluetooth is especially important
for applications in remote areas where cellular networks have little coverage. Altogether, this
methodology provides a remote, continuous and more effective method to monitor plant water
status and is capable of supporting producers in more efficient management of their farms and
water resources.

Keywords: smart agriculture; IoT; LoRaWAN; WSN; water status

1. Introduction

Agricultural production consumes large amounts of freshwater worldwide. According
to estimates by the Food and Agricultural Organization (FAO), irrigation in agriculture
accounts for 70% of freshwater consumption [1]. Although grapes for wine production
are grown under water deficits or with no irrigation, monitoring of vine water status is
extremely important, as it allows assertive water management in irrigated vines, thus con-
tributing to optimizing the use of water resources. In addition, water management becomes
crucial in the actual climate change scenario [2] caused by global warming, where weather
patterns are more difficult to predict and natural resources such as water availability
become uncertain.

Monitoring the water status of vines essentially depends on crossing climatic data and
measurements made by operators in the vineyard based on a method developed in 1965
by Schölander [3]. This method is time-consuming and expensive [4] and does not allow
monitoring with a sufficient degree of detail for more efficient management of water in
vineyards. This is due to the need for specific equipment with little mobility and the short
window of opportunity for measurements, which does not allow extensive measurements
to be carried out over large areas. Thus, at present, this monitoring is an arduous task for
which the execution entails the allocation of many resources, making it a practice accessible
only to large companies. Specifically, the need for technicians specially trained to transport
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and handle the Schölander chamber and the gas bottle—in addition to the price of this
equipment—combined with the fact that measurements have to be carried out before
sunrise, makes this kind of monitoring not possible for general use.

On the other hand, García-Tejera et al. [5] show that evaporative demand, the hydraulic
architecture of the plant, and the texture and depth of the soil play key roles in the final
water potential observed. They also state that to establish irrigation programs based on
water potential without considering the environmental and plant factors that influence
it can create the paradox of having a plant suffer greater water stress even when high
irrigation volumes are applied.

These studies highlight the importance of the soil–plant–atmosphere continuum
(SPAC) model, both when considering that “water moves from the soil, through a plant,
out into the surrounding atmosphere.” [6] or with “water moving the ‘wrong way’ through
the plant: from the atmosphere, through a plant, towards the soil” [7].

This model has been frequently used to estimate water status, even with the use of
sensory fusion [8]. However, this always entails centralized weather stations and GSM
communications, which in agricultural areas normally have different coverage problems or
have few sensors with low spatial distribution [9].

In recent years, the Internet of Things (IoT) concept has become popular, and agricul-
ture is no exception. The number of published papers evidences the increasing discussion
and relevancy of IoT applied to smart farming [10].

Despite this, in our opinion, this is the first work that uses an IoT infrastructure (in
this case based on the LoRaWAN protocol) to communicate with different sensors (sensors
for the soil, plant and atmosphere) distributed in order to monitor the water potential using
the SPAC model.

As previously mentioned, IoT solutions have been gaining importance globally. The
benefit of using integrated soil–plant–atmosphere sensor systems coupled to an online
platform will allow the continuous monitoring of water status in real-time and is econom-
ically more accessible to a wider range of producers. In addition, water management in
agricultural activities is of major importance to achieve an environmentally sustainable
sector in line with United Nations Sustainable Development Goals (SDG), namely, Goals
12 (“sustainable production and consumption”) and 13 (“climate action”) through the
development of new innovative solutions in accordance with Goal 9 (“industry, innovative
and infrastructures”) [11].

Therefore, in light of the above issues, the objective of this work is to make the
following contributions:

• Develop an integrated network of sensors for soil–plant–atmosphere with wireless
communication through the LoRaWAN protocol;

• Create a platform for receiving data in real time obtained through sensors positioned
in places with difficult access and connectivity;

• Enable continuous, remote and general-time monitoring of the water status of vines
so that in the near future it is possible to optimize the management of vineyards and
water resources.

Related Work

The assessment of the water status in a vineyard is usually obtained through sensors
in the soil (soil matrix potential), sensors in the vine (stomatal conductance and leaf water
potential) and data from meteorological stations [12]. In this work, the soil matrix potential
is obtained through Watermark® granular matrix sensors (Irrometer Company, Inc., River-
side, CA, USA) that are read using a hand-held soil moisture meter (Watermark®, model
30KTCD [13]). Leaf water potential measurements are made with a pressure chamber, and
stomatal conductance is evaluated using a portable, open-system, gas exchange analyser
(LI-6400; LI-COR, Lincoln, NE, USA [14]). The whole process is laborious and requires
several trips to the field (at least twice a day every two weeks). To overcome these limits,
some authors assess plant or soil water status from modelling using data from weather
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stations [15]. Some authors also measure sap flow through thermal dissipation (‘Granier’
method) as a complement to leaf water potential measurements and soil water content as
indicators of water status [16].

The Internet of Things (IoT) is a rapidly evolving paradigm that integrates smart
electronic devices (such as sensors, actuators, and controllers) and computers throughout
the internet to facilitate how human beings live and to help optimize present and future
resource consumption and eventually fundamentals. This rapid evolution brings several
new research problems that need solutions from multidisciplinary fields [17].

Extensive research has been done globally potentiating needed IT- and IoT-based
transformations. IoT provides its benefits to several application domains such as con-
nected industry, smart traffic, security and surveillance, smart agriculture and automation,
healthcare and medicine, smart cities and homes, energy consumption, environment and
pollution, etc. A detailed discussion of major IoT applications from both technological and
social perspectives can be found in [18]. It has been stated, and we agree, that “Agriculture
is one of the important domain around the world”.

Environmental aspects are relevant to agriculture. Talavera et al. [19], in their survey
study, explore fundamental efforts to use IoT applications for agro-industrial and envi-
ronmental aspects. They were driven by the need to identify application areas, trends,
architectures, and challenges that are open in these fields. They followed a systematic
literature review published with peer-review from 2006 to 2016. From an initial pool of
3578 papers, 2652 were selected, 720 were eligible, and 72 met the inclusion and quality
criteria; these were clustered into four application domains corresponding to: monitoring,
control, logistics and prediction. The results from the review were compiled into an IoT
architecture roughly common for the found solutions. The selected studies came from
worldwide sources. Most research still addresses monitoring applications (62%), 25% also
focusses on control, and the rest (l13%) are preliminary solutions in logistics and prediction.
The temperature and humidity of the air, as well as soil moisture and solar radiation, were
recognized as universally measured variables. Similarly, actuators such as valves, pumps,
motors, sprinklers, humidifiers and lamps were widely used in irrigation, fertilization, pes-
ticide management and illumination. They also observed that cloud storage has not been
widely adopted, and communication technologies used were Wireless Personal Area Net-
work (WPAN) protocols such as Bluetooth and ZigBee, followed by Wireless Metropolitan
Area Networks (WMANs) supported by cellular technologies (GPRS/GSM/3G/4G).

Recently, low-power WAN (LPWAN) technologies such as LoRa and NB-IoT are
becoming commonplace in IoT applications due to their low power requirements, wide cov-
erage range and low cost compared to other long-distance technologies. In one survey [20],
the authors concluded that LoRa is the best option for smart agriculture applications. They
affirm that for LPWAN, narrowband (NB)-IoT and long range (LoRa) are the two leading
technologies. Thus, they provide a comprehensive survey of NB-IoT and LoRa as efficient
solutions for connecting smart devices. They demonstrate that unlicensed LoRa has ad-
vantages in terms of battery life, capacity and cost. On the other hand, licensed NB-IoT
offers benefits in terms of Quality of Service (QoS), latency, reliability and range. These
technologies are appropriate for IoT applications that need to communicate tiny amounts of
information over a long range. IoT solutions based on cellular technology can provide large
coverage, but they consume a great amount of power. After comparing and describing the
technical differences (physical features, network architecture and MAC protocol) and IoT
factors (QoS, battery life, latency, network coverage, range, deployment model and cost)
between LoRA and NB-IoT, the authors defined suitable application domains for each one.
For Smart Agriculture, they selected LoRa based on device cost, battery life and coverage.
The communication protocol and the system architecture are designated a LoRaWAN
network, while LoRa defines the physical layer. Standardized technical development and
advancement with technical solutions are the main goal of the LoRa Alliance, which was
established in 2015. The LoRa Alliance® (Fremont, CA, USA) is an open, non-profit asso-
ciation with the mission to support and promote the global adoption of the LoRaWAN®

standard [21].

345



Agriculture 2022, 12, 1695

There are actual studies exploring this new era of precision agriculture. The application
of IoT technologies with the integration of unmanned aerial vehicles (UAVs) for sensing and
automation of agricultural fields is a current and future trend. One study [22] conducted a
survey of recent research in IoT and UAV technology applied to smart agriculture. Smart
sensors, network protocols and solutions for smart farming were described. Further, the
fundamental role of UAV technology in smart agriculture was presented by analysing
its application in various scenarios such as irrigation, fertilization, pesticide spraying,
weed treatment, plant growth monitoring, etc. Moreover, the use of UAV systems in
complex agricultural environments was also analysed. In addition to the increasing use of
UAV technology, the authors also stated that the growing trend is to use LoRaWAN and
Wireless Sensor Networks (WSN). Most of the reported applications used a single group
of parameters (e.g., sensor-based irrigation systems, nutrient portion definition based on
soil sensors, monitoring of various soil characteristics, automatic irrigation and water
quality by moisture estimation based on acquired image processing) or were targeted to
the implementation of smart greenhouses.

2. Materials and Methods

As previously mentioned, there are several works with IoT systems for precision
agriculture. However, in most cases, these systems are not suitable for multiple groups
of parameters (atmosphere, plant and soil), and when they are, they are centred around
applications in greenhouses. The developed system aims to determine the water stress
of a vineyard, but it allows for other factors. In order to determine water stress, it is
necessary to understand the exchange of water (in its liquid or gaseous state) or, in other
words, evapotranspiration. Figure 1 is a representation of these exchanges, which consist
of transpiration of the vegetation, evaporation of daily water (irrigation or precipitation)
and the humidity of the leaves and the soil.

Figure 1. Land evapotranspiration.

Taking this model into account, our system was developed using sensors for the
three groups of parameters: atmosphere, plant and soil. Table 1 discriminates between
the parameters measured by the different sensors and organizes them into distinct groups
(“Atmosphere”, “Plant” and “Soil”). This choice also took into account energy consumption
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and the existence of a digital output by allowing more than one sensor to be connected to
a module.

Table 1. Groups of sensors tested in field experiments along with parameters measured.

Group Parameters Sensor Output Manufacturer

Atmosphere monitoring

Air temperature, air
humidity, solar

radiation, precipitation,
number of lightning

strikes, lightning strike
distances, wind speed,
wind direction, wind
gust speed, vapour

pressure, atmospheric
pressure,relative

humidity, humidity
sensor temperature

ATMOS 41 [23] Digital (SDI-12) METER Group,
Pullman, WA, USA

Air temperature, air
humidity, barometric

pressure
BME680 [24] Digital (I2C)

Robert Bosch GmbH,
Gerlingen-

Schillerhöhe,
Germany

Plant monitoring

Leaf wetness PHYTOS 31 [25] Analog METER Group,
Pullman, WA, USA

Body temperature and
object temperature SIL-411 [26] Digital (SDI-12) Apogee Instruments,

Inc., Logan, UT, USA

Steam water potential FloraPulse [27] Digital (SDI-12) FloraPulse Co., Davis,
CA, USA

Soil monitoring

Soil water content,
electrical conductivity,

soil temperature
TEROS 12 [28] Digital (SDI-12) METER Group,

Pullman, WA, USA

Soil water potential
and soil temperature TEROS 21 [29] Digital (SDI-12) METER Group,

Pullman, WA, USA

Soil water content SoilWatch10 [30] Analog Pino-Tech, Stargard,
Poland

2.1. The Implemented System

The implemented system (Figure 2) consists of sensor modules with wireless trans-
mission using the LoRaWAN protocol (class A) communicating every 15 min, a gateway
connected to The Things Network [31] through a GSM/LTE connection, and a server with
a time-series database in InfluxDB [32] and Grafana [33] as an observability platform.

2.2. LoRaWAN Modules

The requirements for IoT modules based on the LoRaWAN protocol are: low cost, low
consumption, small dimensions, fast prototyping and easy programming (compatible with
the Arduino environment). In view of these requirements, we chose the modular system
from RAK Wireless (RAK) [34]. The developed module is depicted in Figure 3.

As the outputs required for connection to the chosen sensors (see Table 1) are SDI-
12, I2C and analogue, the modules for the RAK modular system were: the base module
RAK5005-O (already supplied with connections for a 3.6 V lithium battery and solar
charging—max 6 V); the core module RAK4631, based on Nordic nRF52840, with LoRa
(SX1262)—the LoRaWAN protocol is implemented through a library; and the RAK5802
module, based on the 3PEAK TP8485E, which is designed to interface with the RS485
protocol. So that this last module could serve as an interface with the SDI-12 protocol, a
dedicated library was developed. An example of a complete module connected to a sensor
with SDI-12 communication (the TEROS 12) can be seen in Figure 4.
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Figure 2. Graphical scheme of the implemented system.

Figure 3. Module used in the developed system, based on RAK modular system WisBlock.
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Figure 4. LoRaWAN module with TEROS 12 sensor from Meter Group.

All modules with the BME680 sensor and ATMOS41 have 2600 mAh lithium-ion
batteries, and the remaining modules have batteries that provide a total of 4600 mAh of
capacity. This is due to the fact that both the ‘PLANT’ module and the ‘SOIL’ module have
three sensors connected to each module.

2.3. Implementation at Quinta dos Aciprestes in the Douro UNESCO Region

The entire system (the gateway and modules) was placed in a vineyard at Quinta dos
Aciprestes (Real Companhia Velha, SA, Douro, Portugal) [35]. Figure 5 shows the location
of the installed modules and gateway. The ‘ATMOSPHERE’ sensors were placed in the
vineyard and included five modules with BME680 (01 to 05) and one module with the
ATMOS41 All-in-One weather station. A module for the ‘PLANT’ sensor group with stem
water potential sensor (FloraPulse), leaf wetness sensor (PHYTOS 31) and the infrared
radiometer sensor (SIL-411) was placed on a vine. Soil water content (TEROS 12 and
SoilWatch10) and soil water potential (TEROS 21) were also placed in soil next to a vine
and were connected to the module for the ‘SOIL’ group.

Figure 5. Location of the study field, delimited in red. Inset shows a zoom of the field of study, in
which it is possible to see the location of the eight LoRaWAN modules. The gateway is situated about
300 m from the study field. Satellite imagery courtesy of Google Maps™.
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The installation of the gateway and all sensors and modules can be seen in
Figures 6 and 7.

(a) (b) (c)
Figure 6. Placement of the (a) LoRaWAN gateway, (b) soil sensors and (c) vine sensors (FloraPulse
sensor on a vine trunk) at Quinta dos Aciprestes.

(a) (b) (c)
Figure 7. Images of the modules (a) for the ‘SOIL’ group, (b) for the ‘PLANT’ group and (c) for the
‘ATMOSPHERE’ group (ATMOS 41) in loco at Quinta dos Aciprestes.

3. Results

The system was implemented on-site (Quinta dos Aciprestes), and data have been
recorded in the database since July 2022. For better visibility, only one week’s worth of
data are presented: from August 8, 2022 until August 15, 2022. The presentation is divided
into the groups previously described, i.e. ‘ATMOSPHERE’, ‘PLANT’ and ‘SOIL’. Finally,
visualization of the data on the Grafana platform is shown, along with a module power
consumption analysis.

3.1. ‘ATMOSPHERE’ Results

As previously mentioned, the ‘ATMOSPHERE’ group comprises sensor modules with
the BME680 sensor (five modules from 01 to 05) and the ATMOS 41 module, which is an
all-in-one weather station.

Figure 8 shows the air temperature curves of all ‘ATMOSPHERE’ sensors (both BME680
(BME680-01 to 05) and ATMOS41). This is just an example, because the BME680 sensors
also send values for air humidity, barometric pressure and battery voltage.
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Figure 8. Temperature data from all the ‘ATMOSPHERE’ devices: ATMOS41 and the five devices with
BME680 Bosch sensors.

The ATMOS41 sensor sends, in addition to the previous data, solar radiation, rainfall
(Figure 9 shows solar radiation and precipitation) wind speed, gusts and direction (Figure 10
shows wind data) and lightning count and distance.
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Figure 9. Solar radiation data from ATMOS41.

3.2. ‘PLANT’ Results

The ‘PLANT’ plant group results incorporate data from leaf wetness (PYTHOS 31,
Figure 11), steam water potential (FloraPulse, Figure 12) and canopy temperature (SIL-411,
Figure 11) sensors. These sensors are linked to the ‘PLANT’ module.

3.3. ‘SOIL’ Results

The ‘SOIL’ module contains the sensors of the ‘SOIL’ group, to which soil water content
sensors (TEROS 12 and SoilWatch10) and a soil water potential sensor (TEROS 21) are
connected. In Figure 13, the curves of the soil water tension value and the raw value of the
soil water content based on TEROS 12 data are represented.
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Figure 10. Wind data from ATMOS41.
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Figure 11. IR data from SIL-411 and leaf wetness data from PYTHOS31.

3.4. Grafana Dashboard

The data presented above are indicative of the data present in the database. Through
the time-series database, it is also possible to work the data through scripts in Python, as
the Listing 1 shows. In this way, it is possible to use artificial intelligence on the collected
data to determine and predict, among other factors, water stress. However, for better
visualization and understanding of all the data being collected, a dashboard was created
on the Grafana platform (Figure 14). All system data, together with data collected on-site
with a Schölander camera, will feed training data to a machine-learning system.

In addition to the data collected by the system, weather forecast data obtained through
the Pirate Weather API [36] was also added to the dashboard and uses, among other sources,
data from the Global Forecast System (GFS) [37]. Thus, the dashboard is divided into:
current ATMOS41 data and temperature histogram for the last 7 days (Figure 14A); data
for the ‘ATMOSPHERE’ group (Figure 14B), which includes air temperature and humidity,
wind speed, gust and direction, barometric pressure, solar radiation, precipitation and
lightning count; weather forecast data (Figure 14C) with daily forecasts for up to four days
and hourly for up to 48 h for air temperature and humidity, wind speed and direction,
and precipitation; and ‘PLANT’ group data (Figure 14D) with vine steam water potential,
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canopy temperature and leaf wetness; and data from the ‘SOIL’ group (Figure 14E), which
includes data on soil water content and potential.
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Figure 12. Steam data from FloraPulse sensor.
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Figure 14. Images of the Grafana dashboard: (A) actual ATMOS41 values and a 7-day air temperature
histogram; (B) atmospheric data; (C) weather forecast data; (D) plant data; and (E) soil data.
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Listing 1: Python script example to access InfluxDB.
from i n f l u x d b _ c l i e n t import Inf luxDBClient , Point
from i n f l u x d b _ c l i e n t . c l i e n t . wr i te_api import SYNCHRONOUS
import m a t p l o t l i b . pyplot as p l t
import numpy as np
import csv
import pandas
import datetime as dt

bucket = " IOT_ACIPRESTES "

c l i e n t = Inf luxDBClient ( u r l=" ht tp :// xxx . xxx . xxx . xxx :8086 " , token=" * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * " , org="UTAD_IOT" )

# w r i t e _ a p i = c l i e n t . w r i t e _ a p i ( w r i t e _ o p t i o n s =SYNCHRONOUS)
query_api = c l i e n t . query_api ( )

t a b l e s = query_api . query ( ’ ’ ’
f rom ( b u c k e t : "IOT_ACIPRESTES ")

|> range ( s t a r t : −4d )
|> f i l t e r ( fn : ( r ) => r [" _measurement " ] == " mqtt_consumer " )
|> f i l t e r ( fn : ( r ) => r [" _ f i e l d " ] == " u p l i n k _ m e s s a g e _ d e c o d e d _ p a y l o a d _ A i r T e m p e r a t u r e " )
|> f i l t e r ( fn : ( r ) => r [" h o s t " ] == " a v a l e n t e 0 1 ")
|> f i l t e r ( fn : ( r ) => r [" t o p i c " ] == "v3 / i o t − a c i p r e s t e s @ t t n / d e v i c e s / advid −atmos41 −01/ up" or r [" t o p i c " ] == "v3 / i o t − a c i p r e s t e s @ t t n /

d e v i c e s / advid −bme680 −01/ up" or r [" t o p i c " ] == "v3 / i o t − a c i p r e s t e s @ t t n / d e v i c e s / advid −bme680 −03/ up" or r [" t o p i c " ] == "v3 / i o t −
a c i p r e s t e s @ t t n / d e v i c e s / advid −bme680 −03/ up" or r [" t o p i c " ] == "v3 / i o t − a c i p r e s t e s @ t t n / d e v i c e s / advid −bme680 −04/ up" or r [" t o p i c
" ] == "v3 / i o t − a c i p r e s t e s @ t t n / d e v i c e s / advid −bme680 −05/ up" )

|> aggregateWindow ( e v e r y : 15m, fn : mean , c r e a t e E m p t y : f a l s e )
’ ’ ’ )
values = [ ]
time = [ ]
for t a b l e in t a b l e s :

# p r i n t ( t a b l e . r e c o r d s )
for row in t a b l e . records :

values = np . append ( values , row . values [ ’ _value ’ ] )
time = np . append ( time , row . values [ ’ _time ’ ] )

p l t . p l o t ( time , values )
p l t . x t i c k s ( r o t a t i o n = 90)
p l t . show ( )

3.5. Module Power Consumption

The power consumption of the four types of modules (BME680, ATMOS41, Plant and
Soil) was measured using a Nordic Semiconductor Power Profiler Kit II and is summarized
in Table 2, where current is the average current consumed by the module (takes into
account the different operating times during the 15 min sampling period: 2 s sampling
time, 2 s transmission time, 3 s reception time and 893 s sleep), battery is the capacity of
the lithium-ion battery used in the module and days is the number of days the module has
been operating without solar charging. The ATMOS 41 module must always be powered
to obtain wind gust and precipitation values, even though the microcontroller is in sleep
mode.

Table 2. Module power consumption.

Model Type Current Battery Days

BME680 3.5 mA 2600 mA h 31
ATMOS41 4.4 mA 2600 mA h 24
‘PLANT’ 10.1 mA 4600 mA h 19

‘SOIL’ 7.3 mA 4600 mA h 26

4. Discussion

The implemented system, in terms of data communication, has been operating without
losses. All eight modules have their batteries with voltage values higher than 4 V, which
demonstrates that the battery–solar panel set is well-dimensioned for all modules.

Regarding the data collected, it should be noted that there is a difference between the
temperature values of the ATMOS41 and the BME680 sensors (Figure 8). This may be due to
the difference in shields, because in terms of accuracy, the two systems are nearly identical
(±0.6 °C). However, the BME680 sensors use a 3D-printed PLA shield [38] (Figure 15), for
which studies indicate that the error in the measurement of air temperature is not greater
than 1.5 °C [39]. As in the implemented system, the difference when solar radiation is high
is greater (about 4 °C) than when it is low (about 2 °C); more studies will have to be carried
out to determine the origin of this difference.
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Figure 15. Example of the 3D-printed BME680 sensor shield.

In relation to the remaining data, these are within the expected values. It should be
noted that during the period presented in this study, there was only one episode of rainfall
that can be observed, both in Figure 9 on the precipitation curve, and in Figure 11 on the
leaf wetness curve.

A similar and, eventually, more generic study was developed in [40]. On it, a low-
cost, modular, Long-Range Wide-Area Network (LoRaWAN)-based IoT platform, called
“LoRaWAN-based Smart Farming Modular IoT Architecture” (LoRaFarM) was proposed
and aimed to improve the management of generic farms in a highly customizable way. The
authors stated that the platform, built around a middleware core, is easily extensible with
ad-hoc low-level modules (feeding the middleware with data coming from the sensors
deployed in the farm) or high-level modules (providing advanced functionalities to the
farmer). The proposed platform was evaluated on a farm in Italy, where it collected
environmental data (air/soil temperature and humidity) related to the growth of farm
products such as grapevines and greenhouse vegetables over a period of three months from
July to September 2019. It should be noted that in their work, for soil moisture, air humidity
sensors were used in water-resistant casings, which does not give the water content in the
soil as is necessary and is provided by the system implemented and presented here. A web-
based visualization tool for the collected data is also presented to validate the LoRaFarM
architecture. In general, the LoRaFarM platform inherits its topological structure from
the LoRaWAN architecture, as low-level communication patterns are built around the
LoRaWAN technology. Specifically, data obtained from farm-level modules are collected
by LoRaWAN-oriented End Nodes (ENs) and forwarded to a Network Server (NS) by a
LoRaWAN Gateway (GW). In their case, the NS was built on The Things Network [31],
and the core middleware was developed to retrieve the data collected from the NS to feed
high-layer modules (i.e., the Application Server (AS)) and to be available to end users. The
results and discussion of the vineyard scenario reported are in concordance with the results
we obtained and the discussion presented for the same environmental data. The actual
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study goes further, with data collected from plant groups, and it can be extended to other
data for which the sensors are already implemented in the modules.

There are other studies that approach obtaining water stress without a wireless sensor
network. As an alternative, timely optical remote sensing and non-invasive evaluation of
plant water stress based on unmanned aerial vehicles (UAVs) has become common [41].
In this study, remote and proximal sensing measurements were compared with plant
physiological variables to test innovative services and support systems to farmers for
optimizing irrigation practices and scheduling. The experiment was conducted in two
vineyards located in Sardinia, Italy. The indicators of crop water status (crop water stress
index and linear thermal index) were calculated from UAV images and ground infrared
thermal images and then related to physiological measurements. Remote and proximal
sensing images acquired with high-resolution thermal cameras mounted at ground level
or on unmanned aerial vehicles (UAV) have spatial resolutions of a few centimetres. They
can provide information accurate enough for both assessing plant water status in the
field and implementing appropriate irrigation management strategies. The crop water
stress index (CWSI), a thermally derived indicator of water deficit based on leaf/canopy
temperature measurements, has been used to assess the water status of crops in several
plants, such as grapevines, French beans, wheat, rice, maize and cotton. Many studies
of plant water stress have analysed the relationships between air temperature, remote
sensing indices, and physiological parameters such as stomatal conductance (Gs) and
stem water potential (SWP). However, any image acquisition is costly, even when using
low-cost UAV solutions. The technique applied in this study built on the use of the CWSI,
which has been tested in several studies using ground and satellite data. The use of CWSI
maps gives the main advantage of managing irrigation at a large scale by considering the
spatial variability of vine water status and developing an approach for providing precision
irrigation recommendations.

Another study was based on low-resolution thermal infrared imaging [42]. The goal of
this work was to demonstrate the capability of VineScout, a ground robot designed to assess
and map vineyard water status using thermal infrared radiometry. Trials were carried out
in Douro Superior (Portugal) under different irrigation treatments during the 2019 and
2020 seasons. Grapevines were non-invasively monitored at different times of the day
using leaf water potential as reference indicators of plant water status. Grapevine canopy
temperatures, recorded with an infrared radiometer, as well as environmental data acquired
with a multispectral sensor were saved on the robot controller’s computer. The authors
state that the promising outcomes gathered with VineScout using different sensors based
on thermography, multispectral imaging and environmental data disclose the need for
further studies considering new variables related to plant water status, and more grapevine
cultivars, seasons and locations to improve the accuracy, robustness and reliability of
the predictive models in the context of precision and sustainable viticulture. Leaf water
potential was used as a reference indicator of the plant water status (ground truth), and
its measurement was taken simultaneously with vineyard monitoring by the robot by a
Schölander pressure bomb. One of the main advantages of the VineScout approach to
assess plant water status is that vineyard water status variability can be mapped, expanding
the concept and application of precision viticulture—in this case, precision irrigation or
variable-rate irrigation to optimize water usage and efficiency. The data collected were
extracted by pen drive after the map was completed.

These approaches have some advantages, but for a region such as the Demarcated
Region of the Douro, with vineyards on steep slopes and a quite heterogeneous environment
where conditions on one level may be very different from those on a neighbouring level,
they are not the most suitable. Approaches based on wireless sensor networks are the most
suitable for this region, and due to the poor GSM network coverage, LoRaWAN technology
is the most suitable.

This work shows that through the combination of different technologies, it is possible,
even in remote areas, to monitor atmospheric, plant and soil status remotely and in real
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time, overcoming the challenges of traditional methods (Schölander method) used for
water status determination.

5. Conclusions

Regarding climate change, the effects of high temperatures and water scarcity are
increasingly significant across the globe. For the success of agriculture, especially for
vineyards, the assessment of plants’ water status is essential in order to act in a timely and
conscientious manner towards efficient management of the culture and water resources.
In this sense, this study leads to lower cost and a more effective way of continuously
monitoring crop water status remotely and in real time, overcoming the challenges of the
Schölander method. This is particularly important in regions where access to parcels and
their management is difficult. Furthermore, installation of the LoRaWAN module adds
value due to its reduced costs and superior range compared to WiFi or Bluetooth, which
is especially valuable for applications in remote areas where cellular networks have little
coverage. Altogether, this will support producers in efficient management of their farms, al-
lowing increased quality while contributing to environmental and economic sustainability.

The developed system aims to monitor water stress of the vineyard; however, it allows
for other parameters. Water stress arises as the relation between several biotic and abiotic
factors. Following that, it is necessary to understand water flux in the atmosphere, plant
and soil, as considered in the development of this sensor network.

The system was implemented in a Douro vineyard (Quinta dos Aciprestes) that shares
the connection problems of remote areas. Through the implementation of a wireless trans-
mission system based on LoRaWAN protocol (class A) and an online platform (Grafana)
for data observation, the system has been operating without communication losses. The
installed batteries present the correct voltage, demonstrating that the battery–solar panel
set is well-dimensioned for all modules. Regarding the data collected, it should be noted
that there is a difference between the temperature values between the ‘ATMOSPHERE’
group sensors, and more studies will have to be carried out to determine the origin of this
difference. In relation to the remaining data, they are within the expected values.

As future work, all system data, together with data collected on-site with a Schölander
camera and meteorological data, will eventually become training data to feed a machine
learning system. This will allow more accurate estimation of the water stress of the vineyard
and can be the base of an information-support decision system with one or more systems
such as smart harvest, smart irrigation, etc.
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Abbreviations

The following abbreviations are used in this manuscript:

LoRaWAN Long-Range Wide-Area Network

SPAC Soil–Plant–Atmosphere Continuum

GSM Global System for Mobile Communications

LTE Long-Term Evolution, fourth-generation (4G) wireless standard
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Abstract: This paper investigates and systematizes planning problems along the supply chain of
small and medium-sized companies in the horticultural market of ornamental plants, perennials,
and cut flowers. The sector faces considerable challenges such as multiple planning uncertainties,
product perishability, and considerable lead times. However, decisions in practice are often based
on rules of thumb. Data-driven decision support is thus necessary to professionalize supply chain,
logistics, and operations planning in the sector. We explore the practical planning problems with
the help of expert interviews with people in charge of typical companies active in the market. We
structure the planning problems along the supply chain according to their time horizon and highlight
the critical elements of the planning tasks and horticultural specifics. We examine the status quo of
research on decision support for these planning tasks with the help of a structured literature review,
highlight research gaps, and outline promising future research directions. We find that the tactical
planning domains of material/product requirement, production, and demand planning are especially
critical in practice, and that there is a great need for research to develop practically relevant decision
support systems. Such systems are currently available only to a limited extent in literature and are
not fully compatible with requirements in the ornamental horticultural sector. By structuring and
detailing the relevant decision problems, we contribute to an understanding of planning problems
and decision-making in horticultural supply chains, and we provide a first comprehensive overview
of planning problems, aligned literature, and research gaps for the horticultural business.

Keywords: supply chain; horticulture; logistics; operations; planning framework; decision support

1. Introduction

One of the major parts of the horticultural sector is the market for ornamental plants,
i.e., flowers, ornamental plants, and perennials. Ornamental horticulture for example
makes EUR 9.4 billion in sales per year, accounting for 19.8% of the overall horticul-
tural market in Germany, which is one of the largest producing markets in Europe [1,2].
Small- and medium-sized companies have a particularly large role in this market with
about 5000 producers and 16,500 specialized trade and retail companies in Germany [3].
The companies can be divided into producers, wholesalers, and retailers, with most of
the companies undertaking multiple functions [4]. Producers mostly specialize in prop-
agating and cultivating plants into (semi-)finished products. This usually requires long
lead times and good storage conditions. Retailers are all enterprises selling horticul-
tural products to final customers, which are florists, specialty retailers, market stands,
garden centers, DIY markets, and supermarkets. They typically offer a big assortment,
no or short lead times, and can only operate marginal stockpiling to guarantee freshness.
Wholesalers are all traders in between the other two roles, such as ex- or importers, auctions,
and cash and carry markets, which can cover urgent demand by offering short lead times
and often also handle planning and execution of transportation. Given their heterogeneous
functions, all these market players face specific supply chain planning problems.
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Systematized supply chain and operations planning is important for horticultural
companies as the sector exhibits several specific challenges such as product perishability,
as well as demand and supply volatility and uncertainties [5]. Product surpluses lead to
spoilage and waste and have to be avoided. It is equally important to prevent product
deficits and thus stockouts. This is complicated by external and sometimes unpredictable
factors such as product decay, pests, traffic, and weather conditions [2,6]. The weather
influences the production of plants, as well as the demand of final customers, and it is difficult
to predict seasonal trends prior to the first sales data of a season. Lead times of sometimes
several months and more also have to be factored in, and reliable information is rare.

However, there has been only limited research on supply chain and operations plan-
ning problems in the horticultural context. Existing contributions on supply chain manage-
ment barely touch the prevalent planning problems or analyze selected planning problems
in very specific contexts (see Section 2). In consequence, there is no general and holistic
overview of planning problems in the horticultural business [7]. Such an overview could
however help to systematize and understand the interaction of the multiple decisions.
Additionally, guidance towards the research gaps for practically relevant decision support
in ornamental horticulture is missing so far. Such research could further support industry
practice to take decisions in a more structured, informed manner based on reliable data.
Our study has thus the following objectives: Identifying and systematizing relevant supply
planning problems of small and medium-sized companies in ornamental horticulture sup-
ply chains considering the different agents introduced above and investigating pertinent
literature on the different supply chain planning areas to depict the status quo and to derive
the research gaps.

We thereby contribute to horticultural supply chain literature by developing a struc-
tured supply chain planning matrix providing an overview of planning problems and
representing the interrelations of decisions and their time horizon. By detailing the relevant
decision problems, we contribute to an understanding of planning problems and decision-
making in horticultural supply chains. Thus, we guide horticultural decision-makers
in a structured way through the large bandwidth of planning problems. By reviewing
existing scientific contributions in the various planning domains, we further pinpoint
under-investigated decision problems in literature, and thus guide researchers in filling the
existing gaps. Thereby, we also support the development of data-driven decision support
systems that are tailored to the requirements of the horticultural sector. This could enhance
existing Enterprise Resource Planning (ERP) systems used in horticulture, as we find that
these systems currently miss interfaces for using the available data for decision support in
an automated manner.

All results presented are based on exploratory expert interviews with managers
involved in supply chain and operations decision-making in the business and on structured
literature reviews to identify the research gaps.

The paper is organized as follows. We motivate our research objectives in detail and
formulate our research questions based on initial literature research on supply chain planning
in horticulture in Section 2. Afterward, we explain our methodological approach for identifying
and structuring the relevant planning problems in detail in Section 3. We further introduce a
general supply chain planning framework that will be adapted to the situation in ornamental
horticulture in the following section. Section 4 identifies and systematizes the practical decisions
and reflects on the respective gaps for decision support in the pertinent literature. We summarize
and reflect our findings in a discussion in Section 5, and finally conclude our paper with an
outlook and further research directions in Section 6.

2. Literature Overview and Research Questions

Overall, literature on supply chain planning problems in ornamental horticulture
is relatively scarce. Existing contributions on supply chain management in horticulture
often focus on describing characteristics, developments, and needs of very specific market
segments, but barely touch the prevalent planning problems [6,8].

362



Agriculture 2022, 12, 1922

Nevertheless, there are some dedicated publications that analyze specific planning
problems and provide solution approaches for specific ornamental horticultural planning
areas. Examples are the contributions of van der Vorst et al. [9] who present innovative
logistics concepts in the floricultural sector, Ossevoort et al. [10] who develop an approach
for improving strategic distribution planning in Dutch horticulture, or Tromp et al. [11] who
present a model for predicting remaining vase life of cut roses. Therefore, it is worthwhile
structuring the existing body of contributions by planning area and time horizon to provide
a systematic overview of existing suggestions in the literature, but also highlighting the
areas that are still under-researched. Besides this, a major proportion of the still small body
of publications that explicitly deal with sector-specific supply chain planning problems
focuses on the Dutch horticultural market which is driven by auctions and large companies.
These findings however can not always be transferred to non-auction-driven markets
dominated by small and medium-sized companies, like Germany. Thus, it is also relevant
to analyze which approaches are generic enough to provide guidance for different agents in
the heterogeneous horticultural market and which contributions require supplementation
of further research.

Based on the results of our literature research, so far only Mir and Padma [7] presents
an overview of different decision support systems in a horticultural context. They review
multiple plant-specific contributions for general purposes in horticulture and applications
for integrated plant protection, nutrient management, and land use. Therewith, Mir and
Padma [7] provide a first overview of relevant decision support systems for horticulture,
but their findings are limited to the aforementioned topics which exclude the areas of
distribution and sales planning as well as some procurement planning problems. These
are, however, relevant to investigate when aiming to provide a complete overview of
supply chain planning problems and contributions. Thus—to the best of our knowledge—
there is no general and holistic overview of planning problems and aligned literature for
the horticultural business so far. Such an overview could however help to systematize
and understand the interaction of the multiple decisions beyond direct plant treatment.
This could further support industry practice in taking decisions in a more structured and
informed manner based on reliable data.

Our study thus aims at identifying and systematizing the practically relevant planning
problems and corresponding decisions along the supply chain of small and medium-
sized companies in ornamental horticulture. We further target to identify and systematize
existing contributions within the different planning domains and highlight the gaps for
future research. We posit the following three research questions to be answered:

1. Which specific decision problems arise in the value chains of ornamental plants,
perennials, and cut flowers and how are they correlated?

2. What differences in planning problems can be identified between different positions
in the respective supply chain?

3. To what extent have these planning problems already been studied, and what research
gaps exist?

3. Methodology

As there is currently no structured overview of supply chain and operations decisions
in horticulture, we applied a three-step research approach to identify, systematize and
analyze the corresponding planning problems and research gaps. First, we conducted
exploratory expert interviews (Section 3.1). Second, we systematized the planning problems
identified with the help of a supply chain planning matrix (Section 3.2). Finally, we analyzed
pertinent literature in the respective contexts to identify the status and gaps of horticultural
supply chain and operations research (Section 3.3).

3.1. Exploratory Expert Interviews

As a first step, we chose an exploratory study design for answering research questions
one and two aimed at identifying and portraying the practically relevant planning problems
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along the supply chain. An exploratory qualitative research study is appropriate for
uncovering such unstudied research areas as data from practice enrich the theoretical
findings [12]. Exploratory interviews are thereby recommended for use in logistics and
supply chain management research [13]. Developing theoretical insights out of empirical
data, we followed an approach inspired by grounded theory [14,15].

3.1.1. Data Collection

Our empirical data collection followed the ground theory concept leading to generalizable
results [15] and providing a practical perspective on the relevant planning problems in orna-
mental horticulture. We conducted semi-structured exploratory expert interviews with people
in charge of horticultural companies that proved to have a holistic view of all planning activities
and processes in their enterprises as recommended in pertinent literature [13,16]. These were
(co-)owners or executive managers. We chose an unbiased selected sample of representative
average small and medium-sized companies in the German horticultural market of ornamentals,
perennials, and cut flowers, following the classification of the European Commission [17]. We
focus on the German market to create a unified context and because Germany is one of the
largest producing horticultural markets in Europe [1,2]. Furthermore, we limited the study to
ten enterprises to keep the investigation to a reasonable scale. The companies are specified in
Table 1.

Table 1. Specification of case companies

Company Size Assortment Description

Com 1 Medium Bed and balcony plants, cut flowers Cash & carry market wholesaler with their own large production
and fleet

Com 2 Small Pot plants, perennials, cut flowers Producer with their own retail store, wholesale activities and a
limited own fleet

Com 3 Medium Cut flowers Online retailer for bouquets, also acting as mediator and whole-
saler for cooperating retailers

Com 4 Small Mediterranean perennials Specialized importing wholesaler with their own fleet

Com 5 Small Pot plants, perennials, house plants Retailer relying on close cooperation with a producer at the same
location

Com 6 Small Herbs, pot plants, bulb plants Specialized producer expanding their operations by establishing
a further modern production facility

Com 7 Medium Grasses, perennials Specialized producer with their own fleet serving large cus-
tomers

Com 8 Small Cut flowers, pot plants Specialized producer with their own retail store, also serving
other retailers or wholesalers

Com 9 Small Perennials, blooming plants, herbs Specialized producer mostly serving retailers with an own fleet
and wholesale activities

Com 10 Small Bed and balcony plants, perennials,
house plants

Retailer with a small production operation of their own and
mainly wholesaler sourcing

The participating companies cover all major roles in the horticultural supply chain,
with some companies taking on multiple functions. Out of the ten companies, we classify
seven as producers, six as wholesalers, and five as retailers. We developed an interview
guideline and marginally adapted it after conducting the first interview, which also served
as a pre-test [14]. The questions targeted the different planning problems in horticulture,
their correlations, and circumstances in the sector. A brief overview of the questions’ topics
was sent to all interview partners prior to the interviews. We used this to make sure that
we got insights into current horticultural proceedings and different supply chain roles [12].
All interviews were conducted via video chat by the same two interviewers, who took field
notes during the talks and compared and merged them afterward to achieve reliability [18].
The interviews lasted 85 min on average. After conducting the ten interviews there were
no important new findings and we stopped the data collection, as we could assume that
we had reached theoretical saturation.
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3.1.2. Data Analysis

Following the approach of Mayring [19], we coded the interviews freely before merg-
ing the codes and structuring them into up to four levels of subcodes. We performed the
analysis and evaluation of the interviews with the help of the MAXQDA software and
all results of this paper have been validated and confirmed by the interviewees. Thereby
we followed the guidelines of Gioia et al. [20] to ensure the trustworthiness of our data
analysis. More than 550 codes were recorded and structured for investigating the supply
chain and operational decision problems.

3.2. Supply Chain Planning Framework

To structure the planning problems identified, we used the systematization proposed
by Fleischmann et al. [21]. They developed a general supply chain planning problem
matrix by distinguishing the planning problems according to their time horizon (long-,
medium- and short-term) and their position in the supply chain process (procurement,
production, distribution, sales) (see Figure 1).

Figure 1. Supply chain planning matrix, own representation based on Fleischmann et al. [21].

Strategic network design covers all long-term planning sections determining the basic
supply chain design and the elementary material and product flow between suppliers,
producers, wholesalers, retailers, and customers. Master planning coordinates procurement,
production, and distribution, which often have to be planned simultaneously, on a tactical
level. Demand planning covers mid- to short-term demand estimates. The planning of
ordering components and finished products takes place on a mid- and short-term level
in the procurement section. Production planning especially covers lot-sizing problems,
providing the basis for short-term production scheduling. Product flows are coordinated
in distribution planning and subsequent transportation planning, i.e., short-term vehicle
routing. The tasks of demand fulfillment and available to promise (ATP) planning cover
short-term sales planning [21].

Note that these general supply chain processes and planning tasks usually differ
concerning their relevance and context depending on which supply chain functions a
company covers. For instance, while horticultural producers naturally face a high variety of
production planning tasks, distribution planning is not their main focus. On the other hand,
pure wholesalers and retailers have no classic production. Nevertheless, there are similar
tasks for these types of companies from a planning perspective in terms of warehousing,
which typically substitutes the production step at trading companies [22].

We adapted the general framework proposed by Fleischmann et al. [21] to the planning
situation of small and medium-sized horticultural companies by varying the individual contents,
highlighting the context specifics and interdependencies that can be found in the horticultural
sector. In doing this, we followed a similar procedure to that already taken in literature for other
types of business, e.g., for grocery retailing and shipyards [22,23].
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3.3. Structured Literature Research

Based on the systematization of planning problems achieved, we performed a structured
literature search to investigate the third research question following the approach of Seuring
et al. [24]. For each planning problem relevant to horticulture and identified within our study,
we conducted a separate literature search focusing on planning problem descriptions and
solution approaches to evaluate how intensive research has already been conducted for the
practically relevant planning tasks. To do this we first combined keywords regarding the
horticultural planning tasks with those of classic decision support system nomenclature in the
respective area. In case there were no or only very few publications referring to the context
of ornamental horticulture, we extended the perspective to a broader horticultural context,
to other industry sectors with similar characteristics or circumstances, or, as a final measure,
to generic supply chain and operations planning literature. After this identification step,
we completed a qualitative content analysis for portraying the respective contributions [19]
and analyzed the gaps comparing the existing literature with the planning problems and
necessities identified in the exploratory interviews.

4. Typology of Planning Problems in Horticulture

This section discusses the practical planning along the supply chain of small and medium-
sized companies in ornamental horticulture, divided by their respective time horizon. The
systematization of planning areas follows the nomenclature of Fleischmann et al. [21] with
slight adaptations where necessary due to horticulture specifics. For each planning area, we first
detail the most relevant practical planning problems in horticulture, refer to potential supply
chain role specifics, and discuss planning interrelations. We then reflect on the current status of
pertinent literature regarding the respective planning problems and delineate research gaps and
needs for decision support from a practical perspective.

4.1. Strategic Planning

In the long-term strategic planning domain, we can make distinctions according to the
supply chain areas between procurement, production, (physical) distribution, and sales
planning. We discuss the corresponding strategic planning problems in the following
paragraphs.

4.1.1. Strategic Procurement Planning
Planning Problems Identified

Supplier selection and continuous supplier relationship management are key strategic
factors for all supply chain roles in the horticultural sector. As the sector is characterized by
various uncertainties (e.g., regarding supply and production due to weather extremes or
pests) and high perishability of the products, the companies in the sector typically build
on long-term cooperations with suppliers to ensure reliable supply and product quality.
This means that collaborations over a time span of several decades are common. This
highlights the importance of strategic procurement planning decisions. Although long-term
relationships and close collaboration are key in ornamental horticulture, this does not mean
that the horticultural companies focus exclusively on one supplier per product. Instead, the
sector’s uncertainties also compel the need to consider suitable alternative suppliers that
may also react short term. Screening and contracting suppliers (often wholesalers) that have
short-term compensating potential is also very relevant because the horticultural market is
characterized by considerable short-term fluctuations in demand due to trends and weather
conditions. Overall, supplier selection defines general conditions for product ordering
potential, as well as the depth and breadth of the assortment, and lays the framework for
make-or-buy decisions.

Pertinent Literature and Gaps

Contributions in literature also highlight cooperation as an important factor for gaining
a competitive advantage in horticulture [25,26]. Joint planning as well as risk and reward
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sharing are postulated as the main drivers for close relationships and information sharing
between enterprises [27]. Geerling-Eff et al. [26] additionally outline the importance and
potential issues of selecting partners to cooperate with. Matopoulos et al. [27] underline
that supplier selection and cooperation are multi-criteria decision problems in horticulture
with many factors that are hard to quantify such as reliability, quality, and experience.
One of the few quantitative approaches available in the domain of strategic procurement
planning in horticulture is the work of de Keizer et al. [28], who model and optimize
strategic network decisions for bouquet-making, sourcing cut flowers from auctions. Their
approach also takes quality decay into consideration. Outside the domain of ornamental
horticulture, there are further models that could be also applicable in the sector. The
quality decay of perishable products is for example considered in a source selection model
for strawberries [29], and Yazdani et al. [30] present a model for food supplier selection
under uncertainty. A holistic supplier selection model reflecting the various specifics of
ornamental horticulture has not however been developed so far. This observation is also
supported by contributions in horticultural literature that emphasize that especially the
consideration of the impact of quality decay and lead times on supply chains of perishables
is a research gap in supply chain design and procurement planning [28,29].

4.1.2. Strategic Production Planning
Planning Problems Identified

The strategic production design in horticulture consists of planning acreage and
greenhouses as well as the corresponding production systems. These planning tasks are key
for producers. Trading companies could also have similar planning issues when deciding
about the design of their warehouses [22]. For small and medium-sized horticultural
trading companies (wholesalers, retailers), warehouse design, however, plays a minor
role due to the fact that the rotation of plants is usually relatively quick. Besides this,
wholesalers and retailers often combine their business with the production of their own and
thus use the production facilities as warehouses. We, therefore, focus on the planning tasks
of producers in the following. The environmental conditions of the production location and
the cultivatable land limit potential production and high-impact decisions, on which, plants
can be produced. The production system then defines the setup and layout of a production
site, which can consist of open crop land, greenhouses, foil tunnels, and roofed indoor
areas. Typically, many small and medium-sized horticultural companies grow organically
over decades. This often results in fragmented expansion and unfavorable structuring of
production sites. A typical strategic production design problem of existing businesses is
thus limited by the acreage of multiple in- or outdoor production sites with different levels
of automation, conditions, and sizes. The companies in the sector would thus highly benefit
from decision support for the suitable reorganization of given production facilities.

Pertinent Literature and Gaps

In literature there are only a few strategic production design models with a dedicated
horticultural context. Rath [31] present a model for planning the energy supply of greenhouses
for growers, and Vanthoor, et al. [32] develop a model for greenhouse design optimization.
Annual financial results are maximized by making optimal choices from alternatives for
structure types, covering material, shade screening, whitewash, thermal screens, heating
and cooling systems, and CO2 enrichment. Further research on this topic can be found in
the efficient land use planning section presented by Mir and Padma [7]. As shown in our
exploratory study, strategic production design requires the consideration of a vast number of
additional factors in practice. Implementing a comprehensive optimization model does not
appear easy as a result, but there is certainly potential for research on developing decision
support systems evaluating alternative production designs that may potentially recur depend-
ing on the given infrastructural conditions. This is also supported by Vanthoor et al. [32] who
see their optimization model as a first component of a more complex planning system that
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is still to be developed. Thus, there is considerable improvement potential for the internal
organization in horticultural companies, as de Waal and Meingast [33] point out.

4.1.3. Physical Distribution Planning
Planning Problems Identified

As we focus on small and medium-sized enterprises, most of the producers and
retailers have no extensive distribution network and often do not even conduct explicit
distribution planning. Exceptions are the companies that assume a wholesale function.
These often have a wider distribution network and usually assume the responsibility for
transportation planning, relying on a fleet of their own. In doing this, they strengthen their
market position, especially for cooperation with small producers that are pleased to have the
possibility to outsource distribution issues. Nevertheless, in practice, most companies own
at least a small truck to handle internal and urgent transportation.
However, distribution is often more efficiently operated by larger or specialized partners
due to economies of scale. These partners have to make decisions on fleet dimensioning and
the definition of transportation links that determine the constraints for tactical distribution
planning in terms of transport, packing, storing, and processing capacities. The distribution
structure also needs to be set up for fast transportation of fragile and perishable products.
Note that direct-to-customer deliveries or customer pick-ups, therefore, dominate in the
ornamental horticulture market.

Pertinent Literature and Gaps

There are several contributions in the relevant literature focusing on strategic distribu-
tion design in horticulture, especially considering virtual trading networks. In this domain,
a trading network for the Dutch horticultural market has been developed that highlights
the advantages of direct producer-to-retailer flows focusing not just on cost reduction, but
also on the end user´s satisfaction [10]. The concept enables better connections between
consumers and producers and does not require a physical presence of the products any-
more at intermediate steps. The contributions of van der Vorst et al. [34] and van der
Vorst et al. [9] support these benefits of virtual networks that also allow the introduction of
virtual auctions for perishable products [35]. Besides this, de Keizer et al. [36] present a
mathematical model for logistics network design for perishables, specifically cut flowers,
considering quality decay as well as its heterogeneity. Contrary to other planning areas
there are thus several suitable contributions to decision support relating to ornamental
horticulture’s strategic distribution planning providing guidance for the traders involved
in transportation. However, models reflecting the distribution conditions and possible
particularities outside the Netherlands are missing so far.

4.1.4. Strategic Sales Planning
Planning Problems Identified

In the sales domain, sales channels and customer relationship management as well
as the product program have to be defined on a strategic level. Strategic sales planning
highly impacts the upstream logistics planning areas, and the general conditions regarding
lead times, ordering, and production are predefined. Lead times for example can differ
from several months for large grocery retailers to immediate supply for final customers.
The product program and the respective plants determine specific requirements regarding
temperature, humidity, treatment, and more which affects the production planning and
materials program. It is typically small and medium-sized producers that continuously
specialize to remain competitive in the market in terms of the product program, but for
retailers, a certain level of generalization is important to attract final customers. On a
wholesaler level, both the generalization and specialization approaches can be promising,
and respective examples can be found on the market. While specialization can make sense
when importing specific plants from a dedicated region (e.g., Mediterranean plants), small
and medium-sized retailers in particular value a broad assortment of wholesalers as this
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means they do not have to contract too many different suppliers. Wholesalers act per
definition in the B2B market, and retailers in the B2C market. Producers may define their
preferred sales channel(s) as they have both options. Rising e-commerce in the horticultural
domain is thereby an option to widen the customer base without a physical presence. Close
cooperations with customers also play an important role in horticulture, especially for
producers and wholesalers. Joint sales planning and the organization of advertising and
sales campaigns result in valuable information and planning security on a mid-term basis
in a generally uncertain market.

Pertinent Literature and Gaps

Explicit strategic sales planning literature with a focus on horticultural products
are rare. In terms of strategic marketing planning, White and Uva [37] analyzes mul-
tiple cases and discusses different strategies to provide guidance for developing mar-
keting plans in horticulture. Apart from this, the horticultural market is typically not
referred to in strategic sales planning literature, and Engelke [38] outlines a research
gap in marketing performance and strategic service differentiation in horticultural retail.
Nevertheless, there are some contributions in the literature that exhibit elements that could
be transferred to a horticultural setting because of their consideration of characteristics like
product perishability and the varying product development stages by different customers.
Retailers for example demand plants that are at the beginning of their blooming time to be
able to provide attractive plants for sale while still ensuring a long blooming time for final
customers. Wholesalers in comparison require plants at an earlier developmental level.
In literature, there are for example multiple general approaches for optimizing the product
portfolio balancing external variety and internal complexity due to product differentia-
tion [39], or considering product quality functions focusing on customer requirements [40].
Besides this Hübner and Kuhn [41] investigate assortment planning models for perishables
and non-perishables with limited shelf space, which could be helpful for horticultural
retailers. However, most of the models referred to assume modular products and there is
no adaptation of assortment planning models explicitly for horticultural products and their
specific requirements.

4.2. Tactical Planning

On a mid-term basis, horticultural companies face the planning problems of material
or product requirements, production, distribution, and demand. We portray these planning
problems in the following.

4.2.1. Material/Product Requirement Planning
Planning Problems Identified

The inherent decision of making or buying makes material and product requirement
planning a tactical planning problem for horticultural producers. This task can be seen as
more of an operational issue for wholesalers and retailers. However, the typically long lead
times in the sector that have to be considered for ensuring the basic availability of products
also require mid-term product requirement planning for trading companies.

Producers first have to decide whether to grow plants from seeds or seedlings or to use
the cultivation of young plants. These young plants are in turn available at different stages.
Some plants such as rose stocks have to be cultivated for years before becoming marketable,
which explains the possible long-term aspect of the product requirement decision for
producers. Besides the production time, the lead times of seeds and seedlings also have to
be considered (which may amount to up to one year). If producers have a B2C channel of
their own, they may further decide on whether to grow all the plants or to source additional
finished products to supplement their assortment. Generally, self-production may offer
higher margins for the producers as well as independence regarding the supply market.
However, certain products may be cheaper to source externally from other producers that
specialize in these products. Additionally, production of their own may also suffer from
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uncertainties regarding output. Besides the price, quality aspects are very important in the
make-or-buy decision. Self-produced plants offer the possibility of strict quality control in
all growing stages. If assortment and order quantity flexibility is prioritized, short-term
sourcing via wholesalers is the third basic option for producers to set up their sourcing.
Stockouts of seasonal products are just as common as short-term discount offers of overflow
products in the sector.

Besides the decision of making or buying products, order decisions also have to be
made on a mid-term basis. The earlier horticultural products are ordered or reserved,
the higher the available quantities and qualities are. However, production restrictions
such as seasonal growing cycles and weather conditions combined with volatile demand
and trends can nonetheless result in availability problems in horticulture. The majority of
procurement processes in the horticultural sector can therefore be divided into pre- and
re-orders or daily spot market sales [42]. A company’s main products are mostly sourced in
large part via pre-ordered quantities from producing companies. These quantities should
cover the basic demand that is forecasted and thus ensure planning security, availability,
and quality of the core products. Short-term re-orders can only cover smaller quantities, but
provide flexibility to react to fluctuations in demand or unforeseeable supply or production
shortages. Wholesalers are typically the main source for re-orders, but producers may also
have free quotas for short-term sales. Many companies emphasize that they target coverage
of the majority of their demand by pre-orders of large quantities, but that they also want to
cover a certain share by re-orders from the same producers or other wholesalers such as
cash and carry markets to ensure responsiveness during the high season.

Pertinent Literature and Gaps

While there is literature available on make-or-buy decisions beyond the horticultural
context (see e.g., McIvor and Humphreys [43] or van de Water and van Peet [44]), there
is so far no specific application in the horticultural domain. Besides this, the prevalent
purchasing structure with pre- and re-orders has not so far been covered in horticultural
research. This marks a significant opportunity for developing a corresponding decision
support system relevant in practice due to the importance of this planning problem em-
phasized by all participating companies in our exploratory study. Overall, sector-specific
expertise is needed for material and product requirement planning to evaluate different
materials and sourcing alternatives. This also requires an understanding of the drivers
of and barriers to using enterprise resource planning in horticulture. Verdouw et al. [45]
examine these to handle the perishability aspects and uncertainties potentially better in
horticulture. They outline the importance of improvisation and ad-hoc communication
and emphasize the lack of well-structured administrative organization in the sector, which
is especially the case for small and medium-sized companies. This further highlights the
need for systematic decision support.

Although there is this gap in the literature, specific aspects of tactical material and
product requirement planning are covered in horticultural literature. In a recent contri-
bution, Faraudo Pijuan [46] presents an economic order quantity model that considers
growing models and dynamic holding costs. The quality aspect also plays a major role in
procurement decisions in the supply chain of perishable goods and therefore quality decay
in this decision is an important area of research to possibly expand shelf/vase life for the
consumers [47,48]. This aspect has not so far been covered in tactical procurement decisions
for ornamental horticultural products, but Rijpkema et al. [29] consider costs for quality
loss in a source selection decision based on a case study of Egyptian strawberries. Moreover,
quality considerations are largely applied in time-temperature distribution approaches for
horticultural products (see e.g., Rosset et al. [49], Rijgersberg et al. [50], or Tromp et al. [11]).
These approaches could be a starting point when searching for options to include quality
aspects in a decision support system for horticultural purchasing.
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4.2.2. Production Planning
Planning Problems Identified

Having a production site of one´s own is common in the sector of small and medium-
sized horticultural companies. It is therefore not surprising that production planning
is—together with the aforementioned product requirement planning—highlighted as a
central planning task in our study that impacts all the other planning areas. This involves
developing a cultivation plan that makes the most efficient use of available acreage and
other capacities. Due to the close cooperation that is typical in the sector, these plans
are often developed in close contact with key customers. The producers have to decide
which plants to grow in which position at their production sites, coordinating the growing
times of multiple products weeks or months ahead. Thus, planning tasks that are usually
assumed to be more operational, as for example lot-sizing decisions [21], have to be
considered on the tactical level, and an accumulated production plan is not enough. This
means the occupancy planning of the acreage has to be performed in a detailed manner.
There has to always be enough free acreage when a new product has to be planted for
finishing production on time and for fulfilling demand. This can result in tight occupation
plans that require a high rotation speed of the plants. High rotation is also needed due to
the perishability of the plants and because the plants might otherwise wither or become too
big to be marketable. As a result, inventory holding barely plays a role when determining
mid-term production volumes. Ultimately, the specific characteristics of the cultivation and
occupancy plan greatly depend on the individual plants a producer cultivates.

Pertinent Literature and Gaps

While horticultural production planning has received some attention in operations
research and decision support systems literature some decades ago, there is a lack of current
follow-up studies that close the research gaps that still exist. In 1989 Annevelink [51]
presented a production planning model to optimize the batch size and production start
of different glasshouse floricultural crops to maximize profit constrained by production
and labor capacity as well as maximum sales. Based on that production plan, he worked
out a spacing plan in a follow-up study determining the crops’ position using a heuristic
approach. He thereby considered the lot sizes and space requirements, which change over
the production process [52]. In 2000 Darby-Dowman et al. [53] then presented a stochastic
programming model resulting in a planting and harvesting plan in a horticultural context.
However, there are several aspects that have still not yet been investigated. One example is
that demand is often seen as a maximum of possible sales in the literature available, but
fulfillment or service level constraints do not play a role. Generally, the assumption of
deterministic demand and processing times is a major limitation in production planning
models that merits further research efforts [54]. Besides this, the production and ordering
structure that we have identified as typical in the ornamental horticultural context with
mid-term production and short-term ordering as a compensating option has also not so
far been reflected in the pertinent literature. It might thus be worth investigating models
dedicated to general perishable products such as the one of Pauls-Worm et al. [55] and
trying to adapt and transfer them into an ornamental horticultural context. Apart from this,
there are further opportunities to incorporate dynamic space requirements, seasonality aspects,
and sector-specific production requirements into general production planning and lot-sizing
concepts (using the models presented in Jans and Degraeve [54] or Guzman et al. [56] as a
basis, for example).

4.2.3. Distribution Planning
Planning Problems Identified

Demand fulfillment and customer satisfaction are important goals for companies in
the horticultural sector, but providing freshness and preventing spoilage does not allow for
large safety stocks, long transport distances, or low delivery frequencies [9]. Distribution
planning is therefore highly restricted in horticultural companies. As small and medium-
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sized companies in the ornamental horticultural sector usually only have one central
company facility, distribution planning on a tactical level mostly means defining regular
base tours and delivery frequencies and weekdays for key customers. It is also important
to consider the previously mentioned constraints and the usually very limited transport
capacity. The resulting base tours can, however, only be used as a rough framework
for operational transport planning due to the several uncertainties in the market, and
significant rearrangements are commonly required at short notice. The question of how
much inventory should be held is also aligned with distribution planning. An explicit
safety stock level planning is mostly only held by trading companies, especially wholesalers.
They apply a safety stock calculation, especially for the supply of large retailers that have
high priority. Producers are usually bound to contractually fixed amounts of product
surplus when serving large customers.

Pertinent Literature and Gaps

Besides the rich literature on general distribution planning, there are also a few con-
tributions in literature focusing on a horticulture-specific context which thus show ways
to master this challenging planning task. De Keizer et al. [57] develop a hub network
and Ossevoort et al. [58] a metro model for the horticultural sector. They thereby aim to
reduce shipment costs and distances by using consolidation effects. De Keizer et al. [5] also
present a floricultural distribution network for the Netherlands. All these contributions,
however, focus on the Dutch market, which is highly dominated by the auction trade
and its specifics. More research in this domain is thus required in non-auction-driven
markets. In a broader context, models for the distribution of perishable products show
several similarities with the planning conditions in ornamental horticulture. Jiang et al. [59]
for example integrate distribution planning with harvesting decisions for perishable agri-
cultural products, and Gaggero and Tonelli [60] present a two-step optimization model
for determining relevant figures for the distribution network such as safety stocks, re-
plenishment cycles, and volumes. Focusing on grocery products, Holzapfel et al. [61]
present an approach for determining delivery patterns for customer deliveries considering
interdependencies along the supply chain, and Frank et al. [62] extend this approach by
considering different temperature requirements of products delivered together. These
contributions could, however, be extended by a stream of literature focusing on further
horticultural distribution specifics. De Keizer et al. [5] and Jiang et al. [59], for example, see
research opportunities in integrating horticulture-specific aspects, such as quality control,
packaging or bouquet-making, as well as uncertainties.

4.2.4. Demand Planning
Planning Problems Identified

As demand is very volatile and most horticultural products are perishable, one of the
main challenges in mid-term planning is to forecast the demand as precisely as possible.
The companies investigated to see the weather, holiday effects, and seasonal trends as the
most crucial obstacles for generating reliable forecasts. The forecast for key products like
cut flowers is difficult, particularly for horticulturally relevant holidays like Valentine’s
Day. Most small and medium-sized companies estimate forecasts on a product or product
group level based on the previous year’s demand, known pre-orders, market information,
experience, and gut feeling. Quantitative models are, however, not applied. Corresponding
with colleagues and partners, for example at fairs or wholesale markets, is therefore key for
small and medium-sized companies to collect the necessary market information. Besides
the forecast itself, finding an economic balance between demand fulfillment and product
overflow that leads to plant wastage is challenging for companies in the horticultural sector. It
is particularly the case that short-term demand in the horticultural market has to be fulfilled
via plants produced make-to-stock that need to be planned on a mid-term basis, so demand
planning has a huge impact on all other tactical planning tasks.
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Pertinent Literature and Gaps

In the pertinent literature, multiple external, horticulture-specific factors in demand
forecasting that we have identified within our exploratory study are still not sufficiently
factored in. The combination of the effects of weather conditions, last-minute assortment
changes, product quality development, and promotions makes horticultural demand fore-
casting a challenging field of research. However, Haselbeck et al. [63] have recently
developed a Gaussian process regression for seasonal data that enables event-triggered
augmented refitting. The model was successfully tested on real-world horticulture cashier
data and proved the ability to handle plants’ seasonal demand and several external impacts.
Apart from horticulture there are demand management models like that of Dellino et al.
[64] that could also help in a horticultural context. They present a modular decision support
system for forecasting and order planning for food supply chains. Horticultural supply
chains, however, are even more nontransparent compared to the setting assumed and more
driven by short-term adaptations. To consider such sudden changes, augmentations are
used in literature with time-related functions, such as a forgetting factor or a moving win-
dow [65]. Overall, there is still extensive leeway for providing data-driven decision support
in demand forecasting in the horticultural market given the current manual practices that
we have found in the business and the status of the literature within this domain.

4.3. Operational Planning

Building on the framework set by tactical planning, there have to be solutions for short-
term purchasing, production scheduling, transport planning, and demand fulfillment.

4.3.1. Purchasing
Planning Problems Identified

Purchasing is closely connected to tactical material requirement planning and impacts
the whole scope of operational transport planning and demand fulfillment. While whole-
salers and retailers reserve basic product contingents on a tactical level, these contingents
have to be retrieved short-term, but re-orders also have to be placed. Additionally, some
product categories are typically sourced entirely on a short-term horizon, such as cut flow-
ers. In this case, wholesalers are the typical short-term source for retailers. This is also
true for re-orders that are necessary due to forecasting errors, unforeseeable fluctuations in
demand, or because of the flexibility reserve, the companies have calculated on a mid-term
basis. Product availability and/or quality can be a problem for these short-term orders as
both typically fluctuate in a market of natural products. To complicate things, the majority
of products in ornamental horticulture are seasonal and specific plants can be purchased
only within a limited time frame of several weeks. Besides wholesalers, producers can
also be a short-term source for specific product categories as some companies produce
free-for-sale quotas at their own risk. These quotas and sales fluctuations may lead to a
product surplus on the part of the producer or wholesaler and result in attractive offers
reaching the retailers at short notice. It is usually difficult to anticipate these in mid-term
planning, but they may change the short-term assortment and sales planning significantly.

Pertinent Literature and Gaps

To the best of our knowledge, a dedicated optimization model for short-term or-
dering in horticulture does not yet exist. The planning situation, however, is similar
to that assumed in a newsvendor setting, and various newsvendor approaches might
therefore be adaptable for purchasing in ornamental horticulture, such as that presented
by Matsuyama [66]. We refer to Khouja [67] and Qin et al. [68] for comprehensive literature
reviews of newsvendor models. Apart from a newsvendor setting, other models that are
dedicated to the ordering and inventory management of perishables might also suit the
horticultural context. We, therefore, refer to Goyal and Giri [69] who present a literature
review on perishable inventory systems and Broekmeulen and van Donselaar [70] who
outline the advantages of considering age distribution for the replenishment of perishables.
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4.3.2. Production Scheduling
Planning Problems Identified

Short-term production planning comprises scheduling the activities of planting, plant
care, and shop floor control. The tactical cultivation and occupancy plan has to be exe-
cuted and new production has to be started. Production scheduling also means handling
delays or reacting to unexpected circumstances, which are common in horticulture due
to the dependence on weather and other uncertainties. Plant care comprises all activities
to optimize the plant’s growing conditions. These can be watering, adding fertilizer or
substrate, plant treatments like cuttings or removing older leaves, re-potting, pest con-
trol, and much more. These are tasks that are not exclusive to producers, but basic plant
care at the very least is also required at the wholesale and retail stage. The extent of and
workload attributed to these tasks, however, differs between the different supply chain
roles. Producers usually have a comparatively small assortment, which makes it possible
to standardize plant care and limits the heterogeneity of tasks. However, these tasks are
then executed intensively. Wholesalers and retailers mostly do not have the capacity for
intensive plant care. Re-potting for example is too much effort for most retailers, who
usually prefer to take discounts instead of providing additional treatment to the plants. The
larger assortments of wholesalers and retailers which would cause an enormous hetero-
geneity of different treatments enhance the effects of avoiding treatment whenever possible.
This of course excludes necessary basic treatments like watering to maintain a plant’s
quality and to prevent withering. An important task for all supply chain roles is also the
continuous evaluation of the plants in production or stock. In practice, companies check
their plants frequently to detect deviations from the expected production/storage time and
quality early. This allows for possible adjustments in sales, procurement or production
planning, or the scheduling of additional treatments. All activities mentioned are usually
labor intensive and therefore also require suitable workforce management, and thus are
highly interconnected with tactical and operational personnel planning.

Pertinent Literature and Gaps

Some decision support contributions regarding selected aspects of short-term production
scheduling can be identified in the relevant literature. Chalabi et al. [71] present a model for
optimizing greenhouse heating, minimizing energy consumption while satisfying temperature
constraints for the requirements of tomato crops. Besides this, Magarey et al. [72] develop a
decision support system for pest management, and Damos and Karabatakis [73] model the
population dynamics of orchards and the dissemination of pests. However, there are still
numerous necessary plant treatments that have not yet been investigated that exhibit cost and
quality trade-offs in ornamental horticulture. Beyond the ornamental horticultural market,
there are models for irrigation decisions in agriculture, such as for maize [74] or avocados
[75], as well as for harvesting apples [76], oranges [77], sugar [78], and grapes [79]. Elia and
Conversa [80] also presents a model for managing the fertigation of open-field vegetable crops
as well as optimizing the water and nitrogen supply for plant development. Further research
on these topics can be found in the integrated plant protection and nutrient management
sections presented by Mir and Padma [7]. These studies are focused on individual crops and
support the hypothesis that decision support for horticultural production scheduling offers
numerous research and practical optimization opportunities. However, several aspects of
ornamental horticulture are still unexplored, and a comprehensive approach that combines the
heterogeneous requirements of the individual plants reflecting the characteristic uncertainties
is lacking so far. Additionally, pertinent literature claims for more elaborate methods for crop
estimation, which implies also further plant-specific research [76].

4.3.3. Transport Planning
Planning Problems Identified

While small and medium-sized retailers in the horticultural sector have typically
outsourced their transportation requirements, short-term transport planning is a relevant
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task for producers with a fleet of their own and wholesalers. While the producers mostly
have to serve a limited set of customers, transport planning can be complex, especially
for wholesalers who provide transportation for a wide range of customers. Delivery tour
planning at horticultural companies is characterized by high volatility, demand fluctuation,
and supply insecurity. The operative transport planning has to be very flexible as a result.
Fast turnover, short storage times, and cross-dock-like processing are required to achieve
operational excellence because of the plants’ quality loss and perishability.

Pertinent Literature and Gaps

Vehicle routing problems have been widely studied in the literature (see Vidal et al. [81]
and Braekers et al. [82] for an overview) and thus there are numerous extensions and adapta-
tions that may fit the circumstances of delivery tour planning for ornamental horticultural
products. For example, Gong and Fu [83] present a model for perishable food products
that considers delivery time windows, while Buelvas Padilla et al. [84] focus on the quality
loss aspect, and Wu and Wu [85] present a green vehicle routing model within this domain.
Some models have already been applied in a horticultural domain. Ginantaka [86] present a
route selection model for horticultural transportation that takes into account road and traffic
impacts, and Soysal et al. [87] consider the perishability of tomatoes in a similar problem
scenario. Given the ambitious freshness requirements for deliveries, an interesting path of
research in a horticultural domain might also be the integration of production scheduling
and transport planning. We refer to Kuhn et al. [88] for a general overview of models
that consider the corresponding interdependencies. In the horticultural domain, Widodo
et al. [89] present a model to maximize customer satisfaction by jointly optimizing harvesting
patterns and deliveries for fresh products. Further contributions with an explicit application
in horticulture are lacking, however. This shows the potential for research on integrative
production and transport planning considering the specifics of ornamental horticulture, such
as a many-to-many supply chain structure [87].

4.3.4. Demand Fulfillment
Planning Problems Identified

The main objective in short-term demand fulfillment is to match current supply and
demand to avoid stock-outs and product surplus. The significance of stock-outs, however,
varies across horticultural products, companies, and market situations. Generally, the
possibilities for substitution are comparatively high for many horticultural products. A
stock-out of one specific product can often be compensated by similar products with
different colors, or closely related plants with a similar look or usage. This helps in terms of
demand fulfillment especially in the retail sector as it is very hard to guarantee availability
on a product level due to the highly fluctuating demand, limited shelf/vase life, limited
production and sales seasons, and possibly unavailable short-term supply options. The
lack of extensive storage options and the perishability of the plants further lead to limited
inventory holding and thus lower on-shelf availability. Freshness and a large welcoming
assortment with multiple options for product substitution are typically prioritized instead
by horticultural retailers. While stock-outs are a minor issue, active demand control is
necessary to prevent product surplus and waste at the end of the sales season. Typical
measures applied by retailers are marketing campaigns, promotions, discounts, and active
store layout adaptations. High-stock items are therefore positioned prominently in the
store, advertised in leaflets, or significantly discounted. The latter measure is especially
applied at the end of the sales season. Granting discounts is also the dominant demand
control element for wholesalers, who can use this to overcome product overflow and quality
deficits. Producers typically use so-called availability lists to steer customer demand. These
lists are regularly published and contain the current marketable products. This enables
the producers to manage their seasonality in production and avoid information deficits
and supply uncertainty among their customers. The producers aim to sell out most of their
products during the regular sales season because of higher profit margins. The remaining
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product surplus is then typically sold at short notice to wholesalers or auction houses at
reduced prices. This highlights the interconnections between short-term demand fulfillment
and tactical sales, production, and procurement planning, while having to consider the
notable consequences of planned procurement, production, and sales quantities on the
profits than can be achieved.

Pertinent Literature and Gaps

The practical planning situation in demand fulfillment, which we have found in our
exploratory study, highlights its stochastic components and the need for dynamic decision
support systems. The contribution of Ludwig [90] reflects this, presenting a stochastic model
with a Gaussian distributed demand for potted plants that can incorporate decision makers’
risk attitudes. Apart from this, distinct models for demand fulfillment in a horticultural
context are lacking. In the agricultural domain, Widodo et al. [89] integrate demand fulfillment
into a model for harvesting decisions that highlight possible future research directions in
horticultural research, combining short-term demand fulfillment with production scheduling
issues. Further contributions focus on demand management via price setting. Matos et al. [91]
present a computational decision support system for determining the optimal price for specific
fruits during their shelf life that considers quantity and quality deterioration, which could be
adapted to ornamental plants as well. Pina et al. [92] develop a similar decision support system
for vegetables based on microbiological growth models used for estimating the products´
remaining shelf life. Supporting decisions in terms of what, where, and what quantity of
plants to position in a retail outlet, the various assortment and shelf space allocation models
reviewed by Hübner and Kuhn [41] can be a starting point for versions that are adapted to
the ornamental horticulture setting.

5. Discussion

Our systematization based on the supply chain planning framework of Fleischmann
et al. [21] offers guidance regarding the most relevant planning tasks and systematizes the
planning problems according to the supply chain area (procurement, production, distribution,
sales) and the time horizon (strategic, tactical, operational). We find that most planning problems
in horticultural supply chains can be mapped within this matrix analogous to the generic
proposal of Fleischmann et al. [21]. However, some planning tasks that are generally seen as
more relevant on an operational level such as purchasing and lot-sizing decisions have to be
considered on a mid-term basis in ornamental horticulture due to the long production time
of most of the plants and the need to establish at least a certain level of planning security
in an uncertain market environment. These planning tasks together with tactical demand
planning are also identified as the most critical ones for small and medium-sized companies,
with a considerable impact on their short-term profitability and operational capacity to act.

In contrast, our structured literature review shows that contributions for decision support
within a horticultural domain have so far often focused on strategic decisions and distribu-
tion issues. Both aspects, however, play a minor role for small and medium-sized companies
in the ornamental horticulture sector. The strategic framework is often predetermined for
these companies or does not change for a very long time horizon as the companies have only
limited investment resources and supplier and customer relationships often last for decades.
Distribution planning is identified as an important topic for wholesalers with a larger set of
suppliers and customers, while retailers and producers often outsource distribution tasks or
have to serve only a limited set of customers or a single outlet. Overall, although interconnec-
tions with generic planning models can be identified and models developed for other sectors,
there is still a huge gap in the literature regarding decision support systems that reflect the
planning characteristics and specifics in ornamental horticulture. This is especially true for the
most relevant previously mentioned planning tasks in practice and underlines the need for
future research efforts in the supply chain, logistics, and operations planning in horticulture.
Tables 2–4 summarize the relevant contributions in literature for each planning area and high-
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light the main gaps in the strategic (Table 2), tactical (Table 3), and operational (Table 4) supply
chain planning horizon.

Table 2. Literature on strategic supply chain planning in horticulture or aligned sectors.

Planning
Area

Literature
(Q:Qualitative;
M:Model-Based)

Focus and Methodology Gaps

Strategic
Procurement
Planning

van der Broek and Smulders
[25] (Q)

Cross-border barriers for innovation on the exam-
ple of international cooperations in horticulture
(case study/ interviews)

Development of
generic supplier
selection models
reflecting specifics
in horticulture

Geerling-Eff et al. [26] (Q)
National cooperation between different agents
in Dutch horticulture (secondary analysis
of publications)

Matopoulos et al. [27] (Q)
Collaboration in agri-food grower-processor sup-
ply chains of small and medium-sized companies
(case study/interviews)

de Keizer et al. [28] (M)
Logistics network design considering the quality
of perishable (horticultural) products (modeling
and optimization)

Rijpkema et al. [29] (M)
Sourcing strategies for international perishable
product supply chains considering shelf life de-
cay of perishables (modeling and simulation)

Yazdani et al. [30] (M) Multi-tier supplier selection for food supply
chains considering uncertainty (modeling)

Strategic
Production
Planning

Rath [31] (M)
Energy supply for greenhouse production
(modeling)

Consideration of
additional relevant factors
for horticultural practiceVanthoor et al. [32] (M) Greenhouse design (modeling and optimization)

Physical
Distribution
Planning

van der Vorst et al. [34] (Q)
Dutch horticultural network, sector develop-
ments, bottlenecks and improvement potentials
(qualitative study)

Investigation of
distribution
conditions and
particularities outside
the Netherlands

van der Vorst et al. [9] (Q) Dutch floricultural sector developments, bottle-
necks, and opportunities (qualitative study)

Ossevoort et al. [10] (M) Logistics hub network for Dutch floricultural lo-
gistics (scenario analysis)

Cheng et al. [35] (M)
Cloud-based auction tower for trading perish-
able products and information sharing in Dutch
horticulture (platform development)

de Keizer et al. [36] (M)
Network design considering heterogeneous qual-
ity decay of perishables and application to the
horticultural sector (modeling and optimization)

Strategic
Sales
Planning

White and Uva [37] (Q) Marketing plan development for horticultural
companies (guideline development)

Adaptation of generic assort-
ment planning models for hor-
ticultural products and their
requirements
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Table 3. Literature on tactical supply chain planning in horticulture or aligned sectors

Planning
Area

Literature
(Q:Qualitative;
M:Model-Based)

Focus and Methodology Gaps

Material/
Product
Requirement
Planning

Verdouw et al. [45] (Q) Drivers and barriers of ERP systems in Dutch
horticulture (case study/interviews)

Horticultural focus;
consideration of
quality decay and
pre- and re-order
distinction

Faraudo Pijuan [46] (M)
Economic order quantity and price determination
for agricultural and livestock industries (model-
ing and optimization)

van der Vorst et al. [47] (Q) Quality-controlled fresh food distribution and
inventory management (qualitative framework)

Verdouw et al. [48] (Q) Information distribution in virtual logistic net-
works in Dutch horticulture (case study)

Rijpkema et al. [29] (M)
Sourcing strategies for international perishable
product supply chains considering shelf life de-
cay (modeling and simulation)

Tromp et al. [11] (M) Prediction of remaining vase life of cut roses
based on time-temperature sum (modeling)

Production
Planning

Annevelink [51] (M) Production planning for glasshouse floriculture
(modeling and optimization) Consideration of

stochastic demand,
service levels, and
horticulture-specific
production and
ordering structure

Annevelink [52] (M)
Spacing and allocation plan with dynamic space
requirements for floricultural glasshouse produc-
tion (modeling and optimization)

Darby-Dowman et al. [53] (M) Planting and harvest planning considering risk aver-
sion in agriculture (modeling and optimization)

Distribution
Planning

de Keizer et al. [57] (M)
Hub network in a Dutch potted plant supply
chain considering logistics costs, working times,
and emissions (modeling and simulation)

Investigation of non-
auction-dominated
markets, considering
horticulture specifics

Ossevoort et al. [58] (M) Distribution planning for Dutch horticulture using
consolidation effects (modeling and simulation)

de Keizer et al. [5] (Q)
Control and design of floricultural supply chain
networks and market developments (case study/
interviews and literature review)

Jiang et al. [59] (M)

Distribution scheduling with integrated harvest
planning of perishable products and time win-
dows in an agricultural context (modeling and
optimization)

Gaggero and Tonelli [60] (M)

Distribution planning for perishable products
considering replenishment cycles, safety stocks,
and product volumes (modeling, optimization,
and simulation)

Demand
Planning

Haselbeck et al. [63] (M) Demand forecasting using machine learning for
horticulture (modeling and forecasting)

Considering
horticulture-specific
factors in demand
forecastingDellino et al. [64] (M)

Sales forecasting for perishable products and or-
der plan selection (modeling and forecasting)
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Table 4. Literature on operational supply chain planning in horticulture or aligned sectors

Planning
Area

Literature
(Q:Qualitative;
M:Model-Based)

Focus and Methodology Gaps

Purchasing
Matsuyama [66] (M) Multi-period newsvendor problem for ordering

perishables (modeling and optimization) Horticultural focus
and specificsBroekmeulen and van Donse-

laar [70] (M)
Ordering perishables considering age distribu-
tions (modeling and optimization)

Production
Scheduling

Chalabi et al. [71] (M)
Control of greenhouse heating considering
weather data, forecasts, and set points (model-
ing and optimization)

Comprehensive
approach combining
the heterogeneous
requirements of
different plants;
consideration of
further plant
treatments and
uncertainty

Magarey et al. [72] (Q)
Management of plant diseases with decision
support systems in an agricultural context
(case study)

Damos and Karabatakis [73]
(M)

Web-based integrated pest management in an
agricultural context (modeling and forecasting)

Bergez et al. [74] (M) Effective water use in irrigated agriculture (mod-
eling, simulation, and optimization)

Gurovich et al. [75] (M) Irrigation scheduling strategies based on phy-
tomonitoring techniques (modeling)

Gonzalez-Araya et al. [76] (M) Harvest planning and labor distribution for apple
orchards (modeling and optimization)

Caixeta-Filho [77] (M)
Harvest planning of oranges considering chemi-
cal, biological, and logistical restrictions (model-
ing and optimization)

Higgins and Laredo [78] (M) Harvesting and transport planning for sugar sup-
ply chains (modeling and optimization)

Ferrer et al. [79] (M) Scheduling wine grape harvest considering cost
and quality objectives (modeling and optimization)

Elia and Conversa [80] (M) Real-time irrigation and nitrogen fertilization man-
agement (modeling, optimization, and simulation)

Transport
Planning

Gong and Fu [83] (M)
Vehicle routing problem with time windows con-
sidering the quality loss of perishable products
(modeling and optimization)

Horticultural focus;
integrated
production and
transportation
planning considering
horticultural specifics

Buelvas Padilla et al. [84] (M)
Vehicle routing problem considering perishable
food damage caused by road conditions (model-
ing and optimization)

Wu and Wu [85] (M)
Vehicle routing problem considering time-
dependent split deliveries, time windows, and
customer satisfaction (modeling and optimization)

Ginantaka [86] (M)
Vehicle routing problem for horticultural prod-
ucts considering road conditions and traffic (mod-
eling and optimization)

Soysal et al. [87] (M)
Inventory routing problem considering perisha-
bility and shelf life in food supply chains (model-
ing and simulation)

Demand
Fulfillment

Widodo et al. [89] (M)
Harvest planning considering plant growth and
loss of fresh agricultural products to maximize de-
mand satisfaction (modeling and optimization)

Investigating
multiple possibilities
for demand control in
an ornamental
horticultural context

Ludwig [90] (M)
Production planning considering the effects of
risks on demand fulfillment (modeling and
optimization)
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Table 4. Cont.

Planning
Area

Literature
(Q:Qualitative;
M:Model-Based)

Focus and Methodology Gaps

Matos et al. [91] (M) Discounts of fresh horticultural products based
on quality decay (modeling and optimization)

Pina et al. [92] (M)
Dynamic pricing of horticultural food products
considering remaining shelf life (modeling and
optimization)

All in all, a huge number of planning problems have to be resolved in practice and claims
for structured decision support. However, up to now, many decisions have been taken based
on experience and rules of thumb in practice without data-driven support and recognition of
the actual position in hierarchical planning. Examples of this missing professionalization and
systematization of supply chain planning can be found throughout all of our case companies.
Com 9 for example solves a classic vehicle routing problem for their basic tour plan by hand
and on an aggregated level once a year. Every change to the resulting standard tours is then
resolved ad-hoc on the respective delivery day. Equal situations are found for example for
physical distribution planning at company Com 10 and production scheduling at Com 8. This
shows a large gap between current state-of-the-art research and problem-solving in practice.
Many companies are even not aware of which decisions they make unconsciously. We find
that managers in the sector are not aware of many planning problems in physical distribution
planning or demand fulfillment, especially demand control. This again outlines the practical
relevance and need for a comprehensive and structured planning problem overview with
current research and solution approaches, which we provide.

One approach to handle the large number of planning problems identified in practice could
be the introduction of capable ERP systems, which are widely used in many other industries such
as manufacturing. Standard ERP systems, however, do not fit the circumstances in horticulture
because dealing with “living products” requires sector-specific solutions. The existing sector-
specific systems, however, can be characterized as island automation [93]. Our study confirms
this observation of Verloop et al. [93]. We find that information systems are mostly used for the
communication or control of specific procedures such as ordering or operational distribution
planning for certain customers. However, they do not really serve as a basis for comprehensive
data-driven decision support and lack interfaces to respective standard software tools. So the
systems can be characterized as closed ones. In line with the key limitations for effective usage
of ERP systems identified by Akkermans et al. [94] and the obstacles in horticulture identified by
Verdouw et al. [45], we find that there is a lack of functionality beyond managing transactions.
Uncertainties and sudden changes facing high dynamics in planning limit the development
of ERP systems for companies in the horticultural supply chains [93]. These conditions lead
to a situation in which enhanced, sector-tailored ERP systems are not only necessary for small
and medium-sized companies, but also larger enterprises, that typically implement more
comprehensive ERP systems [45], which could benefit from such a development. So similar to
agricultural supply chains there is a need for further action to improve the ERP implementation
in horticultural practice [95]. Our systematization of planning problems can thereby help to
define suitable modules for such systems.

6. Conclusions

Within this study, we have explored and systematized the planning problems in
ornamental horticultural supply chains. Our exploratory investigation emphasizes the need
for structured decision support in this sector. Up to now many decisions have been taken
based on experience and rules of thumb, and necessary data is not recorded appropriately.
The interviewees who are people in charge of companies in the sector, however, have
already recognized this obstacle and highlighted their willingness to advance digitization
and professionalization. Research on decision support systems for the various planning

380



Agriculture 2022, 12, 1922

problems along the supply chain that reflects the practically relevant aspects and specifics
of ornamental horticultural supply chains is thus highly appreciated. Our reviews of
pertinent literature in the various planning areas, however, emphasize that there are still
numerous gaps in the literature that need to be filled. Besides that, our systematization and
characterization of planning problems can also support the development of data-driven
decision-support systems that are tailored to the requirements of the horticultural sector.
So far, existing systems lack suitable data-driven decision support modules, interfaces to
standard software and data analytic tools, as well as comprehensive planning support.

Limitations

Not all planning problems identified are equally relevant for every supply chain role
in the sector, i.e., producers, wholesalers, and retailers. Our systematization thus presents
more of a comprehensive overview rather than a dedicated systematization for specific
companies. However, as vertical integration is common in the sector, the companies will
typically face large parts of the planning tasks outlined within our study. Nevertheless,
our contribution is not without limitations. As we have relied on expert interviews with
selected managers of companies in the sector, our results cannot be seen as representative
in a quantitative sense. However, by following the guidelines of Mayring [19] and reaching
theoretical saturation, we believe that our presentation of planning problems represents the
typical challenges that small and medium-sized companies face in ornamental horticulture.
Furthermore, our findings are derived from interviewees with companies operating in
the German market. This was necessary to create a unified context and to limit our data
collection to a reasonable scale. As Germany is one of the largest producing horticultural
markets in Europe [1,2] and has similarities with several other non-auction-driven markets,
we believe that our planning matrix is also applicable to companies in other regions
worldwide. Future research could, however, compare our systematization derived from
the German markets to other markets. A special interest could be a comparison of auction-
driven with non-auction-driven markets, or a comparison of the situation on different
continents, as horticulture is very dependent on the ecological environment.
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Abstract: Advanced technologies and innovation are essential for promoting sustainable food sys-
tems (SFSs) because these technologies can be used to answer some of the critical questions needed to
transform SFSs and help us better understand global food security and nutrition. The main objective
of this study is to address the question of whether technological innovations have an impact on the
transformation of SFSs. There are certain innovations including agricultural land utilization, food
processing, production systems, improvement in diets according to people’s needs, and management
of waste products. This study provides an overview of new technologies and innovations being
used with potential to transform SFSs. Applications of emerging technologies in digital agriculture,
including the Internet of Things (IoT), artificial intelligence and machine learning, drones, use of
new physical systems (e.g., advanced robotics, autonomous vehicles, advanced materials), and gene
technology (e.g., biofortified crops, genome-wide selection, genome editing), are discussed in this
study. Additionally, we suggest eight action initiatives, which are transforming mindsets, enabling
social licensing, changing policies and regulations, designing market incentives, safeguarding against
undesirable effects, ensuring stable finance, building trust, and developing transition pathways that
can hasten the transition to more SFSs. We conclude that appropriate incentives, regulations, and
social permits play a critical role in enhancing the adoption of modern technologies to promote SFSs.

Keywords: technology innovation; food processing; transition pathways; sustainable food systems;
digital agriculture; transformation

1. Introduction

Food sustainability is directly linked with sustainable agriculture. Sustainable agri-
culture is an integrated system of plant and animal production practices that can provide
sufficient human food and fiber needs, enhance environmental quality and natural re-
sources, use resources efficiently, sustain farm operations, and enhance the quality of
human life for the long term [1]. The critical factors for a sustainable food system (SFS)
are fertile land, water, fertilizers, favorable climate conditions, and energy [1]. However,
currently, the sustainability of food and agricultural systems is under stress due to the
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positive global demographic change, including rapid global population growth, increases
in food demands, climate change effects, limited water supplies, and the transition from
conventional energy sources (oil and gas) to new energy sources. Social, economic, and
environmental sustainability are closely interlinked and critical for sustainable agriculture.
However, an integrated approach that includes proper use of advanced technology is
equally important for sustainable agriculture. Therefore, it is important to use an inte-
grated approach that includes ecosystem services, human capital, and new technologies to
produce food sustainably [2].

The population of the world is now more than 7.7 billion, and it is increasing at
an annual rate of around 1.07%. Hence, by 2050, the world’s population is projected to
increase by more than 30% of the current population and reach 10 billion [3–8]. Given the
projected growth of the population and income, as well as the headwinds of the climate,
meeting the total demand for food in the future will place unprecedented pressure on
limited water, fertile land, energy, and potential climate change. The risk of huge and
potentially irreversible ecological damage caused by unprecedented pressure is subject to
serious academic debate. In addition to the long-term pressure from the inevitable increase
in the food demand, several other factors have raised concerns about the sustainability
of the agricultural food system to adapt to climate change and environmental stresses.
The frequency and/or intensity of such stresses appear to be increasing, and they usually
respond in a cascade, with one triggering the other [3,9–12]. Stresses to the agri-food system
seem to be increasing due to the growing demand for high-quality nutritional food around
the world [11,13]. The projected demographic change will negatively impact agricultural
productivity and agricultural expansion, which will stress natural resources by increasing
deforestation, water consumption, and greenhouse gas emissions, thus contributing to
ecological insufficiency and climate change [3,14]. For example, it is projected that the
consumption of meat and dairy products will be increased by 173% and 158%, respectively,
between 2010 and 2050 globally [6,15]. The continued increase in demand for animal
protein and the corresponding expansion of food production are causing serious concerns.

Efficient resources are required to convert vegetable matter into animal-derived pro-
teins (e.g., meat or milk protein). For example, eight kilograms of vegetable food is required
to increase one kilogram of weight in beef cattle [3,16]. Since April 2016, the main goal of
the United Nations Decade of Nutrition Action has been to “eliminate all forms of malnu-
trition”. However, some important key points (e.g., economic aspects, nutrition and health,
environmental, social, and food security) that were agreed at the Second International
Nutrition Conference also focus on developing a “sustainable, resilient and healthy diet
food system” [3,17]. For this reason, people have discussed food alternatives including all
aspects of integrating food safety and sustainability concepts.

Moreover, it is necessary to adopt emerging technologies (Internet, mobile phones,
computers, IoT, etc.) for sustainable agriculture, including food productions with high
protein. It is also important to optimize the protein contributions from animals and
plants. While this will help promote the sustainability of food systems and biodiver-
sity, it will ultimately provide effective distribution of high-quality protein for the global
population [18–21]. In the global context, government and non-government policies and
consumers’ current intentions to include more plant-based protein in their daily diets [3,22]
motivate the use of alternative protein sources for better human health. Some examples
of emerging and sustainable protein sources include grains (e.g., wheat and zein), seeds
(e.g., chia seeds), leaves (e.g., moringa), legumes (e.g., beans, lentils, peas), microalgae,
fungi (e.g., bacteria protein), milk (e.g., whey protein), and insects.

Until now, the future sustainability of food systems, changing diet’s role, reducing
waste, and increasing agricultural productivity have mainly been studied through existing
technologies. For example, a common research question concerns what level of yield
increase can be achieved through the spread of new crop varieties, livestock species, animal
feed, or changes in agricultural practices, as well as the spread of irrigation and improved
management techniques [23,24]. However, as research has shown, even if existing agricul-
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tural technologies are widely adopted, flexible diets are fully implemented, and food waste
is reduced by half, it will still be a challenge to feed the growing world population while
ensuring the well-being of the planet [2,23,25,26]. Thus far, few studies have explored
whether the world is adopting more destructive, “wild”, game-changing options [6,27,28]
that can affect the progress of many required dimensions of food systems simultaneously.
Some of these game changers are no longer the realm of imagination; they are already being
developed fairly rapidly, reshaping the viability of different sectors. Investment data on
agriculture show that several companies are focusing on digital agriculture [29–31]. Digital
agriculture includes applications of advanced technologies such as the Internet of Things
(IoT), artificial intelligence and machine learning, drones and use of new physical systems
(e.g., advanced robotics, autonomous vehicles, advanced materials), and gene technology
(e.g., biofortified crops, genome-wide selection, genome editing).

Technology itself is not always transformative. However, if it is applied/used ap-
propriately to address critical issues of any field, including agriculture, it can be crucial
for developing innovative solutions. The transformative power of technology depends
on economic and administrative strategies, social needs, and socioeconomic status [32].
However, few studies have been conducted on the elements that can promote the transfor-
mation of food systems through system innovation [21,33–41]. This study contributes to
the extant literature by filling the underlying gap, especially discussing and summarizing
how to achieve a positive transformation of SFSs. Specifically, this study provides insights
on emerging technologies that can be used to achieve sustainability in food systems.

The rest of this review article is organized as follows: Section 2 describes the method-
ology and framework of the study. Section 3 elaborates on the technology change and
innovations in food systems and transformation accelerators. Section 4 provides key factors
of sustainable food systems, and Section 5 presents the conclusion of this study.

2. Methodology and Framework of the Study

In recent decades, several studies have been conducted to solve key issues in agri-
culture to improve agricultural production and achieve SFSs. With recent advancements
in technologies to increase the potential of agricultural development and SFSs, some re-
searchers have made great efforts to promote SFSs. The scientific community’s interest in
advanced technology has grown exponentially. However, it is always challenging for stake-
holders and users to select and implement appropriate technologies to increase agricultural
production. Recently, some studies have reviewed articles focusing on the implementation,
application, challenges, potential, and prospects of the IoT in smart agriculture, and agri-
cultural and food production systems. However, they mainly focused on research based
on the IoT. We reviewed the most important research based on advanced technologies
essential to SFSs. Our strategy was to review articles based on advanced technologies used
in agriculture. We have reviewed articles that focus on the application of sustainable food,
precision agriculture, food safety and nutrition, digital technology, the IoT, and smartphone
technology in food.

A tentative framework was designed to assess the contribution of recent innovations
towards the current technological transformation process and innovations within food
systems which help improve food sustainability. It is purely a qualitative process of achiev-
ing the Sustainable Development Goals. The current innovations and future technologies
are critical to support SFSs. Some innovations including agricultural land use, food pro-
cessing and production systems, improved diets according to people’s needs, and waste
management can play a significant role for SFSs. This study discusses how advanced
technologies applied to food systems can be transformed into SFSs (Figure 1). Additionally,
eight action initiatives, including changing mindsets, enabling social licensing, changing
policies and regulations, designing market incentives, preventing adverse effects, ensuring
stable finance, building trust, and developing transitional pathways, are discussed. For
this review article, we conducted an intensive literature review to collect the information
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and fill the underlying gaps to better understand the role of innovative technology in
transforming SFSs.

 

Figure 1. The framework of this study.

3. Technological Transformation and Innovations in Food Systems

Historically, activities dedicated to agri-food production have undergone many tech-
nological changes. The changes that have occurred in the past two centuries have been
extensively examined [42]. Through the 19th century, the major technological innovations
were the bearing, which introduced crucial mechanical modernizations, for instance, lawn-
mowers, mechanical harvesters, and threshers. With the first canned food entering the
market, the increased industrial agriculture, and the gradual demise of household farms
in more advanced countries, agricultural marketing had also undergone major changes.
At the beginning of the 20th century, animal power was slowly substituted by innovative
fuel-based energy sources [43,44].

In 1892, the prototype of the first gasoline tractor was constructed. Simultaneously,
there have been numerous technological advances in marketing and food processing,
including introduction of innovative packaging forms, expansion of long-distance trade,
emergence of new food retail systems, and ongoing urbanization process. The main and
lasting technological change of the past century is called the Green Revolution, which
was based on the use of new high-yielding wheat varieties and the widespread use of
chemical fertilizers and insecticides [43]. The Green Revolution, considered by capital-
intensive production processes, led to a significant increase in agricultural productivity. In
the United States in 1860, one farm job could feed 4–5 people, and in 1957, this number
became 22.8 people [43,45]. At the end of the past century, biotechnology brought major
technological variations to the agricultural food sector, followed by nanotechnology and
digital technology.

Technological advances in several indicators of human well-being, including hunger,
life expectance, and disease prevention, have played a significant role since Neolithic
times [46]. Table 1 provides a detailed list of modern technologies such as digital agri-
culture, cellular agriculture, food processing and safety, gene technology, health, inputs,
intensification, replacement food and feed, resource use efficiency, and other technologies
and also an explanation of each technology’s contribution to the technical advances of
food systems. Despite the benefits to humanity of these food and agriculture advances,
certain environmental and health indices are continuously declining, particularly in the
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21st century. For instance, the conversion of forest land into agricultural land or pasture-
land has increased air and water pollution and greenhouse gas emissions. In addition,
nitrogen and phosphorus usage has been multifarious, and their consumption is contin-
uously increasing [47,48]. Excessive use of nitrogen and phosphorus in agriculture has a
significant negative impact on the environment and human health. For example, runoff
from agricultural watersheds causes eutrophication of waterbodies. On the other hand,
excess nitrogen in the air can impair our ability to breathe and limit visibility [26,49]. The
development of inexpensive, fast, or discretionary foods has also contributed to significant
malnutrition in many parts of the world [49].

Table 1. Future technology with transformative potential. Modern technologies are divided into (10) categories, covering
the entire food system. Table 1 presents a complete explanation of each technology.
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Digital
agriculture
(DA)

Drones � � � �

[50,51]

Innovative sensors � � � � �

Big data � � � � � �

Artificial intelligence � � � � � �

Data integration �

Assistive exoskeletons � � �

Disease/pest early warning � �

Robotics � � � � �

On-field robots � �

Sensors for soil � � � �

Tracking tech for livestock � �

Farm-to-farm virtual market � � � � �

Internet of Things � � � � � �

Improved climate forecasts � �

Nano-drones � � � �

SERS sensors � � � �

Pest control robotics � �

Nanotechnology � � � �

Intelligent food packaging � � � �

Pre-birth sex determination �

Smartphone food diagnostics � � �

Omics data use �

Traceability technologies � � � �

Cellular
agriculture (CA)

Artificial products � � �

[21,52]Artificial meat/fish � � �

Molecular printing � � � � � �

Food processing
and safety (FPS)

Nanocomposites � � �

[50]

Food safety tech � � �

Whole-genome sequencing � � �

Biodegradable coatings � � �

Technologies for sustainability � � � �

Drying/stabilization tech � � � �

Microorganism coatings � � �
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Table 1. Cont.
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Gene technology
(GT)

Genome editing �

[53]

GM-assisted domestication �

Biofortified crops � �

Plant phenomics �

Synthetic biology �

Novel perennials �

Weed-competitive crops � �

RNAi gene silencing �

Genome-wide selection � �

Apomixis �

Oils crops �

Reconfiguring photosynthesis �

Disease/pest resistance � �

Novel nitrogen-fixing crops � �

Genome selection �

Health (H) Personalized crops � � � � � [54]

Inputs (I)

Soil additives � �

Holobiomics � �

Nano-enhancers � �

Enhanced efficiency fertilizers � �

Nano-fertilizer � �

Micro-irrigation � �

Botanicals � �

Nano-pesticides � �

Macrobials � �

Microbials � �

Intensification
(In)

Vertical agriculture � �

[54]Electro-culture �

Irrigation expansion � �

Other (O)

Ecological biocontrol � �

[50,55]

3D printing � � � � � �

Resurrection plants �

Battery technologies � � � �

Replacement
food
and feed
(RFF)

Microalgae and cyanobacteria for
food � � � �

Seaweed for food � � � �

Insects for food � � � �

Omega-3 products for aquaculture �

Innovation aquaculture feed � � �

Microbial protein � � � �

Dietary additives for livestock � �

Livestock/sea substitutes � � � �

Resource use
efficiency (RE) Circular economy � � � � � � [50]
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Food management technology (e.g., food production, handling supply, and delivery)
should be based on hazard analysis, and a critical control point (HACCP) is emerging at an
incredible pace, which can be applied for SFSs in the future. According to comprehensive
literature reviews, we offer a stock of nearby and potential innovations that can contribute
towards the development of SFSs. Each technology is graded corresponding to its role in
the value chain (such as manufacturing, production, storage, delivery, usage, and waste)
and ready-to-mind ranking [56–58].

The nine technology readiness levels (TRL) include (i) basic principles observed and
reported, (ii) technology concept and/or application formulated, (iii) characteristic proof
of concept, (iv) component and/or breadboard validation in a laboratory environment,
(v) breadboard validation in a relevant environment, (vi) system/subsystem model or
prototype demonstration in a relevant environment, (vii) system prototype demonstration
in a space environment, (viii) actual system completed and “flight qualified” through test
and demonstration, and (ix) actual system “flight proven” through successful mission oper-
ations. These technology readiness levels contain the established application of technology
on a real-world basis, including fundamental study, concepts discovered, and technology
experiments applied [56,57].

This work exercise leads to a few insights. Firstly, as apparent in Table 1, technology
covers the whole food chain (production, processing, packaging, distribution, consumption,
and waste management). Therefore, various technical solutions can be adapted to tackle
particular food system challenges in multiple structural and administrative settings. This
complex conduit involving artificial meat, 3D printing, consumers’ readiness, nano-drones,
smart packaging, etc., provides a genuine chance for structural change. New technology
mixes might differ widely based on a country’s or region’s level of socioeconomic growth
and other governmental and institutional constraints.

Secondly, many concerns with digital and smart farming and the substitution of feed
and food for fish and livestock are comparatively similar to the vast number of near-ready
and advanced technologies, considering the massive size of the industry classes. This is
not surprising given the pace of innovation and cost savings due to emerging technol-
ogy, accompanied by the universal acceptance of these innovations across countries with
medium, middle, and high incomes [54]. Additionally, efforts are underway to reduce the
demand for livestock goods by offering alternate protein sources and disconnecting animal
production with substituted circular feed from the ground, reducing its environmental
effects. Increasing the demand for fish relies on decreasing the share of the complete
amount of fish captured for livestock feed, which presently is about twelve percent [54].

Thirdly, some near-mature technologies have great capability to be adopted, thereby
promoting strategic investments in their dissemination and implementation. There is an
urgent need to study how to provide options with minimal disturbance in the current
food systems and better understand the factors that may affect their absorption of the
scale of transformation. This also highlights the potential contribution of the private sector
in promoting the adoption of these technologies and the need to establish a regulatory
framework and market structure to ensure that these advancements are fully aligned
with public policy goals. Crucially, at least in the medium term, the affordability of these
new options will increase, which is more likely to happen as demand becomes clearer and
manufacturing processes and supply chains are better established. Finally, the simultaneous
implementation of variations of these technologies can drastically accelerate achieving SFSs.
This may simultaneously improve sustainable food production and reduce waste while
improving human well-being and creating new local business opportunities, as resources
are reassessed as part of the process. In addition, this is consistent with the current efforts
to revitalize the bioeconomy in many parts of the world [59,60].

Transformation Accelerators

A mode of innovation that requires significant changes in food systems (infrastructure,
technology, expertise, and capabilities) and structural reforms of principles, legislation,

393



Agriculture 2021, 11, 984

policy, economies, and governance around them is essential to this process (Table 2).
This vision of transformations as a dynamic and integrated mechanism suggests that
modern technology alone is not enough to force changes in the food system; instead,
it should be supported through a broad spectrum of societal and structural forces that
empower its use [32].

Table 2. Technical preparations for future food system technology. The technology readiness score is a (ten-step stage
system) evaluation system that helps to assess the maturity of specific technologies. Detailed information about each step,
score estimates, technical groups, and initials is provided for each technology.
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Microalgae and cyanobacteria for food H

[11,33,52,61,62]

Innovative aquaculture feed H

Microbial protein H

Insects for food H

Seaweed for food H

Disease pest resistance FPS

Biofortified crops FPS

Vertical agriculture I

Drying/stabilizing methods I

Drones O

Battery technologies O

Tracking and confinement techniques for livestock DA

3D printing DA

Improved climate forecasts DA

Traceability technologies DA

Farm-to-farm virtual marketplace DA

Robotics DA

Disease/pest early warning DA

Microbials H

Micro-irrigation/fertigation H

Dietary additives for livestock H

Soil additives H

Microbial H

Circular economy H

Omega-3 products for aquaculture H

Irrigation expansion I

Oil crops GT

Genomic selection GT

Genome editing FPS

Sustainable processing technologies FPS

Biodegradable coatings FPS

Food safety techniques FPS

RNAi gene silencing FPS
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Table 2. Cont.

Food System Technology
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Plant phenomics FPS

Big data DA

Smartphone food diagnostics DA

Intelligent food packaging DA

Internet of Things DA

Soil sensors DA

Advanced sensors DA

Holobiomics H

Botanicals H

Weed-competitive crops GT

GM-assisted domestication GT

Nano-enhancers H

Enhancing efficiency fertilizers H

Personalized food H

Omic data usage DA

Data integration DA

Pre-birth sex determination DA

On-field robots DA

Artificial phenomics DA

SERS sensor devices DA

Assistive exoskeletons DA

Pest control robotics DA

Whole-genome sequencing I

Microorganism coatings I

Nanocomposites I

Electro-culture I

Artificial meat/fish CA

Molecular printing CA

Genome-wide selection FPS

Resurrection plants FPS

Apomixis FPS

Nano-drones DA

Nanotechnology DA

Nano-pesticides H

Artificial products CA

Nano-fertilizers RE

Ecological biocontrol O

Reconfiguring photosynthesis GT

Novel perennials GT

Novel nitrogen-fixing crops GT

Synthetic biology GT

Note: digital agriculture (DA), cellular agriculture (CA), food processing and safety (FPS), gene technology (GT), health (H), inputs (I),
intensification (In), other (O), replacement food and feed (RFF), and resource use efficiency (RE).
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Transformation is also a deeply political process with winners and losers, which
involves choices, consensus, and compromise regarding new directions and pathways.
Powerful food system actors provide the right motivations for the continuation of the
current status and market share. In comparison, new consumers are much more likely to
behave as device disrupters and use it as a means of generating fresh products and appeal
(e.g., replacement of meat). Efforts to drive beneficial structural progress and transition
must also be compatible with social and political mechanisms that obstruct or catalyze
creativity in the sector [50,50].

In reality, this involves creating relationships, dialogue, and faith in the pathway for
improving food systems, maintaining governance and regulatory systems to preserve the
expected effects of food systems, all necessary conditions for the implementation of modern
technologies (Table 2). Emerging innovations benefiting from such improvements include
insects for food, meat-generated animal alternatives, food system circularity, and vertical
agriculture [11,43,50].

The new device developments (e.g., molecular printing, biodegradables, and cus-
tomized nutrition) can catalyze technology by incorporating additional devices and tools
(e.g., drones) into system developments resulting from extensive social and political shifts
that drive transformation [32,60,63]. Technology can also raise undesired lock-ins (e.g.,
a grower who has practiced and invested heavily in grain production cannot turn quickly
to diversified agriculture) [50,64]. To avoid these lock-ins, it is essential to recognize the
mechanisms of transition.

4. Eight Action Initiatives for Sustainable Food Systems (SFSs)

We summarize eight action initiatives (e.g., building trust, emerging transition path-
ways, transforming mindsets, empowering social licensing, changing policies, designing
market incentives, safeguarding against undesirable effects, and ensuring stable finance)
closely related to technological and structural progress in food systems (Figure 2, Table 3).

 

Figure 2. The crucial elements of hastening the transformation of food systems. These elements improve sustainable and
healthy diets, productive agri-food systems, and waste management, these three outcomes being essential to achieving
SFSs, modified from [11,33].
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Table 3. Basic elements of developing and scaling up beneficial effects, and examples from four case study technologies.

Action
Initiatives

Examples References

Developing
transition
pathways

For all case studies
Establish a transition path based on all the above elements.
Ensure that everyone, involving those at a disadvantage, can benefit
from innovation. Apply adaptive methods to acclimate to changing
environments and unintended consequences. Focus on attaining
overall goals, not explicit technologies.
Local, national, and international pledges and suitable resource
apportionment. Case studies dedicated to automation and robotics in
agriculture. Endorse health and safety and create employment to attain
fair production.

[11,33,50]

Transforming
mindsets

For all case studies
Boost the acceptance of high-tech products and the handling of
nourishment and feed. Case studies specific to microbial proteins in
organic waste streams. Treating all types of waste as by-products can
be used as valuable inputs for other processes. Accept feed production
from organic waste streams, counting human and animal waste.

[11,33,65]

Enabling social
licensing and stakeholder
dialogue

For all case studies
Interact with stakeholders across humanity (comprising consumers,
workers, and producers) to ensure transparent development and
technology implementation.
Case studies specific to grain nitrogen fixation. Focus on food quality
to ensure that new crops are as good even if they do not substitute
crops. Indications and enhanced environmental footprint, reduction in
input usage and waste. Evade vertical integration models that cause
industry conspiracy concerns.

[11,50]

Changing
policies and
regulations
expected
support

For all case studies
Improve and simplify coherent strategies and regulations to ensure
proper supervision and enforcement of environmental, social, health,
and safety standards throughout food systems. Reduce economic and
organizational limitations on technology adoption and dissemination.
Case studies specific to personalized nutrition. Apply strong standards
on nutrition and health labeling. Develop supervision of the food
environment, which will affect personal consumption choices.

[11,33]

Designing market
incentives

For all case studies
Formulate fiscal and trade policies to cultivate initial markets to
achieve economies of scale. Invest in plans to increase awareness of
new technologies and their appropriate use. Case studies specific to
microbial proteins in organic waste streams. Increase waste costs to
encourage alternative uses (for example, enhance waste disposal fees).
Provide price help for main inputs to decrease production expenses.
Provide support to the traditional feed industry to transition to
alternative production.

[11,33]

Safeguarding against
undesirable
effects
Monitor and
correct

For all case studies
Independent, transparent, and competent regulatory agencies oversee
and enforce standards. Establish global eco-friendly, worker, and trade
standards to evade offshore external factors. Entail investment to
improve the usage of influence valuation and further assurance
principles. Case studies specific to grain nitrogen fixation. Monitor
land usage to ensure the adoption of technology aids lessen the food
system footprint. Monitor the wider adverse effects of extensive
adoption of new crops. Monitor the nitrogen concentration in the soil
to inform the taxation of excess nitrogen to avoid overuse.

[33,50]

397



Agriculture 2021, 11, 984

Table 3. Cont.

Action
Initiatives

Examples References

Ensuring
stable
finance
Explore and pilot

For all case studies
A clear commitment to long-term objectives to support stakeholders in
reorienting their assets. Encourage the use of other funding
mechanisms to support liable improvement. Persuade long-term
funding and approve the extension of the investment timetable to
obtain a total return on investments. Case studies dedicated to robotics
and automation in agriculture. Promote the application of verified
robotics machinery in modern agricultural environments to enhance
the visibility and perceivable viability of agricultural food systems.

[11,33]

Build trust
vision and
values among
participants in food
systems

For all case studies
Establish trust in so-called profits with reason or so-called progressive
benefits of the system. Promote transparent production, supply, and
management procedures. Develop trust in regulatory agencies that
describe and enforce ecological, health, and safety standards. Case
studies specific to personalized nutrition. Increase a health-centric
machinery platform that equalizes short- and long-term goals.

[11,50]

4.1. Building Trust among Stakeholders of the Food Sector

Every change in the agricultural sector demands the general opinion and support to
build new developmental pathways. Technology, cooperation, and a set of collective values
regarding the agreement of the results of various food systems are the key factors. These
results include the durability, socioeconomic effects, and provenance of the developed food
system. Development of trust occupies the central position in this process. Many social
and economic networks provide the connecting resources between the food producers or
farmers and food consumers or food companies. For the absorbance of technology and a
systemic change, many steps are necessary for the actors of food systems, i.e., identification
of business opportunity by private companies, identification of systemic change require-
ment by the government for public welfare, initiation of a dialogue with the mass/public to
modify their attitudes, and innovation in policy and market shifts by investments (public
or institutional) [32,66]. The Green Revolution in Asia provides an excellent example of
these types of systemic variations, which has resulted in increased crop production and
utilization and diminishing malnutrition in a little more than a decade [32].

The involvement of the government can remarkably introduce technology to the
public. A high-level agreement can be critical in this regard because of ecological and ethical
concerns from production to food utilization. For example, suppose the arrangements have
a robust scientific base for the desired targets with the participation of public or private
sectors for their opinions and discussions. In that case, mechanisms, innovative ideas,
different products, incentives, and policies can be developed. The Paris Agreement on
greenhouse gas emissions and the Sustainable Development Goals are excellent examples
occupying the central position among national and international strategies in the public
and private sectors. Managing the prospects of various stakeholders is necessary to gain
legitimacy and trust. The best behavior may depend largely on the behavior expected
by others. Suppose the benefits of adopting a particular behavior (e.g., using and/or
investing in a specific technology) are considered a function of the behavior’s popularity,
among others. In that case, there may be a vicious or virtuous circle of self-fulfillment
expectations, which ultimately accelerates or hinders change [67]. The Green Revolution of
the 1960s provides an excellent example in this regard. If the expectation of acceptance of
new adoption by other individuals is low, then the target individual would not adopt it;
hence, temporary subsidies and incentives can play a crucial role in this regard [68].
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4.2. Transforming Mindsets

The actors require an understanding that is ready to accept new information about
food systems. There is also a requirement from a similar point of view of decision makers.
Humans have a deep relationship with food regarding biological, psychological (especially
around naturalness) [11,69], and cultural aspects [50,64], and thus it is still uncertain
whether society would accept innovation or not. Hence, innovation’s price and security
are not the sole factors for innovation to be absorbed in the community. There is a tripartite
relationship between people’s attitudes to technology, the regulation that can change the
market structure, and market actors that play out within a regulatory framework. The
need to better understand the technology and transform mindsets arises particularly in the
case of technologies whose advantages and disadvantages are still largely unknown (for
example, gene editing, reconfiguring photosynthesis, novel nitrogen-fixing crops) [50].

4.3. Empowering Social Licensing and Stakeholder Discussion

There is a strong association between people’s expenses on innovative development in
social licensing and acceptance of innovation. The development of useful technology and
public communication are critical factors in this regard [70,71]. It is possible to get pressure
from users, workers, and capitalists to change the technologies being used (e.g., meat
alternatives and nano-pesticides) after people become aware of specific issues in the existing
technologies. It is compulsory to incorporate these actors. Otherwise, there are fewer
chances of adopting innovation even if the invention has enough energy (e.g., genome
editing). There may be a constraint to positive change by those who carry out trades
routinely. Understanding the utilization of technology is very important for its proper
use. Additionally, learning by action or practice is the critical factor in systems based
on extensive knowledge [50,72,73], but it may be a loss for the smallholders (e.g., small
farmers, suppliers, food processors, and growers) in developing countries.

4.4. Guaranteeing Variations in Strategies and Regulations toward Food System Sustainability

It is important to consider how all investors will respond to a new change in technology
by keeping the investors’ interests in mind. For example, currently, climate change has
inducted a twist in carbon emission policies worldwide. Therefore, investors shall be keen
to invest in any new technology possessing low-carbon emission abilities if they feel that
this will be monetarily beneficial and rewarding. Once a technological change comes into
play, it may become economically accessible, meaning it will have the social effects of being
bought and changing policies. Besides this, if people start distrusting, the technology will
never become a new product as few will be interested in adopting it. Others will stick
towards myths of their own as the benefit of stable reward is their firsthand and selfish
courage [67]. Therefore, only little effort is required to make policies favorable, such as
subsidizing the projector by using public funds as this cause may attract several investors
due to their self-interests [74–76].

4.5. Designing Market Incentives

Any technological change is successful only when all the investments and budgets are
well planned and well directed. The hurdles toward a new technology and its application
may vary. In a competitive environment, the big companies negate spending on knowledge
and research-based technology as they solely intend to invest and make money. However,
governments have come forward to play their roles to support such technologies. Govern-
ments have to propose a resolution to address this issue by tailoring appetizers such as
subsidizing a company to produce on a mass scale, providing them with opportunities
in the market, easing the procurement process, and even relaxing tax rates. This act of
government is never confined to an old industry only. Instead, governments even try
to offer all these helping tools to newly built companies because it is never understood
who will eventually introduce better innovations [77]. The government’s involvement
in incubating innovation and accelerating technological enhancement can offer us new
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solutions in the market [11,78]. This has been the case with many technologies on our list
(Table 1) across all technology groups (drones, algae for feed, plant-based meat substitutes,
nano-enhancers, personalized food). Incentives that drive innovation also differ from those
that encourage diffusion.

4.6. Safeguarding against Undesirable Effects

There are always hurdles when policymaking for transformation is needed because
it is always challenging to correlate investment and technological changes. When the
stage of public acceptance comes, it is still a complex situation, and regulating the whole
operation is difficult and can even go overlooked [30,79,80]. For example, circular economic
approaches in the food sector should always be in accordance with the strict laws which are
established across North America and Europe about the re-use of organic waste as animal
food (this law came into effect after the bovine spongiform encephalopathy and foot and
mouth outbreaks) [81]. A mass-scale or widespread dialogue for a consensus may help
more acceptably legitimize or better understand the grounds of disagreement. It may also
help us understand how adoption or non-adoption happens, and how a whole struggle of
innovation falls under the complexity and lack of social licensing due to not understanding
the relevant issues. However, still, great technology cannot be accepted if it conflicts with
the myths and traditions of a society deep rooted in the culture [64,69,82].

4.7. Ensuring Stable Finance

Technologies related to food and agricultural products undergo a production that is
affected by seasons and regulations. This aspect makes the whole process more challenging.
It becomes hard to relate investment and innovation because it favors any failed operation
and then starts it again differently. Additionally, the transformational changes become
more unpredictable, and their impacts are not easily measurable as accurate environment
testing is needed to evaluate the effectiveness. Transformational change requires more
creative investment solutions, steady and stable investment plans, and more extended
time deployment of persistent investors to encourage a valuable output [50,83]. We need
strong support for research and development for a longer time to develop a broader
range of technologies for food sustainability (e.g., reconfiguration of photosynthesis, new
vaccines for livestock, and genetically modified assisted breeding technologies) [43,65]. In
addition, the application of digital knowledge and digital technologies in agriculture may
tend towards better solutions, as happened in mobile banking during the mobile phone
revolution in the 2000s.

4.8. Emerging Transition Pathways

Most research for prospective food systems is about the effects of substituent models
and many other parameters such as food alterations, minimizing waste, and elevated
productivity [23,26,54,84]. However, such research has not discussed the mechanisms
to convert them to address real-world issues. The term transition pathway is used to
demonstrate how to convert these ideas into reality. However, the transition pathway
demands a significant amount of information about digital innovation and its effects,
goals, and improvement in the framework of public and private institutions, and a sys-
temic path is necessary to obtain the desired results. Hence, accelerators and digital
technology can be useful tools for developing these pathways. Digital technologies can
provide an innovative solution to enhance the performance and sustainability of agricul-
tural production systems [85,86], described as having economic, social, and ecological
aspects [87,88]. Digital technologies can make the food sector more effective, inclusive,
and ecologically sustainable, thereby increasing the interests of growers, customers, and
society [89]. Moreover, digital technologies can help increase farm productivity, advance
resource utilization efficiency, and support environment resilience [86,90]. If digital tech-
nologies are implemented/adopted, the improvement in main production, supply chain,
and logistics performance and reductions in food loss and waste will be particularly sig-
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nificant. In addition, the COVID-19 pandemic has shown the importance and application
of digital technologies in the food industry [91] and has promoted the introduction and
adoption of digital technologies for sustainable agriculture and food systems [92]. Despite
the numerous benefits promised, such as other major innovation breakthroughs, digital
agriculture is not without challenges or risks [33,86,89,93,94]. As reported by the Food
and Agriculture Organization (FAO), digital technologies can significantly address the
challenges faced by the global agro-food systems at every level of the supply chain [95,96].
The FAO argued that digital technologies at the farm level, such as sensors, robots, and
drones, can provide precise information to farmers and help them increase yields in a
climate-friendly way. Blockchain technology can enhance traceability and sustainability by
monitoring the food chain from the field to the final consumer [97]. The United Nations
also explored the opportunities offered by digital technologies in the field of nutrition and
concluded that they help provide tailored health advice but warned against their potential
threats to the privacy of health information [98]. The FAO argued that “digital technolo-
gies can trigger major changes or “disruptions” in the sustainable food system that not
only improve efficiency and speed but also redistribute information and power along the
value chain” [99]. A similar approach was adopted by the European Commission, which,
albeit recognizing the limited spread of digital technologies across the Union, considers
them capable of increasing sustainability in the agro-food system [100], thus prioritizing
digitalization in the Common Agricultural Policy (CAP) reform 2021–2027 [97,101].

5. Conclusions

Currently, food systems face enormous challenges such as a growing population,
competition for resources, global food chain complexity, food consumption, climate change,
increased biofuel production, limited food access, unsustainable agricultural practices,
lack of farmers’ and workers’ rights, and food waste [94]. Since society is undergoing
transformational progress in the use of telecommunications, including digital agriculture,
new physical systems, and renewable energy, technological innovation is bound to play an
essential role in the future of SFSs.

The inventory of potential technologies related to food systems has been extended.
However, there is an urgent need for a more robust analysis of technological innovation
and its potential impact on food security. This research is technically complex, especially
in uncertainty and selecting new investment streams identified as funds for research
organizations to work on. This research has been invented with a multicultural and
socio-governmental perspective to ensure instant innovation where it is required the most,
maintain fairness, and adopt diverse ideas.

The technological innovation and advancement in SFSs rely on sufficient investment
in rudimentary study and improvement to maintain the research and development process.
In the future, several modern techniques will significantly contribute to food systems
worldwide. Therefore, there is a dire need to circumvent the bottleneck of the conducive
ecosystem, particularly in developing nations, where the prospective influences (positive
and negative) of the modernization of technology may be comparatively significant. His-
tory demonstrates that technology innovation produces winners and losers. In the short
and long term, the considerable agenda in the sustainability of society and food systems is
used to deal with several social and agricultural sectors.

Despite the numerous benefits of adopting innovative and advanced agriculture tech-
nologies, as with other major innovation breakthroughs, digital agriculture is not without
challenges or risks. The major challenges to implement and adopt these technologies to
support digital agriculture are the cost and appropriate training to use such technologies.

Finally, and perhaps most significantly, hastening food systems’ transition to a positive,
ideal state will have to entail social dialogue. Of the eight action initiatives proposed
to hasten the systemic revolution of food systems, as a minimum, five revolve around
building trust, obtaining a social license, changing mindsets, preventing adverse effects,
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and developing transitional pathways. Achievements in all these acts will lead to superior
health, a better environment, and improved SFSs.
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TI Technology innovation
CA Cellular agriculture
FPS Food processing and safety
H Health
DTP Developing transition pathways
ICTs Information communication technologies
GM Genetically modified
AFS Agri-food system
FP Food policy
H Health
RFF Replacement food and feed
O Other
TRLs Technology readiness levels
ACI Agri-food consulting
TLU Tropical livestock unit
GDP Gross domestic product
IFR Institute of Food Research
FDA Food and Drug Administration
MDGs Millennium Development Goals
SFS Sustainable food system
DA Digital agriculture
GT Gene technology
RUE Resource use efficiency
TM Transforming mindsets
PATs Precision agriculture technologies
R&D Research and development
FAO Food and Agricultural Organization
AVC Agri-food value chain
I Inputs
In Intensification
MT Modern technologies
NASA National Aeronautics and Space Administration
WHO World Health Organization
SOFA State of Food and Agriculture
LEAD Livestock, Environment and Development
CAC Codex Alimentarius Commission
FMS Food management subsystem
MAFF Ministry of Agriculture, Food and Fisheries
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Abstract: With the widespread vaccination against COVID-19, people began to resume regional
tourism. Outdoor attractions, such as leisure agricultural parks, are particularly attractive because
they are well ventilated and can prevent the spread of COVID-19. However, during the COVID-19
pandemic, the considerations around choosing a leisure agricultural park are different from usual,
and will be affected by uncertainty. Therefore, this research proposes a fuzzy collaborative intelligence
(FCI) approach to help select leisure agricultural parks suitable for traveler groups during the COVID-
19 pandemic. The proposed FCI approach combines asymmetrically calibrated fuzzy geometric
mean (acFGM), fuzzy weighted intersection (FWI), and fuzzy Vise Kriterijumska Optimizacija I
Kompromisno Resenje (fuzzy VIKOR), which is a novel attempt in this field. The effectiveness of the
proposed FCI approach has been verified by a case study in Taichung City, Taiwan. The results of
the case study showed that during the COVID-19 pandemic, travelers (especially traveler groups)
were very willing to go to leisure agricultural parks. In addition, the most important criterion for
choosing a suitable leisure agricultural park was the ease of maintaining social distance, while the
least important criterion was the distance from a leisure agricultural park. Further, the successful
recommendation rate using the proposed methodology was as high as 90%.

Keywords: leisure agricultural park; traveler group; COVID-19 pandemic; fuzzy collaborative
intelligence

1. Introduction

In the late stage of the COVID-19 pandemic, with the popularity of vaccination,
domestic tourism gradually recovered. When choosing tourist attractions, some regulations
on the prevention of the COVID-19 pandemic are still influential [1]; for example, many
tourists tend to choose attractions that are health-oriented, have a relatively mild pandemic,
make it easy to maintain social distance, and are well ventilated (to avoid wearing masks for
a long time) [2]. These considerations are different to those before the COVID-19 pandemic,
when consumers valued the quality of agricultural products [3], the convenience of on-
site consumption, the distance from downtown [4], the availability of auxiliary facilities,
etc. [5–7]. In addition, many current considerations are quite uncertain [8–10]; for example,
whether it is easy to maintain social distance is affected by the number of people entering
the park, and it also depends on the control measures of the leisure agricultural park.
Furthermore, if all visitors in the park wear masks, good ventilation is not as important.
As a result, selecting or recommending a suitable leisure agricultural park has become a
challenging task. The motivation of this research is to accomplish this task.

Some relevant references are henceforth reviewed. According to Pan et al. [11], the
COVID-19 pandemic has impacted eight major aspects of the agricultural economy, one of
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which is leisure agriculture. In the view of Ateljevic [12], the normalization of the COVID-
19 pandemic on the tourism system may have an impact on regenerative agriculture
and transitional tourism. According to statistics supplied by Putian [13], the impact
of the COVID-19 pandemic on leisure agriculture includes a substantial reduction in
revenues, a reduction in advertising budgets, difficulties in resuming production, unsmooth
sales channels, and declining consumer demand. The results of the study by Barrot
et al. [14] showed that leisure and agriculture were industries in which employment rates
have fallen sharply due to the COVID-19 pandemic. Therefore, Li et al. [4] believed that
under the premise that the COVID-19 pandemic can be prevented and controlled, it is the
responsibility of the local government to take effective and efficient measures to restore
leisure agriculture. Further, in the view of Hsiao and Tuan [10], the dynamic ability of
leisure agriculture park operators to change park marketing channels and develop new
products or services to respond to the new market can effectively respond to the COVID-19
pandemic. The COVID-19 pandemic has also caused labor shortages in many agricultural
activities. This led to a sharp rise in short-term labor wages and increased the burden
on farm operators [15]. Leisure agriculture, which allows customers to pick agricultural
products by themselves, is a solution. Some studies also concluded that the COVID-19
pandemic has caused suburban agriculture to be replaced by leisure agriculture and other
land applications with higher market value [16]. All in all, most past studies have shown
that leisure agricultural park operators or employees are facing challenges, but these studies
have not explored the difficulties faced by travelers who plan to visit these parks. This
study can make up for this deficiency.

To recommend suitable leisure agricultural parks for traveler groups amid the COVID-
19 pandemic, a fuzzy collaborative intelligence (FCI) approach is proposed in this study.
The reason for adopting a fuzzy approach is to consider the uncertainty brought about by
the COVID-19 pandemic. The reason for discussing traveler groups (or group tours) is
because the customers of a leisure agricultural park are mostly families. Different family
members may have different considerations in choosing a suitable leisure agricultural
park, affecting the formation of a consensus among them. FCI is a viable means to solve
this problem.

The contribution of this study includes the following:

(1) After the outbreak of the COVID-19 pandemic, the factors affecting travelers visiting
a leisure agricultural park have been different to the previous factors. In addition
to subjective personal preferences, there is also objective information related to the
COVID-19 pandemic. This study is one of the first studies to explore the influence of
these factors on travelers’ decisions in choosing suitable leisure agricultural parks.

(2) The acFGM method is proposed to enhance the precision of deriving the priorities of
factors critical to the selection of a suitable leisure agricultural park.

The remainder of this paper is organized as follows: Section 2 is an introduction of the
FCI approach proposed in this study; Section 3 details the application of the FCI approach
to a case study in Taichung City, Taiwan, amid the COVID-19 pandemic; Section 4 provides
the conclusions of this study, as well as some possible topics for future investigation.

2. Methodology

Without loss of generality, all fuzzy parameters and variables in the proposed method-
ology are given in or approximated by triangular fuzzy numbers (TFNs). At first, the
asymmetrically calibrated fuzzy geometric mean (acFGM) method is proposed for decision
makers to derive the fuzzy priorities of criteria that affect their choices.

2.1. acFGM for Deriving the Fuzzy Priorities of Criteria

In the beginning, every decision maker is asked to make pairwise comparisons of the
relative priorities of criteria. The results by decision maker k are inserted into the following
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fuzzy judgment matrix: Ã(k) = {ãij(k)} where ãij(k) are fuzzy sets; i, j = [1, n]; k = 1 ~ K.
The following is true according to Satty [17]:

det(Ã(k)(−)λ̃(k)I) = 0 (1)

(Ã(k)(−)λ̃(k))(×)x̃(k) = 0 (2)

where λ̃(k) and x̃(k) are the fuzzy eigenvalue and fuzzy eigenvector of Ã(k), respectively;
(−) and (×) denote fuzzy subtraction and multiplication, respectively. Equations (1) and (2)
involve fuzzy multiplication operations, making it difficult to derive the exact values of
λ̃(k) and x̃(k). Fuzzy geometric mean (FGM) is a prevalent method to approximate the
solution [18]. However, the accuracy of deriving the fuzzy priorities of criteria using FGM
is not always high. To solve this problem, Chen and Wang [19] proposed the calibrated
FGM (cFGM) method to improve the accuracy in an efficient manner. The cFGM method
has the following steps:

Step 1. Approximate the value of the fuzzy priority of criterion i using FGM as in the
following [18]:

w̃i(k) ∼= (wi1(k), wi2(k), wi3(k)) (3)

where the following applies:

wi1(k) =
1

1 + ∑
m �=i

n

√
n
∏
j=1

amj3(k)

n

√
n
∏
j=1

aij1(k)

(4)

wi2(k) ∼= 1

1 + ∑
m �=i

n

√
n
∏
j=1

amj2(k)

n

√
n
∏
j=1

aij2(k)

(5)

wi3(k) ∼= 1

1 + ∑
m �=i

n

√
n
∏
j=1

amj1(k)

n

√
n
∏
j=1

aij3(k)

(6)

w̃i(k) is the fuzzy priority of criterion i to decision maker k.

Step 2. Derive the priority of criterion i from the crisp judgment matrix Ac(k) = [aij2(k)]
using an eigen analysis, as in the following [17]:

det(Ac(k)− λc(k)I) = 0 (7)

(Ac(k)− λc(k)I)xc(k) = 0 (8)

wc
i (k) =

xc
i

n
∑

j=1
xc

j

(9)

The derived priority is indicated with wc
i (k).

Step 3. Calibrate the fuzzy priority of criterion i in the following way:

wi1(k) → wi1(k) + wc
i (k)− wi2(k) (10)

wi2(k) → wc
i (k) (11)

wi3(k) → wi3(k) + wc
i (k)− wi2(k) (12)
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However, the cFGM method has the following problems:

(1) After calibration, wi1(k) may be negative, which is infeasible.
(2) The range of a fuzzy priority approximated using FGM is usually wider than that of

the actual value, which is not considered in the calibration process.

To solve these problems, the acFGM method is proposed, as in the following:

wi1(k) → max(wi1(k) + wc
i (k)− wi2(k), wi1(k) ·

wc
i (k)

wi2(k)
) (13)

wi3(k) → min(wi3(k) + wc
i (k)− wi2(k), wi3(k) ·

wc
i (k)

wi2(k)
) (14)

The results using various methods are compared in Figure 1.

Figure 1. Comparison of the results using various methods.

The fuzzy priorities of a criterion derived by different decision makers are not the same,
and need to be aggregated. In addition, some decision makers are more authoritative than
others. To consider these, fuzzy weighted intersection (FWI) [20] is applied, as described in
the next section.

2.2. FWI for Aggregating the Fuzzy Priorities of Criteria Derived by All Decision Makers

Most of the existing methods aggregate the fuzzy priorities of a criterion derived by
all decision makers using fuzzy arithmetic average operators [21–23] and fuzzy geometric
mean operators [21–23]. The only difference is the type of fuzzy numbers. However, the
aggregation result may be unreasonable [20]. In particular, the aggregation result may be a
value with low membership in the fuzzy priority of each decision maker.

In the proposed methodology, FWI [20] is applied to aggregate the fuzzy priorities of
a criterion derived by all decision makers, as in the following:

w̃i(all) = F̃WI({w̃i(k)}) (15)

with the following membership function:

μw̃i(all)(x) = min
k

μw̃i(k)(x) + ∑
k
(ωk − min

l
ωl)(μw̃i(k)(x)−min

l
μw̃i(l)(x)) (16)

where ωk is the authority level of decision maker k;
K
∑

k=1
ωk = 1. An example is provided

in Figure 2, in which the authority levels of the three decision makers are 0.35, 0.15, and
0.5, respectively. The aggregation result is not an empty set, despite the fact that decision
makers may lack an overall consensus, as illustrated by Figure 3.
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μ
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Figure 2. An FWI example.

μ
w
i

wi

Figure 3. The aggregation result when decision makers lack an overall consensus.

The FWI operator meets the following conditions [20]:

(1) F̃WI({w̃i(k)}) = w̃i(l) if ωl = 1 and ωk = 0 ∀ k �= l

(2) F̃WI({w̃i(k)}) = F̃I({w̃i(k)}) if ωk =
1
K ∀ k; F̃I is the fuzzy intersection operator (i.e.,

the t-norm).
(3) min

l
μw̃i(l)(x) ≤ μ

F̃WI({w̃i(k)})(x) ≤ max
l

μw̃i(l)(x)

(4)
∂μ

F̃WI({w̃i(k)})
(x)

∂μw̃i(l)
(x) ∝ ωl

Aggregating the fuzzy priorities of a criterion derived by all decision makers using
FWI guarantees that values considered highly possible by all decision makers or just the
most authoritative decision maker will have high memberships in the aggregation result. In
other words, the aggregation result will be more in line with the expectations of all decision
makers, and it will be easier for everyone to accept.

One problem with the FWI operator is the polygonal shape of the aggregation result,
which increases the computational complexity of subsequent operations. To overcome this
difficulty, Wu et al. [24] advised that the aggregation result should be approximated with a
TFN, such that their defuzzification results using the center-of-gravity (COG) method [25]
are equal, as in the following:

F̃WI({w̃i(k)} ∼= (min( F̃WI({w̃i(k)}),
3COG(F̃WI({w̃i(k)})− max(F̃WI({w̃i(k)})− min(F̃WI({w̃i(k)}),
max(F̃WI({w̃i(k)})

(17)
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where the following applies:

COG(F̃WI({w̃i(k)}) =

∫
all x

xμ
F̃WI({w̃i(k)}(x)dx∫

all x
μ

F̃WI({w̃i(k)}(x)dx
(18)

An example is shown in Figure 4.
μ
w
i

wi

Figure 4. Approximating the aggregation result with a TFN.

2.3. Fuzzy VIKOR for Evaluating Alternatives

Subsequently, the fuzzy Vise Kriterijumska Optimizacija I Kompromisno Resenje
(fuzzy VIKOR) method [26,27] is applied to evaluate the overall performance of each
alternative. The fuzzy VIKOR method comprises the following steps:

Step 1. Determine the best and worst values of each criterion, as in the following:

p̃∗i = max
h

p̃hi

= (max
h

phi1, max
h

phi2, max
h

phi3)
(19)

p̃−i = min
h

p̃hi

= (min
h

phi1, min
h

phi2, min
h

phi3)
(20)

where p̃hi is the performance of alternative h in optimizing criterion i.; h = 1 ~ H. p̃∗i and p̃−i
indicate the best and worst performances in optimizing criteria i, respectively.

Step 2. Compute normalized fuzzy distances, as in the following:

d̃hi =
p̃∗i (−) p̃hi
p∗i3 − p−i1

= (
p∗i1 − phi3
p∗i3 − p−i1

, p∗i2 − phi2
p∗i3 − p−i1

, p∗i3 − phi1
p∗i3 − p−i1

)
(21)

Step 3. Compute the values of S̃h and R̃h [28], as in the following:

S̃h =
n

∑
i=1

(w̃i(all)(×)d̃hi) (22)

R̃h = max
i

(w̃i(all)(×)d̃hi) (23)

S̃h considers the performances of alternative h in optimizing all criteria, while R̃h
highlights the performance of the alternative in optimizing the most important criterion or
the worse performance.
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Step 4. Compute the value of Q̃h [28], as in the following:

Q̃h = ξ ·
S̃h(−)min

r
S̃r

max(max
r

S̃r)− min(min
r

S̃r)
(+)(1 − ξ) ·

R̃h(−)min
r

R̃r

max(max
r

R̃r)− min(min
r

R̃r)
(24)

where ξ ∈ [0, 1].

Step 5. Defuzzify S̃h, R̃h, Q̃h using the COG method, as in the following:

COG(S̃h) =

∫
all x

xμS̃h
(x)dx∫

all x
μS̃h

(x)dx
(25)

COG(R̃h) =

∫
all x

xμR̃h
(x)dx∫

all x
μR̃h

(x)dx
(26)

COG(Q̃h) =

∫
all x

xμQ̃h
(x)dx∫

all x
μQ̃h

(x)dx
(27)

Step 6. Rank alternatives according to their D(S̃h), D(R̃h), and D(Q̃h) values from the
smallest to the largest. The decision maker will have three ranking results, giving him/her
a high degree of flexibility, which is an advantage of fuzzy VIKOR over fuzzy technique
for order preference by similarity to ideal solution (FTOPSIS) [29,30]; for example, when
D(Q̃h) is considered, the top two alternatives are indicated with alternatives h(1) and h(2),
respectively. Then, in the view of Opricovic [28], alternative h(1) can be recommended to
the decision maker if the following two conditions are met:

D(Q̃h(2) )− D(Q̃h(1) ) ≥
1

H − 1
(28)

D(S̃h(1) ) = min
r

D(S̃r) or D(R̃h(1) ) = min
r

D(R̃r) (29)

3. Case Study

3.1. Background

To validate the effectiveness of the proposed methodology, a standalone leisure agri-
cultural park recommendation system has been developed using Microsoft Access 2019 on
a PC with an i7-7700 CPU 272 3.6 GHz and 16 GB RAM, and installed in a travel agency in
Taichung City, Taiwan. The following five criteria were considered in building the recom-
mendation mechanism encoded using VBA: the image of the leisure agricultural park, the
number of confirmed COVID-19 cases in the city, the easiness of maintaining social distance,
the distance to the leisure agricultural park, and the preference for agricultural products or
natural facilities in the leisure agricultural park. During August 2021, a total of 10 traveler
groups used this system to seek recommendations for suitable leisure agricultural parks. In
this case study, the first traveler group is taken as an example to illustrate the application
of the proposed methodology.

3.2. Application of the Proposed Methodology

The first few steps of the proposed methodology are a fuzzy analytic hierarchy pro-
cess (FAHP). FAHP is the incorporation of fuzzy logic into an analytic hierarchy process
(AHP), which is a well-known multi-criteria decision-making method based on the pair-
wise comparison of criteria [17]. The prevalent methods for solving an FAHP problem
include FGM [18], fuzzy extent analysis (FEA) [31], and alpha-cut operations (ACO) [32,33].
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Fuzzy AHP methods have been widely applied to multi-criteria decision making in agri-
culture [34–37].

The first traveler group was a family composed of the following three members
(i.e., decision makers): father, mother, and daughter. Each decision maker compared the
priorities of criteria in pairs. The results are summarized by the following fuzzy judgment
matrixes:

Ã(1) =

⎡⎢⎢⎢⎢⎣
1 (2, 4, 6) 1/(1, 1, 3) (2, 4, 6) (2, 4, 6)

1/(2, 4, 6) 1 1/(3, 5, 7) (1, 1, 3) 1/(3, 5, 7)
(1, 1, 3) (3, 5, 7) 1 (3, 5, 7) (2, 4, 6)

1/(2, 4, 6) 1/(1, 1, 3) 1/(3, 5, 7) 1 1/(2, 4, 6)
1/(2, 4, 6) (3, 5, 7) 1/(2, 4, 6) (2, 4, 6) 1

⎤⎥⎥⎥⎥⎦

Ã(2) =

⎡⎢⎢⎢⎢⎣
1 (3, 5, 7) (1, 3, 5) (3, 5, 7) (1, 3, 5)

1/(3, 5, 7) 1 1/(2, 4, 6) (2, 4, 6) 1/(3, 5, 7)
1/(1, 3, 5) (2, 4, 6) 1 (2, 4, 6) (1, 3, 5)
1/(3, 5, 7) 1/(2, 4, 6) 1/(2, 4, 6) 1 1/(3, 5, 7)
1/(1, 3, 5) (3, 5, 7) 1/(1, 3, 5) (3, 5, 7) 1

⎤⎥⎥⎥⎥⎦

Ã(3) =

⎡⎢⎢⎢⎢⎣
1 (2, 4, 6) 1/(1, 3, 5) (3, 5, 7) (1, 3, 5)

1/(2, 4, 6) 1 1/(2, 4, 6) (1, 3, 5) 1/(1, 3, 5)
(1, 3, 5) (2, 4, 6) 1 (2, 4, 6) (1, 3, 5)

1/(3, 5, 7) 1/(1, 3, 5) 1/(2, 4, 6) 1 1/(2, 4, 6)
1/(1, 3, 5) (1, 3, 5) 1/(1, 3, 5) (2, 4, 6) 1

⎤⎥⎥⎥⎥⎦
The fuzzy priorities of criteria were derived from the fuzzy judgment matrixes using

the acFGM method. The results are summarized in Table 1. The fuzzy priorities of criteria
are compared in Figure 5. The fuzzy consistency ratios of these fuzzy judgment matrixes
were all less than 0.1, showing that they were consistent.

(a) Decision maker #1 

(b) Decision maker #2 

μ
w

w

μ
w

w

Figure 5. Cont.
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(c) Decision maker #3 

μ
w

w

Figure 5. Comparison of the fuzzy priorities of criteria.

Table 1. Fuzzy priorities of criteria derived by all decision makers.

i w̃i(1) w̃i(2) w̃i(3)

1 (0.155, 0.347, 0.491) (0.195, 0.442, 0.655) (0.12, 0.278, 0.532)

2 (0.034, 0.059, 0.147) (0.044, 0.092, 0.238) (0.036, 0.087, 0.243)

3 (0.229, 0.369, 0.596) (0.112, 0.264, 0.511) (0.175, 0.423, 0.643)

4 (0.027, 0.06, 0.127) (0.024, 0.051, 0.151) (0.024, 0.052, 0.156)

5 (0.087, 0.165, 0.316) (0.057, 0.15, 0.375) (0.065, 0.159, 0.391)

Subsequently, FWI [38–42] was applied to aggregate the fuzzy priorities derived
by all decision makers. The authority levels of the decision makers were subjectively
determined by them jointly as 0.5 (father), 0.2 (mother), and 0.3 (daughter), respectively.
The aggregation results are shown in Figure 6.

(a) The aggregation result of  

(b) The aggregation result of  
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Figure 6. Cont.
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(c) The aggregation result of  

(d) The aggregation result of  

(e) The aggregation result of  
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w

Figure 6. Aggregation results.

To facilitate subsequent operations, the polygonal aggregation result was approxi-
mated with a TFN, as shown in Figure 7.
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(a) Approximating the aggregation result of  with a TFN 

(b) Approximating the aggregation result of  with a TFN 

(c) Approximating the aggregation result of  with a TFN 
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Figure 7. Cont.
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(d) Approximating the aggregation result of  with a TFN 

(e) Approximating the aggregation result of  with a TFN 

μ
w

w

μ
w

w

Figure 7. Approximating the aggregation result with a TFN.

Fuzzy VIKOR was then applied to assess and compare the overall performances of four
leisure agricultural parks. The details of these leisure agricultural parks are summarized
in Table 2. The performance of a leisure agricultural park was evaluated according to the
rules depicted in Table 3. The evaluation results are summarized in Table 4. There was no
perfect alternative.

Table 2. Leisure agricultural park details.

h Area (m2)
Major Agricultural

Products
City

Number of
Confirmed

COVID-19 Cases *

Distance
(min)

Image

1 2,120,000 Shiitake mushrooms,
flowers Taichung 202 57 • Fresh air, rich natural ecology,

suitable for hiking

2 23,000 Strawberry Miaoli 549 64 • Easy fruit picking, only sea-
sonal

3 145,000 Orange, pitaya Yunlin 22 54 • Cheap, time-consuming

4 500,000 Milk, dairy products,
malt Miaoli 549 57

• Abundant agricultural prod-
ucts and leisure activities,
suitable for hiking

*: Since 1 January 2021.
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Table 4. Performances of the leisure agricultural parks.

h p̃h1 p̃h2 p̃h3 p̃h4 p̃h5

1 (4, 5, 5) (3, 4, 5) (4, 5, 5) (0, 1, 2) (1.5, 2.5, 3.5)

2 (3, 4, 5) (0, 0, 1) (0, 0, 1) (4, 5, 5) (3, 4, 5)

3 (1.5, 2.5, 3.5) (4, 5, 5) (0, 0, 1) (0, 0, 1) (0, 1, 2)

4 (3, 4, 5) (0, 0, 1) (0, 1, 2) (0, 1, 2) (4, 5, 5)

Subsequently, the best and worst performances in optimizing each criterion were
determined. The results are shown in Table 5.

Table 5. Best and worst performances in optimizing each criterion.

i 1 2 3 4 5

p̃∗i (4, 5, 5) (4, 5, 5) (4, 5, 5) (4, 5, 5) (4, 5, 5)

p̃−i (1.5, 2.5, 3.5) (0, 0, 1) (0, 1, 2) (0, 0, 1) (0, 1, 2)

The normalized fuzzy distance between each leisure agricultural park and the best
performance were measured. The measurement results are summarized in Table 6.

Table 6. Normalized fuzzy distance between each leisure agricultural park and the best performance.

h d̃h1 d̃h2 d̃h3 d̃h4 d̃h5

1 (0, 0, 0.29) (0, 0.2, 0.4) (0, 0, 0.2) (0.4, 0.8, 1) (0.1, 0.5, 0.7)

2 (0, 0.29, 0.57) (0.6, 1, 1) (0.6, 1, 1) (0, 0, 0.2) (0, 0.2, 0.4)

3 (0.14, 0.71, 1) (0, 0, 0.2) (0.6, 1, 1) (0.6, 1, 1) (0.4, 0.8, 1)

4 (0, 0.29, 0.57) (0.6, 1, 1) (0.4, 0.8, 1) (0.4, 0.8, 1) (0, 0, 0.2)

The values of S̃h and R̃h were then computed for each leisure agricultural park. The
results are summarized in Table 7. Based on them, the Q̃h of the leisure agricultural park
was derived by setting ξ to 0.5.

Table 7. The S̃h, R̃h and Q̃h of each leisure agricultural park.

h S̃h R̃h Q̃h

1 (0.01, 0.17, 0.82) (0.01, 0.1, 0.28) (0, 0, 0.44)

2 (0.12, 0.61, 1.4) (0.1, 0.38, 0.65) (0, 0.35, 0.89)

3 (0.16, 0.85, 1.8) (0.1, 0.38, 0.65) (0, 0.41, 1)

4 (0.09, 0.55, 1.45) (0.07, 0.31, 0.65) (0, 0.27, 0.9)

The defuzzified values of these performance measures are summarized in Table 8.
Based on the defuzzification results, the leisure agricultural parks were ranked, as shown
in Table 8. Leisure agricultural park #1 achieved the lowest value of Q̃h, followed by leisure
agricultural park #4.

420



Agriculture 2022, 12, 111

Table 8. Defuzzification results.

H D(S̃h) D(R̃h) D(Q̃h) Rank

1 0.296 0.120 0.110 1

2 0.686 0.380 0.395 3

3 0.914 0.380 0.457 4

4 0.663 0.333 0.361 2

3.3. Discussion

According to the results of the case study, the following discussion was presented:

(1) The most suitable leisure agricultural park for the family was leisure agricultural park
#1; it had the best image and was the easiest to maintain social distance.

(2) However, the superiority of leisure agricultural park #1 over leisure agricultural park
#4 only met the second condition. Therefore, both leisure agricultural parks could be
recommended to the family for their consideration.

(3) In contrast, leisure agricultural park #3 ranked last because the family showed the
lowest preference for this leisure agricultural park.

(4) A parametric analysis has been conducted to examine the effect of ξ on the ranking
result. The results are summarized in Table 9. The superiority of leisure agricultural
park #1 over the others was not affected by the value of ξ. In addition, when ξ was set
to zero, there was a tie between leisure agricultural parks #2 and #3.

Table 9. Results of the parametric analysis.

ξ Ranking Result

0 1→4→2, 3

0.1 1→4→2→3

0.2 1→4→2→3

0.3 1→4→2→3

0.4 1→4→2→3

0.5 1→4→2→3

0.6 1→4→2→3

0.7 1→4→2→3

0.8 1→4→2→3

0.9 1→4→2→3

1.0 1→4→2→3

(1) The recommendation results to ten traveler groups and their choices are summarized
in Table 10. As a result, the successful recommendation rate was 90%, high enough to
support the effectiveness of the proposed methodology.

(2) Among the ten traveler groups, seven rated the easiness to maintain social distance as
the most important criterion. In contrast, the distance to a leisure agricultural park
was considered the least important criterion by most traveler groups.
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Table 10. Recommendation results to ten traveler groups.

Group # Recommendation Choice

1 Leisure agricultural park #1 Leisure agricultural park #1

2 Leisure agricultural park #5 Leisure agricultural park #5

3 Leisure agricultural park #4 Leisure agricultural park #4

4 Leisure agricultural park #6 Leisure agricultural park #6

5 Leisure agricultural park #1 Leisure agricultural park #1

6 Leisure agricultural park #11 Leisure agricultural park #11

7 Leisure agricultural park #2 Leisure agricultural park #3

8 Leisure agricultural park #9 Leisure agricultural park #9

9 Leisure agricultural park #1 Leisure agricultural park #1

10 Leisure agricultural park #11 Leisure agricultural park #11

(1) Three existing fuzzy group decision-making methods were also applied to this case
for comparison. The first was the FGM–FGM–fuzzy weighted average (FWA) method,
in which the decision makers’ fuzzy judgement matrixes were aggregated using FGM.
Then, the fuzzy priorities of criteria were derived using FGM. Finally, the overall
performance of each leisure agricultural park was evaluated using FWA. The second
method was the FGM–FEA–FWA method, wherein FEA [31] was applied to derive
the priorities of criteria in place of the FGM method. The third method was the FGM–
FGM–FTOPSIS method, which was similar to the FGM–FGM–FWA method, except
that fuzzy TOPSIS was employed to compare the overall performances of leisure
agricultural parks. The results obtained using these methods are summarized in
Table 11. It can be observed that the ranking results of leisure agricultural parks using
existing methods were different from those using the proposed methodology, which
is due to the imprecision of these existing methods in deriving the fuzzy priorities of
criteria; for example, the fuzzy priorities of criterion w̃5 derived by decision maker
#1 using various methods are compared in Table 12, showing a significant difference
between these results.

Table 11. Ranking results using existing methods.

h
Rank

(FGM-FGM-
FWA)

Rank
(FGM-FEA-FWA)

Rank
(FGM-FGM-

FTOPSIS)

Rank
(Proposed

Methodology)

1 1 1 1 1

2 2 2 2 3

3 4 4 4 4

4 3 3 3 2

Table 12. Fuzzy priorities of criterion w̃5 derived by decision maker #1 using various methods.

Method w̃5

FGM (0.079, 0.157, 0.309)

FEA 0.257

acFGM (0.087, 0.165, 0.316)

4. Conclusions

Visiting leisure agricultural parks has always been an activity for people to relax and
pursue health [43–46], especially during the COVID-19 pandemic. At the beginning of
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the pandemic, people were hesitant to go to leisure agricultural parks for fear of being
infected. With the increasing popularity of vaccines, people began to resume this leisure
activity. However, during the COVID-19 pandemic, many uncertain factors make choosing
a suitable leisure agricultural park a complicated decision, especially for traveler groups. To
solve this problem, a fuzzy collaborative intelligence approach is proposed in this study. In
the proposed methodology, first, the acFGM method is devised to derive the fuzzy priorities
of criteria. Subsequently, FWI is applied to aggregate the fuzzy priorities derived by all
decision makers to consider their unequal levels of authority. Based on the aggregation
result, the fuzzy VIKOR method is applied to compare the overall performances of leisure
agricultural parks.

The proposed methodology has been applied to a case study to examine its effective-
ness. The results of the case study are reported as follows:

(1) During the COVID-19 pandemic, the willingness of travelers (especially traveler
groups) to go to a leisure agricultural park was quite high.

(2) In choosing a suitable leisure agricultural park, the most important criterion was
the easiness to maintain social distance, while the least important criterion was the
distance to a leisure agricultural park.

(3) Nine of ten traveler groups followed the recommendations, resulting in a successful
recommendation rate of 90%.

The methodology proposed in this research has the following limitations:

(1) The easiness to maintain social distance is directly proportional to the area of a
leisure agricultural park. Although such an evaluation method is simple, it may not
be practical because in a leisure agricultural park, travelers will only go to part of
the area.

(2) Although it is not difficult to write a program to implement the proposed methodology,
the proposed methodology is slightly more complicated than some multi-criteria
decision-making methods for similar purposes.

After the COVID-19 outbreak, many agricultural activities have encountered difficul-
ties and must change; for example, in response to the shortage of manpower supply, should
a farmland owner purchase automated agricultural machinery or change the agricultural
products to reduce manpower requirements? The methodology proposed in this study
can be applied to make these decisions. In addition, this study applies FWI to aggregate
the preferences of decision makers with unequal levels of authority. In future research,
different methods can also be proposed to fulfill the same purpose. These constitute some
directions for future research.
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