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1. Introduction

The memristor is considered to be a promising candidate for next-generation com-
puting systems due to its nonvolatility, high density, low power, nanoscale geometry,
nonlinearity, binary/multiple memory capacity, and negative differential resistance. Novel
computing architectures/systems based on memristors have shown great potential to
replace the traditional von Neumann computing architecture, which faces data movement
challenges. As the field of materials science continues to develop, novel preparation and
modeling methods for different memristive devices have been recently put forward, which
opens up a new path for realizing different computing systems/architectures with practi-
cal memristor properties. The purpose of this Special Issue on “Memristive Devices and
Systems: Modeling, Properties and Applications” is to provide a comprehensive overview
of key computational primitives enabled by these memory devices, as well as their appli-
cations in spanning edge computing, signal processing, optimization, machine learning,
deep learning, stochastic computing, and so on. More specifically, we invited researchers
and practitioners to contribute original research articles that examine challenges that are
related, but not limited to, the following topics:

• Memristive device preparation;
• Memristive device modeling and analysis;
• Novel electronic devices that show memristive properties;
• Novel memristive circuit design solutions for neuromorphic systems;
• Memristive circuit fault diagnosis and analysis;
• Memristive systems for different applications (e.g., edge computing, signal processing,

optimization, machine learning, deep learning, and stochastic computing);
• Nonvolatile memory solutions with computing capabilities;
• Memory devices and systems for in-memory computing.

2. Short Presentation of the Papers

Ji et al. [1] analyze the mathematical models of memristors and discuss their applica-
tions in conventional image processing based on memristive systems, as well as in image
processing based on memristive neural networks, to investigate the potential of memristive
systems in image processing. In addition, they present recent advances and implications of
memristive system-based image processing comprehensively, and explore development
opportunities and challenges in different major areas as well. By establishing a complete
spectrum of image processing technologies based on memristive systems, this review at-
tempts to provide a reference for future studies in the field, and it is hoped that scholars
can promote development in this area through interdisciplinary academic exchanges and
cooperation.

Electronics 2023, 12, 765. https://doi.org/10.3390/electronics12030765 https://www.mdpi.com/journal/electronics1
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Romero et al. [2] gathered together the current main alternatives presented in the
literature for the emulation of both memcapacitors and meminductors. Different circuit
emulators have been thoroughly analyzed and compared in detail, providing a wide
range of approaches that could be considered for the implementation of these devices in
future designs.

Wang et al. [3] develop an optoelectronic memristor model (containing a mathematical
model and circuit model). Moreover, they discuss the composite memristor circuit (series-
and parallel-connected configuration) with a rotation mechanism. Further, a multi-valued
logic circuit is designed, which is capable of performing multiple logic functions from
0–1, verifying the validity and effectiveness of the established memristor model, as well as
opening up a new path for the circuit implementation of fuzzy logic.

Qiu et al. [4] present a novel two-neuron-based memristive Hopfield neural network
with a hyperbolic memristor that emulates synaptic crosstalk. The dynamics of the neural
networks with varying memristive parameters and crosstalk weights are analyzed via the
phase portraits, time-domain waveforms, bifurcation diagrams, and basin of attraction.
Complex phenomena, especially coexisting dynamics, chaos, and transient chaos emerge
in the neural network. Finally, the circuit simulation results verify the effectiveness of
theoretical analyses and mathematical simulation and further illustrate the feasibility of
the two-neuron-based memristive Hopfield neural network hardware.

Li et al. [5] propose a globally passive but locally active memristor, which has three
stable equilibrium points and two unstable equilibrium points, exhibiting two stable locally
active regions and four unstable locally active regions. They found that when the memristor
operates in a stable local active region, the memristor-based second-order circuit with a
parallel capacitor or a series inductor can produce periodic oscillation. Moreover, the
memristor-based third-order circuit with two energy storage elements, a capacitor and an
inductor, can produce complex chaotic oscillation, forming the simplest chaotic circuit.

Ying et al. [6] propose a modified Chua corsage memristor endowed with two sym-
metrical locally active domains. Under the DC bias voltage in the locally active domains,
the memristor with an inductor can construct a second-order circuit to generate periodic
oscillation. Based on the theories of the edge of chaos and local activity, the oscillation mech-
anism of the symmetrical periodic oscillations of the circuit is revealed. The third-order
memristor circuit is constructed by adding a passive capacitor in parallel with the memris-
tor in the second-order circuit, where symmetrical periodic oscillations and symmetrical
chaos emerge either on or near the edge-of-chaos domains. The oscillation mechanisms of
the memristor-based circuits are analyzed via domain distribution maps, which include
the division of locally passive domains, locally active domains, and the edge-of-chaos
domains. Finally, the symmetrical dynamic characteristics are investigated via theory and
simulations, including Lyapunov exponents, bifurcation diagrams, and dynamic maps.

Qin et al. [7] investigate a fractional-order memristive model with infinite coexist-
ing attractors. The numerical solution of the system is derived based on the Adomian
decomposition method (ADM), and its dynamic behaviors are analyzed by means of phase
diagrams, bifurcation diagrams, the Lyapunov exponent spectrum (LES), and dynamic
maps based on SE complexity and the maximum Lyapunov exponent (MLE). Simulation
results show that it has rich dynamic characteristics, including asymmetric coexisting
attractors with different structures and offset boosting. Finally, the digital signal processor
(DSP) implementation verifies the correctness of the solution algorithm and the physical
feasibility of the system.

Shen and Wang [8] propose a cellular neural network (CNN) based on a VO2 carbon
nanotube memristor. The device is first modeled by SPICE, and then the cell dynamic
characteristics based on the device are analyzed. It is pointed out that only when the cell is
at the sharp edge of chaos can the cell be successfully awakened after the CNN is formed.
In this paper, they provide the example of a 5 × 5 CNN, set specific initial conditions,
and observe the formed pattern. Because the generated patterns are affected by the initial
conditions, the cell power supply can be preprogrammed to obtain specific patterns, which
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can be applied to the future information processing system based on complex space–time
patterns, especially in the field of computer vision.

Shen and Wang [9] study the history erase effect of a Hewlett-Packard (HP) TiO2
memristor and the Self-Directed Channel (SDC) memristor of the Knowm Company. The
DC and AC responses of the HP TiO2 memristor are given, and it is pointed out that there
is no AC history erase effect. However, considering the parasitic memcapacitance effect,
it is found that it has the effect. Based on the theoretical model of the SDC memristor, its
history erase properties are studied by considering and not considering parasitic effects.
It should be noted that this study method can be useful for other materials such as Al2O3
and MoS2.

Quesada et al. [10] analyze and evaluate three different RRAM compact models that
are implemented in Verilog-A to reproduce the multilevel approach based on the switching
capability of experimental devices. These models are integrated in 1T-1R cells to control
their analog behavior by means of the compliance current imposed by the NMOS select
transistor. Four different resistance levels are simulated and assessed with experimental
verification to account for their multilevel capability. Further, an artificial neural network
study is carried out to evaluate in a real scenario the viability of the multilevel approach
under study.

Author Contributions: Writing—original draft preparation, C.S.L. and Z.D.; writing—review and
editing, D.Q. All authors have read and agreed to the published version of the manuscript.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: As the acquisition, transmission, storage and conversion of images become more efficient,
image data are increasing explosively. At the same time, the limitations of conventional computa-
tional processing systems based on the Von Neumann architecture continue to emerge, and thus,
improving the efficiency of image processing has become a key issue that has bothered scholars
working on images for a long time. Memristors with non-volatile, synapse-like, as well as integrated
storage-and-computation properties can be used to build intelligent processing systems that are
closer to the structure and function of biological brains. They are also of great significance when
constructing new intelligent image processing systems with non-Von Neumann architecture and for
achieving the integrated storage and computation of image data. Based on this, this paper analyses
the mathematical models of memristors and discusses their applications in conventional image
processing based on memristive systems as well as image processing based on memristive neural
networks, to investigate the potential of memristive systems in image processing. In addition, recent
advances and implications of memristive system-based image processing are presented comprehen-
sively, and its development opportunities and challenges in different major areas are explored as well.
By establishing a complete spectrum of image processing technologies based on memristive systems,
this review attempts to provide a reference for future studies in the field, and it is hoped that scholars
can promote its development through interdisciplinary academic exchanges and cooperation.

Keywords: memristors; memristive systems; integrated storage and computation; image processing

1. Introduction

With the advent of the Internet of Things, cloud computing, and the big data era, there
has been explosive growth in the scale of information. However, the physical separation
among perception, computation, and storage in the conventional computing architecture
requires frequent data shuttling among the units, thereby causing significant system
consumption and speed loss and making it difficult to meet the requirements of information
analysis and processing [1–3]. Therefore, developing new electronic components for
intelligent processing systems that are closer to the structure and function of biological
brains has become a hot research topic in the fields of modern electronic circuits and
image processing [4–6].

Image processing technology, which aims to automatically acquire high-level and
abstract information from images, after which it simulates how human eyes work with
such information, has become increasingly useful in human life and social production.

Electronics 2021, 10, 3176. https://doi.org/10.3390/electronics10243176 https://www.mdpi.com/journal/electronics5
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Exploring the basic structure of human brains, simulating their working mechanisms, and
establishing neural network models that integrate perception, storage, and computation as
a whole have gradually become research hotspots in the fields of image processing and
cognitive computing [7]. The current mainstream neural network models can simulate
the reasoning and learning functions of human brains to a certain extent, and they have
shown some potential in image processing [8]. However, they are confined to certain types
and structures with limited processing capabilities. Additionally, the existing ones lack
the process of information perception, transmission, and storage prior to the processing
stage. Furthermore, the hardware for neural networks is essential to truly realize the con-
version from theoretical studies of brain cognition to new technologies of brain-computer
intelligence. Nevertheless, most of the current research focuses on the theoretical analysis
of the network structures and algorithms, and the research on implementation schemes
for neural network hardware is still in its infancy [9–11]. Influenced by factors, such as
device size, energy consumption, and integrability, conventional implementation schemes
for image processing cannot well trade-off the relationship between speed, accuracy, and
system consumption [12–14]. We schematically compare the traditional image processing
systems and memristor-based image processing system as shown in Figure 1. From the
perspective of the device, leakage currents become a problem when the channel length and
the gate dielectric thickness of a transistor get closer to the scaling limit [3]. With respect
to the architecture, the data transfer between processors and memory units significantly
reduces both speed and energy efficiency (referred to as the ‘von Neumann bottleneck’).
Furthermore, the performance mismatch between the memory and processing units leads
to great latency (also called the ‘memory wall’).

Figure 1. The comparation between the traditional image processing systems and memristor-based
image processing system.

The successful preparation of memristors provides a fresh perspective on the hardware
implementation of artificial neural networks. It was proposed by Leon Chua, a scientist
at the University of California, Berkeley [15] and discovered by Hewlett-Packard (HP)
laboratories in 2008 as the fourth fundamental electronic component after the resistor,
capacitor, and inductor [16]. Experiments have shown that the memristor has properties,
such as non-volatility, variable resistance, nanoscale size, threshold characteristics, low
power consumption, and synapse-like structure [17–19]. In particular, by taking full
advantage of being synapse-like, the memristor can be used as an “electronic synapse”
or an “artificial synapse” in the hardware design of neural networks [20]. Further, after
choosing a proper memristor model to simulate the weight of the neural network, a more
integrated architecture for hardware implementation can be constructed and applied to
different image processing tasks [21,22]. Compared with conventional artificial neural
networks, the memristive ones incorporate powerful perception ability, massive storage
capacity, and intelligent processing mechanisms to enable deeper analysis and exploration,
which are expected to solve slow training speed and insufficient online processing capability
in image processing [23–25].

6
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By collating relevant research on memristive system-based image processing technol-
ogy (including relevant mathematical models and their applications), this paper compre-
hensively elaborates on the fusion mechanism of memristive systems and image processing
from three aspects, namely the mathematical models of memristive systems, the conven-
tional image processing based on memristive systems, and the image processing based
on memristive neural networks. Furthermore, the study summarizes the main directions,
progresses, and problems in this field, analyses its development law, and strives to establish
a complete spectrum for the reference of researchers in various fields.

2. Mathematical Models

The memristor is a two-terminal non-linear passive circuit element in nanometre and
with memory characteristics, whose resistance is variable and controlled by the intensity,
polarity, and duration of power supply. By applying an external voltage to the memristor,
the conductive properties of its internal functional layer can be changed from a high
resistance state (HRS) to a low resistance state (LRS). In particular, three types of theory,
i.e., ionic migration, quantum tunnelling, and charge trapping/de-trapping, dominate the
study of memristors’ internal physical mechanisms and dynamic characteristics, and they
explain most of the observed memristive phenomena [26].

(1) Ionic migration: This memristor type usually has the active metal (e.g., Ag) as the
top electrode and the inert metal (e.g., Pt) as the bottom electrode. By applying a
positive voltage to the top electrode, the active metal will be electrolyzed into metal
cations. They will move toward the bottom electrode under the external electric field
and then return to metal atoms, the accumulation of which form a metal filament
conductive channel for the memristor to transit from the HRS to the LRS. Conversely,
by applying a positive voltage to the bottom electrode, the formed conductive channel
will gradually break, and the memristor will switch from the LRS to the HRS.

(2) Quantum tunnelling: The internal functional layer of this type of memristor is mainly
a metal oxide (e.g., TiOx). The Schottky barrier between the metal electrode and the
functional layer is adjusted by applying an external voltage to switch the resistive
state of the memristor. It disappears when the memristor is in the LRS, whereas it
reappears when the memristor is in the HRS.

(3) Charge trapping/de-trapping: For a memristor whose functional layer is the metal
oxide film, there exists an empty state in the film. When a positive voltage is applied
to the top electrode, the empty state traps the injected electrons and stores them,
and when the empty state is filled, a conductive channel is formed, after which the
memristor switches from the HRS to the LRS. By contrast, when a positive voltage
is applied to the bottom electrode, the electrons in the empty state are released, the
formed conductive channel is broken, and the memristor changes from the LRS to
the HRS.
During the memristor fabrication process, a small parameter variation may lead

to huge differences between devices, and even significantly affect circuit performance.
Meanwhile the unstable performance between memristor cells and the cells themselves
makes the integration of the device challenging.

As a result, most applied research on memristors always using their mathematical
models. As the fourth circuit element, the memristor represents the interrelationship
between the magnetic flux ϕ and the charge q, as shown in Figure 2.

7



Electronics 2021, 10, 3176

Figure 2. The four fundamental two-terminal circuit elements.

The memristors can be divided into two categories, i.e., being charge-controlled and
being flux-controlled. For the charge-controlled ones, their flux ϕ is a single-valued function
of the charge q, which is expressed as follows:

ϕ = f (q) (1)

Taking the time t derivative of both sides of Equation (1) gives us the following:

dϕ

dt
=

dϕ(q)
dq

· dq
dt

(2)

Further, based on the voltage v = dϕ/dt and the current i = dq/dt, the relation between
volt and ampere for the memristors can be obtained as follows:

v = M(q) · i (3)

where the function M(q), which represents the memristance, satisfies the following mathe-
matical expression:

M(q) ≡ dϕ(q)
dq

(4)

For the flux-controlled memristors, their charge q is a single-valued function of the
flux ϕ, which is expressed as follows:

q = f (ϕ) (5)

Taking the time t derivative of both sides of Equation (5) gives us the following:

dq
dt

=
dq(ϕ)

dϕ
· dϕ

dt
(6)

Based on the voltage v = dϕ/dt and the current i = dq/dt, the relation between voltage
v and current i for the two sides of the memristors can be derived as follows:

i = G(ϕ) · v (7)

where the function G(q), which represents the memristance, satisfies the following
mathematical expression:

G(ϕ) ≡ dq(ϕ)

dϕ
(8)

In 2008, a simple linear memristor model based on the ionic migration theory was
proposed by D. Strukov’s research team [16], and its structure is shown in Figure 3.
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Figure 3. Schematic diagram of HP memristor.

Let us assume that the total thickness of the titanium dioxide functional layer is D, and
the one of the doped layer is W. Ron denotes the minimal resistance of the memristor, while
Roff represents the maximum. The resistance M(t) of the HP memristor is expressed as:

M(t) = RL · x(t) + RH · [1 − x(t)] (9)

dx
dt

= ki(t), k =
μvRL

D2 (10)

where x represents the internal state variable of the memristor, μv represents the average
ionic mobility, i represents the current passing through the memristor, and the constant k is
the ratio of the rate of change to the current.

On this basis, a nonlinear memristive model with window functions was constructed
in the literature [27] to better describe the boundary effect and nonlinear drift of memristors.
In a study conducted by [28] a Simmons tunnelling barrier model was proposed based on
the quantum tunnelling theory. It accurately presented the properties of memristive devices,
but its mathematical model was more complex, and showed no direct explicit relationship
between voltage and current, thereby being unconducive to the subsequent research and
applications. Additionally, in 2013, S. Kvatinsky’s research team at the Technion-Israel
Institute of Technology [29] put forward a more simplified mathematical version, which was
named the ThrEshold Adaptive Memristor (TEAM) model. Two years later, the team [30]
further designed the corresponding Voltage ThrEshold Adaptive Memristor (VTEAM)
model, with a simple structure as well as certain generality to simulate the threshold
characteristics of voltage-controlled memristive devices. In 2017, Fang Liang’s team from
the National University of Defense Technology, China [31] brought forward a general
TiOx memristive model by combining the nonlinear drift, ionic migration and negative
differential resistance (NDR) effect of memristors. In addition, using traditional analogue
circuit components, some researchers [32–34] realized the memristive circuit simulation
based on Chua’s theory as a way to simulate the basic memristive characteristics. In this
paper, the abovementioned mathematical models, which are summarized in Table 1 and
compared in Table 2, manifest the fundamental features of memristors to some extent.
However, their correlation with the physical realization of memristors is not strong enough,
and it cannot fully characterize the electrochemical properties of memristive devices.
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Ã
( x,

v g
) φ

1( v g
,x
) ex

p
( −B

( v g
,x
) ·φ 1

( v g
,x
) 1/2)

−
Ã
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3. Traditional Image Processing Based on Memristive Systems

The memristor can perform logic calculations directly on the device, making it pos-
sible to achieve a true integration of storage and computing. Therefore, it brings new
opportunities for the development of traditional image processing technologies.

3.1. Image Storage Based on Memristive Systems

Image processing is a type of memory access-intensive application, which places high
demands on memory, requiring both enough capacities to store large-scale image data
and fast access speed to ensure processing performance. Currently, non-volatile memories
contain the flash memory (NAND), resistive random-access memory (RRAM), phase-
change memory (PCM), spin-transfer torque magnetic random-access memory (STT-RAM),
and ferroelectric random-access memory (FeRAM). This paper compares the characteristics
of various types of new volatile and non-volatile memory devices in terms of capacity, size,
read/write performance, lifetime, power consumption, and current technical bottlenecks,
etc., with the specific information summarized in Table 3. It is found that memristor-based
RRAM has a series of outstanding advantages, such as small size, non-volatility, low power
consumption, high density, fast erasure, and compatibility with CMOS processes, making
it one of the most promising memory devices.

Table 3. Comparative information of different memory devices.

Parameter DRAM NAND STT-RAM RRAM FeRAM PCM

Capacity ~16 Gb ~1 Tb ~64 Mb ~1 TB ~64 MB ~8 Gb
Technology level ~20 nm ~16 nm ~32 nm ~11 nm ~65 nm ~5 nm

Feature Size 6–10 F2 4–11 F2 16–60 F2 4–14 F2 15–34 F2 4–8 F2
Read Operation Time <10 ns 10–50 us 2–20 ns 10–50 ns 20–80 ns 10–100 ns
Write Operation Time <10 ns 0.1–1 ms 5–35 ns 10–50 ns 10–5 ns 20–120 ns

Lifetime >1015 104–106 1012–1015 108–1010 1012–1014 108–1012
Data Retention Refresh 10 Years >10 Years 10 Years 10 Years >10 Years

Write Power 0.1
~0.1 nJ/b 0.1–1 nJ/b 1.6–5 nJ/b ~0.1 nJ/b <1 nJ/b <1 nJ/b

Idle Power High Low Low Low Low Low
Non-volatile Volatile Non-volatile Non-volatile Non-volatile Non-volatile Non-volatile

Destructive Read Destructive Non-destructive Non-destructive Non-destructive Destructive Non-destructive

Major Technical
Bottlenecks

Memory refresh,
volatility, limited
memory process

Limited lifetime
performance,
low storage

density

Small capacity,
high write

power
consumption,
poor stability

Unclear material
storage

mechanism

Small capacity,
destructive read,

low storage
density

Small capacity,
narrow range of

material
operable

temperature

In 2011, Hu et al. proposed a memristor crossbar array that could be applied to image
processing (see Figure 4a) [35]. Together with the peripheral control circuit, the random
storage of binary, grey scale and colour images could be successfully realized. When
storing binary images, the image information was mapped into pulse sequences of varying
amplitudes using a voltage converter as the input of the memristor crossbar array, as shown
in Figure 4b. As for the grey scale and colour images, the image information was mapped
into pulse sequences of varying widths using the voltage converter, which were then used
as the input to the memristor crossbar array. It is worth noting that voltage pulses of
different widths were obtained by controlling the timing of write operation, which finally
enabled the storage of images, as illustrated in Figure 4c,d.

In the literature [35], a memristor-based resistive random access memory (MRRAM)
was mentioned. Through improvement, it stored binary and multi-valued input informa-
tion with different memristances. The effectiveness of storing ASCII characters and images
was verified through simulation experiments, and a new scheme for storing grey scale
images was discussed as well. In Tan et al.’s study [36], ITO/CeO2−x/AlOy/Al structured
memristors were prepared to realize the perception and non-volatile storage of different
multispectral images. Wang constructed a storage circuit based on the 2T2M structured
memristive synapse to achieve the storage and recovery of binary images [37]. Compared
with conventional storage technology, this circuit effectively reduced the storage space and
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improved the storage efficiency. In 2017, the research team of Prof. Duan [38] at Southwest
University, China, successfully prepared a memristor with silver chalcogenide as the func-
tional layer and constructed a memristive synapse with spike rate- and timing-dependent
plasticity by analysing its electrochemical properties. Based on this, an improved mem-
ristor crossbar array was designed to realize the storage of grey scale images. One year
later, Chen et al. designed a vision system on the basis of combining the optical sensor
with the memristor, in which the former was used to detect UV light and convert it into
voltage pulses of corresponding intensity, and the latter was adopted to store the converted
voltage signal, which realized the perception and storage of UV images [32]. In 2020, Wang
Xiaoping and her team members from Huazhong University of Science and Technology
raised a memristor-CMOS hybrid storage circuit, where the memristor was utilized to store
the bit information of images, while CMOS was applied to conduct control, isolation, and
logic operations [39]. A series of simulations confirmed that this memory circuit could
achieve improved performance in UHF image storage applications. In summary, most
of the studies on memristor-based image storage use memristive synapses for crossbar
arrays to keep image information, which reduces the storage density to a certain extent.
However, the stability of image memory devices is affected by the issue of current leakage
in crossbar arrays. Therefore, avoiding or reducing the leakage is one of the problems of
memristor-based image storage technology that must be addressed urgently.

Figure 4. Application of memristor crossbar array in image storage. (a) memristor crossbar array;
(b) memristor crossbar array used to store binary images; (c) memristor crossbar array used to store
grey scale images; (d) memristor crossbar array used to store color images.

3.2. Image Compression Based on Memristive Systems

With the rapid development of sensor technology, the sizes of image data are also
expanding rapidly. Meanwhile, higher requirements are put forward on the clarity and
transmission rate of images. Applying memristors to image compression can effectively re-
duce their storage space and improve their transmission speed at the same time. Therefore,
the corresponding circuit implementation scheme has been widely studied by scholars in
the related fields.

Li et al. constructed a 128 × 64 memristor crossbar array based on the prepared
Ta/HfO2/Pd memristor, and its circuit structure is presented in Figure 5 [40].
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Figure 5. Application of crossbar array based on Ta/HfO2/Pd memristor in image processing.
(a) memristor hardware structure; (b) memristor crossbar array; (c) memristor crossbar array to
achieve image compression.

Taking advantage of the high parallelism, non-volatility, low power consumption and
small size of memristors, this circuit took a single memristor to store image information
at the 6-bit precision, which further achieved functions, such as image compression, con-
volution and filtering. Additionally, a memristor-based image compression framework
is presented in Figure 6 [41], considering the loss of two-dimensional discrete wavelet
transform. The framework consisted of three memristor crossbar arrays, where the com-
putational one was used to conduct the data multiplication and addition operations, the
intermediate array stored the coefficients of row-column transformation, and the final
one was used to keep the compressed data of the original image. The image compression
could be achieved by taking the generated pulses through a multilayer voltage sensor as
input, mapping the image pixels into memristive conductance through the computational
array, and then storing them in the other two crossbar arrays. The research conducted
by Berco et al. in 2020 proposed a programmable photoelectronic memristor gate circuit,
which could perform state switching between optical and electrical signals, to realize in-situ
image compression [42]. A research team from Dalian University of Technology [43] de-
signed the simplest fractional-order chaotic memory circuit that identified pseudo-random
sequences in image compression through phase diagrams, Lyapunov exponential spectra,
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and bifurcation diagrams, which achieved image compression for the second time and
reduced the storage costs significantly.

Figure 6. Application of crossbar array based on memristor in image compression. (a) memristor
crossbar array; (b) image compression framework; (c) image compression result.

3.3. Image Reconstruction Based on Memristive Systems

High-resolution image information is a prerequisite for the subsequent image pro-
cessing and analysis. Therefore, effectively and quickly achieving high-resolution image
reconstruction has become an urgent problem to be solved in this field. The image re-
construction algorithm based on memristive systems has certain advantages in terms of
reconstruction quality and algorithm operation efficiency.

In 2017, Patrick et al. constructed a hardware-implemented sparse coding system
using a 32 × 32 memristor crossbar array, as shown in Figure 7. The system input image
information as sparsely coded pulses into the array and performed high-resolution recon-
struction of the input through online learning. The experimental results demonstrated that
the system has the advantage of low power consumption and high speed when performing
data-intensive tasks (e.g., real-time video-based reconstruction) [44].

Additionally, a study designed a metal-oxide-based memristive synaptic circuit that
enabled “negative (−)”, “zero (0)”, and “positive (+)” synaptic weights [45]. Based on
this, the corresponding neuronal circuit was built to realize the on-chip cyclic learning
algorithm, and the super-resolution reconstruction of a single frame was completed, as
depicted in Figure 8.
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Figure 7. Memristor crossbar array-based computing hardware system.

Figure 8. Single frame image super-resolution reconstruction based on memristive synapses.

A memristor-based compressive sampling encoder that could be integrated with an
image sensor to achieve super-resolution reconstruction was put forward by Wang et al. [39].
A series of simulations demonstrated the superior performance of the encoder, with low
power consumption and low hardware overhead. In addition, Dong et al. [46] designed
a multi-channel pulse coupled neural network based on the nanoscale memristor, which
effectively solved the problem of parameter estimation in neural networks by simulating
the dynamic changes of connection coefficients. The model was further applied to the
task of the super-resolution reconstruction of multi-frame images, and its correctness and
effectiveness were experimentally demonstrated.

3.4. Others

With the ease of 3D stacking, the memristive system can efficiently complete matrix
multiplication and realize the integration of storage and computation. By adjusting the
variable parameters and connection methods of the system, and by adding peripheral
control circuits, different nonlinear mapping functions are obtained to realize other image
processing techniques (e.g., image interpolation, edge detection, image filtering, and
image encryption).

Based on the mathematical model of the spintronic memristive device, Dong et al. [47]
analysed its electrical characteristics and resistance variation through mathematical deriva-
tion and circuit simulation. Additionally, a memristor crossbar array was made by integrat-
ing functions, such as image storage and interpolation (as shown in Figure 9).
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Figure 9. Image interpolation based on memristive system.

A study conducted by Yang et al. [38] showed an improved memristive cell neural
network as well as an adaptive thresholding algorithm based on spatial distribution, and
they achieved the edge extraction of colour images. The paper [48] discussed a memristive
mask circuit based on the computation-in-memory (CIM) architecture, which is shown
in Figure 10. The core of this mask circuit was a multi-bit analogue adder based on the
memristor crossbar array, which selects the memristive cells to be accessed through the
row-column switches. Each of the cells stored 8 bits of data according to the change of
memristance, which were defined as pixel values in image processing. By controlling the
multi-bit adder, integrator, and input module, the circuit could update the memristance
with little dependence on the higher-level computing unit. Additionally, operations, such
as image denoising, edge detection, and feature extraction were achieved by constructing
different mask operators. The research [49] on the memristor-based 2D convolutional circuit
implemented the image colour transformation and compression, while the reference [50]
to the structure of the human retina achieved functions, such as image smoothing and
edge detection.

Figure 10. The application of mask circuit based on memristor crossbar array in edge extraction.
(a) memristor crossbar array; (b) image edge extraction results.
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A memristor-CMOS-based general logic circuit was studied by Yang et al. [51], and
furthermore, a new memristor-based full adder circuit and a binary image encryption
circuit were designed. Moreover, two available encryption methods were proposed to
improve the reliability of encryption results. For Wang et al. [52], they studied a new
memristive chaotic circuit to implement image encryption. Through a series of computer
simulations, it was proven that the image encryption algorithm based on the new circuit
has higher security and better decoding capability compared to the conventional one.

3.5. Summary

Currently, memristive system-based conventional image processing is in a rapid
development stage, and some progress has been made in the same field. However, there
still exist many problems that must be solved:

(1) The instability and variability of memristive devices have an impact on the accuracy
of image processing. Therefore, it will be a significant study to explore the internal
physical mechanism of memristive devices and to study their electrochemical proper-
ties under the influence of different external factors, to build a mathematical model
that can accurately describe their behaviour.

(2) Conventional image processing circuits do not consider the possible faults of mem-
ristive circuits in practice. Nevertheless, research on fault diagnosis can effectively
help reduce the circuit overhead as well as improve algorithm operation efficiency
and image processing accuracy while increasing the robustness and anti-interference
capability of the circuit.

(3) On the one hand, the design of the peripheral circuits in some image processing
applications is too complex, which increases the power consumption of the system
operation. On the other hand, the one with a simple structure and high compatibility
can result in enhanced efficiency for complex conventional image processing tasks.

4. Image Processing Based on Memristive Neural Networks

The successful preparation of memristors brings new ideas for simulating the cog-
nitive functions of artificial synapses. By applying memristive synapses to the hardware
implementation of neural networks, a new type of neural network with high integration
can be built. It possesses powerful image processing capabilities and plays an important
role in fields with high computational complexity, such as image recognition, classification,
and segmentation.

4.1. Image Recognition Based on Memristive Neural Networks

In the literature [53], an impulsive neural network based on memristors was con-
structed in which the memristive synapses used STDP rules to update the weights, and
the memristive neurons adopted the “winner-take-all” strategy to complete the task of
handwriting recognition. It was found that its recognition accuracy could reach 83%. A
study conducted by Yakopcic et al. [54] presented a memristor-based convolutional neural
network to perform convolutional operations using memristor crossbar arrays, and the
accuracy of its handwritten digit recognition reached 94%. Furthermore, a transformation
method for neural network models was brought forward [40], as shown in Figure 11.
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Figure 11. Handwriting recognition based on the ReRAM array.

Specifically, the method of sparsity was taken to divide the original neural network
into appropriately sized sub-networks. The limited hardware accuracy was solved by
quantizing the input data and somewhat improved to approximately 99.8% from the
software side. In the study [55], a 1M structured memristive synapse was introduced to the
memristor-based multilayer neural network, and an adaptive backpropagation algorithm
was applied to train the neural networks, thereby achieving character recognition. Kang
Jinfeng’s team at Peking University [56] reported a memristor-based binary neural network.
It was trained online, its weight update was achieved using the 2T2R structure of the
memristive synapse, and its correctness and effectiveness were verified on the MNIST
dataset with a recognition accuracy of 97.4%. In addition, Hu et al. [22] used 2 phase-change
memories to construct artificial synapses, based on which a 3-layer perceptron network was
built, and they proved its correctness on the MNIST dataset with a recognition accuracy
of 82.2%. For Wang et al. [57], they constructed a memristor-based convolutional neural
network, which was significantly improved in terms of array area and energy efficiency
compared with previous ones for the handwriting recognition task. In 2020, a research
team from Tsinghua University [58] designed a memristor-based convolutional neural
network (see Figure 12). Meanwhile, a hybrid training method was suggested to enhance
the robustness of the network, and the handwriting recognition task realized an accuracy
of over 96%.
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Figure 12. Five-layer mCNN with memristor convolver.

In addition, memristor-based neural networks have been applied to other image
recognition tasks. For instance, Professor Wu Huaqiang and his team members from
Tsinghua University constructed a multilayer perceptron neural network based on 1T1R
memristive synapses [59], as shown in Figure 13. The network achieved grey scale face
image recognition from the Yale Face Database through online learning, and the recognition
rate could reach 88.08% for 9000 test images with noise added. Other researchers [60]
investigated a hierarchical temporal memory (HTM) network based on memristors, which
applied sparse distributed representations to obtain spatial information of input signals,
after which they used parallel learning to adjust the network weights and finally verified
the correctness and effectiveness of the network through face recognition tasks. As for the
memristor-based probabilistic neural network [61], it carried out product multiplication
using memristor crossbar arrays as well as normalization operations on weights to reduce
the complexity of the circuit. The network was validated on the Iris Flower dataset with
a recognition accuracy of 98%. Furthermore, the multilayer perceptron neural network
studied by Yu et al. [62] showed increased adaptive capability by introducing nonlinear
features in the learning process and superior performance on general datasets, such as
MNIST, Iris, and Car Evaluation.

4.2. Image Classification Based on Memristive Neural Networks

In 2013, Alibart et al. [63] successfully prepared a TiO2−x-based memristor, after
which they developed a single-layer perceptron (SLP) neural network based on the TiO2−x
memristor crossbar array to achieve image classification. Its circuit structure is displayed
in Figure 14.

Another (SLP) neural network was made based on 2M memristive synapses [10], and
its circuit structure is presented in Figure 15. The network, which was trained using delta
rules, achieved the classification of 3 × 3-pixel black-and-white images. Professor Strukov’s
team at the University of California, Santa Barbara [64] prepared a 20 × 20 memristor
crossbar array, as depicted in Figure 16. The array adopted TiO2−x and Al2O3 as the func-
tional and stacked layers, respectively, after which it was interconnected with traditional
CMOS peripheral circuits, thereby constructing an SLP neural network to achieve the
image classification with an accuracy of more than 97%.
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Figure 13. Face recognition task is realized in 1T1R array.

Figure 14. Single-layer perceptron network memristor circuit.

Figure 15. Single layer perceptron implemented using 10 × 6 memristor crossbar array.
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Figure 16. Three-layer fully connected perceptron network realized though Pt/Al2O3/TiO2−x/Ti/Pt
memristor arrays.

Wang et al. [65] prepared a three-dimensional structured memristor and applied it
to image classification, which improved the operational efficiency of the algorithm and
opened a new path for the in-depth integration of computer vision and novel nanodevices.
Additionally, a memory computing framework based on memristors was proposed by
Zhang et al. in 2021 [66], which used a greedy search algorithm to improve the robustness
and anti-interference capability of the system, and its accuracy reached 92.3% on the
classification tasks involving the CIFAR-10 dataset.

4.3. Image Segmentation Based on Memristive Neural Networks

As early as 2014, Myonglae et al. [67] proposed a memristor-based visual recognition
system, where the system used a programmable gate array to convert image signals into
pulse signals and performed weight updates based on STDP learning rules. As a result,
the foreground and background segmentation of figure images from “0” to “9” were
achieved. One year later, Chiu and his team members [68] constructed a differential 2R
crossbar array, which applied RRAM as a cache to reduce system energy consumption,
and they verified its correctness and effectiveness using image segmentation tasks. In the
literature [69], a fully convolutional neural network based on memristors was introduced.
It utilized voltage selectors and memristor arrays to construct its max-pooling layers as
well as a sliding window approach to enhance operation efficiency. Moreover, the weight
updates of memristor arrays were implemented through the ex-situ training method, and
the effectiveness of the proposed network was finally verified through image segmentation.
The study [70] designed a memristor-based cell neural network based on the fractional-
order calculus theory, as illustrated in Figure 17.

21



Electronics 2021, 10, 3176

Figure 17. Memristor-based cell neural network.

In the process of image edge extraction, it took the fractional-order control method to
increase the high-frequency information and retain more low-texture information. The sim-
ulation results proved that the edge images extracted by this network had more complete
and clear contour information and richer texture detail information. Another example is
the prepared memristor with NbOx as its functional layer [71]. An artificial sensory neuron
was constructed, then in combination with an InGaZnO4 optical sensor (see Figure 18),
which encoded optical information into impulses, image segmentation in complex back-
grounds was achieved by such a pulse-coupled neural network. It is believed that this
study has paved the way for the integration of neuromorphology and bioelectronics. In
2021, Chen et al. [72] proposed an efficient memristor-based fully convolutional neural
network, which adopted a convolutional kernel-first (CKF) algorithm to achieve effec-
tive parameter pruning, thereby significantly reducing circuit power consumption and
demonstrating high accuracy and adaptiveness for medical image segmentation tasks.

Figure 18. Impulse coupled neural network based on memristor.

4.4. Others

Tsai et al. [73] reported a long short-term memory network, which mapped and
programmed the network weights into the phase-change memory devices, as demonstrated
in Figure 19. Compared to other methods, this network realized the software-equivalent
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text prediction as well as a larger improvement in the accuracy of weight mapping and
text prediction.

Figure 19. Realization method of long short-term memory network based on phase-change memory
device unit.

Another long short-term memory network was built on a 128 × 64 1T1R memristor
array [74], as shown in Figure 20. Through utilizing the memristor arrays to store synaptic
weights for different time steps, the network performed the prediction task of the number
of global airline passengers and the recognition task of human gait, and it verified the
feasibility of the memristor-based long short-term memory neural network in performing
tasks, such as linear regression and pattern recognition.

Moreover, Farkhani et al. [75] designed a neuromorphic computing system based
on spintronic memristors, where the read circuit was replaced with a proposed real-time
sensing circuit, and the input signals were turned into the switching of magnetic moments,
thereby substantially reducing circuit energy consumption, providing system operational
efficiency, and achieving the real-time tracking of targets. As for the study [76], the chaotic
trajectories of memristive circuits were included, which combined the homotopy analysis
method (HAM) and multi-objective optimization (MO) to tackle the high computational
complexity and low computational efficiency of traditional analysis methods.

In this paper, the architectural characteristics of several image processing algorithms
based on memristive neural networks are comprehensively summarized, including their in-
put coding patterns, weight representations and the data types of interlayer communication.
The specific comparative information is summarized in Table 4.

The above key research questions will provide references for building the next generation of
novel memristive neural networks with integrated perception-storage-computation architectures.

Table 4. Comparative information of memristive neural network-based image processing.

Reference
Architectural Characteristics of Image Processing Algorithms Based on Memristive Neural Networks

Input Coding Weight Representation Neural Network Communication

[67] Amplitude Encoding/Time Encoding Analogue Signal Differential Amplifier Multi-precision
[69] Amplitude Encoding Analogue Signal Multi-precision MSB
[38] Amplitude Encoding Analogue Signal Differential Amplifier Multi-precision
[40] Amplitude Encoding Analogue Signal Differential Amplifier Multi-precision
[62] Amplitude Encoding Analogue Signal Peripheral Circuit Processing MSB
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Figure 20. LSTM network based on memristor synaptic array.

4.5. Summary

With the expanded research in nanomaterials science and image processing technology,
image processing based on memristive neural networks has become one of the hot issues
in the study on neural network hardware implementation schemes. Currently, there are
the following problems that must be solved timely.

(1) The existing memristive synaptic circuits can only simulate the basic functions and
behavioural characteristics of biological synapses, and they lack enough theoretical
support from computational neuroscience. Therefore, it is crucial to design a fully
functional and simple structured memristive synaptic circuit, which can address
the problems of insufficient portray, unclear mechanism, and single plasticity of the
conventional ones.

(2) There is the accumulation of computational errors in memristor-based neural network
circuits, which is mainly owing to the discrete nature of memristors, and it is difficult
to avoid at the device level. Therefore, designing a newly structured memristor
crossbar array that offsets the accumulated errors can provide a new perspective for
the hardware implementation of neural networks.

(3) The current research on image processing based on memristive neural networks is
still stuck in the simulation of existing artificial neural networks. Therefore, the next
research hotspot will involve taking both the advantages of neurocomputing science
and image processing studies, exploring brain-inspired neural network training
algorithms, and building memristive neural networks with brain-like memory.

5. Prospects

As the fourth passive circuit component, the memristor has certain memory proper-
ties, with its resistance value changing dynamically with the flowing charge and its high
similarity with the synapse in the human brain. Using memristors to construct artificial
synapses for neuromorphic computation is of great significance to the new intelligent infor-
mation processing systems and integrated image storage and computation. Memristive
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system-based image processing technology is an interdisciplinary field of research, cover-
ing materials, devices, circuits, architectures, algorithms and integration technologies. We
list major challenges and potential solutions for memristive system-based image processing
technology, as shown in Table 5.

(1) At the device level, the device stability is critical to the computing accuracy, as the drift
of conductance states with time or environmental changes will result in undesired
synaptic weight changes. On the one hand, more reliable and eco-friendly memory
devices and memristive arrays are required. On the other hand, the construction
of scalable and highly stable memristive mathematical models, following the phys-
ical mechanisms of memristor devices and the special properties of memristors, is
one of the future directions to further promote image processing research based on
memristive systems.

(2) At the hardware level, in the short term, memristors will be specially utilized to
accelerate the construction of artificial neural networks. Compared with conventional
computer processors, their analogue signals are processed in a massively parallel man-
ner, which increases the computational speed and fault tolerance simultaneously and
significantly reduces the system power consumption. This parallel computing and
low power consumption feature is well suited for image processing tasks with large
data volumes and high computational complexity. In the long term, artificial synapses
built on memristors will be one of the new approaches for facilitating the hardware
implementation of brain-like neural networks. Nevertheless, the current memristive
synaptic circuits can merely simulate the basic functions and behavioural character-
istics of biological synapses, and they receive insufficient theoretical support from
computational neuroscience. Therefore, the design of the memristive synaptic circuits
with multiple biological synaptic properties can provide a new idea and platform
for exploring a general memristive system-based image processing architecture to
address the problems of insufficient portray, unclear mechanism, single plasticity, etc.
Meanwhile, peripheral circuits control the read/write process in the memristor-based
image processing systems. memristor-based image processing systems are expected
to further improve the performance of online learning and reduce the complexity of
peripheral programming circuits in the future.

(3) At the algorithm level, the learning algorithms of memristor based image process-
ing systems are still under development. The conventional computing system has
the problems of high cost and difficult training when simulating impulsive neural
networks, whereas the unique dynamic memory and reconfigurable characteristics
of memristors can realize not only the diverse biological synaptic plasticity for ar-
tificial synapses but also the natural compatibility of artificial neural networks and
impulsive neural networks. The image processing algorithm based on memristive
systems can learn from deep learning and computational neuroscience to solve the
problems of slow training speed and the insufficient online processing capability of
conventional artificial neural networks in image processing applications. With better
understanding of neuronal communications and functionalities, general learning
algorithms should be designed to promote hardware development as well.
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Table 5. Key challenges and possible strategies of memristive system-based image processing technology on the device,
hardware, and algorithm levels.

Key Challenges Possible Strategies

Device level

Materials
Fabricate standard-process and compatible
new materials and interconnect materials

with high conductance

Use alternative organic materials, 2D, and
functional materials, and develop new

processes for new materials

Models
Less computational complexity and high

physics fidelity for large-scale
system simulation

Build mathematical models of memristors,
combined physical and empirical behavior

of devices

Hardware level

Peripheral circuits Efficient read/write scheme for
digital/analog mode

Use analog circuits, field programmable gate
array (FPGA), and look-up-table (LUT)

connected to the chips and
approximate circuits

Synaptic circuits

The operating mechanism is still obscure,
the cognition function modeling is not good,

and the fault diagnosis system is still
in progress.

Develop the novel memristive synapse
circuit will possess biological

synaptic features

Algorithm level

Operations Develop a general computing system for
data mapping, dot product, and STDP

Experimentally build applications with a
memristive crossbar

Training and
testing accuracies

Develop practical network topology and
learning algorithm

Develop hybrid algorithms, and
brain-inspired systems consist of both

ANNs and SNNs

6. Conclusions

Memristors have been widely studied in image possessing for their synapse-like
properties, low power consumption, high efficiency, integrability, etc. Two of their major
applications are memristive system-based traditional image processing, including image
compression, reconstruction, and edge extraction, and memristive neutral network-based
image processing, including image recognition, classification, and segmentation. In neural
networks, memristors are mainly adopted as synaptic devices to realize the hardware
mapping of synaptic weights under pulse stimulation and to store the synaptic weights in
real time for in-situ computation. The parallel computing capability of the memristor array
improves the operational efficiency of the neural network and reduces the energy consump-
tion of the system. Additionally, it is believed that the image processing technology based on
memristive systems has very promising prospects in terms of its computational speed, com-
putational energy efficiency, and processing accuracy, etc. Therefore, to develop a new type
of energy-efficient memristor-based image processing system, collaborative innovations are
needed in areas, such as mathematical modelling, architecture, and algorithm implementation.
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Abstract: In 1971, Prof. L. Chua theoretically introduced a new circuit element, which exhibited
a different behavior from that displayed by any of the three known passive elements: the resistor,
the capacitor or the inductor. This element was called memristor, since its behavior corresponded
to a resistor with memory. Four decades later, the concept of mem-elements was extended to the
other two circuit elements by the definition of the constitutive equations of both memcapacitors and
meminductors. Since then, the non-linear and non-volatile properties of these devices have attracted
the interest of many researches trying to develop a wide range of applications. However, the lack of
solid-state implementations of memcapacitors and meminductors make it necessary to rely on circuit
emulators for the use and investigation of these elements in practical implementations. On this basis,
this review gathers the current main alternatives presented in the literature for the emulation of
both memcapacitors and meminductors. Different circuit emulators have been thoroughly analyzed
and compared in detail, providing a wide range of approaches that could be considered for the
implementation of these devices in future designs.

Keywords: emulator; gyrator; memcapacitor; meminductor; memristor

1. Introduction

Prof. Leon L. Chua presented in 1971 the theoretical definition of the two terminal
device which defined the relation between the time-integral of its input voltage (φ, flux)
and its electric charge (q) [1]. This element was called memristor given that its behavior
corresponds to a nonlinear resistor in which the current through its terminals at an in-
stant t1 depends not only on the input voltage at t1, but also on the input voltage from
t = −∞ to t = t1 (i.e., a resistor whose resistance depends on the history of its input). It
was also demonstrated that this element was passive and that, contrary to capacitors and
inductors, it cannot store energy. Therefore, as a manifestation of these characteristics, the
current of the memristor is zero whenever the input voltage is zero and, for a periodic
current input, the memristive systems show a “closed pinched hysteretic loop” in their i-v
characteristic [2].

However, until 2008 the investigation into the memristor concept was very limited
due to the lack of a solid-state implementation of this device [3–6]. However, it was in 2008
that a group of researchers of Hewlett Packard Labs announced the first solid-state device
fulfilling the theoretical definition of the memristor [7], which constituted a turning point
in the research of memristors and its applications. Since then, thanks to its non-volatility
and non-linear behavior, the memristor is expected to play a disruptive role in diverse
fields, such as neuromorphic circuits and neural networks [8–12], analog programmable
circuits and arithmetic circuits [13–16], logic gates [17], crossbar classifiers [18–20], adaptive
filters [21], chaotic circuits [22,23] and non-volatile memories [24–26]. This had led to
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intensive studies of the memristive behavior in a wide range of materials, such as transition
metal oxides (e.g., NiO and TaOx) [27,28], polymers [29], 2D materials [30] or graphene
oxide [31–33], among others. The success of the memristor led Di Ventra, Pershin and
Chua to extended the concept of the memory circuit elements to capacitive and inductive
systems, thus defining the memcapacitor and the meminductor, respectively [34]. In this
way, together with the memristor, they established the electrical relations between the
time-integral of the charge (σ) and the flux (φ) with the memcapacitor; and between the
time-integral of the flux (ρ) and the charge (q) with the meminductor (see Figure 1).

 
Figure 1. Mem-elements definition on the basis of their fundamental physical magnitudes (units
are presented in brackets). Memristor: relation between the charge (q) and the time-integral of the
voltage (φ); memcapacitor: relation between time-integral of the charge (σ) and the time-integral of
the voltage (φ); meminductor: relation between time-integral of the flux (ρ) and the charge (q) [35].

As in the case of memristors, memcapacitors and meminductors also present a memory
ability manifested through a closed pinched hysteresis loop in the characteristic of their
two constitutive variables; with the additional advantage of being capable of storing energy
in capacitive and inductive forms, respectively [36]. These devices are expected to be the
key for the emergence of a new form of computation called neuromorphic computing,
since their essential properties are envisaged to allow them to mimic biological computing.
Thanks to their ability to both store and process information simultaneously, computers
based on these mem-elements would offer capabilities and power consumption comparable
to those of the human brain [37–39]. However, the lack of solid-state implementations of
memcapacitors and meminductors hinders the exploitation of the prominent features of
these devices in practical implementations. Due to this, in recent years there has been an
emerging line of research dedicated to the development of emulators of these devices, i.e.,
circuits that satisfy the constitutive equations of the emulated mem-element.

In this context, this work reviews the different models and practical memcapacitor
and meminductor emulators presented in the literature. Thus, the different approaches
followed for the emulation of the memory effect and nonlinear behavior of these devices
have been analyzed in detail and in a comparative way. The manuscript is structured
as follows: after this introduction, Section 2 presents the concept of memcapacitance as
well as the different approaches proposed for the emulation of memcapacitors. Similarly,
Section 3 introduces the concept of meminductive system and the different alternatives
adopted for the emulation of meminductors. Moreover, those circuits that based on the
same design are able to emulate either a memcapacitor or a meminductor with minimal
changes in their design have been grouped in Section 4. Finally, the main conclusions of
the different emulation approaches are drawn in Section 5.

2. Memcapacitor Emulators

The general memcapacitance (CM) is defined as the nth-order system that establishes
a nonlinear relation between the charge of the device (q) and its input voltage (v) [34]. It
can be either voltage-controlled or charge-controlled depending on its constitutive input
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variable. Therefore, an nth-order voltage-controlled memcapacitive system can be defined
by Equation (1):

q(t) = CM

(→
xN, v, t

)
·v(t) (1)

whereas the nth-order charge-controlled memcapacitance systems are defined by Equation (2):

v(t) = C−1
M

(→
xN, q, t

)
·q(t) (2)

being
→
xN a vector that represents the n internal state variables of the system.

The memcapacitor is a particular case of memcapacitive system with one single state
variable; the voltage in the case of voltage-controlled memcapacitors, Equation (3), or the
charge in the case of charge-controlled memcapacitors, Equation (4).

q(t) = CM

[∫ t

t0

v(τ)dτ

]
·v(t) (3)

v(t) = C−1
M

[∫ t

t0

q(τ)dτ

]
·q(t) (4)

In the previous equations, the initial instant of time, t0, may be selected to ensure that∫ t0
−∞ v(τ)dτ = 0 and

∫ t0
−∞ q(τ)dτ = 0, respectively.

Therefore, the memcapacitors are nothing but capacitors whose capacitance depends
on the history of the constitutive variable that acts as input (either charge or voltage) and
whose q-v characteristic presents a closed-pinched hysteresis loop in which v = 0 whenever
q = 0 (and vice versa) for bipolar sine wave-like excitations. In this way, the memcapacitor
emulators must be able to monitor the control variable (q or v) and then change its input
capacitance according to the history of this variable. Therefore, the memcapacitor emulators
can also be either voltage- or charge-controlled.

An example of charge-controlled memcapacitor emulator is the one proposed by
Fouda and Radwan in Ref. [40], and shown in Figure 2. This circuit is based on the
mathematical model of charge-controlled memcapacitance introduced by Biolek et al. [41],
which is given by Equation (5):

1
CM(t)

=
1

C0
+ k′

∫ t

0
q(τ)τ (5)

where C0 corresponds to the initial capacitance and k′ is the mobility factor.

 

Figure 2. Memcapacitor emulator circuit proposed by Fouda and Radwan [40].
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This emulator is designed to achieve the behavior indicated in Equation (5) from the
input current of the circuit, then:

vIN(t) = 1
CIN

∫
iIN(t)dt + vFB(t) =

q(t)
CIN

+ vFB(t) =
q(t)
CIN

+ k′q(t)
∫ t

0 q(τ)dτ

= q(t)
CIN

+ q(t)
RC2C2

1

∫ t
0 q(τ)dτ

(6)

Note that this circuit requires implementing a copy of the injected current in order
to obtain the input charge and its integration; besides, it is limited for the emulation of
grounded memcapacitors. The circuit of Figure 2 was simulated using SPICE, demonstrat-
ing that it certainly behaves as a charge-controlled memcapacitor for a frequency of 10 Hz
resulting in a good agreement with the mathematical derivation. However, there is a lack
of physical implementation of this design demonstrating its actual performance.

A similar approach, but without the drawback of requiring a copy of the input current,
was proposed by Sah et al. in Ref. [42] and it is presented in the circuit of Figure 3 which,
following the same principle than the previous design, can be modelled as follows:

vIN(t) = 1
C1

∫
iIN(t)dt − vFB(t) =

q(t)
C1

− vFB(t) =
q(t)
C1

− k′q(t)
∫ t

0 q(τ)dτ

= q(t)
C1

+ q(t)
RC2C2

1

∫ t
0 q(τ)dτ

(7)

Figure 3. Memcapacitor emulator circuit proposed by Sah et al. [42].

Their authors validated this proposal through both SPICE simulations and exper-
imental results, demonstrating that this model is able to emulate a charge-controlled
memcapacitor at input frequencies ranging from 0.1 Hz to 25 Hz. Hence, this circuit was
able to provide a similar behavior to the previous one with a simplified design.

Another alternative to emulate grounded memcapacitors was proposed by Romero
et al. in Ref. [43], although in this case for voltage-controlled memcapacitors. This emulator
was implemented by relating the memcapacitance concept with the Miller effect, which
accounts for the amplification of the feedback capacitance in inverting voltage amplifiers
Equation (8).

ZIN =
VIN
IIN

=
VIN

jωC1(VIN − VOUT)
=

1
jωC1(1 + A)

=
1

jωCIN
(8)

On the basis of Equation (8), the authors proposed a gain, A, which depends on the
time-integral of the input voltage (i.e., the flux). To do so, they used a voltage-controlled
resistor, as shown in Figure 4a, to change the amplifier’s voltage gain according to the
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flux, hence satisfying the definition of the voltage-controlled memcapacitor, as derived in
Equation (9).

dσIN
dt = qIN(t) =

∫
iIN(t)dt

=
∫

C1
dvC1(t)

dt dt = C1(vIN(t)− vout(t)) = C1(1 + A(φ))vin(t)
= CM(φ)vIN(t)

(9)

Figure 4. Memcapacitor emulator circuit proposed by Romero et al. [43] implemented with a voltage-
controlled resistor (a) and with a voltage-controlled memristor (b).

In the case of the implementation shown in Figure 4a, the resulting memcapacitance
is given by:

CM(φ) = C1

(
2 +

R1

RV(φ)

)
(10)

Additionally, having a voltage-controlled resistor whose value changes according
to the input flux (which is actually the time-integral of its input) makes also feasible the
implementation of this circuit by means of a memristor, as depicted in Figure 4b. In
this case, the memcapacitance could be expressed as indicated in Equation (11). Circuits
such as this one are considered as electrical mutators since, according to Equation (9) and
Equation (11), they transform the constitutive equation of the memristor (RM = dφ

dq ) into a

memcapacitor with its own constitutive relation (CM = dσ
dφ ).

CM(φ) = C1

(
2 +

R1

RM(φ)

)
(11)

The feasibility of this implementation was demonstrated by SPICE simulations for
different input waveforms at a frequency of 50 Hz, as well as by means of its physical imple-
mentation in a field-programmable analog array (FPAA) using a controlled-gain amplifier.

Actually, the use of mutators is a common approach for the implementation of mem-
capacitor emulators. Another example of this kind is the design proposed by Wang et al. in
Ref. [44] to emulate voltage-controlled memcapacitors. In this work, the authors relied on
the use of two commercially available second-generation current conveyors (CCII) AD844
in combination with a memristor, as shown in Figure 5a.

 
Figure 5. (a) Memcapacitor emulator circuit proposed by Wang et al. [44] implemented with a
voltage-controlled memristor. (b) Memcapacitor emulator schematic using a memristor emulator
based on a LED optically coupled to a LDR (light-dependent resistor).
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In this circuit, the capacitor C1 and the first CCII are used to obtain a voltage propor-
tional to the integration of the input current (i.e., proportional to the charge). After that, the
second CCII allows to convert that voltage to current, given that IZ = −I− and V− = V+:

i2(t) = IZ2 =
−vout1

R1
=

1
R1C1

∫ t

t0

iIN(τ)dτ =
q(t)
R1C1

(12)

Therefore, the relation between the current and the voltage across the memristor can
be expressed as follows:

RM(φ) =
vIN(t)

i2
=

vIN(t)R1C1

q(t)
(13)

As seen, from the constitutive equation of the memristor we can get the equivalent
memcapacitance of this circuit, which is given by Equation (14).

CM(φ) =
R1C1

RM(φ)
(14)

Moreover, the authors presented in this work a novel approach for dealing with both
voltage-dependent resistors and/or voltage-controlled memristors (see Figure 5b). This
approach is based on a LED optically coupled with a LDR (light-dependent resistor) and,
as it will be shown later, it has been adopted for other authors for the implementation of
their emulators. However, it is important to highlight that this approach limits the upper
frequency of the emulator, since the LDRs usually suffer from a slow time-response.

The use of current conveyors to implement mutators was theoretically introduced by
Pershin and Di Ventra in Ref. [45], and since then it has been adopted by many authors
in the literature. One of the benefits of using current conveyors relies on the possibility to
implement floating memcapacitors, as shown in Figure 6.

Figure 6. Memcapacitor emulator circuit proposed by Pershin and Di Ventra [45].

In the circuit of Figure 6, the current through the memristor corresponds to the current
through the inductor L1, and therefore:

vL1(t) = −iIN(t)·R1 = L1·
d
(
iRM (t)

)
dt

=
L1

RM(φ)
·d(v2(t)− v1(t))

dt
=

−L1

RM(φ)
·d(vIN(t))

dt
(15)

which indicates that this circuit emulates a voltage-controlled memcapacitor whose mem-
capacitance is given by Equation (16).

CM(φ) =
L1

R1RM(φ)
(16)

A similar approach to the one proposed in this work was followed by Yu et al. for the
implementation of a practical emulator based on this model [46]. However, their proposal
presents the drawback of requiring the use of a custom implementation of memristor
emulator, which does not guarantee the equality between the input and output current of
its two terminals.
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There are additional works that also make use of current conveyors for the practical
implementation of emulators without the requirement of including any memristor or
memristor emulator. This is the case of the grounded memcapacitor emulator presented by
Yesil and Babacan in Ref. [47] and schematized in Figure 7.

Figure 7. Memcapacitor emulator circuit proposed by Yesil and Babacan [47]. (a) Implementation
based on only CCII, (b) implementation based on a CCII-OTA combination.

In this emulator, the memcapacitance can be derived from the input current, which
can be expressed as:

iIN(t) = C1

d
(

vIN(t)− q(t)
R1C2

2C3

∫
q(t)dt

)
dt

(17)

and, therefore, the equivalent charge-controlled memcapacitance corresponds to the fol-
lowing expression (see Equation (5)):

1
CM(q)

=
1

C1
+

1
R1C2

2C3

∫ t

t0

q(t)dt (18)

Moreover, this emulator could also be implemented by replacing the second CCII with
an operational transconductance amplifier (OTA), as shown in Figure 7b. In that case, the
resulting memcapacitance would be given by:

1
CM(q)

=
1

C1
+

gm

C2
2C3

∫ t

t0

q(t)dt (19)

where gm is the OTA’s transconductance gain.
The experimental results obtained using off-the-shelf components demonstrated that

the circuits of Figure 7 was able to emulate a grounded charge-controlled memcapacitor at
frequencies up to 48 Hz.

The emulation of mem-elements using OTAs-based circuits is also common in the liter-
ature. For instance, in Ref. [48] Vista and Ranjan presented a memcapacitor emulator using
a dual X current conveyor differential input transconductance amplifier (DXCCDITA).

Their emulator is based on a DXCCDITA modeled as indicated in Figure 8.
On this basis, the memcapacitance can be derived from the voltage at the three different

passive elements, R1, C1 and C2 as:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
vC1 = vZ− = 1

C1

∫ t
t0

iC1(t)dt = 1
C1

∫ t
t0

iZ−(t)dt = α
C1

∫ t
t0

iX−(t)dt = αqIN(t)
C1

vC2(t) = VO+(t) = VBO− (t) =
1

C2

∫ t
t0

iO+(t)dt = gm
C1

∫ t
t0

VZ−(t)dt = αgm
C2C1

∫ t
t0

qIN(t)dt

VY(t) =
VX+(t)

β =
−VX− (t)

β = VO−(t) = IO−(t)R1 = −gmVZ−(t)R1 = −gmαqIN(t)R1
C1

(20)

being α and β the current transfer gain and voltage transfer gain, respectively. On the other
hand, the transconductance (gm) can be expressed as gm = K

(
VBO− + VDD − Vt

)
, where
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VDD is the positive supply voltage and both Vt and K are parameters that depend on the
CMOS technology used.

 
Figure 8. Memcapacitor emulator circuit proposed by Vista and Ranjan [48] based on a DXCCDITA.

Therefore, the constitutive equation of this charge-controlled memcapacitor can be
obtained as:

vin(t) = VX−(t)− VX+(t) = −2βVY =
2αβKR1

C1
·q(t)·

(
VDD − VT +

αgm

C1C2

∫ t

t0

qIN(t)dt
)

(21)

Hence, the charge-controlled memcapacitance is given by:

1
CM(q)

=
2αβKR1

C1
·
(

VDD − VT +
αgm

C1C2

∫ t

t0

qIN(t)dt
)

(22)

The feasibility of this floating charge-controlled memcapacitor model has been verified
by means of SPICE simulation, and additionally, the practicability of this model is examined
in an adaptative neuromorphic structure [48].

Finally, a brief comparison of the different memcapacitor emulators presented in this
section is summarized in Table 1. The comparison has been carried out in terms of their
key components and mode of operation (grounded or floating), among other parameters.

Table 1. Comparison of the different memcapacitor emulators presented in this review.

Reference Mutator Configuration Control Variable Key Components Experimental

Fouda and
Radwan [40] No Grounded Charge

Op amps
Analog multiplier
Copy of the input

current

No

Sah et al. [42] No Grounded Charge Op amps
Analog multiplier Yes

Romero et al.
[43] Yes Grounded Voltage Op amps

Memristor 1 Yes

Wang et al.
[44] Yes Grounded Voltage Current conveyors

Memristor 1 Yes

Pershin and Di
Ventra [45] Yes Floating Voltage

Current conveyors
Inductor

Memristor
No

Yesil and
Babacan [47] No Grounded Charge

Current conveyor
OTA

Analog multiplier
Yes

Vista and
Ranjan [48] No Floating Charge Custom

DXCCDITA No

1 Or memristor emulator (applicable in all cases).
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3. Meminductor Emulators

The meminductance (LM) is defined as the nth-order system that establishes a non-
linear relation between the current across the terminal of the device (I) and its input flux
(φ) [34]. It can be either current-controlled or flux-controlled depending on its constitutive
input variable. Therefore, the nth-order current-controlled meminductive systems are
defined by Equation (23), whereas the flux-controlled ones are defined by Equation (24).

φ(t) = LM

(→
xN, I, t

)
·I(t) (23)

I(t) = L−1
M

(→
xN, φ, t

)
·φ(t) (24)

being
→
xN a vector which represents the n internal state variables of the system.

The meminductor is a particular case of meminductive system with one single state
variable; the current in the case of current-controlled meminductors (Equation (25)) or the
flux in the case of flux-controlled meminductors (Equation (26)):

φ(t) = LM

[∫ t

t0

I(τ)dτ

]
·I(t) (25)

I(t) = L−1
M

[∫ t

t0

φ(τ)dτ

]
·φ(t) (26)

where the initial instant of time, t0, may be selected to ensure that
∫ t0
−∞ I(τ)dτ = 0 and∫ t0

−∞ φ(τ)dτ = 0, respectively.
Therefore, the meminductance of meminductors depends on either the current or

the flux depending on whether they are current-controlled or flux-controlled, respectively.
In addition, their i-φ characteristic presents a closed-pinched hysteresis loop in which
i = 0 whenever φ = 0 (and vice versa) for bipolar sine wave-like excitations. The usual
approaches followed to implement meminductors emulators are quite similar to those used
to emulate memcapacitors. One of these common approaches employs mutators in order
to transform memristors into meminductors in both grounded and floating configurations.
This is the case of the grounded meminductor shown in Figure 9, which was proposed by
Wang in Ref. [49].

Figure 9. Meminductor emulator circuit proposed by Wang [49].

In this circuit, the input current can be expressed as follows:

iIN(t) = iR1 + iR′
1
= vIN(t)·

(
1

R′
1
− R2

R1R′2

)
+

φIN(t)
2R2RM(φ)C1

·
(

R2

R′2
+ 1

)
(27)

As seen, Equation (27) can be directly related to the constitutive equation of a flux-
controlled meminductor with the condition of cancelling the term associated with the input
voltage, i.e., with R′

1 = R1 and R′
2 = R2. In that case, the resulting input current can
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be expressed as indicated in Equation (28) and, therefore, the circuit would emulate the
behavior of a flux-controlled meminductance modelled by Equation (29).

iIN(t) =
φIN(t)

R2RM(φ)C1
(28)

LM(φ) = R2RM(φ)C1 (29)

This simple model was verified by means of simulations; however, it was studied
neither in the frequency-domain nor with an experimental implementation.

Another example of mutator, based on a gyrator, was presented by Romero et al. upon
the design of the Antoniou’s circuit, as depicted in Figure 10 [35].

 
Figure 10. Grounded meminductor emulator circuit proposed by Romero et al. [35].

In this case, the meminductance can be derived from the current through R5, given
that iR5 = iC4 . Therefore:

vIN(t)

R5
=

C4RMR3

R2
·d(it(t))

dt
→ iIN(t) = φIN(t)· R2

RM(φ)R3R5C4
(30)

which indicates that the circuit behaves as a flux-controlled meminductor whose value is
given by Equation (31).

LM(φ) =
RM(φ)R3R5C4

R2
(31)

This circuit was validated using SPICE simulations for various input signals and
frequencies. For the simulations, the memristor was implemented by means of a LDR, as
shown in previous implementations. In addition, the practicability of the meminductor
model was also exhibited with a long-term potentiation (LTP) and long-term depression
(LTD) example [35]. However, this circuit also presents the disadvantage of being restricted
to grounded configurations.

Following the same approach, Romero et al. also presented a floating meminductor
emulator based on the Riordan gyrator. In this case, the meminductor emulator is based on
the schematic shown in Figure 11.

In order to emulate a floating meminductor, the input current at the first terminal
must be equal to the output current of terminal two, therefore:

IIN = −IOUT = VIN · Z2Z4

Z5ZMZ1
= −VIN ·

(
Z7

Z8Z6
+

Z2Z4Z7

ZMZ5Z6Z8
− 1

Z5

)
(32)
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Figure 11. Floating meminductor emulator circuit proposed by Romero et al. [50].

Thus, the circuit of Figure 11 needs to fulfill the following condition:

1
Z5

=
1

Z1
=

Z7

Z6Z8
(33)

where Zi represents the impedance of the passive element i. On this basis, considering
R1 = R2 = R5 = R7 = R6 = R8 = R, Equation (32) can be expressed as given in
Equation (34).

IIN =
VIN

s
· 1
RC4RM(φ(s))

(34)

Finally, the constitutive equation of this floating meminductor emulator can be ob-
tained by transforming Equation (34) to the time domain:

iIN(t) = φIN(t)· 1
RC4RM(φ)

= φIN(t)· 1
LM(φ)

(35)

Therefore, with this implementation we can avoid the drawback of being subject to
grounded configurations when implementing a meminductor emulator. The feasibility of
this circuit was proved by a practical implementation, besides, an example of application
in which the emulator is used in an adaptative low-pass filter was also shown.

As in the case of memcapacitor emulators, some authors also rely on the use of current
conveyors for the implementation of their emulators. An example of this practice is the
model proposed by Sah et al. in Ref. [51], whose schematic is shown in Figure 12.

 
Figure 12. Meminductor emulator circuit proposed by Sah et al. [51].
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In this circuit, the current relations iC1 = iR1 and iR2 = iR3 allow extracting the
constitutive equation of the equivalent flux-controlled meminductor:

iIN(t) = φIN(t)· R2

C1R1R3RM(φ)
(36)

which results in the following meminductance:

LM(φ) =
C1R1R3RM(φ)

R2
(37)

as it was demonstrated by means of both SPICE and experimental results for different input
frequencies. Alternatively, in Ref [52] the same authors presented an equivalent circuit
based on two current conveyors (see Figure 13).

Figure 13. Meminductor emulator circuit based on current conveyors proposed by Sah et al. [52].

In this emulator, the meminductance can be derived from the relation between the
current passing through the different passive elements, resistor, capacitor and memristor:

iC1 = iR1 = C1RM
diIN(t)

dt
=

vIN(t)
R1

(38)

Therefore, the flux-controlled meminductance is given by Equation (39), as demon-
strated experimentally by the authors.

iIN(t) =
φIN(t)

R1RM(φ)C1
=

φIN(t)
LM(φ)

(39)

Another example of mutator based on current conveyors was the circuit proposed by
Liang et al. [36] to emulate floating flux-controlled meminductors (Figure 14).

As it is shown, the equivalent input meminductance of this mutator can be extracted
from the current through the memristor:

iRM (t) = iR2(t) =
φIN(t)

R1C1RM
=

iIN(t)R3

R2
(40)

Thus, the flux-controlled meminductance can be calculated as:

LM(φ) =
R2

R1C1R3RM(φ)
(41)
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Figure 14. Floating meminductor emulator circuit based on current conveyors proposed by Liang
et al. [36].

Contrary to others practical mutators, in this work, the authors opted for the use of an
analog multiplier rather than a LDR for the implementation of the memristor with the goal
of achieving a better control over its memristance. Their proposed circuit was validated
experimentally using a sinusoidal input voltage for two different frequencies, 28.3 Hz and
36.9 Hz. A similar approach to the followed in this latter work was presented in Ref. [53]
by the same authors, and by Sozen and Cam in Ref. [54], although in this latter case the
authors made use of an OTA instead of a current conveyor to obtain the input flux.

All the meminductor emulators presented so far require the use of either a memristor
or a memristor emulator for their practical implementations. An alternative also based
on current conveyors, but without the need of implementing a memristor, can be found
in Ref. [55], in which Fouda and Radwan proposed the circuit depicted in Figure 15 to
emulate grounded current-controlled meminductors.

 
Figure 15. Meminductor emulator circuit based on current conveyors proposed by Fouda and
Radwan [55].

This circuit is designed to fulfill the constitutive equation of the current-controlled
meminductors as defined in Equation (25) [56]:

φ(t) = (L0 + kq(t))·i(t) (42)

being L0 the initial inductance and k the mobility factor.
Therefore, considering that iR3 = iC2 , we can obtain:

φIN(t) =

(
R1R3C2 +

R2
1R3C2

C1R2
qIN(t)

)
·iIN(t) (43)
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By comparing the two previous equations, the current-controlled meminductance can
be expressed as indicated in Equation (44), which was demonstrated by SPICE simulations
and a circuit implementation at a frequency of 10 Hz.

LM(q) = L0 + kqIN(t) = R1R3C2 +
R2

1R3C2

C1R2
qIN(t) (44)

Moreover, as in the case of the memcapacitors emulators, some authors resorted to the
use of custom CMOS-based circuits to implement memristor-less meminductor emulators.
Some examples of these circuits are the works presented by Konal and Kacar in Ref. [57],
where the authors proposed a CMOS realization of multi-output OTAs for the emulation
of grounded meminductors; or the work presented by Vistan and Ranjan in Ref. [58],
where a voltage difference transconductance amplifier (VDTA) implemented with CMOS
technology is revealed to be also used for the emulation of grounded meminductors.

Finally, a brief comparison of the different meminductor emulators presented in this
section is given in Table 2. The comparison has been carried out in terms of their key
components and mode of operation (grounded or floating), among other parameters.

Table 2. Comparison of the different meminductor emulators presented in this work.

Reference Mutator Configuration Control Variable Key Components Experimental

Wang [49] Yes Grounded Flux Op amps,
Memristor 1 No

Romero et al.
[35] Yes Grounded Flux Op amps,

Memristor No

Romero et al.
[50] Yes Floating Flux Op amps,

Memristor Yes

Sah et al.
[51] Yes Grounded Flux

Current conveyor,
Op amps,

Memristor 1
Yes

Sha et al.
[52] Yes Grounded Flux Current conveyors,

Memristor No

Liang et al.
[36] Yes Floating Flux

Current conveyor,
Op amps,

Memristor
Yes

Fouda and
Radwan [55] No Grounded Current

Current conveyor,
Analog multiplier,

Adder
No

1 Or memristor emulator (applicable in all cases).

4. Universal Emulators: Memcapacitors and Meminductor

In this section, we select some of the remarkable circuits available in the literature that
are able to emulate either a memcapacitor or a meminductor by minor changes in their
structure or by a proper configuration of their passive elements. For instance, the circuits
shown in Figure 16a,b were proposed by Babacan for the emulation of memcapacitors and
meminductors, respectively [59]. In the first case, the memcapacitance behavior is achieved
by the feedback provided by the capacitors connected to the outputs of the OTA:

iIN(t) = C1

d
(

vIN(t)− qIN(t)
∫

qIN(t)dt
C2

2

)
dt

(45)

and therefore, the equivalent input charge-controlled memcapacitance can be derived as:

CM(q) =
1

C1
+

∫ t
t0

qIN(τ)dτ

C2
2

(46)

44



Electronics 2021, 10, 1225

Similarly, in the circuit depicted in Figure 16b, the feedback provided in the negative
input of the OTA and the combination of the voltage in both R1 and C1 allows to express
the input voltage as follows:

vIN(t) = L1
diIN(t)

dt
+

R1

C1
·d(iIN(t)·qIN(t))

dt
(47)

and therefore, according to Equation (25), the current-controlled equivalent input memin-
ductance of this circuit corresponds to Equation (48).

φIN(t) =
(

L1 +
R1

C1
qIN(t)

)
iIN(t) = LM(q)iIN(t) (48)

The mutation of memristive systems into universal memcapacitive and meminductive
emulators have also been considered by some authors, as the case of Taşkiran et al. [60]. In
this work, the authors proposed a simple current backward transconductance amplifier
(CBTA) to implement a universal mutator based on the scheme exhibited in Figure 17a,
whose equivalent input impedance in the Laplace domain can be expressed as:

ZIN(s) =
VIN
IIN

=
ZW
ZZ

· 1
μW gmα

(49)

Figure 16. Memcapacitor (a) and meminductor emulator (b) circuits proposed by Babacan [59].

Thus, by means of the substitutions shown in Figure 17b,c, the circuit of Figure 17a
can be used to emulate either a memcapacitor or a meminductor, respectively. In that case,
the equivalent input memcapacitance and meminductance can be derived as follows:

ZINMC (s) =
1

RM(φ(s))C1s
· 1
μW gmα

→ CM(φ) = RM(φ)C1μW gmα (50)

ZINMI (s) =
RM(φ(s))C1s

μW gmα
→ LM(φ) =

RM(φ)C1

μW gmα
(51)

where gm, μW , and α are the transconductance gain and both voltage and current
gains, respectively.
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Figure 17. (a) CBTA-based circuit for the emulation of floating memcapacitors and meminductors
devices proposed by Taşkiran et al. [60]. (b) Mutator for the emulation of memcapacitors, (c) mutator
for the emulation of meminductors.

Similarly, Yu et al. [61] proposed an universal mutator based on commercial current
conveyors for emulating grounded mem-elements (Figure 18a). As in the case of the
circuit proposed by in Ref. [60], this mutator can be used to achieve a straightforward
transformation between a memristor and either a memcapacitor or a meminductor by
just modifying the combination of its different impedances. In both cases, either the
memcapacitor (Figure 18b) or the meminductor (Figure 18c), the constitutive equation of
the emulated device can be derived from the relation between the current and the voltage
in Z1. Thus, for the memcapacitive ciruit:

qIN(t) =
C1

R2R3R4RM(φ)
vIN(t) = CM(φ)·vIN(t) (52)

whereas for the meminductive circuit:

iIN(t) =
R4

R1R2RM(φ)C3
φIN(t) = L−1

M (φ)·φIN(t) (53)

 

Figure 18. (a) Universal circuit for the emulation of grounded mem-elements proposed by
Yu et al. [61]. (b) Mutator for the emulation of memcapacitors, (c) mutator for the emulation
of meminductors.
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Recently, Yu et al. [62] revisited this circuit aiming to emulate not only grounded mem-
elements but also their floating configurations, with the additional advantage of avoiding
the inclusion of a memristor (or its emulator) for its implementation. The behavior of these
circuits is derived from the relation between the current through the resistor R2 and the
varactor diode CVD, given that iR2 = iCVD . On this basis, the memcapacitance of the circuit
displayed in Figure 19a can be extracted as:

iR2(t) =
qIN(t)
C1R2

= CVD(φ)
d
(

φIN (t)
R1C2

−VOFFSET

)
dt = CVD(φ)

vIN(t)
R1C2

→ CM(φ) =
C1R2CVD(φ)

R1C2

(54)

 
Figure 19. Universal circuit proposed by Yu et al. [62] for the emulation of floating memcapacitors
(a), and floating meminductor (b).

In the same way, the equivalent meminductance of the circuit shown in Figure 19b
can be expressed as:

iVD(t) =
CVD(q)

C1
· dqIN(t)

dt = CVD(q)
C1

iIN(t) =
φIN(t)

R1R2C2

→ LM(q) = R1R2C2CVD(q)
C1

(55)

The feasibility of these circuits has been proved by means of experimental results for
sinusoidal input signals and in a wide range of frequencies (up to 22 kHz).

A similar circuit was proposed recently by Zhao et al. [63] as an alternative of this
latter emulator. The circuit presented by Zhao et al., shown in Figure 20, makes use of an
additional current conveyor and an analog multiplier in order to avoid the inclusion of a
varactor diode, thus also escaping from the necessity of an external offset voltage. In both
cases, memcapacitor emulator (Figure 20a) and meminductor emulator (Figure 20b), the
constitutive equations can be extracted relating the voltage at the output terminal Z of both
current conveyors, U3 and U4. Therefore, for the memcapacitor emulator we can write:

vIN(t) = vIN+ − vIN− = qIN(t)·
(

R4

C0R5
− R2

C0R3
+

R2

C2
0C1R1R3

∫ t

t0

q(τ)dτ

)
(56)

while for the meminductor emulator:

φIN(t) = φIN+ − φIN− = iIN(t)·
(

R0R4C2 − R0R2C0 +
R2

0R2C0

R1C1
qIN(t)

)
(57)
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Therefore, the equivalent charge-controlled memcapacitance and the current-controlled
meminductance of these circuits can be expressed as indicated in Equation (58) and
Equation (59), respectively.

C−1
M (q) =

R4

C0R5
− R2

C0R3
+

R2

C2
0C1R1R3

∫ t

t0

q(τ)dτ (58)

LM(q) = R0R4C2 − R0R2C0 +
R2

0R2C0

R1C1
qIN(t) (59)

Figure 20. Universal circuit proposed by Zhao et al. [63] for the emulation of floating memcapacitors
(a), and floating meminductors (b).

To sum up, Table 3 presents a brief comparison of the main features of the emulators
presented in this section for both memcapacitor and meminductor configurations.

Table 3. Comparison among of the different universal emulators cited in this review.

Reference Emulator Mutator Conf.
Control
Variable

Key Components Experimental

Babacan
[59]

Memcap.
No Grounded

Charge OTA
Integrator

Differentiator
Multiplier

No
Memind. Current

Taşkiran
et al. [60]

Memcap.
Yes Floating

Voltage Custom CBTA
Memristor 1 No

Memind. Flux

Yu et al.
[61]

Memcap.
Yes Grounded

Voltage Current Conveyor
Memristor Yes

Memind. Flux

Yu et al.
[62]

Memcap.
No Floating

Voltage Current Conveyor
Varactor diode

Subtractor
Yes

Memind. Flux

Zhao et al.
[63]

Memcap.
No Floating

Charge Current Conveyor
Multiplier

Adder
Yes

Memind. Current
1 Or memristor emulator (applicable in all cases).

5. Conclusions

In this work, different approaches proposed in the literature for the emulation of
memcapacitors and meminductors are reviewed in detail. The selected emulator circuits
have been theoretically analyzed to infer their constitutive equations and their equivalent
memcapacitance or meminductance. It has been reported that most of the emulators
presented in the literature are based on mutators, i.e., circuits that transform the constitutive
equation of memristors into the corresponding constitutive equation of the emulated device.
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Moreover, there are also a set of emulators that does not require the use of a memristor
(or its emulator) for their implementation, providing a reliable and simpler alternative to
emulate mem-elements. The main features of the analyzed mem-elements emulators have
been gathered in three tables to offer a complete overview of the technological options. So
that, we firmly consider that this study provides a useful guide for those researchers trying
to choose the appropriate emulator restricted by the requirements and constraints of their
practical implementations.
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Abstract: Memristors have been proved effective in intelligent computing systems owing to the
advantages of non-volatility, nanometer size, low power consumption, compatibility with traditional
CMOS technology, and rapid resistance transformation. In recent years, considerable work has
been devoted to the question of how to design and optimize memristor models with different
structures and physical mechanisms. Despite the fact that the optoelectronic effect inevitably makes
the modelling process more complex and challenging, relatively few research works are dedicated to
optoelectronic memristor modelling. Based on this, this paper develops an optoelectronic memristor
model (containing mathematical model and circuit model). Moreover, the composite memristor
circuit (series- and parallel-connected configuration) with a rotation mechanism is discussed. Further,
a multi-valued logic circuit is designed, which is capable of performing multiple logic functions from
0–1, verifying the validity and effectiveness of the established memristor model, as well as opening
up a new path for the circuit implementation of fuzzy logic.

Keywords: optoelectronic memristor; composite circuit; multi-valued logic; rotation mechanism

1. Introduction

Memristors that are non-volatile and nano-sized, and that have low power consump-
tion, compatibility with conventional CMOS technology, and variable resistance have been
widely used in intelligent computing systems [1–5]. This novel circuit component, was first
proposed by Chua L in 1971, represents the relationship between charge and flux [6]. The
existence of a physical memristor was first verified by Hewlett-Packard Lab in 2008, and
it was confirmed to be a nanoscale passive two-terminal circuit component [7]. The suc-
cessful preparation of memristors has attracted a lot of attention among research scholars
around the world, and numerous memristor devices with different structures and physical
mechanisms have been prepared [8–10].

Owing to stringent manufacturing processes and high costs, actual memristors are
difficult to prepare outside the laboratory [11–13]. Considerable work has been devoted to
the study of mathematical and circuit models that can reproduce the complex dynamics of
memristors, such as the HP model [14], the spintronic model [15], the threshold adaptive
model (TEAM) [16], the voltage threshold adaptive model (VTEAM) [17], etc. However, the
present modelling is mostly based on two factors: the voltage applied to the memristor and
the current flowing through it, which cannot accommodate the physical memristor proper-
ties prepared with evolving materials [18–20]. Indeed, physical memristors are affected by
multiple factors such as light, temperature, humidity, and magnetic field, increasing the
complexity and difficulty of modelling [21–24], and relatively little and incomplete work
has been done in this area. In order to approximate the electrical characteristics possessed
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by physical amnesic resistors, this paper develops a model for optoelectronic memristors
affected by both optical and electrical signals.

With the exploration of the binary characteristics of memristors, the application of
memristors in logic circuits has received a lot of attention [25–28]. Existing research in the
field of memristor-based logic implementation is mainly aimed at binary logic (e.g., material
implication, memristor-aided logic, and memristor-ratioed logic), and ternary logic (e.g.,
balanced ternary logic and unbalanced ternary logic) [29–33]. However, relatively little
research has been conducted on the implementation of multi-valued logic circuits based on
memristors. Multi-valued logic with more logic states is an extension of traditional binary
(or ternary) logic, which has only two (or three) logical states. Compared with binary (or
ternary) logic, multi-valued logic carries more information in the process of processing
a large amount of data, and has a faster operational speed, smaller area and size, and
lower power consumption [34–36]. This paper presents the design of a multivalued logic
circuit based on the established optoelectronic model. The research gaps and the main
contributions of this paper are summarized in Table 1.

Table 1. The research gaps and the main contributions.

Research Gaps Contributions

• Most of the existing memristor models are based on
voltage and current factors, which fail to closely
approximate the physical memristors that are affected by
multiple factors.

• The illumination factor is introduced as a variable for
modelling optoelectronic memristor, which provides a new
idea for modelling memristors affected by multiple factors
such as temperature, humidity, and magnetic field.

• The electrical characteristics of physical memristors are
less unstable owing to vulnerability to the
external environment.

• The electrical characteristics of the optoelectronic
memristor and its composite circuit are analyzed from the
perspective of the model.

• Existing research on memristor-based logic
implementation mainly focuses on binary logic and
ternary logic.

• A multi-valued logic circuit with 10 logic functions from
0–1 is proposed, which demonstrates the validity of the
model and offers the possibility to explore fuzzy logic in
the future.

The rest of the paper is organized as follows. Section 2 details the mathematical and
PSIPCE models of a kind of optoelectronic memristor. Moreover, a series of tests and
analysis on the electrical characteristics of the model is carried out in the same section.
Section 3 discusses a composite circuit incorporating a rotation mechanism and proposes
a multivalued logic circuit based on this circuit. The section concludes with a series of
simulation experiments and analysis to verify the correctness of the proposed multi-valued
logic and the validity of the model. Section 4 discusses the limitations of the designed multi-
valued logic circuit and provides future research directions. Finally, Section 5 summarizes
the whole work.

2. Optoelectronic Memristor Model and Electrical Characteristics Analysis

2.1. Background of Opoelectronic Memristor

Before modeling the optoelectronic memristor, the background of the optoelectronic
memristor is studied in terms of both device structure and operating principles, which leads
to a better understanding of the optoelectronic effects that affect the electrical characteristics
of the memristor.

The modeled optoelectronic memristor device is prepared from ITO/MgO/HfO2/ITO
material, where two layers of transparent conductive oxide ITO are used as the top electrode
(TE) and bottom electrode (BE) of the device [21]. The wide bandwidth oxide (MgO/HfO2)
introduces the optical functionality in the resistive switching device while maintaining the
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optical transparency, and the MgO layer increases the durability, retention performance, and
resistive ON/OFF ratio of the device. The specific device structure is shown in Figure 1a.
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Oxygen vacancy - Oxygen ion
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---
-
-
--- -
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(a) (b) 

Figure 1. The schematic diagram of the optoelectronic memristor showing (a) device structure; and
(b) working principle.

The working principle of the device is illustrated in Figure 1b, and it can be discussed
in three cases depending on the voltage and light illumination. When a positive voltage is
applied at the TE terminal and the BE terminal is grounded, the positive voltage induces
the breakage of the Hf-O and Mg-O bonds, and a large number of oxygen vacancies (VO)
and oxygen ions (O2−) are formed. Conductive filaments (CF) are formed inside the device,
which causes the device to switch from a high resistance state (HRS) to a low resistance
state (LRS). Owing to the larger amount of energy required to form VO from MgO, most of
the VO during the setting process is produced by HfO2. Notably, O2− is not stacked near
the TE interface, but at the intersection of MgO and HfO2.

In the case that a negative voltage is applied at the TE terminal and the BE terminal
is kept grounded, O2− will recombine with VO to form oxygen atoms under the negative
voltage, leading to the rupture of CF. Further, the current is reset and the resistance state of
the device is transformed to HRS.

In addition, the device is influenced by optical factors as well as electrical stimulation.
The illumination is able to provide energy to O2−, which in turn promotes O2− and VO to
achieve recombination. The effects of illumination and negative voltage on the electrical
characteristics of the device are similar, and both achieve the reset function.

2.2. Modelling of Opoelectronic Memristor

In order to facilitate subsequent studies on the application of the optoelectronic
memristor, the device is modeled by improving the VTEAM modelling method and
employing the optoelectronic effect. Its resistance can be represented by the following
mathematical equation.

M(x) = Ron +
Roff − Ron

xoff − xon
(x − xon) (1)

where M denotes the resistance of the optoelectronic memristor, which is limited to
[Ron, Roff]. x is the state variable, with maximum and minimum values of xon and xoff, and
the dynamic function of x can be described by the following equation.

dx
dt

=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

[
kon

(
V(t)
Vth1

− 1
)αon

+
Ip

ε·Ipmax

]
· f (x), 0 < Vth1 ≤ V(t)

Ip
ε·Ipmax

· f (x), Vth2 < V(t) ≤ Vth1[
koff

(
V(t)
Vth2

− 1
)αoff

+
Ip

ε·Ipmax

]
· f (x), V(t) ≤ Vth2 < 0

(2)
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f (x) = 1 − (βx − 1)2p (3)

where kon(V(t)/Vth1 − 1)αon and koff(V(t)/Vth2 − 1)αoff are electrical effect simulation
terms that achieve not only a decrease in resistance when a positive voltage is applied,
but also an increase in resistance for negative voltages. kon, koff, αon, and αoff are all fitting
parameters of the model, Vth1 and Vth2 denote the positive and negative threshold voltage,
respectively. V(t) represents the voltage loaded onto the memristor. Ip/(ε ∗ Ipmax) is the
light effect simulation term to realize the function of increasing the memristance upon
illumination. ε denotes the parameter capable of regulating the effect of light and Ipmax is
the maximum illumination power intensity. Ip indicates the optical power intensity applied
to the memristor. f (x) acts as a window function for binding x to [xon, xoff]. β and p are
fitting parameters of the model.

Accordingly, a SPICE model of optoelectronic memristor is proposed to perform the
subsequent circuit simulation. The specific sub-circuit description is shown in Table 2.

Table 2. PSPICE sub-circuit of optoelectronic memristor model.

* Optoelectronic Memristor Model

.SUBCKT optoelectronic memristor model Plus Minus PARAMS:
+ xon=0 xoff=3E−9 Alphaon=0.1 Alphaoff=0.1 Ron=100 Roff=3E3 kon=−1 koff=1 Ip=100
+ Epsilon=0.6 Ipmax=500 p=1 Beta=6.6666E8 Vth1=2 Vth2=−2 xinit=3E−9
******* Differential equation modelling*******
Gx 0 x value={f(V(x), V(Plus, Minus), kon, koff, Alphaon, Alphaoff, Vth1, Vth2, Epsilon,
+ Beta, p, Ip, Ipmax)}
Cx x 0 1 IC={xinit}
R x 0 1 T
**************************Ohm’s Law********************
Emem Plus Aux value={I(Emem)*(Roff-Ron)*(V(x)-xon)/(xoff-xon)}
Rs aux Minus {Ron}
Emx Mx 0 value={(Roff-Ron)*(V(x)-xon)/(xoff-xon)+Ron}
**************************Functions************************
.func f(x, v, kon, koff, Alphaon, Alphaoff, Epsilon, Ip, Ipmax, Beta, p)=
+ {If(v>Vth1, f1(x, v, kon, Vth1, Alphaon, Epsilon, Ip, Beta, Ipmax, p),
+ If(v<Vth2, f2(x, v, koff, Vth2, Alphaoff, Epsilon, Ip, Beta, Ipmax, p),
+ f3(x, Epsilon, Ip, Beta, Ipmax, p))}
.func f1(x, v, kon, Vth1, Alphaon, Epsilon, Ip, Beta, Ipmax, p)=
+ {(kon*(v/Vth1−1)ˆAlphaon+Ip/(Epsilon*Ipmax))*(1-(Beta*x−1)ˆ(2*p))}
.func f2(x, v, koff, Vth2, Alphaoff, Epsilon, Ip, Beta, Ipmax, p)=
+ {(koff*(v/Vth2−1)ˆAlphaoff+Ip/(Epsilon*Ipmax))*(1-(Beta*x−1)ˆ(2*p))}
.func f3(x, Epsilon, Ip, Beta, Ipmax, p)={Ip/(Epsilon*Ipmax)*(1-(Beta*x−1)ˆ(2*p))}
.ENDS optoelectronic memristor

To evaluate the accuracy of the proposed model, we fit the model based on real
experimental data, as shown in Figure 2. Figure 2a shows the I−V curve of the memristor
in the dark environment, where the black ball indicates the real experimental data and the
red solid line indicates the fitting result of the model. Notably, the memristor is initialized
to a high resistance state before conducting this experiment. Figure 2b shows the I−V
curves of the memristor before and after applying illumination to it, where the blue and
black lines with triangles indicate the real experimental data pre- and post-illumination,
respectively, and the gray and red lines show the fitting results pre- and post-illumination,
respectively. Notably, the resistance of the initialized memristor is a lower resistance before
carrying out this experiment and the illumination is white light (390–780 nm) with an
optical power intensity of 100 W/m2.
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Figure 2. The fitting result of the model showing (a) I−V curve of the memristor in the dark
environment; and (b) I−V curves of the memristor before and after applying illumination.

From Figure 2, the established memristor model has a good overlap with the actual
memristor electrical characteristic curve. Root mean square error (RMSE) is introduced as
an indicator for objective analysis, and its mathematical expression is shown below:

RMSE =

√√√√√√√ 1
n

⎛⎜⎜⎝
n
∑

i=1
(Vreal,i − Vfit,i)

2

V2
fit

+

n
∑

i=1
(Ireal,i − Ifit,i)

2

I2
fit

⎞⎟⎟⎠ (4)

where n is the number of samples, Vreal,i and Ireal,i the voltage and current on the memristor
during the testing process, and Vfit,i and Ifit,i represent the voltage and current on the model
during the fitting process. Vfit and Ifit denote the Euclidean criterion for the voltage and
current of the memristor model. Normally, a smaller RMSE represents a better fit.

From Figure 2a, the model can achieve the electrical setting function under positive
voltage, where the model can be fitted to the measured data points with the RMSE value of
1.13%. As shown in Figure 2b, the simulated I-V curves are matched with the I-V curves in
the pre- and post-illumination periods with RMSE values of 1.65% and 1.98%, respectively.
When illumination is applied, the resistance of the memristor increases and the current
flowing through the memristor decreases. In general, the fitting results show that the
constructed optoelectronic memristor model is capable of characterizing the performance
of the ITO/MgO/HfO2/ITO memristor.

2.3. Electrical Characteristics Analysis

To demonstrate the electrical characteristics of the proposed optoelectronic memristor
model, a series of tests and analysis circuit simulations are performed, and the experimental
results are shown in Figures 3–5. The specific parameters of the memristor model are
detailed in Tables 2 and 3. Notably, the experiments are conducted on a desktop workstation
equipped with Core i7-10700 processor, 32 GB RAM and Windows 10 operating system
using Matlab2018 and PSpice software.
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Figure 3. Simulation results under sine-wave voltage showing (a,b) I−V and M−t curves without
illumination; and (c,d) I−V and M−t curves at optical radiation intensity of 20 W/m2.
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Figure 4. Simulation results at different optical power densities under constant voltages showing
(a–c) M−t curves of the memristor with initial resistance Ron at −3 V, 0 V, 3 V; and (d) M−t curve of
the memristor with initial resistance Roff at 3 V.
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Figure 5. Electrical characteristic curves of the memristor composite circuit at the optical power
density of 100 W/m2 showing (a,c,e) M−t curves of the series circuit at −5 V, 0 V, 5 V; and (b,d,f) M−t
curves of the parallel circuit at −5 V, 0 V, 5 V.

Figure 3 illustrates the electrical characteristics (volt-ampere characteristics and mem-
ristance variation rule) of the memristor under different illumination conditions. The
relationship between the current flowing through the memristor model and the applied
voltage is shown in Figure 3a,c, and the variation of memristance with time is shown in
Figure 3b,d.

The I−V characteristic curves in Figure 3a,c both show squeezed hysteresis curves
at the origin, which demonstrates that the proposed memristor model conforms to the
definition of a generalized memristor [37]. Notably, the model is relatively symmetrical in
the positive and negative voltage regions under the condition of no illumination, whereas
the area of the pinched hysteresis loop in the negative voltage region is greatly reduced
upon optical stimulation, and the positive and negative regions are asymmetric. This
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occurs because the light stimulus increases the memristance as well as the negative voltage,
weakening the effect of the negative voltage on the electrical properties of the model.

Table 3. Parameters for the electrical characteristics analysis.

Optical Power Density (W/m2) Electrical Stimulation (V) Initial Value of Memristor (kΩ)

Figure 3a,b Ip = 0 V = 3 sin(107πt) 3
Figure 3c,d Ip = 20 V = 3 sin(t) 3

Figure 4a

Ip = 10, 50, 100, 200, 300, 500

V = −3 0.01
Figure 4b V = 0 0.01
Figure 4c V = 3 0.01
Figure 4d V = 3 3

Figure 5a

Ip = 100

V = −5 1.5, 1.5
Figure 5b V = −5 1.5, 1.5
Figure 5c V = 0 1.5, 1.5
Figure 5d V = 0 1.5, 1.5
Figure 5e V = 5 1.5, 1.5
Figure 5f V = 5 1.5, 1.5

From Figure 3b, it can be observed that the electrical characteristics of this memristor
model are similar to those of the VTEAM model under conditions without illumination,
and the variation of its resistance with time can be described in five stages. In stage 1,
the resistance keeps Roff constant when the scanning voltage increases from 0 V to Vth1;
in stage 2, the resistance decreases from Roff to Ron when applying the voltage to the
memristor over Vth1; in stage 3, the resistance remains unchanged as the scanning voltage
decreases from Vth1 to Vth2; in stage 4, when the voltage is less than Vth2, the memristor
transforms from the LRS to the HRS; and in stage 5, by the time the voltage increases from
Vth2 to 0 V, the resistance characteristics are the same as in stages 1 and 3, and the HRS is
maintained. Comparing Figure 3b,d, it can be found that the optical stimulation causes
an alteration of the resistance variation rule in stage 3, which is the time interval from
76.91 ns to 123.2 ns. The inclusion of the optical stimulus leads to the reversal of the soft
breakdown, causing an increase in the resistance of the memristor. Notably, with the low
power density of the applied optical signal here, the optical stimulus has less effect on the
electrical characteristics of the memristor in comparison with the electrical stimulus and
does not lead to a shift in the resistance variation pattern in the remaining phases.

Figure 4 shows the results of the effect of optical stimulation with different irradiation
power densities and constant voltage of different amplitudes on the variation pattern of
the memristance. Figure 4a–c shows the memristor response curves upon the application
of electrical stimuli of 3 V, 0 V and −3 V to the memristor model with the initial resistance
Ron within the time interval [0, 300]ns at different optical power densities (i.e., 10, 50,
100, 200, 300, and 500 W/m2), respectively. Considering that the resistance state of the
memristor with initial resistance Roff will not change with external electrical stimuli of
−3 V and 0 V, thus only the effect of different optical power densities on the memristance
under 3 V positive voltage is simulated. From Figure 4a,b, it is obvious that the higher the
optical power density, the faster the rate of resistance enhancement. A summary analysis of
Figure 4c,d shows that a sufficiently large optical stimulus can surpass the effect of positive
voltage on the electrical characteristics of the memristor. Notably, the green, yellow, blue
and red lines in Figure 4c are overlapped, and the purple and brown lines in Figure 4d
are overlapped.

Figure 5 depicts the electrical characteristic curves of the memristor composite circuit
(series- and parallel-connected configuration) at an optical power density of 100 W/m2.
Figure 5a,c,e illustrates the resistance variation curves of two optoelectronic memristors
with the same initial resistance connected in series at −5 V, 0 V and 5 V electrical stim-
uli, respectively, while Figure 5b,d,f represents the resistance variation curves connected
in parallel.
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From Figure 5, since the model parameters (including the initial memristances) of the
two memristors are the same, the corresponding resistance variation pattern (which can be
referred to the resistance variation pattern in Figure 3d) is also the same, as shown in the
overlapping of the red dashed line and the orange solid line. When two memristors are
connected in series in the same direction, the resistance state of both memristors changes
to the HRS under the combined effect of negative voltage and illumination, as shown in
Figure 5a. In the case of illumination separately, as shown in Figure 5c, the resistances of
both memristors also increase to Roff. Notably, compared to Figure 5a, the change (growth)
curve of the resistance is relatively smooth owing to the lack of the effect of the negative
voltage. Under the effect of positive voltage, as shown in Figure 5e, the resistance of
both memristors decreases owing to the lower power density of illumination radiation,
whose effect on the optoelectronic memristors is smaller than that of positive voltage. In
addition, when two memristors are connected in parallel in the same direction, as shown
in Figure 5b,d,f, the resistance variation trend of the two memristors is the same as that in
series in the same direction. However, when the same voltage is applied to the input, the
voltage divided by the parallel memristors is larger, so the rate of resistance variation is
relatively faster. Moreover, the equivalent resistance Mtotal of the series circuit is calculated
as the sum of the resistance M1 and M2, i.e., Mtotal = M1 + M2, and the equivalent resistance
of the parallel circuit satisfies: Mtotal = M1 ∗ M2/(M1 + M2).

3. Rotation Mechanism Based Multi-Valued Logic

In this section, a composite memristor circuit (series- and parallel-connected configura-
tion) incorporating a rotation mechanism is discussed. According to the composite circuit,
a circuit capable of implementing 0–1 multiple logic functions is subsequently proposed.
The specific operation procedure and simulation results are described as follows.

3.1. Rotation Mechanism Based Composite Circuit

The schematic diagram of the composite memristor circuit based on the rotation
mechanism is depicted in Figure 6, where A, B, C are the ports of the connection line,
and port B is the center of rotation. The rotation mechanism enables the conversion of
series and parallel configuration circuits, and the circuit during the conversion contains an
intermediate state in addition to the series and parallel states.

Series state Intermediate state Parallel state 

A

B

C

A

A

C

B

B

C (A)

Figure 6. The circuit diagram of rotation mechanism.

3.2. Implementation of Multi-Valued Logic

Incorporating the composite circuit based on the rotation mechanism, a circuit for
implementing multi-valued logic is designed (as illustrated in Figure 7). Note that the
proposed circuit contains two valid states during rotation, i.e., state I and state II.
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B1 B2 B3
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Vout1 Vout2
R R

State I

Multi-valued Logic Circuit

State II  

Figure 7. The diagram of multi-valued logic circuit based on rotation mechanism.

The memristors (Ms1, Ms2, and Ms3) employed in the circuit are the proposed optoelec-
tronic memristors, whose resistances (Rs1, Rs2, and Rs3) are varied in [Ron, Roff] by the joint
effect of electrical and optical stimulation. The input voltages (A1 and A2) and the optical
power densities (B1, B2, and B3) are the input state variables of the circuit. R is the regular
resistor, and the voltage (Vout1 and Vout2) across it indicates the output state variable of the
logic circuit.

Before executing the multi-valued logic operation, the memristor Ms1, Ms2, and Ms3
are required to be initialized to their lowest value Ron. The specific process of implementing
multiple logic functions from 0 to 1 for the two states is described as follows.

3.2.1. State I for Multi-Valued Logic

For multi-valued logic operation, the electrical inputs (A1 and A2) always have two
states Von and Voff, representing the logic “1” and logic “0”, respectively. Notably, the
value of voltage Voff used in this section is 0 V. According to the principle of series voltage
division and parallel current division, the node voltage Vout1 can be calculated with the
following equation.

Vout1 =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0 A1 = Voff, A2 = Voff
R

R+Rs1//(Rs2+Rs3)
Von A1 = Von, A2 = Von

R//Rs1
R//Rs1+(Rs2+Rs3)

Von A1 = Voff, A2 = Von

R//(Rs2+Rs3)
R//(Rs2+Rs3)+Rs1

Von A1 = Von, A2 = Voff

(5)

When A1 = A2 = Voff, the node voltage Vout1 is always 0 V, independent of whether
the state of the memristor is changed or not, thus the case is not described when the optical
stimulus is applied to the memristor. The optical inputs (B1, B2, and B3), which always
have two states Iph and Ipl, representing the logic “1” and logic “0”, respectively, can be
discussed in the following six cases.

• Case A: When B1 = B2 = B3 = Ipl, the node voltage Vout1 can be computed as:

Vout1 =

⎧⎪⎪⎨⎪⎪⎩
R

R+Ron//2Ron
Von A1 = Von, A2 = Von

R//Ron
R//Ron+2Ron

Von A1 = Voff, A2 = Von

R//2Ron
R//2Ron+Ron

Von A1 = Von, A2 = Voff

(6)

According to the resistance variation pattern of optoelectrical memristor, the low opti-
cal power density is not sufficient to trigger a change in the resistance of the optoelectrical
memristor, thus the resistance of memristors (Rs1, Rs2, and Rs3) remains in the initial Ron.
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• Case B: When B1 = Ipl, B2 = Ipl and B3 = Iph (or B1 = Ipl, B2 = Iph and B3 = Ipl), the node
voltage Vout1 can be computed as:

Vout1 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
R

R+Ron//(Ron+Roff)
Von A1 = Von, A2 = Von

R//Ron
R//Ron+Ron+Roff

Von A1 = Voff, A2 = Von

R//(Ron+Roff)
R//(Ron+Roff)+Ron

Von A1 = Von, A2 = Voff

(7)

Here, the high optical power density has a greater effect on the resistance variation of
the memristor than the positive voltage, with the memristance of Rs3 or Rs2 increasing from
Ron to Roff. The memristors Ms1 and Ms2 (or Ms1 and Ms3) remain in the low resistance state.

• Case C: When B1 = Ipl and B2 = B3 = Iph, the node voltage Vout1 can be computed as:

Vout1 =

⎧⎪⎪⎨⎪⎪⎩
R

R+Ron//2Roff
Von A1 = Von, A2 = Von

R//Ron
R//Ron+2Roff

Von A1 = Voff, A2 = Von

R//2Roff
R//2Roff+Ron

Von A1 = Von, A2 = Voff

(8)

Here, the memristor Ms1 remains in the initial low resistance state, and the resistances
of Ms2 and Ms3 increase to the highest value Roff.

• Case D: When B1 = Iph and B2 = B3 = Ipl, the node voltage Vout1 can be computed as:

Vout1 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
R

R+Roff//2Ron
Von A1 = Von, A2 = Von

R//Roff
R//Roff+2Ron

Von A1 = Voff, A2 = Von

R//2Ron
R//2Ron+Roff

Von A1 = Von, A2 = Voff

(9)

Here, the memristors Ms2 and Ms3 remain in the initial low resistance state, and the
resistance of Ms1 increases to the highest value Roff.

• Case E: When B1 = Iph, B2 = Ipl and B3 = Iph (or B1 = Iph, B2 = Iph and B3 = Ipl), the
node voltage Vout1 can be computed as:

Vout1 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
R

R+Roff//(Ron+Roff)
Von A1 = Von, A2 = Von

R//Roff
R//Roff+Ron+Roff

Von A1 = Voff, A2 = Von

R//(Ron+Roff)
R//(Ron+Roff)+Roff

Von A1 = Von, A2 = Voff

(10)

Here, the memristors Ms2 (or Ms3) remain in the initial low resistance state, and the
resistance of Ms1 and Ms3 (or Ms2) increase to the highest value Roff.

• Case F: When B1 = B2 = B3 = Iph, the node voltage Vout1 can be computed as:

Vout1 =

⎧⎪⎪⎨⎪⎪⎩
R

R+Roff//2Roff
Von A1 = Von, A2 = Von

R//Roff
R//Roff+2Roff

Von A1 = Voff, A2 = Von

R//2Roff
R//2Roff+Roff

Von A1 = Von, A2 = Voff

(11)

Here, the memristors Ms1, Ms2 and Ms3 shift to the high resistance state, and corre-
spondingly all the memrsistances (Rs1, Rs2, and Rs3) increase to the highest value Roff.

The node voltage Vout1 in Case A is defined as logic “1” when the electrical inputs
A1 = A2 = Von, and the output logic value for the rest of the cases is the ratio between the
output Vout1 and the voltage corresponding to logic “1”. Assuming Roff ≥ 10 R, R ∼= 3 Ron,
the truth table of state I for multi-valued logic is shown in Table 4.
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Table 4. Truth table of multi-valued logic circuit.

Electronical
Inputs

Optical Inputs
Output of

state I
Output of

state II

A1 A2 Cases B1 B2 B3 Vout1 Vout2

0 0 - × × × 0 0

1 1

Case A 0 0 0 1 1
Case B 0 0/1 1/0 0.9 1
Case C 0 1 1 0.9 0.9
Case D 1 0 0 0.8 1
Case E 1 0/1 1/0 0.2 0.9
Case F 1 1 1 0.2 0.3

0 1

Case A 0 0 0 0.7 0.7
Case B 0 0/1 1/0 0.9 0.5
Case C 0 1 1 0.9 0.1
Case D 1 0 0 0 1
Case E 1 0/1 1/0 0.1 0.9
Case F 1 1 1 0.1 0.2

1 0

Case A 0 0 0 0.3 0.4
Case B 0 0/1 1/0 0 0.5
Case C 0 1 1 0 0.8
Case D 1 0 0 0.7 0
Case E 1 0/1 1/0 0.1 0
Case F 1 1 1 0 0.1

3.2.2. State II for Multi-Valued Logic

The memristors Ms1 and Ms2 are rotated from series to parallel in state I, and the
computational equation for the node voltage Vout2 is replaced as follows:

Vout1 =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0 A1 = Voff, A2 = Voff
R

R+Rs1//(Rs2//Rs3)
Von A1 = Von, A2 = Von

R//Rs1
R//Rs1+(Rs2//Rs3)

Von A1 = Voff, A2 = Von

R//(Rs2//Rs3)
R//(Rs2//Rs3)+Rs1

Von A1 = Von, A2 = Voff

(12)

In the same way as state I, which implements multi-valued logic, the node voltage
Vout2 can be further specified into the following six cases according to the optical inputs.

• Case A: When B1 = B2 = B3 = Ipl, the variation of resistance Rs1, Rs2, and Rs3 is the
same as that of Case A in state I, thus the node voltage Vout2 can be computed as:

Vout2 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
R

R+Ron//(Ron//Ron)
Von V1 = Von, V2 = Von

R//(Ron//Ron)
R//(Ron//Ron)+Ron

Von V1 = Voff, V2 = Von

R//Ron
R//Ron+Ron//Ron

Von V1 = Von, V2 = Voff

(13)

• Case B: When B1 = Ipl, B2 = Ipl and B3 = Iph (or B1 = Ipl, B2 = Iph and B3 = Ipl), the
variation of resistance Rs1, Rs2, and Rs3 is the same as that of Case B in state I, thus the
node voltage Vout2 can be computed as:

Vout2 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
R

R+Ron//(Ron//Roff)
Von V1 = Von, V2 = Von

R//(Ron//Roff)
R//(Ron//Roff)+Ron

Von V1 = Voff, V2 = Von

R//Ron
R//Ron+Roff//Ron

Von V1 = Von, V2 = Voff

(14)
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• Case C: When B1 = Ipl and B2 = B3 = Iph, the variation of resistance Rs1, Rs2, and Rs3 is
the same as that of Case C in state I, thus the node voltage Vout2 can be computed as:

Vout2 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
R

R+Ron//(Roff//Roff)
Von V1 = Von, V2 = Von

R//(Roff//Roff)
R//(Roff//Roff)+Ron

Von V1 = Voff, V2 = Von

R//Ron
R//Ron+Roff//Roff

Von V1 = Von, V2 = Voff

(15)

• Case D: When B1 = Iph and B2 = B3 = Ipl, the variation of resistance Rs1, Rs2, and Rs3 is
the same as that of Case D in state I, thus the node voltage Vout2 can be computed as:

Vout2 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
R

R+Roff//(Ron//Ron)
Von V1 = Von, V2 = Von

R//(Ron//Ron)
R//(Ron//Ron)+Roff

Von V1 = Voff, V2 = Von

R//Roff
R//Roff+Ron//Ron

Von V1 = Von, V2 = Voff

(16)

• Case E: When B1 = Iph, B2 = Ipl and B3 = Iph (or B1 = Iph, B2 = Iph and B3 = Ipl), the
variation of resistance Rs1, Rs2, and Rs3 is the same as that of Case E in state I, thus the
node voltage Vout2 can be computed as:

Vout2 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
R

R+Roff//(Ron//Roff)
Von V1 = Von, V2 = Von

R//(Ron//Roff)
R//(Ron//Roff)+Roff

Von V1 = Voff, V2 = Von

R//Roff
R//Roff+Roff//Ron

Von V1 = Von, V2 = Voff

(17)

• Case F: When B1 = B2 = B3 = Iph, the variation of resistance Rs1, Rs2, and Rs3 is the
same as that of Case F in state I, thus the node voltage Vout2 can be computed as:

Vout2 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
R

R+Roff//(Roff//Roff)
Von V1 = Von, V2 = Von

R//(Roff//Roff)
R//(Roff//Roff)+Roff

Von V1 = Voff, V2 = Von

R//Roff
R//Roff+Roff//Roff

Von V1 = Von, V2 = Voff

(18)

As in the previous section, the ratio between the node voltage Vout2 and the volt-
age value Vout1 is defined as the corresponding output logic state variable. Assuming
Roff ≥ 10 R, R ∼= 3 Ron, the correlation between the inputs (electrical inputs and optical
inputs) and the output of state II is also shown in Table 4.

From Table 4, it can be shown that the proposed multi-valued logic circuit (including
state I and state II) can implement 10 logic functions in 0–1. In addition, since the output
state variables are voltages, the circuit is easy to cascade for implementing circuits with
more complex functions.

3.3. Circuit Smulations and Analysis

To verify the effectiveness of the designed multi-valued logic circuit, a series of sim-
ulation experiments was performed on the same workstation as in the previous section.
At the device level, the circuit uses three identical memristors, and the specific parameter
configurations of the devices are detailed in Table 2. Notably, in addition to the memristors,
the circuit needs to be configured with a resistor with a resistance of 0.3 kΩ, satisfying
R = 3 Ron. At the circuit level, different input variables (the electrical input variables and the
optical signal variables) are necessary for implementing the multi-valued logic, configuring
Von = 3 V, Voff = 0 V, Iph = 300 W/m2, and Ipl = 0 W/m2.

Figure 8 shows the simulation results of the multi-valued logic circuit (including states
I and II). A1 (the orange solid line) and A2 (the red dashed line) indicate the input electrical
signals, which are represented in the figure as the first column E(0, 0), the second column
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E(1, 1), the third column E(0, 1), and the last column E(1, 0) for four electrical writing
cases. B1 (the purple dotted line), B2 (the green dashed line), and B3 (the pink dashed line)
indicate whether or not an optical signal is applied to the memristor, written by O(i, j, z),
and correspond to the optical case in the previous section. Vout1 and Vout2 of state I and II
are indicated by the yellow solid and the blue dashed lines, respectively. The logical state
variables are represented by the yellow dashed and blue solid lines, respectively, denoted
as L(m, n).

As in the theoretical analysis, the simulation results are classified into Case A–Case
F depending on whether or not illumination is applied to the memristors. Under Case
A, Case C, Case D, and Case F, the simulation results are further divided into four cases
according to whether the voltage is applied at the input ports, corresponding to the first
row, the fourth row, the fifth row, and the last row in Figure 8. In addition, Case B (Case
E) contains two cases, B2 = Ipl, B3 = Iph and B2 = Iph, B3= Ipl, for which the simulation
results in Figure 8 contain eight small diagrams. From the first column of Figure 8, the
voltage is not available at the output regardless of whether there is a light input or not,
which corresponds to logic “0”, since there is no voltage at the input. From Figure 8, the
relationship between the input logic state variables and the output logic state variables
obtained from the simulation corresponds to the truth table (Table 4), demonstrating that
the circuit is capable of implementing multiple logic functions from 0–1, as well as verifying
the validity of the constructed optoelectronic memristor model.
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Figure 8. The simulation results of multi-valued logic circuit (including states I and II).

Then, the proposed multi-valued logic method is compared with five existing logic
methods (i.e., material implication logic [29], memristor-aided logic [30], memristor ratioed
logic [31], balanced ternary logic [32], and unbalanced ternary logic [33]). The comparison
results including input variable, output variable, memristor type, computation form, need
of resistors or transistors, initialization, cascading capacity and logic values are shown
in Table 5.
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Table 5. Comparison results of the proposed multi-valued logic circuits with other logic circuits.

Proposed
Logic

Material
Implication

Logic

Memristor-Aided
Logic

Memristor
Ratioed Logic

Balanced
Ternary Logic

Unbalanced
Ternary Logic

Input
Variable

Voltage,
illumination M 1 M 1 Voltage Voltage Voltage

Output variable Voltage M 1 M 1 Voltage Voltage Voltage
Memristor type Optoelectronic HP TEAM VTEAM VTEAM Spintronic
Computation

form Parallel Serial Serial Parallel Parallel Parallel

Need of
resistors or
transistors

√ √ × √ √ √

Initialization
√ √ √ × √ √

Cascading
capacity possible difficult difficult possible possible possible

Logic values Multi-valued Binary Binary Binary Ternary Ternary
1 M represents the memristance.

In Table 5, the proposed logic method differs from the other five logic methods in
terms of input logic state variables by adding illumination variables that can affect the
electrical characteristics of the device. The proposed logic circuit is easy to cascade because
light is accessible and the output logic state variable is voltage. The memristor-aided logic
has the simplest circuit structure and requires no additional circuit components other than
the memristors. However, this method is calculated in series as in material implication
logic, and the calculation process is more complicated. The proposed method requires
initialization compared to the memristor ratioed logic, which increases the operation cost.
In addition, the proposed method is able to implement multi-valued logic, while the other
methods are restricted to binary and ternary logic.

4. Discussion

Currently, most of the research in the field of memristor logic implementation is aimed
at binary logic and ternary logic. Nevertheless, relatively little research has been done
to implement multi-valued logic circuits based on memristors, and there are abundant
opportunities and challenges. The proposed multi-valued logic circuit cannot implement
“0.5” in logic 0–1, and the circuit structure will be further improved to achieve complete
logic functions in the future. Since the discrete logic output of the designed circuit cannot
realize the affiliation function, continuous logic output will be explored in the future to
build fuzzy systems.

5. Conclusions

This paper focuses on the modelling method of optoelectronic memristors. Specifically,
the mathematical and circuit models of the optoelectronic memristor are developed using
the optoelectronic effect that affects the electrical characteristics of such devices. Notably,
the modelling approach is based on an improvement of the popular VTEAM modelling
method. Moreover, the electrical characteristics (referring to the volt-ampere characteristics
and memristance variation rule) of a single memristor and its series-parallel circuit under
different illumination conditions and different voltages are tested. Furthermore, a rotation
mechanism is introduced to realize the conversion between series and parallel circuits,
and a multi-valued logic circuit containing two states (state I and state II) is designed.
Simulation results demonstrate that the designed circuit is capable of implementing 10
logic functions from 0–1, which verifies the effectiveness of the established optoelectronic
memristor model as well as providing a new approach to the circuit implementation of
fuzzy logic.
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Abstract: Synaptic crosstalk is an important biological phenomenon that widely exists in neural
networks. The crosstalk can influence the ability of neurons to control the synaptic weights, thereby
causing rich dynamics of neural networks. Based on the crosstalk between synapses, this paper
presents a novel two-neuron based memristive Hopfield neural network with a hyperbolic memristor
emulating synaptic crosstalk. The dynamics of the neural networks with varying memristive parame-
ters and crosstalk weights are analyzed via the phase portraits, time-domain waveforms, bifurcation
diagrams, and basin of attraction. Complex phenomena, especially coexisting dynamics, chaos
and transient chaos emerge in the neural network. Finally, the circuit simulation results verify the
effectiveness of theoretical analyses and mathematical simulation and further illustrate the feasibility
of the two-neuron based memristive Hopfield neural network hardware.

Keywords: memristor; Hopfield neural network; chaos; synaptic crosstalk; coexisting dynamics

1. Introduction

Neural systems contribute to processing information in brains, where neurons and
synapses play an important role in transmitting information. It is reported that crosstalk
exists between synapses because of their interaction [1]. When the neurotransmitter over-
flow between synapses or the diffusion of receptors between neighboring ridges emerges,
the signal transmission may be affected, thereby inducing the variation in the functions
of brains.

Memristor, defined by Chua in 1971 and physically realized by HP lab in 2008, can
be used to emulate synaptic functions [2,3]. By adjusting the voltage across the memristor,
the change in memristances can emulate the plasticity of synaptic weights, showing the
activity-dependent change in neuronal connection strength. Thus, a memristor is a good
choice to replace the fixed resistor-based synapses in the neural networks, which can
flexibly solve different kinds of combinatorial optimization problems, such as MAX-CUT
problems and TSP (Traveling Salesman Problem) [4].

Recently, memristive neural networks have attracted more and more attention [5–7].
The memristor-based cellular neural network was applied to image processing, which has
nonvolatility, compactness, and programmability of synaptic weights [5]. The memristor-
based pulse coupled neural network was designed to solve image fusion problems, which
improves the quality of images [6]. Ma et al. established a memristor-based Hopfield neural
network and emulated human emotions via the circuit simulation [7].

The Hopfield neural network (HNN) proposed by Hopfield is a well-known and
typical artificial neural network [8], which has the ability to emulate complex dynamics
of the human brain, such as chaos. After that, the HNN is widely applied in associative
memory, image processing, combinatorial optimization, and so on [9–13]. Reference [9]
proposed a novel algorithm called Teamwork Optimization Algorithm (TOA) to solve

Electronics 2022, 11, 3034. https://doi.org/10.3390/electronics11193034 https://www.mdpi.com/journal/electronics71
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the optimization problems. Kasihmuddin et al. presented an integrated representation
of k-satisfiability (kSAT) in a mutation HNN (MHNN), which overcomes the overfitting
issue [10]. Citko et al. set up associative memories to retrieve images based on the HNN [11].
Reference [12] embedded the logical rule PRAN3SAT in HNN and optimized the ability of
retrieval. Rubio-Manzano et al. created a complete explainer video about the HNN on a
recognition problem [13].

Considering the great advantages of memristors, researchers established Hopfield
neural networks based on memristors [14–18]. Sun et al. achieved the recognition and
sequence of four characters [16]. Reference [17] explored nonlinear dynamics of a three-
neuron based memristive HNN.

This paper aims to study more complex nonlinear behaviors via a simple two-neuron
based HNN. In this paper, a two-neuron based memristive HNN with synaptic crosstalk is
established. By analyzing the dissipation and stability of the HNN, many different types of
coexisting dynamics are found. It is verified that the memristive parameter and crosstalk
weight have a significant influence on the complexity of the HNN via the bifurcation
diagram, basin of attraction, and so on. Finally, the circuit simulation results verify the
effectiveness of theoretical analyses.

2. Simplest Hyperbolic Memristive Synapse-Coupled HNN

2.1. Hyperbolic Memristive Synapse Emulator

Neuron activation functions are used to transform the output signal of the former
neuron into the input signal of the latter neuron, where the sigmoid nonlinear activation
function is commonly used.

Here, we use the hyperbolic tangent function with zero-mean as the activation function,
which has a higher range and greater slope than the sigmoid activation function. The
mathematical description of the hyperbolic tangent function is

vo = −tanh(vi) (1)

The equivalent circuit of the inverting hyperbolic tangent function is shown in Figure 1,
including two operational amplifiers TL084 (Ui and Uo), two transistors MPS2222 (Q1 and
Q2), one current source I0 = 1.1 mA, and several resistors (R1 = R5 = R6 = R7 = R8 = 10 kΩ,
R2 = 0.52 kΩ, R3 = R4 = 1 kΩ), where Vin and Vout are the input and output voltage, respec-
tively. The operational amplifiers Ui and Uo finished the inversion of the input and subtraction
operation, respectively. The transistors Q1 and Q2 realized the exponential operation.

Q1 Q2

I0

Vin

VoutUo

Vcc

+

+

Ui

R1

R2

R3 R4 R5

R6

R7

R8

tanh

Figure 1. Circuit scheme of inverting hyperbolic tangent function.

The obtained simulated results of the inverting hyperbolic tangent circuit using Pspice
are shown in Figure 2.
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Figure 2. Simulated results of the inverting hyperbolic tangent circuit.

The generic model of hyperbolic tangent-type memristor emulator can be used to
emulate synaptic weights of neurons, which is described as

i = W(x)v = [a − btanh(x)]v (2)

where v, i, and x represent the voltage, current, and state variable of the memristor; a and b
are the memristor parameters, a > 0, b > 0.

Based on Equation (2), the circuit equation of the memristor can be defined as

i = W(x)v = [− 1
Ra

− 1
Rb

tanh(x)]v (3)

From Equation (3), one can establish the hyperbolic tangent memristor emulator, as
depicted in Figure 3, including an operational amplifier TL084 (Uo), a capacitor (C = 100 nF),
four resistors (R = 10 kΩ, Ra and Rb are adjustable), a multiplier AD633, and a model of -tanh.

U0
x

-tanh

W(x)v

R

i
M Rb

Ra

v
CR

i

v

W(x)v

Figure 3. Hyperbolic tangent memristor emulator.

A coupled memristor emulator is obtained by coupling the two same hyperbolic
tangent memristors [19], as shown in Figure 4, which can emulate the crosstalk between
synapses. Thus, the synaptic weights between neurons can be described as{

W1 = a1 − b1tanh(z) + c1tanh(u)
W2 = a2 − b2tanh(u) + c2tanh(z)

(4)

where a1, b1, a2 and b2 are memristor parameters; c1 and c2 are crosstalk strength parameters;

a1 = R
Ra1

, b1 = R
Rb1

, c1 =
gR2

Rb1Rc1
, a2 = R

Ra2
, b2 = R

Rb2
, c2 =

gR2

Rb2Rc2
.
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U1
x

tanh

R

x CR

W2 y
M2 Rb2

Ra2

U4
y

tanh

R

y CR
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R

U2

R

R

R

U6

R R

W1 x
M1 Rb1
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U3
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z

u

i1
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Figure 4. Hyperbolic-type memristor emulator with crosstalk.

2.2. Two Neurons-Based HNN Model

The Hopfield neural network (HNN), a fully interconnected neural network, can be
used to describe dynamic behaviors of human brains [20]. An n-neuron-based HNN is
defined as

Ci
dxi
dt

= − xi
Ri

+
n

∑
i=1

wijtanh(xi) + Ii (5)

where Ci, Ri and xi represent membrane capacitance, membrane resistance and voltage;
tanh(xi) is the activation function of neuron I; wij is the synaptic weight between neurons i
and j; Ii is the biasing current.

Here, we design a novel two-neuron-based memristive HNN, as depicted in Figure 5,
which can emulate synaptic crosstalk. The mathematical description of the established
HNN is ⎧⎪⎪⎨⎪⎪⎩

.
x = −x + w11tanh(x)− k2W2tanh(y)
.
y = −y + k1W1tanh(x) + w22tanh(y)
.
z = −z + tanh(x)
.
u = −u + tanh(y)

(6)

where k1 = 1, k2 = 1; w11 and w22 are self-connected synaptic weights; W1 = a1 − b1tanh(z) + c1tanh(u)
and W2 = a2 − b2tanh(u) + c2tanh(z) are mutual synaptic weights between neuron 1 and
neuron 2. The synaptic weight matrix is

Wij =

(
w11 w12
w21 w22

)
=

(
w11 −k2W2

k1W1 w22

)
(7)

Neuron1 Neuron2

k1W1

k2W2

w11 
Self-connected 
synaptic weight

w22 
Self-connected 
synaptic weight

Figure 5. The simplest memristive HNN with synaptic crosstalk.
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3. Dissipativity and Stability of HNN

3.1. Dissipativity Analyses

A dissipative characteristic is necessary for a system or network to generate chaos.
Thus, the volumetric shrinkage rate Λ should be calculated to verify that the system in
Equation (6) is dissipative based on V(t) = VeΛt. If Λ < 0, the system is dissipative, and
chaos may emerge; when Λ = 0, the system is called a conservative system; the divergent
phenomenon will occur in the system when Λ > 0.

According to the method in reference [21], the Lyapunov function is introduced as

V(x, y, z, u) =
1
2

(
x2 + y2 + z2 + u2

)
(8)

whose corresponding time derivative is

.
V(x, y, z, u) = x

.
x + y

.
y + z

.
z + u

.
u

= −(x2 + y2 + z2 + u2)+ v(x, y, z, u)
= −2V(x, y, z, u) + v(x, y, z, u)

(9)

where

v(x, y, z, u) = (w11x + W1x + z) tanh(x) + (w22y + W2x + u) tanh(y) (10)

Since tanh(ζ) ∈ (−1, 1) for all ζ = x, y, u, z, one can obtain

|W1| = a1 − b1tanh(z) + c1tanh(u)
≤ M1 = max{|a1 − b1 + c1|, |a1 + b1 + c1|}

|W2| = a2 − b2tanh(u) + c2tanh(z)
≤ M2 = max{|a2 − b2 + c2|, |a2 + b2 + c2|}

(11)

So we have

v(x, y, z, u) ≤ |(w11x + W1y + z) tanh(x)|+ |(w22y + W2x + u) tanh(y)|
≤ (w11 + M2)|x|+ (M1 + w22)|y|+ |z|+|u| (12)

Suppose that all state variables (x, y, z, u) satisfy V (x, y, z, u) = D for D > D0 (D0 > 0 is
a sufficiently large domain), it requires

v(x, y, z, u) < (w11 + M2)|x|+ (M1 + w22)|y|+ |z|+|u|
< x2 + y2 + z2 + u2 = 2V(x, y, z, u)

(13)

where w11 + M2 and M1 + w22 are positive constants. So

{(x, y, z, u)|V(x, y, z, u) = D} (14)

Since D > D0, one can obtain

.
V = −2V(x, y, z, u) + v(x, y, z, u) < 0 (15)

Based on Equation (15), the confined domain of the solutions in Equation (6) is given, as

{(x, y, z, u)|V(x, y, z, u) ≤ D} (16)

Thus, the memristive HNN in Equation (6) is bounded, which has the possibility to
generate chaos.
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3.2. Stability Analyses

From Equation (6), the equilibria P = (x, y, z, u, w) can be calculated by⎧⎪⎪⎨⎪⎪⎩
0 = −x + w11tanh(x)− k2W2tanh(y)
0 = −y + k1W1tanh(x) + w22tanh(y)
0 = −z + tanh(x)
0 = −u + tanh(y)

(17)

where W1 and W2 are hyperbolic-type memristor emulator, as{
W1 = a1 − b1tanh(z) + c1tanh(u)
W2 = a2 − b2tanh(u) + c2tanh(z)

(18)

By solving Equations (17) and (18), one can obtain{
H1(x, y) = −x + w11tanh(x)− k2(a2 − b2tanh(u) + c2tanh(z))tanh(y)
H2(x, y) = −y + k1(a1 − b1tanh(z) + c1tanh(u))tanh(x) + w22tanh(y)

(19)

where the equilibria of the HNN are the intersection points between the curve H1(x, y) and
H2(x, y).

Now, as an example, we set a1 = 1, a2 = 2, b1 = 0.04, b2 = 0.03, c1 = 5.55 and c2 = 5.9.
The two curves H1(x, y) and H2(x, y) are shown in Figure 6. Based on Figure 6 and
Equation (17), the obtained equilibria are P0 (0, 0, 0, 0), P1 (−1.7, −0.238, −0.935, 0.234),
P2 (−0.174, −1.116, −0.184, −0.806) and P3 (1.737, −0.149, 0.940, −0.148).

Figure 6. Equilibria of the memristive HNN, i.e., the intersection points of H1 and H2.

By linearizing Equation (6) at the equilibria (x, y, z, u), one obtains its Jacobian matrix as

J =

⎡⎢⎢⎣
−1 + w11h1 −W2h2 −c2tanh(y)h3 b2tanh(y)h4

W1h1 −1 + w22h2 −b1tanh(x)h3 c1tanh(x)h4
h1 0 −1 0
0 h2 0 −1

⎤⎥⎥⎦ (20)

where h1 = 1 − tanh(x), h2 = 1 − tanh(y), h3 = 1 − tanh(z), h4 = 1 − tanh(u).
According to the stability criterion, at least one positive eigenvalue causes an unstable

equilibrium. The eigenvalues at different equilibria and their stability are listed in Table 1.
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Table 1. Equilibria, eigenvalues and their stability of the HNN.

Equilibria Eigenvalues Stability

P0 (0, 0, 0, 0) 0.5000 ± 0.8944i, −1.0000, −1.0000 unstable
P1 (−1.7, −0.238, −0.935, 0.234) −0.0760 ± 1.6875i, −1.2437, −0.5887 stable

P2 (−0.186, −1.116, −0.184, −0.806) 1.6461, −0.6511 ± 0.2767i, −2.6779 unstable
P3 (1.737, −0.149, 0.940, −0.148) 2.3973, −2.4408, −1.1678, −0.7158 unstable

3.3. Chaotic Behaviors

Here, set the initial condition (x0, y0, z0, u0) = (0.1, 0, 0, 0), k1 = 1, k2 = 1, W11 = 1,
W22 = 2, a1 = 1, a2 = 1, b1 = 0.04, b2 = 0.03. The HNN system generates chaos shown in
Figure 7. Figure 7a–d show chaotic attractors on the x-y phase, x-z phase, x-u phase and
y-z phase, respectively. Then, we use the Poincaré map and Lyapunov exponent to verify
the chaotic behaviors.

(a) (b)

(c) (d)

Figure 7. Chaotic attractors: (a) x-y phase portraits; (b) x-z phase portraits; (c) x-u phase portraits;
(d) y-z phase portraits.

The Poincaré map is a qualitative method to verify chaotic phenomena. If there are
one or several points on the Poincaré map, the system shows stable or periodic charac-
teristics; a large number of dense points in the Poincaré map predict chaos. Figure 8
shows the Poincaré map when the cross-section is chosen as the plane z = −0.1. It is
found that two continuous segments with dense points emerge on the x-y plane, indicating
chaotic attractors.
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Figure 8. Poincaré map in the x-y-z space with the cross-section z0 = −0.1.

The Lyapunov exponent is a quantitative method to judge chaotic attractors. By using
the QR decomposition method to calculate the Jacobian matrix and its eigenvalues, the
Lyapunov exponents of the system are calculated as LE1 = 0.058, LE2 = 4.892 × 10−4,
LE3 = −0.179, LE4 = −1.402, and the corresponding Lyapunov dimension is DL = 2.321.
Since the maximum Lyapunov exponent LE1 > 0, the Hyperbolic-type memristive HNN
produces chaos.

4. Dynamics Varying with Parameters

In this section, we choose two representative parameters a2 and c2 to study the influ-
ence on dynamics of the memristive HNN, where a2 and c2 are the memristive parameter
and crosstalk parameter, respectively. We use the bifurcation diagram, Lyapunov exponent
spectrum, and phase portraits to further explore the complex dynamics of two-neuron
based HNNs varying with a2 and c2.

4.1. Influence of Memristive Parameter a2 on Dynamics

The synaptic plasticity of neurons can be realized by adding memristors into neural
networks, which is important for the HNN to solve many different kinds of combinatorial
optimization problems including MAX-CUT problems, TSP, and so on. Changing the mem-
ristive parameter means adjusting the synaptic weight. Now, we set the initial condition
(x0, y0, z0, u0) = (0.1, 0, 0, 0), W11 = 1.24, W22 = 0.75, a1 = 1, b1 = 0.03, b2 = 0.02, c1 = 5.7,
c2 = 5.9. The bifurcation diagram of the HNN and corresponding Lyapunov exponent
spectrum varying with a2 over the range of [1.1, 1.5] are shown in Figure 9.

Figure 9. The bifurcation diagram and Lyapunov exponent spectrum of the HNN varying with
a2 ∈ [1.1, 1.5].
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Observe from Figure 9 that the memristive parameter a2 has a great influence on the
dynamics of the HNN. The chaotic and periodic region in the bifurcation diagram is almost
consistent with that of the Lyapunov exponent spectrum. When a2 ∈ [1.1, 1.29], the HNN
evolves from the single-period state into chaos via the period-doubling bifurcation. As a2
gradually increases to 1.34, the HNN turns into the three-period state and then enters into
the chaotic region. When a2 ∈ [1.34, 1.49], the HNN is mostly chaotic except for several
narrow periodic windows. Interestingly, the HNN exhibits transient chaos when a2 = 1.5
and finally shows non-chaotic phenomena.

The representative phase portraits of the HNN under the parameter a2 = 1.1, 1.2, 1.3,
1.4 and 1.5 are depicted in Figure 10, corresponding to single-period (red), double-period
(blue), quasi-period (green), chaos (purple) and transient chaos (pink), respectively.

(a) (b)

(c) (d)

y

Figure 10. Phase portraits of the HNN under the parameter a2 = 1.1, 1.2, 1.3, 1.4, 1.5: (a) a2 = 1.1, 1.2;
(b) a2 = 1.3; (c) a2 = 1.4; (d) a2 = 1.5.

The time-domain waveforms under a2 = 1.4 and a2 = 1.5 are depicted in Figure 11,
corresponding to red and green trajectories. Observe that the HNN shows chaotic states
over the range of t ∈ [200 s, 550 s] with a2 = 1.4 and a2 = 1.5. However, the HNN evolves from
the chaotic state into the stable state over the range of t ∈ [550 s, 800 s] when a2 = 1.5. This
special phenomenon is called transient chaos [22,23], with short-time chaotic behaviors.

Thus, changing memristive parameter a2 can adjust synaptic weights, and finally, the
dynamics of the HNN are easily controlled.
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Figure 11. Time-domain waveforms with a2 = 1.4 (red) and 1.5 (green).

4.2. Influence of Crosstalk Parameter c2 on Dynamics

Here, set the parameter c1 = 5.56. The bifurcation diagram of the HNN over the range
of c2 ∈ [5.5, 6] is shown in Figure 12. Observe that the HNN exhibits stable states when
c2 ∈ [5.5, 6.68]. When c2 ∈ [5.68, 5.95], the system shows periodic states, transient chaos
and chaos switching with each other. As c2 increases to 5.95, the HNN always exhibits
periodic states.

Figure 12. The bifurcation diagram of the HNN varying with crosstalk parameter c2.

The HNN produces different attractors varying with the crosstalk parameter c2, as
shown in Figure 13. Notice that the transient chaos emerges in the HNN under c2 = 5.68,
as depicted in Figure 13a. In this case, the attractor is chaotic over a period of time, then
switches into another nonchaotic behavior after the period of time. This phenomenon is a
kind of special dynamics in neural networks, because it is difficult to find in a nonlinear
system [23]. When solving the combinatorial optimization problem using the HNN, the
introduction of transient chaos can help to jump from the local optimal solution to the
global optimal solution. The HNN with transient chaos has stronger global search ability,
so it has higher application values [24].
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(a) (b)

(c) (d)

-1.5 -1 -0.5 0 0.5
x
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-0.5

0

0.5

1

Figure 13. Phase portraits of the HNN under the parameter c2 = 5.68, 5.76, 5.82, 6: (a) c2 = 5.68;
(b) c2 = 5.76; (c) c2 = 5.82; (d) c2 = 6.

5. Sensitivity of Initial Conditions and Coexisting Behaviors

Chaos is sensitive to initial conditions, which is vividly described by the “butterfly
effect” presented by Lorenz [25]. Small perturbations of initial conditions can eventually
cause the separation of chaotic orbits. The sensitivity means the unpredictability of long-
term nonlinear behaviors.

Coexisting phenomenon means different kinds of attractors emerge in a system when
choosing the same system parameters and different initial values. If the obtained attractors
have different dynamics, such as point attractors, periodic attractors, and chaotic attractors,
these attractors are called inhomogeneous attractors. If the obtained attractors have the
same dynamics but different gravity or shapes, these attractors are called homogenous
attractors [26]. The generation of coexisting attractors indicates high sensitivity to initial
conditions for the HNN, which also means rich dynamics.

Now, set the parameters c1 = 5.55, c2 = 5.9, and the initial value (x(0), 0, z(0), 0). The
three-dimensional bifurcation diagram of the state x varying with initial values x(0) and
z(0) is depicted in Figure 14.
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Figure 14. The three-dimensional bifurcation diagram of the HNN varying with x(0) and z(0).

Observe from Figure 14 that the chaotic and periodic orbits switch with each other
over the range of x(0) ∈ [−1,1] and z(0) ∈ [−1,1], indicating that rich and complex dynamics
emerge in the HNN.

When changing the initial values x(0) and z(0), the obtained basin of attraction and
typical coexisting attractors on the x-y-z plane are shown in Figure 14.

Observe from Figure 15 that the two-neuron based HNN generates rich coexisting
dynamics when changing initial values and fixing parameters, including the coexisting
of periodic attractors and chaotic attractors, the coexisting of transient chaotic attractors
and stable point attractors, the coexisting of chaotic attractors, periodic attractors and point
attractors. The details are listed in Table 2.

(a)

(b)

Figure 15. Cont.
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(c) 

Figure 15. Basin of attraction and typical coexisting attractors under different parameters: (a) a2 = 1,
c1 = 5.1, c2 = 3.2; (b) a2 = 1, c1 = 5.7, c2 = 3.5; (c) a2 = 1.04, c1 = 5.55, c2 = 5.9.

Table 2. Characteristics of different attractors.

Color Characteristics Types Initial Values

Single-period attractor IP (−0.1, 0, 0.1, 0)

Single-scroll chaos IC (0.1, 0, −0.1, 0)

Transient chaos ITC (−0.2, 0, 0.2, 0)

Transient periodic attractor ITS (0.2, 0, −0.3, 0)

Point attractor IS (0.2, 0, −0.2, 0)

Double-scroll chaos IIC (1, 0, −4, 0)

Double-periodic attractor IIP (2.5, 0, 2, 0)

Point attractor IIS (−1.5, 0, −1, 0)

Point attractor IIIS (1.5, 0, 0.5, 0, 0)

6. Circuit Simulation

In order to verify the validity of the mathematical analyses, we made a circuit sim-
ulation by using the Pspice tool. Based on the HNN model described in Equation (6),
we obtain⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

RC1
dvx
dt = −vx +

R
R11

tanh(vx)− tanh(vy)×
[

R
Ra2

− R
Rb2

tanh(vu) +
R

Rc2
tanh(vz)

]
RC2

dvy
dt = −vy + tanh(vx)×

[
R

Ra1
− R

Rb1
tanh(vz) +

R
Rc1

tanh(vu)
]
+ R

R22
tanh(vy)

RC3
dvz
dt = −vz + tanh(vx)

RC4
dvu
dt = −vu + tanh(vy)

(21)

where vx, vy, vz and vu represent the voltage of capacitors C1, C2, C3 and C4, respectively.
The main circuit of two-neuron based HNN from Equation (21) is shown in Figure 16a,

including four ideal operational amplifiers, four “-tanh” function models, several resistors
and capacitors. Figure 16b shows memristive synaptic equivalent circuits W1 and W2,
including four multipliers and several resistors.

Here, set the time constant as 1 ms. The parameter values of circuit components are
listed in Table 3. The obtained simulation results from Pspice software are depicted in
Figure 17, which are consistent with the results obtained from MatLab.

In addition, we set R11 = 10 kΩ and R22 = 5 kΩ. Different coexisting behaviors emerge
in the circuit varying with the memristance Ra2. When Ra2 = 7.14 kΩ and 6.67 kΩ, the
simulation results from Pspice are shown in Figure 18, which exhibit chaotic trajectory and
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transient chaotic trajectory, respectively. The obtained results are consistent with that of
Figure 10c,d.

In conclusion, the circuit simulation results verify the feasibility of the HNN circuit,
which is conductive to the hardware implementation of neural networks and studying their
synaptic crosstalk.

W1

W2
U1

x
tanh

R

va
R11 C1

vb

vx

U3 y
tanh

R

vb

C2

R22

va vy

zu

va

U2
z

tanh

R

C3

vz

vc

R

U4
u

tanh

R

C4
vu

vd

va

R

(a)

vaW1
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IN1

OUT
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Figure 16. Circuit scheme of memristive HNN with synaptic crosstalk: (a) main circuit; (b) equivalent
circuit of memristive synapse.

Table 3. Parameter values of components.

Symbol Parameter Values Symbol Parameter Values

R 10 kΩ Rb1 = R/b1 250 kΩ
C 1 μF Ra2 = R/a2 9.52 kΩ

R11 = R/W11 8.06 kΩ Rb2 = R/b2 333.33 kΩ
R22 = R/W22 13.33 kΩ Rc1 = R/c1 1.8 kΩ
Ra1 = R/a1 10 kΩ Rc2 = R/c2 1.69 kΩ
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(a) (b)

(c) (d)

Figure 17. Simulation results of chaotic attractors: (a) x-y phase portrait; (b) x-z phase portrait;
(c) x-u phase portrait; (d) y-z phase portrait.

(a) (b)

Figure 18. Simulation results of chaotic attractors and transient chaotic attractors: (a) Ra2 = 7.14 kΩ;
(b) Ra2 = 6.67 kΩ.

7. Conclusions

Based on the synaptic plasticity and nonvolatility of the memristor, this paper presents
a simple two-neuron-based Hopfield neural network, which can emulate the synaptic
crosstalk of neural networks. By using the bifurcation diagram, basin of attraction and
Lyapunov exponent spectrum, the dynamics of the HNN varying with memristive parame-
ters and synaptic crosstalk weights are analyzed. Complex phenomena, including chaotic
attractors, emerge in the HNN under the influence of synaptic crosstalk. In particular, a
special phenomenon called transient chaos occurs in the HNN. Moreover, it is indicated
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that the HNN has high sensitivity and rich coexisting dynamics via the phase portraits,
bifurcation diagram and basin of attraction. Finally, the circuit simulation is completed
via Pspice, which is consistent with the MatLab simulation results, further verifying the
implementation of the hardware of memristive HNN.
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Abstract: This paper proposes a globally passive but locally active memristor, which has three stable
equilibrium points and two unstable equilibrium points, exhibiting two stable locally active regions
and four unstable locally active regions. We find that when the memristor operates in a stable local
active region, the memristor-based second-order circuit with a parallel capacitor or a series inductor
can produce periodic oscillation. Moreover, the memristor-based third-order circuit with two energy
storage elements, a capacitor and an inductor, can produce complex chaotic oscillation, forming the
simplest chaotic circuit.

Keywords: memristor; local activity; chaos

1. Introduction

According to Chua’s theory of local activity [1], all memristors can be classified into
either locally passive memristors or locally active memristors. A subset of locally active
memristors have the ability to exhibit fascinating phenomena and attributes, such as
periodic oscillation, chaotic oscillation, and even action potentials and artificial intelligence.
Relevant research on locally active memristors may help us to promote the applications of
memristors in artificial neural networks, memristor oscillation circuits, chaos circuits, and
so on.

Chua proposed a locally active memristor model named Chua Corsage memristor
(CCM) [2], which has two stable equilibrium points and a locally active domain, and is,
therefore, a nonvolatile local active memristor. Based on the CCM, a second-order periodic
oscillation circuit was carried out via the small-signal circuit analysis method [3]. It was
found that the circuit parameters and bias voltage can cause Hopf bifurcation, which, in
turn, leads to periodic oscillation. Subsequently, a four-lobe (a section of the DC V–I curve
of the memristor that looks like a lobe) Chua Corsage memristor [4] and a six-lobe Chua
Corsage memristor [5] were proposed respectively.

As the state equations of the three locally active CCMs are based on the piecewise linear
functions, they are globally passive but locally active memristors. The number of lobes of
CCM increases with its stable equilibrium points. However, due to the nondifferentiable
points of the state function, there is only one locally active region obtained. Moreover, the
correlation between multiple stability and local active properties has not been discussed.

References [6,7] proposed two voltage-controlled locally active memristor models and
found that chaotic oscillations occurred in the constructed memristor circuits. Reference [8]
combined a piecewise function with a polynomial to construct a globally passive but locally
active memristor, which has two locally active regions, and found that chaotic oscillation
occurred in its locally active region. Reference [9] constructed a current-controlled S-type
locally active memristor model based on the existing memristor physical devices.

Electronics 2022, 11, 1843. https://doi.org/10.3390/electronics11121843 https://www.mdpi.com/journal/electronics89
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To identify the correlation between the local active characteristics and the complex
dynamic behaviors of a memristor, this paper designs a globally passive but locally active
memristor model with a continuous state function and three-valued stability, and explores
the correlation between the multi-stability and the locally active regions of the memristor.
Based on this, we construct two chaotic circuits using the quantitative method rather than
trial-and-error, and analyze their complex dynamics, illustrating the mechanism of the
Hopf bifurcation caused by passive parameters connected to the memristor.

2. A Six-Lobe Locally Active Memristor with a Continuous and Derivable
State Equation

Based on Chua’s unfolding theorem [10], we propose a six-lobe locally active memris-
tor with a continuous and derivable state equation, which is a voltage-controlled extended
memristor. The state-dependent Ohm’s law and its state equation related to the internal
state variable x of the memristor are written as follows:{

i = G(x)v
dx
dt = f (x, v) = k2(γ(x) + α(x)β(v))

(1)

where G(x) = k1(ax2 + bx + c),α(x) = a1 + a2x + a3x2,β(v) = v and

γ(x) =

⎧⎪⎪⎨⎪⎪⎩
−k3

∞
∑

n=1

(−1)n

(2n+1)(2n)(2n−1) x2n−2, 0 ≤ |x| ≤ 1

−k3
∞
∑

n=1

(−1)n

(2n+1)(2n)(2n−1)

(
1
x

)2n−2
, |x| > 1

.

To make the memristor model globally passive, the function G(x) must be nonnegative
for all real numbers x. Therefore, the parameters need to satisfy a > 0 and b2 − 4ac < 0,
where we set the parameters: a = 1, b = 0, and c = 0.1. We adjust the order of magnitude of
the memristance with the parameter k so that it matches the actual memristor, where we
take k = 10−3, while parameter k2 is used to control the change rate of state variable x. If
k2 = 103, the variable rate agrees with the actual memristors. As there is no solution if α(x)
= 0 when calculating stable equilibrium points of the memristor on its DC V–I curve, we
set α(x) �= 0, i.e., a3 �= 0 and a2

2 − 4a1a3 < 0, where we set a1 = 3, a2 = 0.2, and a3 = 0.1.
When the memristor is power-off, the rate of change of the state variable x is γ(x),

which is only related to the memristor itself and is called “internal force”. When a voltage
is applied to the memristor, function f (x, v) is increased by an “external force”, α(x)β(v).
We also introduce parameter k3 for balancing the effect of internal force and external force,
where k3 = 0.05. In addition, γ(x) can be written as a continuous function γ(x) = −k3((48x5

− 480x3 + 240x)/(1 + x2)5).

2.1. Dynamic Route Map of the Memristor

The dynamic route map is one of the important methods to explore the dynamic
properties of nonlinear equations [11], which can be used to analyze memory characteristics
and switch characteristics of memristors. Figure 1 shows five dynamic routes of the
proposed memristor, each parametrized by a value of the memristor voltage v, where
v = −0.6 V, −0.3 V, 0 V, 0.3 V, and 0.6 V, respectively.

In Figure 1, the dynamic route with v = 0 is called the Power Off Plot (POP), which has
five intersections with the horizontal axis (Q1 to Q5), in which the state variable x is stable
at Q1, Q3, and Q5 but unstable at Q2 and Q4. When the memristor is power-off, the state
variable x gradually stabilizes to Q1 (−3.0777, 0) or Q3 (0, 0) or Q5 (3.0777, 0). Observe
that when the absolute value of the state variable x increases, the rate of change of the state
variable x, i.e., dx/dt, tends to zero asymptotically.
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Figure 1. Dynamic route map of the memristor.

2.2. Hysteresis Characteristics of Memristor

Driven by the zero-bias AC power, the relationship between the voltage and the
current through the memristor has hysteresis characteristics and pinches with the increase
in the frequency of the AC power [12]. Applying the voltage v(t) = 2Asin(2πft) with A = 1 V
and different frequencies f at both ends of the memristor, if the initial state value x(0) = 0,
the current response of the memristor is shown in Figure 2, which is a hysteresis loop and
located in the first and third quadrants of the plane coordinate. If the frequency of the
power is greater than 2 kHz, the curve coincides with a straight line with a slope of 10−4,
and the memristor is equivalent to a linear resistor with a resistance of 104 Ohms. Therefore,
the model is consistent with the characteristics of a memristor [13].

v(V)

i(mA)
f = 300 Hz

f = 450 Hz

f = 600 Hz

f = 2000 Hz

Figure 2. Memristor-pinched hysteresis loop.

2.3. Local Activity

The local activity of the memristor is analyzed to determine whether the memristor
can amplify small signals at some DC operating points. Based on a given DC voltage V, we
solve the equation f (x,V) = 0 to obtain the solution of x and calculate the corresponding
current I of the memristor. Then, the DC V–I curve of the memristor can be obtained
by drawing the point set of the voltage V and the corresponding current I on the V–I
coordinate plane, as shown in Figure 3.
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Figure 3. DC V–I curve of the memristor.

Observe from Figure 3 that the DC V–I curve has six unique, smooth, and continuous
lobes, and each lobe has a locally active region. All lobes are marked with numbers from
1 to 6, in which the red curve represents the negative differential resistance region of the
memristor. The arrow indicates the increasing direction of state variable x, the real line
segment indicates that the operating points on it are stable, and the dotted line segment
indicates that the operating points on it are unstable. Observe also that the DC V–I curve of
the memristor is distributed in the first and third quadrants of the coordinate plane, which
shows that the memristor is globally passive but locally active. Table 1 shows the value
range of six locally active regions.

Table 1. Locally active regions of the memristor.

Range of x Lobe
Corresponding

Voltage (V)
Corresponding Current I (mA) Stability

(−3.979, −3.667) 6 (−1.816 × 10−4, −1.989 × 10−4) (−2.894 × 10−6, −2.694 × 10−6) Unstable
(−1.169, −1.000) 2 (0.08855, 0.1034) (1.298 × 10−4, 1.138 × 10−4) Stable

(−0.3963, −0.2702) 3 (−0.5395, −0.6600) (−1.387 × 10−4, −1.140 × 10−4) Unstable
(0.2649, 0.3909) 1 (0.6369, 0.5206) (1.084 × 10−4, 1.316 × 10−4) Unstable
(0.9921, 1.152) 4 (−0.09095, −0.07837) (−9.862 × 10−5, −1.119 × 10−4) Stable
(3.653, 3.954) 5 (1.414 × 10−4, 1.295 × 10−4) (1.902 × 10−6, 2.038 × 10−6) Unstable

3. Small-Signal Analysis for Locally Active Region

Locally active regions have the potential to amplify infinitely small signals and there-
fore can generate complex phenomena, such as periodic oscillation, chaotic oscillation, and
even action potentials after assembling passive circuit components [14,15]. Small-signal
analysis of a locally active region is helpful to explore its complex dynamic behaviors.

3.1. Zero-Pole Analysis of Memristor

Small-signal analysis is used to approximate the local dynamic behavior of the nonlin-
ear memristor via its associated linearized equations. Let the DC voltage and current at an
operating point Q be V and I, respectively. Assume that there is a voltage increment δv at
the operating point Q(V, I), and the resulting rate of current change di/dt obtained from
Equation (1) is

di
dt

=
∂i
∂x

· dx
dt

+
∂i
∂v

· dv
dt

= a11
dx
dt

+ a12
dv
dt

, (2)

92



Electronics 2022, 11, 1843

where a11(Q) = ∂i/∂x = 2xv/1000 and a12(Q) = ∂i/∂v = (x2 + 0.1)/1000. Furthermore, the op-
erating point Q(V, I) on the DC V–I curve must meet the condition dx/dt = g(x,v). Through
differential expansion of the state equation dx/dt = g(x,v) in Equation (1), we obtain

d
(

dx
dt

)
dt

= b11(Q)
dx
dt

+ b12(Q)
dv
dt

(3)

where b11(Q) = ∂g(x,v)
∂x

∣∣∣
Q
= ∂γ(x)

∂x + ∂α(x)
∂x × β(v) and b12(Q) = ∂g(x,v)

∂v

∣∣∣
Q
= α(x).

Applying the Laplace transformation to (2) and (3), we have{
î(s) = a11(Q)x̂(s) + a12(Q)v̂(s)
sx̂(s) = b11(Q)x̂(s) + b12(Q)v̂(s)

(4)

Solving Equation (4), the small-signal-equivalent admittance function Y(s, Q) about
Q(V, I) is obtained as

Y(s, Q) = î(s)/v̂(s) = a11(Q)b12(Q)/(s − b11(Q)) + a12(Q) (5)

By rearranging (5), the admittance function can be equivalent to

Y(s, Q) = 1/(sLx + Rx) + 1/Ry (6)

where Lx = 1/(a11(Q)b12(Q)), Rx = b11(Q)/(a11(Q)b12(Q)), and Ry = a12(Q).
Figure 4 shows the equivalent circuit of the memristor at operating point Q(V, I). We

find by calculation that Rx < 0 and Ry > 0 in the locally active regions, and Lx < 0 for the
stable locally active points, while Lx > 0 for the unstable locally active points.

 

 v
RM Lx

Rx

Ry

Figure 4. Small-signal-equivalent circuit of the memristor.

Through the zero-pole simplification of admittance function Y(s, Q), the small-signal
admittance Y (s, Q) in terms of the pole s = P and the zero s = Z can be recast as

Y(s, Q) = K(s − Z)/(s − P) (7)

where K = a12(Q), Z = (a12(Q)b11(Q) − a11(Q)b12(Q))/a12(Q), and P = b11(Q).
Figure 5 shows the pole and the zero trajectories of the admittance function Y(s, Q)

with respect to the voltage V, where the solid and the dotted lines represent the poles and
zero, respectively. The purple dotted line segment on the pole curve and the blue dotted
line segment on the zero curve represent the zero and pole values of the memristor in the
locally active regions, respectively. Obviously, P > 0 and Z < 0 for the stable locally active
regions, while P < 0 and Z > 0 for the unstable locally active regions.
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Figure 5. Zeros and poles of memristor.

3.2. Frequency Response of the Memristor

From Equation (7), the frequency response of the memristor can be written as:

Y(iω, Q) = K(iω − Z)/(iω − P) =
(

K
(

ω2 + PZ
)
+ iKω(Z − P)

)
/
(

ω2 + P2
)

(8)

At equilibrium point V = V0, the real part and imaginary part of the memductance
function are ReY(iω,V) = K(ω2 + pz)/(ω2 + p2) and ImY(iω,V) = iKω(z − p)/(ω2 + p2),
respectively. To make the locally active system generate oscillation, there should be a
pair of complex conjugate poles (Hopf bifurcation points) on the imaginary axis for the
admittance function Y(s, Q) of the locally active memristor. In other words, it is necessary
to add an energy storage element (capacitance or inductance) in series or in parallel with
the memristor to form a locally active system. The selection of capacitance or inductance
depends on the frequency response of the memristor. Figure 6 shows the frequency response
of the memristor where the voltage at both ends of the memristor is 0.6000 V. In order to
construct an oscillation system, if Lx < 0 (Lx > 0) in the equivalent circuit of the memristor
shown in Figure 4, an inductance L* = 1/(ωImY(iω,V)) (capacitor C* = ImY(iω,V)/ω) in
series (parallel) with the memristor is required.

(a)                                                                           (b) 

ImY(i ,V)

ReY(i ,V)

 = 2902 rad/s

 =  2902 rad/s

   rad/s 

ReY(i ,V)
ImY(i ,V)

  =  2902 rad/s 

ImY(i ,V) =  1.911 10  4

Figure 6. (a) Frequency response and (b) Nyquist diagram of the memristor at V = 0.6 V.
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Figure 6 shows the frequency response of ReY(iω,V) and ImY(iω,V), where V = 0.6 V.
Observe that ReY(iω*,V) = 0 and ImY(iω*,V) = −1.911 × 10−4 S at ω* = 2902 rad/s, indi-
cating that the memristor is inductive and therefore a positive capacitance C* in parallel
with the memristor is needed to compensate the ImY(iω*,V), as well as to make the to-
tal impedance of the C*-augmented memristive circuit equal to zero at operating point
V = 0.6000 V. The compensated capacitance can be obtained using the following formula:

C* = −ImY(iω*,V)/ω* = 65.84 nF

Figure 7 shows the frequency response of ReY(iω,V) and ImY(iω,V), where V = 0.1031 V.
Observe that ReY(iω*,V) = 0 and ImY(iω*,V) = −1.911 × 10−4 S at ω* = 200.7 rad/s, indicat-
ing that the memristor is capacitive and therefore a positive inductance L* in series with the
memristor is needed to compensate the ImY(iω,V), as well as to make the total impedance
of the L*-augmented memristive circuit equal to zero at operating point V = 0.1031 V. The
compensated inductance can be obtained using the following formula:

L* = 1/(ω*ImY(iω,V)) = 1.972 H

ImY(i ,V)

ReY(i ,V)

ImY(i ,V)

  = 200.7 rad/s

ImY(i ,V) = 0.0025

 rad/s

  = 200.7 rad/s

  =  200.7 rad/s

ReY(i ,V)

 

(a)                                                                        (b) 

Figure 7. (a) Small-signal frequency response of memristor and (b) Nyquist diagram of memristor
when it operates under V = 0.1031 V, x = −1.022, L* = 1.972 H.

Using the above small-signal-equivalent circuit method, we analyze the properties
of the six local active regions of the memristor and obtain the following results shown
in Table 2, which includes the small-signal-equivalent inductance, zero, pole, and the
compensating energy storage element to cause the memristor oscillation.

Table 2. Properties of locally active regions.

Lobe Equivalent Circuit Lx P Z Energy Storage Element

1 > 0 > 0 < 0 Parallel capacitance
2 < 0 < 0 > 0 Series inductance
3 > 0 > 0 < 0 Parallel capacitance
4 < 0 < 0 > 0 Series inductance
5 > 0 > 0 < 0 Parallel capacitance
6 > 0 > 0 < 0 Parallel capacitance

4. Second-Order Periodic Circuit of Memristor

The above analysis shows that the memristor has two different types of locally active
regions with deferent small-signal circuits, namely Lx < 0 and Lx > 0. For the two cases, we
design two second-order memristive circuits, as shown in Figure 8.
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(a) (b) 

R

V
C*

RM

vM
V

L*

RM

vM

iM iC iM

Figure 8. (a) Parallel capacitance and (b) series resistance of locally active memristor oscillation circuit.

4.1. Properties of the Memristive Circuit in the Unstable Locally Active Region of the Memristor

The memristive circuit shown in Figure 8a corresponds to the first unstable locally
active region of the memristor, where R is a segregation resistor or load resistor, which
provides an AC path for the memristor and also stabilizes the memristor at a certain
operating point Q2, as shown in Figure 9.

V(V)

I(mA)
Q2(0.6000V,0.1262mA)

Q1(0.5534V,0.1309mA)

 0.6  0.4 

 0.05 

 0.10 

 0.15 

  

Figure 9. DC load line is superimposed on the V–I plane.

Through small-signal analysis of the memristor oscillation circuit in Figure 8a, the
composite admittance YC(s, Q) of the circuit satisfies that 1/YC(s, Q) = 1/(Y(s, Q) + YC*) +
R, where YC* = sC*. Therefore, YC (s, Q) can been written as follows:

YC(s, Q) =
Cs2 + (k − pC)s − kz

RCs2 − (pRC − 1 + kR)s − p − kzR
=

(s − sz1)(s − sz2)

(s − sp1)(s − sp2)R
(9)

The zeroes and the poles of the composite admittance YC(s, Q) of the circuits are
obtained from Equation (9) as follows:⎧⎨⎩ p1 =

−a1+
√

a1
2−4a2

2 , p2 =
−a1−

√
a1

2−4a2
2

z1 =
−b1+

√
b1

2−4b2
2 , z2 =

−b1−
√

b1
2−4b2

2

(10)

96



Electronics 2022, 11, 1843

where a1 = (kR + 1 − pRC)/RC, a2 = −(p + kzR)/RC, b1 = (k − pC)/RC, and b2 = −kz/RC;
p, z, and k are the pole, the zero, and the coefficient of admittance function Y(s, Q) of the
memristor in Equation (7), respectively.

Figure 10 shows the loci of the real parts versus imaginary parts of the poles (P1 and
P2) of YC(s, Q) with respect to the capacitance C, in which V = 0.6 V and the state variable x
= 0.3322. Observe from Figure 10 that YC(s, Q) has a pair of complex conjugate poles on
the imaginary axis at C = 97.13 nF and Im p1,2 = ±1556, which are the Hopf bifurcation
parameters. When C < 97.13 nF, such as C = 65.84 nF, the real parts of the complex conjugate
poles are less than zero, and the circuit gradually stabilizes to an equilibrium point, as
shown in Figure 10a. However, when C = 97.13 nF, the periodic oscillation shown in
Figure 10b,c occurs in the circuit. Moreover, the oscillation amplitude increases with the
initial value, as described in Figure 10d. If C > 97.13 nF, the system enters the unstable right
half plane of the complex plane and may oscillate.

(a) (b)

(c) (d)

vM = 0.6000V
x(0) = 0.3322
C = 65.84nF

vM = 0.6000V
x(0) = 0.3322
C = 97.13nF

x

vM

x

xt/s

vM

vM vM

4.000ms

       x(0) = 0.3320
         x(0) = 0.33205

       x(0) = 0.3321
         x(0) = 0.33212
         x(0) = 0.33215

vM = 0.6000V
C = 97.13nF

 
Figure 10. Simulation of memristor oscillation circuit: (a–c) system initial value V = 0.6000 V and
x = 0.3322 and (d) increasing oscillation amplitude, if the initial value is far from the equilibrium point.

Figure 11 shows the loci of the real parts versus imaginary parts of the poles (p1 and
p2) of YC(s, Q) with respect to the voltage V, where C = 97.13 nF. Observe that YC(s, Q) has
a pair of complex conjugate poles on the imaginary axis at the Hopf bifurcation parameters:
V = 0.6 V and Im p1,2 = ±1556.
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Re p1(V)
Re p2(V)

Im p1(V)
Im p2(V)

C = 97.13nF
V = 0.6000    x = 0.3322

Im p1 = 1556V = 0.5143   x = 0.1531
Re p1 = Re p2 =  4504

V = 0.5791  x = 0.3504
Re p1 = Re p2 = 270.1

V = 0.6000    x = 0.3322
Im p2 =  1556

Figure 11. Variation in the real and imaginary parts of the poles of the admittance function in the
oscillation circuit with the DC voltage (if C = 97.13 nF).

From Figures 11 and 12, we find that the Hopf bifurcation frequency ωH = 1556 rad/s
and the system oscillation frequency ωC = 2π/4.000 ms = 1570 rad/s through numerical
calculation. It follows that ωC is consistent with the expected oscillation frequency ωH.

Im p1(C)
Im p2(C)

Re p1(C)
Re p2(C)

C = 97.13nF
Im p1 = 1556

C = 97.13nF
Im p2 = -1556

C = 0 FC = 37.98nFC = 29.49nF C =  

V = 0.6000V
x = 0.3322

Re p1 = Re p2 = 974.6
C = 0.2484 F

Figure 12. Variation in the real and imaginary parts of the poles of the admittance function in the
oscillation circuit with the external capacitance (if V = 0.6000 V).

4.2. Properties of the Memristive Circuit in the Stable Locally Active Region of the Memristor

For Figure 8b, the composite admittance YC(s, Q) of the circuit satisfies

1
YL(s, Q)

=
1

Y(s, Q)
+

1
YL∗

where YL* = 1/sL*. Therefore, YC(s, Q) can be written as follows:

YL(s, Q) =
K(s − Z)

LKs2 − (KZL − 1)s − P
=

(s − Z)
(s − sp1)(s − sp2)L

(11)
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where P, Z, and K are the pole, the zero, and the coefficient of admittance function Y(s, Q)
of the memristor in Equation (7), respectively.

The zero and the poles of the composite admittance of the circuit are obtained from
Equation (11) as follows:{

sp1 =
−a3+

√
a3

2−4a4
2 , sp2 =

−a3−
√

a3
2−4a4

2
sz = z

(12)

where a3 = (1 − KZL)/KL and a4 = −P/KL.
Figure 13 depicts the loci of the real and imaginary parts of the poles (P1 and P2) of the

admittance YL(s, Q) versus the inductance L, where V = 0.1031 V and x = −1.022. Observe
that L = 1.972 H is the Hopf bifurcation point of the memristive circuit where Im p1,2 =
±200.7. If L > 1.972 H, the system enters the right half plane of the complex plane and may
oscillate; for example, for L = 2.021 H, a periodic oscillation appears as shown in Figure 14.

Im p1(L)
Im p2(L)

Re p1(L)
Re p2(L)

L = 1.972 H
Im p1 =  200.7

L = 0 HL = 0.8203 H L = 10 H 

V = 0.1031 V
x =  1.022

Re p1 = Re p2 = 130.3
L = 10 H

L = 1.972 H
Im p2 =  200.7

   

100 

200 200 

Figure 13. Variation in the real and imaginary parts of the poles of the admittance function in the
oscillation circuit with the external capacitance (if V = 0.1031 V).

Figure 15 shows the loci of the real and imaginary parts of the poles (p1 and p2) of the
admittance YL(s, Q) versus the voltage V, where L = 1.972 H.

Based on the Hopf bifurcation frequency ωH = 200.7 rad/s in Figures 13 and 15, the
system oscillation frequency can be calculated as ωL = 2π/0.031 s = 202.5 rad/s through
circuit simulation, where ωL is consistent with the expected oscillation frequency ωH.
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Figure 14. Simulation of memristor oscillation circuit (if V = 0.1031 V and x = −1.022).
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Figure 15. Variation in the real and imaginary parts of the poles of the admittance function in the
series inductance oscillation circuit with the DC voltage.

5. Memristor-Based Third-Order Chaotic Circuit

Based on the second-order memristive circuit shown in Figure 8b, we design the
simplest third-order chaotic circuit by connecting a capacitor in parallel with the memristor
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that operates at the stable locally active regions of lobe 2 or 4 of the memristor’s DC
V–I curve in Figure 3, where the small-signal-equivalent inductance Lx < 0, as shown in
Figure 16.

 

CV

L
RM

vC

iL

Figure 16. Chaotic oscillation circuit.

According to Kirchhoff’s law, the state equations of the circuit can be written as follows:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

dx
dt = 1000

(
−0.05 × 48x5−480x3+240x

(1+x2)
5 + 3vC + 0.2xvC + 0.1x2vC

)
dvC
dt = 1

C (iL − G(x)vC)

diL
dt = 1

L (V − vC)

(13)

where vC is the voltage across the memristor, iL is the current through the inductance, x is
the state variable of the memristor, and v is the supply voltage.

5.1. System Equilibrium Points

Let dx/dt = 0, dvc/dt = 0, and diL/dt = 0 in Equation (13); the following four equi-
librium points of the system can be obtained: E1 (−1.022, 0.1031 V, 0.179 mA), E2 (−0.98,
0.1031 V, 0.109 mA), E3 (0.026, 0.1031 V, 0.104 mA), E4 (0.633, 0.1031 V, 0.516 mA). The four
equilibrium points of the system (13) happens to be the equilibrium points of the memristor.
Equilibrium E1 is located in the locally active region.

It can be known from the system state equations that the equilibrium points of the
system is only related to the internal properties of the memristor and the applied voltage,
and has nothing to do with the inductance L and the capacitance C in the circuit. The
Jacobian matrix is obtained at an equilibrium point as follows:

J =

⎡⎢⎢⎢⎢⎣
∂(g(x,v))

∂x 1000 × (
3 + 0.2x + 0.1x2) 0

− xvC
500C − x2+0.1

1000C
1
C

0 − 1
L 0

⎤⎥⎥⎥⎥⎦ (14)

where

∂(g(x, v))
∂x

= 1000 ×
(
(−0.05 × (−240 x6+3600x4−3600x2 +240)

(1+ x2)
6 +0.2vC+0.2vCx

)

Table 3 shows the characteristic roots of the Jacobian matrix obtained at the four
equilibrium points, in which it has three Saddle focuses (E1, E2, and E4) and one stable
focus (E3).
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Table 3. Characteristic roots of the Jacobian matrix J.

Equilibrium Point
Characteristic Value Equilibrium

Points Typesλ1 λ2 λ3

E1 −157.01 9.55 + 156.13i 9.55–156.13i Saddle focus
E2 144.14 −45.92 + 159.2i −45.92–159.2i Saddle focus
E3 −11810 −2 + 204i −2–204i Stable focus
E4 4273.2 −8.1 + 204.2i −8.1–204.2i Saddle focus

Simulation analysis finds that the circuit has the phenomenon of coexisting attractors,
i.e., when the system parameters are fixed, the circuit produces different dynamic charac-
teristics with the different initial values. For example, let the parameters C = 26 μF and
L= 0.96 H be fixed; the circuit exhibits a chaotic attractor and a stable equilibrium point
under the conditions of initial values E1 and E2, respectively, as shown in Figure 17.

Figure 17. Two kinds of coexisting attractors of the system with different initial values.

5.2. Influence of Parameters L and C on System Dynamics

Let us fix the voltage V = 0.1031 V and the initial values E1 (−1.022, 0.1031 V, 0.179
mA); the variation in inductance L and capacitance C can cause the system to bifurcate.
Figure 18a shows the variation in the system Lyapunov exponent spectrum [16] with the
capacitance C within the interval of 10 μF–30 μF, where inductance L = 0.96 H. Figure 18b
shows the bifurcation of the state variable x with the capacitance C within the interval of
21 μF–26.2 μF.

Figure 18. (a) Lyapunov exponent of the system, and (b) bifurcation of variable x with the capacitance
C (if L = 0.96 H).
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Observe from Figure 18 that as C increases, the system enters into chaotic oscillation
through period-doubling bifurcation and finally enters into a stable state rapidly. In this
doubling bifurcation process, the system oscillates with two limit cycles of period 1 (yellow
cycle in Figure 18a) and period 2 (Figure 19b) when C = 21.5 μF and C = 21.5 μF, respectively;
when C > 23.8 μF, the system enters the chaotic region (Figure 19d shows a chaotic attractor
with C = 26 μF), where there is a period 3 window, whose corresponding phase diagram is
shown in Figure 19c. When the capacitance C ≥ 26.2 μF continues to increase, the system
will rapidly stabilize from chaotic oscillation to a stable point attractor.

Figure 19. Variation in system attractor with capacitance C, where V = 0.1031 V, L = 0.96 H.
(a) C = 21.5 μF, (b) C = 23 μF, (c) C = 23.8 μF, (d) C = 26 μF.

Figure 20 shows the waveforms and attractors of the system as capacitance C = 26.2 μF,
where the system gradually stabilizes to E3 (0.026, 0.1031 V, 0.104 mA).

Figure 21 shows the Lyapunov exponent spectrum and the bifurcation of the system
with respect to the inductance L, where the applied voltage V = 0.1031 V, the initial value of
the memristor is E1 (−1.022, 0.1031 V, 0.179 mA), and the capacitance C = 26 μF. Observe
from Figure 21 that for 0.925 H ≤ L ≤ 0.962 H, the system generates chaotic oscillation. With
the increase in inductance L, the system bifurcates from period doubling to chaos by period-
doubling bifurcation. Obviously, a Period 3 window can be observed from Figure 22b. If
L > 0.962 H, the system gradually stabilizes to the system equilibrium point E3.

Figure 23 shows the system dynamics map with respect to both inductance L and
capacitance C, where the system operating voltage V = 0.1031 V. Obviously, the dynamics
map looks like a rainbow pattern, in which the areas labeled P1, P2, P3, C, and E represent
period 1, period 2, period 3, chaos, and the stable point, respectively. The typical phase
diagrams of those statuses are shown in Figure 24.
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Figure 20. Variation in system attractor (a) waveforms and (b) vc-i phase with C = 26.2 μF.

Figure 21. (a) Lyapunov exponent spectrum and (b) bifurcation of system with the inductance L (if
C = 26 μF).
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Figure 22. Variation in system attractor with inductance L, v = 0.1031 V, C = 26 μF. (a) L = 0.88 H,
L = 0.91 H, (b) L = 0.925 H, (c) L = 0.95 H, (d) L = 0.963 H.

Figure 23. Dynamic map with V = 0.1031 V.
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Figure 24. Typical phase diagrams. (a) C = 21.5 μF, L = 0.9 H; (b) C = 24 μF, L = 0.94 H; (c) C = 23.5 μF,
L = 0.96 H; (d) C = 24 μF, L = 0.98 H; (e) C = 26 μF, L = 0.98 H.

6. Conclusions

We design a locally active memristor model whose state function is continuous and
derivable within the whole real number interval. Its basic property has been analyzed via
the dynamic route map, the pinched v–i hysteresis curve, and the DC V–I curve. It is found
that the memristor is globally passive but locally active and contains two stable locally
active regions called the edge of chaos and four unstable locally active regions.

In the stable locally active region, the pole of the admittance function is negative and
the zero of the admittance function is positive, while in the unstable locally active region,
the pole of admittance function is negative, and the zero of admittance function is positive.

At the two different locally active regions, two kinds of second-order memristive
circuits have been built by connecting the memristor in series with a positive inductance L
or in parallel with a passive capacitor C. Small-signal analysis and simulations show that
the built circuits can generate period oscillation signals.

Adding another passive energy storage component to the second-order circuit, we
construct the simplest third-order chaotic circuit, whose equilibrium points and stability
are discussed, and the influence of the capacitance and the inductance on system dynamics
is further studied. With the change in system parameters, the circuit exhibits various
characteristics such as periodic oscillation and chaos, as well as coexisting attractors.
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Abstract: This paper proposes a modified Chua Corsage Memristor endowed with two symmetrical
locally active domains. Under the DC bias voltage in the locally active domains, the memristor
with an inductor can construct a second-order circuit to generate periodic oscillation. Based on the
theories of the edge of chaos and local activity, the oscillation mechanism of the symmetrical periodic
oscillations of the circuit is revealed. The third-order memristor circuit is constructed by adding
a passive capacitor in parallel with the memristor in the second-order circuit, where symmetrical
periodic oscillations and symmetrical chaos emerge either on or near the edge of chaos domains.
The oscillation mechanisms of the memristor-based circuits are analyzed via Domains distribution
maps, which include the division of locally passive domains, locally active domains, and the edge
of chaos domains. Finally, the symmetrical dynamic characteristics are investigated via theory and
simulations, including Lyapunov exponents, bifurcation diagrams, and dynamic maps.

Keywords: memristor; chaos; local activity; the edge of chaos

1. Introduction

Local activity is considered to be the origin of complexity, which can amplify infinites-
imal fluctuations to generate oscillations [1,2]. The complex behaviors and rich dynamics
only appear in the locally active systems [3]. A locally active memristor-based circuit can
generate complex oscillations such as limit cycles, chaos, or neuromorphic behaviors [4].

The locally active memristor exhibits negative differential memductance or memris-
tance in its locally active domain of the DC V–I plot [5]. The edge of chaos domain of the
memristor, a subset of the locally active domain, satisfies the asymptotically stable and
locally active characteristics, where chaos, intelligence, and creativity may emerge [6,7].
Many hardware implementations of memristor have been reported, such as NbOx, VO2,
and TaOx devices, which are passive but local activity to be locally active memristors [8–11].
A bistable and a tristable locally active memristors are applied to construct chaotic circuits
with rich dynamics, respectively [12,13], whose basic characteristics, coexisting dynam-
ics, and oscillation mechanisms are analyzed. Locally active memristors can generate
complex dynamical behaviors with potential application in many fields, including neurobi-
ology [14,15] and nonlinear dynamics [16–18].

Chua Corsage Memristor (CCM), proposed by Chua, is a typical locally active memris-
tor [5]. Chua provides analysis tools for analyzing the characteristics of memristors, includ-
ing power-off plot, DC V–I plot, dynamic route map, quasi DC V–I plot, and small-signal
equivalent circuit, etc., laying the foundation for the research of memristors [5,6,19]. The
CCM family with rich nonlinear dynamics, including 2-Lobe CCM [19], 4-Lobe CCM [20],
and 6-Lobe CCM [21], is built by designing various state equations with multiple stable
states. Based on the theory of edge of chaos, the periodic oscillation mechanism of the CCM
family is analyzed [22].

When the neural network operates in an edge of chaos domain, it may exhibit complex-
ity, learning efficiency, adaptability [16], which is essential for solving global optimization
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problems and is more effective [23,24]. In addition, many researchers have investigated
the robust H-infinity performance, exponential synchronization, and stability problems of
memristor-based neural networks with time-varying delays [25,26]. Locally active mem-
ristors, with nonlinear and non-volatile, hold great potential to simulate neuromorphic
behavior and apply to neural networks. An isolated third-order nanocircuit element is
reported in [27], which is the first time to realize an integrated circuit element to express
neuromorphic nonlinear dynamics. A vanadium dioxide VO2 locally active memristor
is used to design a two-channel neuron, which possesses most of the known biological
neuronal dynamics [28].

The CCM exhibits complex behaviors of biological neurons when it operates at the
edge of chaos domain [29,30]. In [29], circuits are constructed through a CCM and passive
elements, verifying that action potentials emerge near the edge of chaos domain. It has been
shown that CCM with two locally active domains can be used to model neurons to simulate
some action potentials, and the chaos emerges in one of the locally active domains [30].
However, the original CCM has only one locally active domain and has a vast kiloamp level
of current under standard operating voltage, which greatly limits its practical applications.

Since the Chua Corsage Memristor (CCM) is proposed in 2010 [5], many researchers
have studied complex dynamics of CCM-based circuits, but there are still some mysteries
to be explored. To further explore the complex dynamics and reveal the oscillation mech-
anisms of the CCM family, this paper proposes a symmetrical Chua Corsage Memristor
(SCCM) model with two locally active domains. The parameter k is added to the state
equation of the SCCM model to make its operating current in the milliampere level, which
is more applicable for the practical circuit. It is found that the SCCM exhibits capacitive
characteristics by analyzing the frequency response of the admittance function, so it can
connect with a passive inductor to form a second-order nonlinear system. Using the
Nyquist plot of the poles of the admittance function, this paper analyzes the transition
from the stable state to the unstable state via the Hopf bifurcation point. It is obtained
that the periodic oscillations of the second-order circuit only occur on the right half-plane
pole domain. The third-order circuit is obtained by adding a passive capacitor to the
second-order circuit, which can generate chaotic oscillation. A domains distribution map
in the V–L plane is drawn, through the Nyquist plot of the poles of the admittance function,
including the locally active domain, the locally passive domain, the edge of chaos domain,
and the RHP pole domain. The third-order circuit has symmetric domains distribution
map, which has symmetric oscillations at positive and negative voltage. It is demonstrated
that the complex oscillations emerge either on or near the edge of chaos domain, which is
speculated by Chua [31]. Furthermore, the rich symmetric dynamics of the SCCM-based
circuits are explored in this paper with Lyapunov exponents, bifurcation diagrams, and
dynamic maps [31–33].

In this paper, a novel CCM with two symmetrical locally active domains is proposed
and its basic characteristics are analyzed in Section 2. In Section 3, the small-signal admit-
tance function is used to analyze its edge of chaos characteristic. In Section 4, a second-order
circuit is constructed by adding an inductor to the SCCM. The oscillation mechanism and
symmetrical dynamic behaviors admitted by the third-order circuit are expounded in
Section 5.

2. Symmetrical Chua Corsage Memristor

2.1. Mathematical Model

The CCM is a typical locally active memristor, which is a first-order memristor, de-
scribed by {

i = x2v
dx
dt = 30 − x + |x − 20| − |x − 40|+ v

(1)

where x, v, and i represent the state variable, voltage, and current of the CCM, respectively.
Based on this CCM, we proposed a modified CCM with symmetrical locally active do-
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mains, called symmetrical Chua Corsage Memristor (SCCM). The mathematical model is
as follows: {

i = G0
(

x2 + 0.1
)
v

dx
dt = k (30 − x + |x − 20| − |x − 40|+ m|v|) (2)

The parameter k is equal to 1000 for reducing its operating current in the milliampere
level. The parameters G0 and m are equal to 0.01 and −10, respectively.

2.2. Pinched Hysteresis Loops

Chua proposed that the pinched hysteresis loop in the v–i plane is the only required
fingerprint for determining a memristor [34]. When input voltage signals v(t) = sin (2πft),
with different frequencies of 100 Hz, 300 Hz, 1 kHz, and 10 kHz, are applied to the SCCM,
the v–i pinched hysteresis loops are depicted in Figure 1.

 

Figure 1. Pinched hysteresis loops of the SCCM when the input voltage signals v(t) = sin (2πft).

In addition, Figure 1 indicates the pinched hysteresis loops vary with the frequencies.
As the frequency increases, the pinched hysteresis loop area decreases monotonically, and
then the area shrinks to approximately zero at 10 kHz, where the pinched hysteresis loop
approximates a straight line [35].

2.3. Local Activity

DC V–I plot is an effective method to determine the locally active domains of memris-
tor, which is proposed by Chua [5]. The negative differential resistance (NDR) domains
on its DC V–I plot are the locally active domains with potential instability, where complex
oscillations may emerge. When the SCCM is driven by an array of DC voltages Vk, respec-
tively, we measure the corresponding collection of DC currents Ik flow through the SCCM,
and then draw points (Vk, Ik) on the V–I plane to form a DC V–I plot.

When the differential equation dx/dt in Equation (2) is set as zero, the equation of DC
voltage is derived as

|V| = 0.1(30 − X + |X − 20| − |X − 40|) (3a)

Obviously, |V| > 0, which means 0.1(30 − X + |X − 20| − |X − 40|) > 0. So, the
ranges of the state variable X are calculated as X < 20 and 30 < X < 50. Then, if we substitute
the Equation (3a) into the equation i = G0(x2 + 1) v, the equation of DC current is derived.
Hence, the equations of the DC voltage and DC current are given by{

V = ±0.1(30 − X + |X − 20| − |X − 40|), X < 20 or 30 < X < 50
I = G0

(
X2 + 0.1

)
V

(3b)
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The DC V–I plot of the SCCM for −20 < X < 20 and 30 < X < 50 are depicted in Figure 2,
where the NDR region is marked with the red line, and the other region is marked with the
blue line.

Figure 2. DC V–I plot of the SCCM.

It is observed from Figure 2 that the SCCM exhibits negative differential conductance
when the state variable X ranges from 0 to 6.66. Therefore, the SCCM has two symmetrical
locally active domains of −1 V < V < −0.33 V and 0.33 V < V < 1 V.

3. Edge of Chaos of the SCCM

3.1. Small-Signal Equivalent Circuit

When the SCCM operating point Q is in the locally active domain, the small-signal
equivalent admittance can be obtained from [22]:

YM(s, Q) =
a11b12

s − b11
+ a12 (4a)

where

a11 = v
∂(G0(x2+0.1))

∂x

∣∣∣∣
Q
= 0.02XV

a12 = G0
(

x2 + 0.1
)

∂v
∂v

∣∣∣
Q
= 0.01

(
X2 + 0.1

)
b11 = ∂(k (30−x+|x−20|−|x−40|+m|v|))

∂x

∣∣∣
Q
= 1000(sign(X − 20)− sign(X − 40)− 1)

b12 = ∂(k (30−x+|x−20|−|x−40|+m|v|))
∂v

∣∣∣
Q
= −104sign(V)

(4b)

Equation (4a) can be rewritten as:

YM(s, Q) =
1

sLx + Rx
+

1
Ry

(5)

where Lx = 1/(a11b12), Rx = −b11/(a11b12), and Ry = 1/a12. The small-signal equivalent
circuit of the SCCM operated in the locally active domains is described in Figure 3.
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xL
yR

xR

iδ

vδMR

Figure 3. The small-signal equivalent circuit of the SCCM.

3.2. Edge of Chaos

When the memristor-based circuits operate at the edge of chaos domain, the operating
point must be in the locally active domain and asymptotically stable [1]. According to
Equation (4a), the SCCM operates at the locally active domain, i.e., Re YM (iω, Q) < 0 for
some ω ∈ (−∞, ∞). The SCCM is asymptotically stable only if the real part of the pole of
the admittance function is less than zero [2].

The pole and zero of the small-signal admittance in Equation (4a) are calculated as
p = b11, and zero z = −(a11b12 − a12b11)/a12, respectively.

From Equation (4a), the frequency response YM (iω, Q) of the SCCM is derived, as

YM(iω, Q) =
a11b12

iω − b11
+ a12 (6a)

where the real part of YM (iω, Q) is

ReYM(iω, Q) =
−b11(a11b12 − a12b11) + ω2a12

b11
2 + ω2 =

a12(pz + ω2)

b11
2 + ω2 (6b)

and the imaginary part is

ImYM(iω, Q) =
−ωa11b12

b11
2 + ω2 (6c)

Obviously, a12 = 0.01(X2 + 0.1) > 0 in Equation (4b). Therefore, if the product of the
pole and the zero is less than 0, i.e., pz < 0, the Re YM (iω, Q) is negative for the frequency
range −√−pz < ω <

√−pz.
Both local activity and asymptotic stability are satisfied simultaneously, i.e., pz < 0 and

p < 0, calculated z > 0 and p < 0. Therefore, the SCCM operates at the edge of chaos domain
if and only if the zero z > 0 and pole p < 0.

The pole and zero of the SCCM are shown in Figure 4, where the edge of chaos
domains satisfying zero z > 0 and pole p < 0 are −1 V < V < −0.33 V and 0.33 V < V < 1 V.
Because the pole is always less than 0, the locally active domain of SCCM is consistent with
the edge of chaos domain of SCCM.

 

Figure 4. Zero and pole diagrams of YM (s, Q) of the SCCM.
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4. SCCM-Based Second-Order Circuit

4.1. Second-Order Circuit

This section will connect an inductor or capacitor with the SCCM to construct a second-
order oscillator. The connected inductor or capacitor is determined by judging whether the
memristor has capacitive or inductive characteristics.

According to Equations (6b) and (6c), the real and imaginary diagrams of YM (iω, Q)
of the SCCM over the range −3 × 103 rad/s < ω < 3 × 103 rad/s with V = 0.5 V, are shown
in Figure 5.

Figure 5. The real and imaginary diagrams of YM (iω, Q) of the SCCM versus frequency ω at V = 0.5 V.

Figure 5 shows that Re YM (iω, Q) = 0 S and Im YM (iω, Q) = ± 0.25 S at ω = ± 996 rad/s
at the locally active domain I with V = 0.5 V, which indicates that the SCCM exhibits
capacitive characteristic. Hence, an inductor is required to connect with the SCCM
to form the oscillator. Based on Chua’s theory [22], the inductance is calculated by
L = 1/(ω × Im YM (iω, Q)) = 4.02 mH.

Therefore, the second-order circuit is constructed by connecting the SCCM and an
inductor, shown in Figure 6.

V
Rv

i

L

Figure 6. The SCCM-based second-order circuit.

According to Kirchhoff’s laws, the state equations of the nonlinear system are:⎧⎨⎩
dx
dt = 1000

(
30 − x+

∣∣∣x − 20
∣∣∣−∣∣∣x − 40

∣∣∣−10 iL
0.01(x2+0.1)

)
diL
dt = 1

L

(
V − iL

0.01(x2+0.1)

) (7)

where x, iL, and V represent the state variable, the current, and the bias voltage, respectively.
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4.2. Complexity Mechanism

From Equation (6a), the composite admittance function YS (s, Q) in Figure 6 is described as

YS(s, Q) =
YLYM(s, Q)

YL + YM(s, Q)
=

a12s + a11b12 − a12b11

a12Ls2 + (a11b12L − a12b11L + 1) s − b11
(8)

with poles

p1 =
−(L(a11b12 − a12b11) + 1) +

√
(L(a11b12 − a12b11) + 1)2 + 4a12b11L

2a12L
(9a)

and

p2 =
−(L(a11b12 − a12b11) + 1)−

√
(L(a11b12 − a12b11) + 1)2 + 4a12b11L

2a12L
(9b)

When the circuit operates at DC voltage with a frequency of 0 Hz, the inductor is a
short circuit. Therefore, the inductor does not affect the DC characteristics of the system.
The second-order circuit has the identical DC V–I plot as the SCCM, so their locally active
domains are exactly the same.

Then, if the bias voltage V is within the ranges of −1 V < V < −0.33 V and 0.33 V < V < 1 V,
the system in Equation (7) is on the locally active domain. The system is asymptotically
stable when the real part of two poles p1 and p2 of YS (s, Q) are less than zero. If these
two conditions of local activity and asymptotical stability are satisfied simultaneously, the
system is on the edge of chaos domain.

When the bias voltage is 0.5 V on the locally active domain, the Nyquist plots of the
poles are shown in Figure 7a over the range 0.6 mH < L < 100 mH.

  
(a) (b) 

Figure 7. (a) The Nyquist plots of the poles over the range 0.6 mH < L < 100 mH. (b) The x − iL phase
diagrams with different inductances of 0.7 mH, 1 mH, 2 mH, 4.02 mH, and 10 mH.

The Hopf bifurcation point is the intersection of the Nyquist plot with the imaginary
axis, referring to the pole where the real part is 0. The stability of the system changes when
crossing the Hopf bifurcation point. The system is stable on the left half-plane (LHP) of the
Nyquist plot, and the system is unstable on the right half-plane (RHP). In Figure 7a, Hopf
bifurcation point is L = 4.02 mH. Therefore, the edge of chaos domain is L < 4.02 mH, the
open RHP domain is L > 4.02 mH.
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The initial value is set as (5, 0.3). The x − iL phase diagrams with different inductances
of 0.7 mH, 1 mH, 2 mH, 4.02 mH, and 10 mH, are shown in Figure 7b, where dotted
trajectories tend to point attractors, and solid trajectories tend to periodic attractors.

Observed that the periodic oscillation generated via the Hopf bifurcation on the RHP
Pole domain.

The inductance is set as 4.02 mH. The Nyquist plots of the poles are shown in Figure 8a
over the range 0 V < V < 0.92 V. Observed that Hopf bifurcation points are V = 0.5 V and
0.83 V, and the edge of chaos domain is 0 V < V < 0.5 V and 0.83 V < V < 0.92 V.

 
(a) (b) 

Figure 8. (a) The Nyquist plots of the poles over the range 0 V < V < 0.92 V. (b) The x − iL phase
diagrams with different bias voltages of 0.3 V, 0.5 V, 0.7 V, and 0.9 V.

The initial value is set as (5, 0.3). The x − iL phase diagrams with different bias voltages
of 0.3 V, 0.5 V, 0.7 V, and 0.9 V, are shown in Figure 8b, where dotted trajectories tend to
point attractors, and solid trajectories tend to periodic attractors. It follows that the periodic
oscillations only occur on the RHP pole domains and the Hopf bifurcation point.

Due to the symmetry, the analysis of the oscillation mechanism of the locally active
domains I and II is similar, so the analysis of the locally active domain I is omitted.

According to the above analysis, any parameter domain can be divided into the
following three cases:

(i) Edge of chaos domain (Locally active domain): Re Y(iω, Q) < 0 for some ω ∈ (−∞,∞),
and real part of all poles are less than zero.

(ii) RHP pole domain (Locally active domain): Re Y(iω, Q) < 0 for some ω ∈ (−∞,∞), and
there are poles with real parts less than zero.

(iii) Locally passive domain: Re Y(iω, Q) > 0 for all ω ∈ (−∞,∞).

Then, the domains distribution map of these three domains in the V–L plane is shown
in Figure 9.

In Figure 9, the locally active domains are located in the bias voltage ranges
−1 V < V < −0.33 V and 0.33 V < V < 1 V, in which the edge of chaos domains are
painted green areas and the RHP pole domains are painted yellow areas. The locally
passive domains are painted to blue areas with no oscillation. The black lines are the Hopf
bifurcation lines, which are the dividing line of the edge of chaos domains and the RHP
pole domains. Observed that the symmetrical oscillation occurs on the RHP pole domain
of the locally active domain.
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Observe from Figure 9 that the oscillation can only appear either on or near the edge
of chaos domain in the locally active domains.

Figure 9. Domains distribution map in the V–L plane over the ranges −1.3 V < V < 1.3 V and
0.01 mH < L < 10 mH.

4.3. Symmetric Dynamics

The SCCM-based second-order circuit with two symmetrical locally active domains
will generate symmetric oscillation. The inductance L is still set as 4.02 mH. The bias
voltages are chosen to be ±0.4 V, ±0.5 V, and ±0.6 V located at the edge of chaos domain,
Hopf bifurcation line, and RHP pole domain, respectively.

When V = ±0.4 V, ±0.5 V, and ±0.6 V, respectively, the time-domain waveforms and
the symmetric phase orbit diagrams are shown in Figure 10, where the blue and red orbit
diagrams represent V < 0 V and V > 0 V, respectively. The second-order circuit generates
the point attractor oscillation with V = ±0.4 V, and the periodic attractor oscillation with
V = ±0.5 V and ±0.6 V.

In Section 4.1, we calculated that the Hopf bifurcation point is inductance L = 4.02 mH
with bias voltage V = 0.4 V and frequency f = 996 rad/s. The corresponding time-domain
waveforms and phase orbit diagrams are shown in Figure 10c,d, in which the oscillation
frequency is 997 rad/s, verifying the prediction of Hopf bifurcation.
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 10. (a) Symmetric oscillations of the second-order circuit. (a,c,e). The time-domain waveforms
with V = ±0.4 V, ±0.5 V, and ±0.6 V, respectively. (b,d,f). The x − iL phase diagram with V = ±0.4 V,
±0.5 V, and ±0.6 V, respectively.

5. SCCM-Based Third-Order Circuit

To reveal the oscillation mechanism of chaos [36], an SCCM-based third-order circuit
is built by paralleling a capacitor to the SCCM in the second-order circuit, as shown in
Figure 11.

V

L

v

i

R C

Figure 11. The SCCM-based third-order circuit.
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According to Kirchhoff’s laws, the state equations of the system in Figure 11 are:⎧⎪⎨⎪⎩
dx
dt = 1000 (30 − x+|x − 20|−|x − 40|−10vC)

diL
dt = 1

L (V − vC)
dvC
dt = 1

C
(
iL − 0.01

(
x2 + 0.1

)) (10)

where x, iL, vC, and V represent the state variable, inductor current, capacitor voltage, and
the bias voltage, respectively.

The inductance is set as 7.2 mH, and the capacitance is set as 10 μF. The initial value
(x, iL, vC) is (0, 0, 0). The phase diagrams of the system (10) with V = ±0.92 V are shown in
Figure 12, which are chaotic oscillations with Lyapunov value LE1 = 204.5, LE2 = 0.123, and
LE3 = −4260.3.

  
(a) (b) 

  
(c) (d) 

Figure 12. Chaotic oscillation of the third-order circuit with V = ± 0.92 V. (a) x − iL plane.
(b) x –uC plane. (c) iL − uC plane. (d) x − iL − uC plane.

5.1. Complexity Mechanism

From Equation (8), the composite admittance function YT (s, Q) of the third-order
circuit shown in Figure 11 is derived as

YT(s, Q) = YL(YC+YM(s,Q))
YL+YC+YM(s,Q)

= Cs2+(a12−b11C)s+(a11b12−a12b11)
CLs3+(a12−b11C)Ls2+(1+a11b12L−a12b11L)s−b11

= k1(s−z1)(s−z2)
k2(s−p1)(s−p2)(s−p3)

(11)

where the z1 and z2 are the zeros of the composite admittance; the p1, p2, and p3 are the
poles of the composite admittance; and the k1 and k2 are parameter.

The poles p1, p2, and p3 of the composite admittance function YT (s, Q) cannot be
derived from the formula, but it can be calculated by MATLAB software.
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When the circuit operates at DC voltage with a frequency of 0 Hz, the inductor is
equivalent to a short circuit, and the capacitor is equivalent to an open circuit. Therefore, the
inductor and capacitor do not affect the DC characteristics of the system. The third-order
circuit has the identical DC V–I plot as the SCCM, so their locally active domains are exactly
the same.

Then, if the bias voltage V is within the ranges of −1 V < V < −0.33 V and
0.33 V < V < 1 V, the system is on the locally active domain. When these all poles
p1, p2, and p3 of YT (s, Q) are located in the LHP of Nyquist plot, the system is asymptoti-
cally stable. If these two conditions of local activity and asymptotical stability are satisfied
simultaneously, the system is on the edge of chaos domain.

When the capacitance is set as 10 μF, the parameter plane V–L of the third-order circuit
over the parameter ranges −1.3 V < V < 1.3 V and 0.01 mH < L < 10 mH is divided to three
locally passive domains, two symmetrical RHP pole domains, and two symmetrical edge
of chaos domains, as shown in Figure 13.

Figure 13. Domains distribution map in the V–L plane over the ranges −1.3 V < V < 1.3 V and
0.01 mH < L < 10 mH.

In Figure 13, the locally active domains are located in the bias voltage ranges
−1 V < V < −0.33 V and 0.33 V < V < 1 V, in which the edge of chaos domains are
painted green areas and the RHP pole domains are painted yellow areas. Observed that the
symmetrical periodic oscillation and symmetrical chaos occur on the RHP pole domains.
The locally passive domains are painted to blue areas, and the black lines are the Hopf
bifurcation lines.

Observe from Figure 13 that the oscillation can only appear either on or near the edge
of chaos domain in the locally active domains.
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5.2. Symmetric Dynamics

The parameters are set as L = 7.2 mH and C = 10 μF. The initial value (x, iL, vC) is set
as (0, 0, 0). The bifurcation diagrams and Lyapunov exponent spectrums over the bias
voltage ranges −0.96 V < V < −0.86 V and 0.86 V < V < 0.96 V, are shown in Figure 14 a–d,
respectively. The minimum Lyapunov exponent value LE3 is too small and omitted.

  
(a) (b) 

  
(c) (d) 

Figure 14. (a,b). The bifurcation diagrams over the ranges −0.96 V < V < −0.86 V and 0.86 V < V <
0.96 V. (c,d). The corresponding Lyapunov exponent spectrums.

In Figure 14a, when V = −0.937 V, the system exhibits complex dynamics from periodic
behavior to chaotic behavior. When V > −0.884 V, the chaotic oscillation disappears and
gradually evolves into periodic oscillation through the inverse period-doubling bifurcation.
The chaotic behaviors of the circuit appear for ranges of −0.937 V < V < −0.884 V and 0.884
V < V < 0.937 V. Observably, the third-order circuit has symmetrical bifurcation behaviors
with bias voltage V.

Figure 15a–i show attractors on the x − vC plane with different bias voltages. The
system generates a single cycle with bias voltages of ±0.95 V and −0.87 V. When the
bias voltages are ±0.94 V, ±0.938 V, and ±0.93 V, the system will generate double cycle,
quadruple cycle, and chaos, respectively. These dynamic behaviors are consistent with
those analyzed in Figure 14.

The dynamic behaviors with the capacitance C are visualized by Figure 16a,c, where
V = ±0.92 V, L = 7.2 mH, and initial state is (0, 0, 0). The effect of inductance L is visualized
by Figure 16b,d, where V = ±0.92 V, C = 10 μF, and initial state is (0, 0, 0). Figure 15a,b show
the bifurcation diagram of the capacitor voltage vC when C ranges from 1 μF to 300 μF and
L varies from 6 mH to 9 mH, respectively, where the voltage of the red part is 0.92 V and the
blue part is −0.92 V. Figure 15c,d show the Lyapunov exponent spectrums with V = 0.92 V,
corresponding to Figure 15a,b, respectively. The minimum Lyapunov exponent value LE3
is too small and omitted. They are observed that the capacitor voltage vC has the consistent
bifurcation behavior when V = ±0.92 V, which is caused by the symmetry of the system.
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(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

Figure 15. The oscillation attractors with different bias voltage V of (a) −0.95 V, (b) −0.94 V,
(c) −0.938 V, (d) −0.93 V, (e) −0.87 V, (f) 0.93 V, (g) 0.938 V, (h) 0.94 V, and (i) 0.95 V.

  
(a) (b) 

  
(c) (d) 

Figure 16. The dynamics behaviors over the capacitance range 0.1 μF < C < 300 μF: (a) the bifurcation
diagram with bias voltage ± 0.92 V, and (b) the Lyapunov exponent spectrum with bias voltage 0.92 V.
The dynamics behaviors over the inductance range 6 mH < C < 9 mH: (c) the bifurcation diagram with
bias voltage ± 0.92 V, and (d) the Lyapunov exponent spectrum with bias voltage 0.92 V.
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To observe the dynamic behaviors varying with the bias voltage V and the capacitance
C, we plot the dynamic maps in Figure 17 with the inductance L = 7.2 mH. In Figure 17,
the blue, green, and yellow areas represent the chaos, periodic oscillation, and stable point,
respectively. In addition, the boundary between the blue area and the green area represents
that the dynamic behavior changes from periodic oscillation to chaos or from chaos to
periodic oscillation. To observe the chaotic behavior of the third-order circuit, we zoomed
in on the region where chaotic oscillations appear.

Figure 17. The dynamic map over the ranges 1 μF < C < 300 μF and −1.3 V < V < 1.3 V.

The locally active domains are −1 V < V < −0.33 V and 0.33 V < V < 1 V. Observed
from Figure 17 that the third-order circuit has consistent symmetrical dynamics, and the
chaos and periodic oscillation only occur in the locally active domains.

With the bias voltage V = −0.92 V, the dynamic map depending on both the inductance
L and capacitance C is shown in Figure 18, where C ranges from 1 μF to 300 μF and L varies
from 6 mH to 9 mH. In Figure 18, the blue and green areas represent the chaos and periodic
oscillation, respectively. The dynamic map shows the complex behaviors of the periodic
oscillation and chaotic oscillation of the third-order system.
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Figure 18. The dynamic map over the ranges 1 μF < C < 300 μF and 6 mH < L < 9 mH.

6. Conclusions

In this paper, a modified Chua Corsage Memristor is proposed, which has symmetrical
locally active domains. The local activity and the edge of chaos of the SCCM are explored
by analyzing the small-signal equivalent circuit. By analyzing the small-signal admittance
function, the SCCM is determined to exhibit the capacitive characteristic in its locally active
domain, so it can be connected with the inductor to form a second-order circuit. The edge
of chaos domain is determined using the conjugate poles of the admittance function and
local activity. It is proven that the second-order circuit generates complex symmetrical
oscillation either on or near the edge of chaos domains. Furthermore, the third-order circuit
is built by paralleling a capacitor with the SCCM in the second-order circuit. Based on
the theory of local activity and edge of chaos, the oscillation mechanism of the chaos and
periodic oscillation in the third-order circuit has been expounded.

The action potential may emerge either on or near the edge of chaos, so the CCM could
be used to neuronal circuits to simulate neuromorphic behavior. The research to explore
the mechanism of neuromorphic dynamics is of great significance for neurons and even
neural networks.
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Abstract: In this paper, a fractional-order memristive model with infinite coexisting attractors is
investigated. The numerical solution of the system is derived based on the Adomian decomposition
method (ADM), and its dynamic behaviors are analyzed by means of phase diagrams, bifurcation
diagrams, Lyapunov exponent spectrum (LEs), dynamic map based on SE complexity and maximum
Lyapunov exponent (MLE). Simulation results show that it has rich dynamic characteristics, including
asymmetric coexisting attractors with different structures and offset boosting. Finally, the digital
signal processor (DSP) implementation verifies the correctness of the solution algorithm and the
physical feasibility of the system.

Keywords: chaos; fractional-order calculus; memristor model; coexisting attractors; Adomian de-
composition method

1. Introduction

Chaotic systems have initial sensitivity, long-term unpredictability and other excellent
characteristics; therefore, they can be cross-combined with other scientific fields such as bi-
ology, information science, security, and engineering [1–5]. For this reason, more and more
scholars are focusing on establishing new chaotic systems with better chaotic characteristics.
Among them, building a memristive chaotic system is an effective method [6,7]. A memris-
tor is a bridge connecting magnetic flux and electric charge [8], although it took a long time
from the concept of the memristor to the advent of the real memristor [9]. However, in
recent years, memristors have been widely studied due to their special properties, which
have promoted memristors in electrical and electronics [10], communication [11], neural
networks [12], biological simulation [13], and security [14] and other fields of application.
In the field of chaos, memristors have become a research focus due to their rich nonlinear
characteristics. For example, by introducing memristors with different properties into the
existing dynamic systems, some chaotic or hyperchaotic systems with rich characteristics
have been studied [15,16]. A new memristive chaotic circuit was obtained by replacing the
non-linear resistor with a memristor in a chaotic circuit [17–20]. Most of these studies are
based on integer-order calculus systems. Fractional-order calculus can more accurately
describe physical models, so it has attracted the attention of researchers and became a focus
of nonlinear research.

By combining fractional calculus and memristors, people pay more attention to the
behavior of the system with its control parameters. Study results show that many fractional-
order memristive systems have rich dynamic characteristics. For example, Mou et al. [21]
analyzed the dynamic behavior of a 4D hyperchaotic memristive circuit with different
parameters. Li et al. [22] reported a 4D system with an infinite equilibrium point of order
memristor, but with further research, some scholars found that the system parameters
are not the only factors that affect the dynamic characteristics of the system. Recently,
Bao’s team found that some memristive systems have extreme multistability [23,24], which
is reflected in the complete bifurcation path of the system with changes in initial values.
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For example, the memristor-based system proposed in Ref. [24] has unlimited coexistence
attractors and the transition behavior is completely different from the transient chaos.
Moreover, as a special dynamic characteristic, extreme multistability does not only appear
in memristive systems. For example, Wan et al. [25] reported super multistability in discrete
neural networks. Chen et al. [26] made a more in-depth study of extreme multistability.
In Ref. [26], Chen et al. constructed a 3rd-order dimensionality-reducing flux capable of
maintaining the original dynamics of the original 5th-order memristive Chua circuit. The
charge model confirms that sensitive extreme multistability phenomena can be detected in
the magnetic flux domain.

Offset boosting is a method of chaotic control. It is usually achieved by adding a
constant term after a certain parameter of the system. By changing the constant, the
attractor of the system can be copied and panned. In 2016, Li et al. presented many systems
by applying offset boosting and summarized the rules [27]. Offset boosting can effectively
produce multistability phenomena. Therefore, many scholars have used it in their own
research [28–32], but most of them focused on integer-order systems. In contrast, offset
boosting has fewer applications in fractional-order systems [33,34].

In this paper, we constructed a 4D fractional-order hypogenetic jerk system based
on a memristor and implemented digital circuit implementation. The introduction of the
memristor led the system to show extreme multistability phenomena. In addition, offset
boosting is realized by introducing constants. In Section 2, the fractional-order hypogenetic
Jerk system model based on a memristor is presented and the solution of this system is
derived based on the ADM algorithm. In Section 3, the dynamic characteristics of the
system are analyzed from three aspects: order change, control parameter change and
system initial value change. In Section 4, coexistence of multiple attractors is shown and
the existence of these coexistence attractors is verified with DSP technology. Offset boosting
as a chaos control method is successfully implemented in this system. Finally, the research
results are summarized and the future research directions are pointed out.

2. Solution of the Fractional-Order Memristor-Based Hypogenetic Jerk System

2.1. Description of Adomian Decomposition Method

The Adomian decomposition algorithm is an analytical algorithm. The main idea
is to decompose the differential equation into three parts: linear, nonlinear and constant
terms. The nonlinear term needs to be transformed into an equivalent special polynomial,
and then the inverse operator method is used for step by step derivation, and finally,
the sum of the deduced components is the high-precision approximate solution of the
differential equation. The Adomian algorithm has been widely used to solve fractional
chaotic systems [35–39] due to its fast calculation speed and high solution accuracy.

For the fractional order system Dq
t0

x(t) = f (x(t))+ g(t), where x(t) = [x1(t), x2(t), · · ·
xn(t)]T are the system state variables, g(t) = [g1, g2 · · · gn]T is the constant of the system,
and f represents a functional formula containing linear and nonlinear parts. The system
can be expressed as the following form⎧⎨⎩

Dq
t0

x(t) = Lx + Nx + g(t)
x(k)(t+0 ) = bk, k = 0, 1, · · · , m − 1
m ∈ N, m − 1 < q < m

, (1)

where L and N are the linear and nonlinear terms of this equations, respectively, bk is the
initial condition. After multiplying both sides of the equation by the integral operator Jq

t0
,

we can obtain
x = Jq

t0
Lx + Jq

t0
Nx + φ, (2)
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where φ = ∑m−1
k=0 bk

(t−t0)
k

k! is the initial value. According to the principle of adomian
decomposition algorithm [35], the solution of the system is expressed by

x(t) =
∞

∑
i=0

xi = F(x(t0)) , (3)

Decompose the nonlinear term{
Ai

j =
1
i! [

di

dλi N(vi
j(λ))]λ=0

vi
j(λ) = ∑i

k=0(λ)
kxk

j
, (4)

where i = 0, 1, 2, · · · , ∞, j = 0, 1, 2, · · · , n, then the nonlinear term is expressed by

Nx =
∞

∑
i=0

Ai(x0, x1, · · · , xi) . (5)

Thus, the following equation is obtained

x =
∞

∑
i=0

xi = Jq
t0

L
∞

∑
i=0

xi + Jq
t0

N
∞

∑
i=0

xi + Jq
t0

g + φ . (6)

By applying the following recursive relation, we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x0 = φ

x1 = Jq
t0

Lx0 + Jq
t0

A0(x0)

x2 = Jq
t0

Lx1 + Jq
t0

A1(x0, x1)
...
xi = Jq

t0
Lxi−1 + Jq

t0
Ai−1(x0, x1, · · · , xi−1)

...

. (7)

2.2. Solution of the Fractional-Order Memristor-Based Hypogenetic Jerk System Based on ADM

In recent years, many memristive chaotic systems have been proposed. A memristor-
based hypogenetic chaotic jerk system is reported in Ref. [24]. Through replacing the newly
proposed memristor featured by W(φ) = α + 3βϕ2 and introducing fractional calculus into
the hypogenetic chaotic jerk system, the new system is established by⎧⎪⎪⎪⎨⎪⎪⎪⎩

Dq
t0

x = |y| − b
Dq

t0
y = (α + 3βw2)z

Dq
t0

z = |x| − y − az − c
Dq

t0
w = z

, (8)

where x, y, z are state variables, and w is the state variable of the memristor. a, b, c are the
control parameters. α and β are the control parameters of the memristor. q is the order
number of the system. According to the Ref. [35], the solution of this system is expressed by

X(t) =

⎡⎢⎢⎣
x(t)
y(t)
z(t)
w(t)

⎤⎥⎥⎦ =

⎡⎢⎢⎣
x(t0)
y(t0)
z(t0)
w(t0)

⎤⎥⎥⎦+ Jq
t0

⎡⎢⎢⎣
|y| − b
αz
|x| − y − az − c
z

⎤⎥⎥⎦+ Jq
t0

⎡⎢⎢⎣
0
3βzw2

0
0

⎤⎥⎥⎦ . (9)
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Decomposing the non-linear terms 3βzw2, we obtain⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
A0 = 3βz0w2

0
A1 = 3β · (2z0w0w1 + z1w2

0)
A2 = 3β · (z0w2

1 + 2z0w0w2 + z1w0w1 + z1w0w2 + z2w2
0)

A3 = 3β · (4z0w0w3 + 4z0w1w2 + 2z1w0w3 +
8
3 z1w0w2 +

2
3 z1w1w2

+ 8
3 z2w0w1 +

4
3 z2w0w2 + 2z3w2

0)

According to the following initial conditions⎧⎪⎪⎨⎪⎪⎩
x0 = x(t0)
y0 = y(t0)
z0 = z(t0)
w0 = w(t0)

, (10)

make c0
1 = x0, c0

2 = y0, c0
3 = z0, c0

4 = w0 and according to Formula (9) and fractional
calculus properties, we can obtain⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

x1 = (|c0
2| − b) (t−t0)

q

Γ(q+1)

y1 = (αc0
3 + 3βc0

3(c
0
4)

2) (t−t0)
q

Γ(q+1)

z1 = (|c0
1| − c0

2 − ac0
3 − c) (t−t0)

q

Γ(q+1)

w1 = c0
3
(t−t0)

q

Γ(q+1)

, (11)

then assign the coefficient value of the above formula to the corresponding variable. That is,
assign the first coefficient to c1

1, the second coefficient to c1
2, and so on. After three iterations,

the other three coefficients of the equation are derived as⎧⎪⎪⎨⎪⎪⎩
c2

1 = (|c1
2| − b)

c2
2 = (αc1

3 + 3β[2c0
3c0

4c1
4 + c1

3(c
0
4)

2)]
c2

3 = (|c1
1| − c1

2 − ac1
3 − c)

c2
4 = c1

3

, (12)

⎧⎪⎪⎨⎪⎪⎩
c3

1 = (|c2
2| − b)

c3
2 = (αc2

3 + 3β[c0
3(c

1
4)

2) + 2c0
3c0

4c2
4 + c1

3c0
4c1

4 + c1
3c0

4c2
4 + c2

3(c
0
4)

2)]
c3

3 = (|c2
1| − c2

2 − ac2
3 − c)

c3
4 = c2

3

, (13)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
c4

1 = |c3
2| − b

c4
2 = α · c3

3 + 3β · [4c0
3c0

4c3
4 + 4c0

3c1
4c2

4 + 2c1
3c0

4c3
4 +

8
3 c1

3c0
4c2

4 +
2
3 c1

3c1
4c2

4
+ 8

3 c2
3c0

4c1
4 +

4
3 c2

3c0
4c2

4 + 2c3
3 · (c0

4)
2]

c4
3 = |c3

1| − c3
2 − a · c3

3 − c
c4

4 = c3
3

Finally, the fractional order approximate solution of the system is expressed by

x̃j(t) = c0
j + c1

j
(t − t0)

q

Γ(q + 1)
+ c2

j
(t − t0)

2q

Γ(2q + 1)
+ c3

j
(t − t0)

3q

Γ(3q + 1)
+ c4

j
(t − t0)

4q

Γ(4q + 1)
. (14)

Based on this approximate solution, we let the system order q = 0.95, the system
parameters a = 0.4, b = 2.1, c = 2.6, α = 1.8, β = 0.01, and the initial value (0.1, 0.1, 0.1,
0.1). Under this parameter condition, the system was simulated by MATLAB. Figure 1
displays the phase trajectories of two different planes under this condition. It shows a
strange attractor symbolizing chaos.
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Figure 1. Phase diagrams of the system: (a) x − y plane; (b) z − w plane.

The QR decomposition method [40] is an effective method used to calculate the
Lyapunov exponent. By this method, the Jacobian matrix of the system is decomposed
into the product of the orthogonal matrix Q and the upper triangular matrix R. Then, the
Lyapunov exponent of the system can be calculated:

λj =
1

Mh

M

∑
i=1

ln(|Ri(j, j)|) , (15)

where j is the dimensionality of the system, M is the number of iterations, and h is the
iteration step size. In this case, the system Lyapunov exponents are calculated by the
QR method as LE1 = 0.1917, LE2 = 0, LE3 = −0.0272, LE4 = −0.6812. The Lyapunov
exponent distribution is [+ 0 − −], so it is a chaotic system.

3. Dynamical Analysis of the System

In this section, the phase portraits, bifurcation diagrams, Lyapunov exponent spectra
and dynamic map are utilized to analyze the system dynamics.

3.1. Dynamical Analysis with the Order q

The control parameters are set as a = 0.4, b = 2.6, c = 2.1, α = 1.8, β = 0.01, and
the initial value (1, 1, 1, 2). The phase portraits with different q are shown in Figure 2.
This figure shows that the attractor structure of the system is also different for different
q. Figure 2a,b show two densely structured strange attractors. A single scroll attractor
is shown in Figure 2c, and Figure 2d is periodic. The attractor shown in Figure 2e is
interesting, and it looks like a combination of the attractors in Figure 2c,f.
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Figure 2. Phase diagrams with different q: (a) q = 0.21; (b) q = 0.35; (c) q = 0.5; (d) q = 0.52; (e) q = 0.6;
(f) q = 0.9.

To identify the transition from periods to chaos in the system, we set the control
parameters and initial values remain the same as above and q varies at the range [0.2, 1]
with the step size of 0.004. The bifurcation diagram and the LEs of system are obtained in
Figure 3. The lowest order that makes the system chaotic is q = 0.21 in this case. It was
found that there is an obvious periodic window at the interval range q ∈ [0.507, 0.524], and
from the LEs, it can be seen that other regions except for this interval and some narrower
periodic windows are chaotic. Some special properties are displayed in Figure 3a. First,
unlike most bifurcation diagrams, it has a no period-doubling bifurcation path and is not a
continuous whole. In some regions, it changes abruptly, and the bifurcation area jumps
without portent from one area to another. Then, the chaotic system stays in the state of
chaos at a large range of order, except for several windows. Finally, the system evolves into
a periodic state through reverse-period-doubling bifurcation. By observing Figures 2 and 3,
we can find that different bifurcation behaviors correspond to different attractor structures.

Figure 3. Dynamics with q change: (a) bifurcation diagram, (b) Lyapunov exponents.

3.2. Dynamical Analysis with the Parameters

Set a as the bifurcation parameter, and set the remaining parameters as b = 2.1, c = 2.6,
α = 1.8, β = 0.01, and the order q = 0.95. When a is changed at the range [0.35, 0.7], the
bifurcation diagram and its LEs are shown in Figure 4. When the control parameter a
gradually increases, the system starts from the chaotic state, and several period windows
appear as a increases. When a = 0.445, there is a jump in the bifurcation diagram. After
the system returns to the original bifurcation path, it goes to the periodic state through the
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reverse period-doubling bifurcation. Figure 4b also proves the existence of these periodic
windows, which verifies the above analysis.

Figure 4. Dynamics with a change: (a) bifurcation diagram; (b) Lyapunov exponents.

Set a = 0.4, while q and other parameters remain unchanged, We studied the influence
of parameter c on system behavior. When c is changed at the range [0, 3], the bifurcation
diagram and its LEs are shown in Figure 5. It can be seen that the system stays in the state of
chaos at a large range of parameter c, except for three small period windows c ∈ [0.66, 0.77],
[1.27, 1.38] and [2.3, 2.43].

Figure 5. Dynamics with c change: (a) bifurcation diagram; (b) Lyapunov exponents.

3.3. Dynamical Analysis with the Initial Values

Generally, chaotic systems are sensitive to initial values, but the structure of the
attractor remains stable. Even if some systems are capable of coexisting attractors due
to the existence of multiple stable states, the number of coexisting attractors is usually
limited. Ref. [24] reported that the four-line balanced deformed Jerk system has extreme
multistability. The bifurcation diagram and Lyapunov exponent spectrum of the system (8)
with the initial value are plotted to analyze the behavior of the system.

Set the control parameters as a = 0.4, b = 2.6, c = 2.1, α = 1.8, β = 0.01, and the
order q = 0.95, and the remaining three initial values are all set to 1. Figure 6 shows
the bifurcation diagram of the system changing x0 and z0, where x0 varies at the range
[−7, 5] and z0 varies at the range [−3, 6]. The bifurcation behavior of the system remains
unchanged when x0 and z0 change. So, we mainly analyze the dynamic characteristics of
the system with y0 and w0.
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Figure 6. Bifurcation diagrams with x0 and z0 change: (a) x0 change; (b) z0 change.

Set the same system parameters and order as before, the initial conditions are assigned
as x0 = 1, z0 = 1, w0 = 4. y0 varies at the range [−7, 9]. The bifurcation diagram and
the LEs of the system (8) are shown in Figure 7. In the interval [−7, −4], the bifurcation
behavior of the system is special. When the initial condition y0 increases from −7, the
system breaks into chaos at first through a period-doubling bifurcation. The bifurcation
paths have many narrow periodic windows, and the bifurcation points corresponding to
these windows form another bifurcation path with a breakpoint. Then, the system suddenly
jumps to another chaotic state. As y0 continues to increase, the bifurcation becomes normal.
There are three obvious periodic windows, and the system quickly evolves into chaotic
state again through the period-doubling bifurcation. The LEs shown in Figure 7b verify
the accuracy of bifurcation diagrams.

Figure 7. Dynamics with y0 change: (a) bifurcation diagram; (b) Lyapunov exponents.

The control parameters and order of the system (8) remain unchanged, and change the
initial value to x0 = 1, y0 = 1, z0 = 1; w0 varies at the range [−7, 8]. The bifurcation dia-
gram and the LEs of the system (8) are shown in Figure 8. As w0 increases, it is obvious that
the bifurcation diagram can be divided into five intervals of [−7,−5], (−5,−1.9], (−1.9,5],
(5,6.7], (6.7,8] numbered 1–5. These five intervals have a certain degree of symmetry. In
interval 1 and 5, the system evolves into a chaotic state through forward (reverse) period-
doubling bifurcation. Then, the system entered interval 2 and 4 and re-evolved. In interval
3, the system is chaotic, except for a few periodic windows. LEs have more severe oscilla-
tions than Figure 7b. This is because the system state switches rapidly between periodic
and chaotic. This phenomenon can be seen from interval 4 of the bifurcation diagram.
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Figure 8. Dynamics with w0 change: (a) bifurcation diagram; (b) Lyapunov exponents.

Dynamical maps based on the SE complexity [41] and the maximum Lyapunove
exponents in the y0 − w0 plane with a = 0.4, b = 2.6, c = 2.1, α = 1.8, β = 0.01 are shown
in Figure 9. In Figure 9a, dark colors indicate a system is chaotic, and light colors indicate
that the system may be periodic states, and white indicates divergence. The dynamic map
based on the maximum Lyapunove exponent is more precise. Orange indicates the system
is chaotic (LEmax > 0.03), and yellow indicates stable resting behavior(0 < LEmax < 0.03),
and cyan-blue indicates periodic states and blue indicates divergence. Dynamic map
based on the maximum Lyapunov exponent can distinguish the state of the system at the
critical region.

Figure 9. Dynamic maps in y0 − w0: (a) based on SE complexity; (b) based on maximum
Lyapunov exponent.

4. Multiple Coexisting Attractors of System

4.1. Multiple Coexisting Attractors and Its Digital Circuit Implementation

The control parameters and the order of system (8) remain unchanged, and we set
different initial values to plot the phase diagrams. Figure 10 shows nine asymmetric
coexisting attractors. In order to observe more clearly, the coexistence attractors at each
initial value are separately plotted. There are four chaotic attractors with different structures
and five periodic attractors. It illustrates the multiple stability of the system, and it is just a
dynamic characteristic exhibited by a few sample points in the initial value space.
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Figure 10. Multiple coexisting attractors with different initial values.

The hardware implementation of a chaotic system is an important method for verifying
the feasibility of the system. Due to the tolerance of electronic component parameters, this
increases the difficulty of using analog circuits to implement chaotic systems. However,
the digital circuit implementation scheme based on the DSP platform used in this article
does not have this problem. Figure 11 shows the DSP hardware connection schematic
diagram. In the experiment, the IDE (Integrated Development Environment) of the DSP
platform uses CCS (Code Composer Studio). We can use it to set various parameters such
as system parameters and iteration step length. The initialized data are transmitted to the
DSP through the communication interface for calculation, and the result is transmitted to
the oscilloscope (Tektronix MDO 3104, Tektronix, Hong Kong, China) through the D/A
converter (DAC8552, Texas Instruments, Dallas, TX, USA) for display.

Figure 12 shows the program flowchart. After the DSP is initialized, the various
parameters of the system are set, and then iterative calculations are started. Push the
result into the stack to facilitate the next calculation to call the result. The result after data
processing is output through D/A. In the experiment, we set the same initial conditions as
when the system has coexistence attractors. The DSP implementation hardware connection
diagram is shown in Figure 13. After debugging, the system experimental phase diagram
is obtained. Comparing Figures 10 and 14, it can be concluded that we have successfully
completed the DSP implementation.

Figure 11. The digital signal processor (DSP) hardware connection schematic diagram of fractional-
order memristor-based hypogenetic jerk system.
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Figure 12. Flowchart for DSP implementation program.

Figure 13. The DSP implementation hardware connection diagram.
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Figure 14. Multiple coexisting attractor with different initial values: (a) (1 1 1 6); (b) (1 1 1 −2.7);
(c) (1 1 1 7); (d) (1 1 1 2); (e) (1 1 1 1); (f) (1 1 1 −6); (g) (1 1 1 −2); (h) (1 1 1 −4); (i) (1 1 1 8).

4.2. Offset Boosting

Offset boosting control is discussed in this section. According to Ref. [27], we can
generate the offset by adding a constant term after the variable that has only appeared
once in the system. By observing Formula (8), we can find that the variable x satisfies
the conditions for constructing offset boosting. The constant term p is added to the third
dimension, so we can obtain⎧⎪⎪⎪⎨⎪⎪⎪⎩

Dq
t0

x = |y| − b
Dq

t0
y = (α + 3βw2)z

Dq
t0

z = |x + p| − y − az − c
Dq

t0
w = z

. (16)

Set the system parameters and order to remain the same as during characteristic
analysis, the initial conditions [1, 1, 1, 4], and the offset parameter p are set to −3, 0, 3. The
offset boosting phenomenon is illustrated in Figure 15. After the offset boosting control is
applied, the system has richer dynamic behavior under certain initial values. Only change
the initial conditions to [1, 1, 1, 5.5] without changing other conditions. Figure 16 shows the
offset boosting phenomenon under this condition. It shows the boosting phenomenon of
three different states under the same initial value. When p = 3, 2, 1, 0, the system remains in
a chaotic state for boosting. When p = −1, −1.2, −1.4, −1.6, the system remains a double-
periodic orbit for boosting. When p = 3, −4, −5, −6, the system remains a single-periodic
orbit for boosting.

138



Electronics 2021, 10, 841

Figure 15. Offset boosting with control parameter p. p = 3 (green), p = 0 (blue), p = −3 (red).

Figure 16. Offset boosting with control parameter p. (a) p = 3, 2, 1, 0; (b) p = −1, −1.2, −1.4, −1.6;
(c) p = −3, −4, −5, −6.

5. Conclusions

In this paper, many analysis methods are used to analyze the dynamic characteristics
of this fractional-order menristor-based hypogenetic jerk system, such as a phase diagram,
bifurcation diagram, and Lyapunov exponent spectrum. DSP technology is used to suc-
cessfully verify the feasibility of the system. It is found that the system not only has rich
dynamic characteristics with the change of the order and system parameters, but also
has a complete period-doubling bifurcation path from single-cycle to multi-cycle with the
change in initial values. A change in the bifurcation path implies a change in the structure
of the attractor. Through phase diagram analysis, at least nine coexisting attractors were
found. The control and application of this fractional-order menristor-based hypogenetic
jerk system will be studied next.
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Abstract: A cellular neural network (CNN) based on a VO2 carbon nanotube memristor is proposed
in this paper. The device is modeled by SPICE at first, and then the cell dynamic characteristics based
on the device are analyzed. It is pointed out that only when the cell is at the sharp edge of chaos can
the cell be successfully awakened after the CNN is formed. In this paper, we give the example of a
5 × 5 CNN, set specific initial conditions and observe the formed pattern. Because the generated
patterns are affected by the initial conditions, the cell power supply can be pre-programmed to obtain
specific patterns, which can be applied to the future information processing system based on complex
space–time patterns, especially in the field of computer vision.

Keywords: VO2 carbon nanotube composite memristor; cellular neural network (CNN); von Neu-
mann structure; local activity; edge of chaos

1. Introduction

The traditional processor uses the von Neumann structure, in which the storage unit
and the processing unit are separated and connected by bus. In recent years, with the
development of semiconductor technology, the speed of processing units has been greatly
improved. However, due to the limitation of bus bandwidth, the operation speed of the
whole processor is limited, which is called the “von Neumann bottleneck problem” [1,2]. In
order to solve this problem, inspired by the biological way of processing information, many
pieces of literature have proposed various non-von Neumann processor solutions [3–5].
Typical bio-inspired computing relies on nonlinear networks that contain the same cells;
each cell has a relatively simple structure and interacts with the surrounding cells. This
structure, called a CNN, a cellular neural network, has been applied in fields such as
computer vision [6–8].

The concept of a CNN can be traced back to two articles by Chua in 1988 [9,10], which
respectively give the theory and application of CNNs. Recently, Itoh [11] summarized
some characteristics of CNNs in a long paper. Weiher et al. [12] discussed the pattern
formation of CNNs based on the NbO2 memristor.

Recently, brain-like computing has become a hot topic in research [13–15], and the
key is to find devices that can produce spike signals like neurons and that have very
low power consumption. The VO2 carbon nanotube (CNT) composite device is a Mott
memristor recently proposed [16]. It can generate periodic peak pulses with a pulse width
of less than 20 ns, it is driven by a DC current or voltage, and it does not need additional
capacitance. It uses metal–carbon nanotubes as heaters, and, compared with the pure Mott
VO2 proposed earlier, adding CNTs can greatly reduce the transient duration and pulse
energy and increase the frequency of a peak pulse by three orders of magnitude.

The VO2 nano crossbar device does not need the process of electric forming and has
low device size dispersion. For devices with a critical size between 50 and 600 nm, the
change coefficient of the switch threshold voltage is less than 13%, the switch durability
is more than 26.6 million cycles, and the IV characteristics of the device are not changed
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significantly. The VO2 device technology in the process of non-electric formation accelerates
the development of an active memristor neuron circuit. It can simulate the most known
neuron dynamics and clear the way for the realization of a large-scale integrated circuit
(IC). In addition, the VO2 memristor is superior to its NbO2 counterpart in both switch
speed and switching energy. The simulated Mott transition in the VO2 is 100 times faster
than in the NbO2 and consumes only about one-sixth (16%) of the energy [17].

In this paper, a cellular neural network based on a VO2 CNT is proposed. As a cell
itself, a VO2 CNT is set to be stable and static, that is, in “sleep”. If the memristor is
on the “edge of chaos”, two or more cells are connected by the RC coupling, which will
make it in the state of “wake-up”, namely, in the dynamic oscillation mode. The second
part of this paper is the modeling of VO2 CNT composite devices, providing the SPICE
model. The third part is the cell circuit, which gives the analysis process of the decoupled
circuit. The response of the memristor is expanded near the operating point and the small-
signal equivalent circuit is given. Based on this, the influence of coupling R and C device
parameters on the input impedance of one port is analyzed. The fourth part is the CNN
simulation, which describes the pattern formation characteristics of a CNN composed of
memristor-based cells.

Compared with the traditional CMOS realization of CNN, the memristor counterpart
can largely save power and chip area, and provide ultra-high processing speeds.

2. VO2 Carbon Nanotube Composite Device Modeling

The structure of the VO2 carbon nanotube composite device is shown in Figure 1.
It contains a transverse active region, which is defined by a VO2 thin metal strip with a
thickness of about 5 nm (as shown in the red region of the figure), and its two ends are
connected with Pd electrodes (as shown in the blue region of the figure). This is a planar
Mott metal-insulator transition device. The aligned carbon nanotubes (as shown in the
black line) were first grown on quartz substrate, and then transferred to the surface of a
VO2 thin metal strip before the whole device was formed.

Figure 1. A VO2 carbon nanotube composite device structure. The red part is the VO2 and the black
line over it represents the carbon nanotube.

As a Mott metal-insulator transition device, it satisfies the following equation [16]:

im = AT2e(
β
√

vm/d−φ
kT )

dT
dt = imvm+v2

m/RCNT
Cth

− T−Tamb
CthRth

(1)

The first formula of Equation (1) is the current emission equation of the Schottky diode,
and the second formula is Newton’s cooling law, where, im and νm are the current and
voltage through the memristor NDR device, respectively; T is the absolute temperature of
the device; Tamb is the ambient temperature; A and β are scaling constants; d is the effective
device length; k is Boltzmann constant; φ is the energy barrier; Cth is the heat capacity
(effective thermal mass); Rth is the thermal resistance; RCNT is the resistance value of the
CNT (carbon nanotube), taking 600 kΩ. The second expression of Equation (1) represents
the electrical and thermal coupling between RCNT and VO2. The parameters of the device
are shown in Table 1.
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Table 1. Device parameters. The data is cited directly from the literature [16].

Parameter VO2 CNT Device

Tamb 296 K
β 3.3 × 10−4 eV · m0.5 · V−0.5

A 1.7 × 10−9 A · K−2

d 5 × 10−6 m
Rth 2.5 × 108 K · W−1

Cth 5 × 10−17 J · K−1

RS 5500 Ω
VS 10 V

RCNT 600,000 Ω
φ 0.58 eV
k 8.62 × 10−5 eV · K−1

According to Equation (1), the SPICE model of the device can be established, as shown
in Figure 2

Figure 2. SPICE model of the device.

The quasi-static volt-ampere characteristics of the device can be obtained by using the
SPICE model, as shown in Figure 3.

Figure 3. Quasi-static volt-ampere characteristics of the VO2 carbon nanotube composite device.

The simulation measurement method of the quasi-static volt-ampere characteristics of
the device is to use a sinusoidal voltage source with a frequency of 1 Hz and amplitude of
10 V to excite the device through a small series resistor, and then draw the V–I relationship
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curve by measuring the current flowing through the device. When you look at Figure 3, you
can clearly see a hysteresis region, which is a typical feature of the local active memristor.

3. Cell Circuit

Figure 4 is the designed circuit of a memristor cell, in which RS is the bias resistor, M
is the VO2 memristor and RCNT is the carbon nanotube resistance. The parallel resistor
and capacitor combination is the circuit coupled with adjacent cells, and it is also a part of
the cell.

Figure 4. Cell circuit. The part shown in the dotted box is the VO2 carbon nanotube composite device,
Rs is the bias resistor and R and C are the coupling resistor and capacitor, respectively.

According to Figure 4, the circuit equation can be obtained by using the Kirchhoff
current law, the Kirchhoff voltage law and Equation (1), as follows:

dT
dt = vmim+v2

m/RCNT
Cth

− T−Tamb
CthRth

C dvC
dt = − vC

R + iA

0 = −im + AT2e
β
√

vm/d−φ
kT

0 = −VS + RSim + (1 + RS/RCNT)vm − RSiA

(2)

vA = vC + vm (3)

In order to make it easy to write a MATLAB simulation program, Equations (2) and (3)
can be further arranged into a matrix form, as follows:

E
.
x = f(x, iA)
vA = Cx

(4)

where
x= (x1 x2 x3 x4)

T = (T vC vm im)
T (5)

E =

⎡⎢⎢⎣
1 0 0 0
0 C 0 0
0 0 0 0
0 0 0 0

⎤⎥⎥⎦ (6)

f(x, iA) =

⎡⎢⎢⎢⎢⎣
vmim+v2

m/RCNT
Cth

− T−Tamb
CthRth− vC

R + iA

−im + AT2e
β
√

vm/d−φ
kT

−VS + RSim + (1 + RS/RCNT)vm − RSiA

⎤⎥⎥⎥⎥⎦ (7)
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C= [0 1 1 0] (8)

The necessary conditions for the local activity of resistive-coupled reaction–diffusion
CNNs (RD-CNNs) are given in [18]. In order to apply the theory to the designed network,
the input impedance Z of port A must be calculated. Therefore, it is necessary to linearize
Equation (4) near the operating point without coupling, that is to say, the small-signal
equivalent circuit analysis condition is satisfied under the condition of a zero-port current.
The memristor equation is expanded near the operating point.

T = T0 + δT
vm = VM + δvm
im = IM + δim

(9)

Here, T0, VM and IM are the state, voltage and current values of the DC operating
point, respectively.

We can expand the expression of the memristor current near the operating point:

im = IM + δim
= a′00(Q) + a′11(Q)δT + a′12(Q)δvm + h.o.t

(10)

where

IM = a′00(Q) = im = AT0
2e(

β
√

VM/d−φ

kT0
)

a′11(Q) = ∂im
∂T |Q = (2T0 − β

√
VM/d−φ

k )Ae
β
√

VM/d−φ

kT0

a′12(Q) = ∂im
∂vm

|Q = AβT0
2k
√

d
1√
VM

e
β
√

VM/d−φ

kT0

(11)

h.o.t. is the higher-order term relative to δT and δvm. If |δT| � 1 and |δvm| � 1, we can
get the following approximate linear relationship:

δim = a′11(Q)δT + a′12(Q)δvm (12)

Next, we will expand the memristor equation of state with a Taylor series near the
operating point

(
VM, T0)Q :

dT
dt |Q = f (T, vm) = f (T0 + δT, VM + δvm) = f (T0, VM) + b′11(Q)δT + b′12(Q)δvm + h.o.t (13)

where

b′11(Q) = ∂ f (T,vm)
∂T |Q = − 1

CthRth
+ VM

Cth
(2T0 − β

√
VM/d−φ

k )Ae
β
√

VM/d−φ

kT0

b′12(Q) = ∂ f (T,vm)
∂vm

|Q = 1
Cth

( AβT0
2
√

d

√
VMe

√
VM/d−φ

kT0 + AT0e

√
VM/d−φ

kT0 + 2VM
RCNT

)

(14)

Notice that f (T0, VM) = 0, because (T0, VM) is a point on the DC V–I curve. Ignoring
the high-order small term, let us linearize the memristor state Equation (13) near the
operating point:

d(δT)
dt

= b′11(Q)δT + b′12(Q)δvm (15)

Taking Laplace transform for Equations (12) and (15), we obtain

îm(s) = a′11(Q)T̂(s) + a′12(Q)v̂m(s)
sT̂(s) = b′11(Q)T̂(s) + b′12(Q)v̂m(s)

(16)

147



Electronics 2021, 10, 1198

The Laplace transforms of δT, δim and δvm are T̂(s), îm(s) and v̂m(s). According to the
second formula of (16), we obtain:

T̂(s) =
b′12(Q)v̂m(s)
s − b′11(Q)

(17)

According to the first formula of (16) and Equation (17), the admittance function of
the memristor can be obtained as follows:

Y(s, Q) � îm(s)
v̂m(s) =

a′11(Q)b′12(Q)

s−b′11(Q)
+ a′12(Q)

= 1

s 1
a′11(Q)b′12(Q)

+
(−b′11(Q))

a′11(Q)b′12(Q)

+ a′12(Q) (18)

Change Equation (18) into the following form:

Y(s, Q) =
1

sLs + Rs
+

1
Rp

(19)

Y(s, Q) is the admittance of the memristor. The small signal equivalent circuit of the
memristor is shown in Figure 5. Ls, Rs and Rp are defined as follows:

Ls =
1

a′11(Q)b′12(Q)

Rs =
(−b′11(Q))

a′11(Q)b′12(Q)

Rp = 1
a′12(Q)

(20)

Figure 5. Small signal equivalent circuit of the memristor.

Considering the DC bias of the cell circuit, according to Equation (2), and that the
R and C parameter values do not affect the DC operating point of the system, let iA = 0,
f(x, iA) = f(x, 0) = 0 , respectively. Then, we use MATLAB to solve the DC operating
point Q,

(
T0, VM, )Q = (3.049042473697802e + 03, 0.006060366246039) , and substitute the

operating point value into Equation (20), we can evaluate Ls, Rs and Rp respectively.
The equivalent impedance of port A in the frequency domain is obtained.

Z(jω) = Z(s)|s=jω =
1

Y(s, Q)
+

1
1
R + 1

sC

∣∣∣∣∣
s=jω

(21)

In [18], Professor Chua derived the local active condition of resistive coupled RD-CNNs
based on the reaction–diffusion equation. It is said that the cell is in the local active region if
the input impedance of the one port cell satisfies at least one of the following conditions:

(a) There is a pole in the right half plane;
(b) There are higher-order poles on the imaginary axis;
(c) There is a pole s = jωp of order one on the imaginary axis and lim

s→jωp
(s − jωp)Z(s) is

a negative real number or a complex number with non-zero imaginary part;
(d) There is at least one angular frequency value ω, such that the real part of the

impedance Z(jω) is less than zero.
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Through calculation, the system impedance Z(s, Q) has the following form:

Z(s, Q) =
A(s − z1)(s − z2)

(s − p1)(s − p2)
(22)

where A is the real coefficient. According to Chua’s theory [18], the system described
by conditions (a)–(c) is unstable, while the system is a stable local active system when
condition (d) is satisfied along with the poles being in the left half plane, that is, the system
is located in the edge of chaos. In addition, according to the theory of signals and systems,
Y(s, Q) is the transfer function of the system. When the poles of Y(s, Q), corresponding
to the zeroes, is located in the right half plane of the complex plane, the system will be
unstable, and the system is said to be on the sharp edge of chaos. Specifically, because the
numerator of the input impedance is a quadratic polynomial, its zeroes correspond to two
cases: the system has two positive zeroes (two zeroes whose real part is greater than zero;
they are conjugate zeroes, i.e., z1 �= z2, Re(z1) > 0 and Re(z2) > 0) or one positive real zero
(zero is a positive real number as multiple roots, (z1 = z2) > 0), corresponding to dynamic
pattern and static pattern, respectively.

In Figure 6, yellow indicates that the system is in the local passive area and the input
impedance does not meet Condition (d); the other areas are in the local active area and
the input impedance meets Condition (d). Blue indicates that the system is at the sharp
edge of chaos. At this time, the impedance function of the system has two positive zeroes
(two zeroes whose real parts are greater than zero; they are conjugate zeroes) or one positive
real zero (zero is a positive real number as multiple roots), which correspond to the dark
blue and light blue regions, respectively. Other regions in the figure, that is, when green
corresponds to other cases of zeroes, indicate that the system is at the edge of chaos. In
Figure 6, the edge region of chaos, that is, the light green Region II, contains coupling
parameters that may not destabilize the system because the resulting local input impedance
of the cell does not have the zero point of the positive real part. On the other hand, the
union of the dark blue Region III and the light blue Region IV represents the sharp edge of
chaos. In the dark blue Region III, the local input impedance of the cell allows a pair of
complex conjugate zeroes with positive real parts, which makes the system unstable and
leads to the formation of a dynamic pattern in a steady state. In the light blue Region IV, a
zero point of the local input impedance of a single cell is positive and real, which triggers
the instability of the system and gradually leads to a static mode. It has been proved by
literature [12] that when the cell is in the sleeping mode, the "cell" equation has only a
steady-state homogeneous solution; only when the cell is in the sharp edge of chaos can
it be successfully “awakened” when it is connected to the CNN; that is to say, the system
equation has a non-homogeneous solution, and the light blue region is in so-called “static
wake-up”. When a cell is connected to a network, it has a non-homogeneous static stable
solution, which is different from when the cell is isolated; the dark blue region is called a
dynamic wake-up, which causes oscillation when the cell is connected to the network, so it
has a dynamic oscillation solution, which is different from the static solution when the cell
is isolated. Because the capacitance value of static wake-up is too large, it is not practical
for an integrated system. Only a dynamic wake-up is considered.
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Figure 6. Input impedance characteristic diagram depending on R and C parameters. I—passive
region; II—edge of chaos region; III—sharp edge of chaos region (dynamic); IV—sharp edge of chaos
region (static).

4. CNN and Simulation

Connect two cells, and the common resistance and capacitance can be equivalent to
two identical series connections [12] by the circuit principle, so as to distribute them to
each cell, as shown in Figure 7.

R̃ = 2R
C̃ = C/2

(23)

 
(a) 

 
(b) 

Figure 7. The common resistor and capacitor are equivalent to two parts in the series. (a) is the original
configuration while (b) is its equivalent circuit.
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Select R = 1 MΩ, C = 720 p, corresponding to R̃ = 2MΩ, C̃ = 360 p; the two cells are
in sleeping mode before coupling, as shown in Figure 8. In Figure 8b, the voltage decreases
from 10 V to 0 V, and the cell does not oscillate.

(a) 

(b) 

Figure 8. The two cells are uncoupled and in sleeping mode; (a) is the configuration of two uncoupled
cells (b) shows there is no oscillation.

After coupling, it is in wake-up mode, as shown in Figure 9. Figure 9b shows that the
voltage drops from the initial 10 V to oscillate near 0 V.

(a) 

Figure 9. Cont.
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(b) 

Figure 9. The cells are in wake-up mode after coupling. (a) is configuration of two coupled cells.
In (b), we see there is oscillation in the circuit.

It can be seen from Figures 8 and 9 that when the cell is in the sleeping mode, both
cells do not oscillate, and the differential equation of the system has only a trivial solution,
that is, a zero solution. When the cell is in wake-up mode, the differential equation of the
cell system has oscillatory solutions, and different cells get different oscillatory solutions.

In order to observe the characteristics of a CNN composed of cells, 5 × 5 cells are
arrayed, as shown in Figure 10, and the DC excitation of each cell rises to 10 V in 1 u seconds.
The cells in the central position (3,3) are deliberately raised to 10 V in 0.9 u seconds. The
voltage response of 25 cells is observed, as shown in Figure 11.

 

Figure 10. CNN composed of 5 × 5 cells.
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Figure 11. Terminal voltage response of each memristor.

It can be seen from Figure 11 that after a short transient response, each cell reaches
steady-state oscillation. According to Figure 11, the network pattern diagram at different
times can be made, as shown in Figure 12, in which different colors represent different
terminal voltages of the cellular memristor. Figure 12 is just a reproduction of Figure 11
from another view of the spatial distribution of the sampled voltage at a specific time,
where, in the vertical axis, “1” represents the highest voltage of the cell, and other values
are just the normalized voltage relating to that cell respectively. This is called the pattern of
the network. From the figure, it can be seen that the initial conditions can affect the network
pattern formation, so that the power source voltage of each cell can be programmed to
obtain a specific pattern, so as to complete the information processing.

 
(a) t = 3.386 us 

Figure 12. Cont.
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(b) t = 4.407 us 

Figure 12. Pattern formation diagrams of the network. They are directly derived from Figure 11.
(a) is at t = 3.386 us and (b) is at t = 4.407 us.

5. Conclusions

In this paper, a CNN based on a VO2 carbon nanotube composite memristor was
proposed. The analysis shows that the coupling RC parameters will affect the network
pattern formation. According to the local active and edge of chaos theory proposed by
Professor Chua, it is pointed out that only when the cell is in the sharp edge of chaos region
can the cell be successfully awakened after forming the network, that is, the differential
equation of the system has a non-homogeneous solution. If the system equation has a
non-homogeneous static solution, it is said that the system is in static mode; if the system
equation has an oscillatory solution, it is said that the system is in dynamic mode. When
the cell is biased in other regions, the differential equation of the system has only a trivial
solution, that is, a zero solution, and the cell is in the sleeping mode. At the same time,
the formation of the mode is also affected by the initial conditions. In our experiment, we
deliberately made the cells located in the middle of the 5 × 5 CNN network earlier than
other cells, so that we could program the cell power supply voltage to get a specific mode
and complete the information processing. In summary, the architecture proposed in this
paper can be applied to future computing occasions based on complex space–time patterns,
especially in the field of computer vision.
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Abstract: Different from the static (power-off) nonvolatile property of a memristor, the history erase
effect of a memristor is a dynamic characteristic, which means that under the excitation of switching
or different signals, the memristor can forget its initial value and reach a unique stable state. The
stable state is determined only by the excitation signal and has nothing to do with its initial state. The
history erase effect is a desired effect in memristor applications such as memory. It can simplify the
complexity of the writing circuit and improve the storage speed. If the memristor’s response depends
on the initial state, a state reset operation is required before each writing operation. Therefore, it is
of great theoretical and practical significance to judge whether the memristor has a history erase
effect. Based on the study of the history erase effect of real memristors, this paper focuses on the
history erase effect of a Hewlett-Packard (HP) TiO2 memristor and the Self-Directed Channel (SDC)
memristor of Knowm Company. The DC and AC responses of the HP TiO2 memristor are given,
and it is pointed out that there is no AC history erase effect. However, considering the parasitic
memcapacitance effect, it is found that it has the effect. Based on the theoretical model of the SDC
memristor, its history erase properties with and without considering parasitic effects are studied. It
should be noted that this study method can be useful for other materials such as Al2O3 and MoS2.

Keywords: memristor; history erase effect; dynamic route; power-off plot

1. Introduction

A memristor has many unique properties, such as a simple physical structure, easy
high-density integration, nonvolatility, historical behavior, low power consumption, and
good scaling, which have attracted the extensive attention of scientists and researchers [1–3].
However, unlike other important inventions and discoveries throughout history, the mem-
ristor was first proposed as a theoretical concept. In 1971, Chua proposed the memristor
as the fourth basic circuit element in his groundbreaking paper “Memristor: The Missing
Circuit Element” [4]. In his paper, starting from the basic theory of circuits, professor
Chua pointed out that just as resistance links voltage and current, capacitance links charge
and voltage, and inductance links magnetic flux and current, there must be a fourth basic
circuit element that links charge and magnetic flux. He considered this kind of element a
memory resistor and coined the term memristor. He proved that this kind of element is
not equivalent to any circuit consisting of the simple connection of the other three basic
circuit elements; thus, it is a new basic circuit element. Since then, for more than 30 years,
research on memristors has been limited to a few circuit theorists. It was not until 2008 that
Dmitri [5] and others of Hewlett-Packard (HP) laboratories announced that nanomemristor
devices had been manufactured artificially. Memristors returned to the public’s attention
and thus ushered in the upsurge of memristor research. Since 2008, a number of papers
have been published in peer-reviewed journals involving memristor manufacturing and
memristor applications in different scientific and technological fields [6–8].

Since memristors are extensively used as memory devices, the study of their switch-
ing dynamics is timely and interesting. The motivation of this paper is, by studying
one of a memristor’s properties, the history erase effect, to provide useful information

Electronics 2021, 10, 303. https://doi.org/10.3390/electronics10030303 https://www.mdpi.com/journal/electronics157



Electronics 2021, 10, 303

both theoretically and practically to guide scientists and engineers toward improving
device performance.

Boyd introduced the concept of history erase in 1985 [9], but his strict mathematical
definition was abstract and difficult to apply. Until 2016, Ascoli studied a tantalum dioxide
memristor at HP laboratories using the concept of history erase and described it in a
popular way [10]. After that, Tezlaff et al. [11,12] studied the local history erase effect of
bistable memristors. In 2017, Menzel et al. [13] analyzed the origin of the history erase
effect in ReRAM. In the same year, Ascoli et al. [14] analyzed its historical erasure effect by
means of a closed analytical solution of the dynamic characteristics of the TaO memristor
switch. In 2018, Ascoli, Tetzlaff, and Menzel published a summary [15]. Based on the circuit
theory model, the history erase effect of a variety of practical memristors was studied.

In fact, the history erase effect describes the dynamic characteristics of memristors,
which should be distinguished from their static nonvolatile memory characteristics. The
so-called nonvolatility of the memristor refers to the state before power off is memorized
when the power supply is cut off. The behavior of the memristor can be described by the
power-off plot (POP). The history erase effect refers to the property that the memristor can
forget its initial value under the excitation of the switching signal and reach its unique
stable state after a period of time. This state is only determined by the excitation signal and
is independent of the initial state of the memristor. Therefore, the history erase effect is a
desired effect that can simplify the complexity of the writing circuit of the memory and
improve the storage speed. If the memristor has no history erase effect and its response
depends on the initial state, there is still an operation of state clearing before each writing
operation. It is undoubtedly ideal to avoid such additional overhead.

Based on the above understanding, this paper studies the history erase effect of two
practical memristor devices, namely the HP TiO2 memristor and the Knowm self-aligning
channel memristor. The authors found that the HP TiO2 memory device has no history
erase effect under AC signal excitation, but because of its parasitic memcapacitance, it
leads to the history erase phenomenon in the actual device. As a supplement to this
study, the authors also studied the latest commercial memristor device, the discrete Self-
Directed Channel (SDC) memristor of Knowm Company [16–19]. There is no suitable
model description for this kind of memristor. Therefore, the author first used the generic
VTEAM model [20,21] to fit the characteristic curve of the memristor measured from the
experiment, followed by the optimization method of simulated annealing to determine the
model parameters. The history erase property of the SDC memristor is then studied by
using the VTEAM model, and it is found that it has this effect.

Section 2 describes the concept of the history erase effect and points out that the ideal
general memristor device does not have the history erase property. Section 3 studies the
historical erase characteristics of the HP TiO2 memristor and discusses the influence of the
parasitic effect on the performance of the device. Section 4 studies the modeling and history
erase effect of the discrete SDC memristor of Knowm Company. Finally, the conclusion of
this paper is given in Section 5.

2. History Erase Effect of the Ideal Generic Memristor

It should be noted that not all memristors have a history erase effect. For example, it
can be proved that the ideal generic memristor does not have a history erase effect. The lack
of history erase effects in ideal generic memristors was already revealed in [10]; however,
we rederive the results here by another method.

For the ideal generic memristor, the definition equation is as follows:

dx
dt

= g(x)vm (1)

im = G(x) vm (2)

where x is the state variable, and vm and im are the voltage and current across both ends of
the memristor, respectively. G(x) is the memconductance, and g(x) is a function of state x.
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Note that in (1), if g(x) = 0, then dx/dt = 0, x = x0. Then, the response of the
memristor depends on the initial state (we assume G(x0) �= constant). If g(x) �= 0, for (1),
the variables are separated and the two sides are integrated, then we obtain:

ϕm = ϕm0 +
∫ x

0

1
g(x)

dx (3)

Obviously, the memristor flux response ϕm is related to the initial state ϕm0, hence the
memristor has no history erase effect.

3. HP TiO2 Memristor

The HP TiO2 memristor was invented by Strukov et al. of HP laboratories in 2008 [5,22].
Its linear ion drift model is as follows:{

vm(t) = (RON
w(t)

D + ROFF(1 − w(t)
D ))im(t)

dw(t)
dt = μV

RON
D im(t)

(4)

where w(t) is the width of the doping region, D is the length of the device, ROFF is the
resistance value when the device is completely off, RON is the resistance value when
the device is fully on, μV is the ion mobility, and vm and im are the voltage and current
of the device, respectively. Considering the dimensional limitation of the actual device,
Equation (4) should be modified as follows:

dw(t)
dt =

{
μV

RON
D im(t) w(t) ∈ (0, D) or (w(t) = D, vm(t) < 0) or (w(t) = 0, vm(t) > 0)

0 (w(t) = D, vm(t) ≥ 0) or (w(t) = 0, vm(t) ≤ 0)
(5)

By substituting the current in Equation (5) with voltage, the following results can
be obtained:

dw(t)
dt

=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

μV
RON

D
vm(t)

(RON
w(t)

D +ROFF(1− w(t)
D ))

, w(t) ∈ (0, D)or(w(t) = D, vm(t) < 0)

or (w(t) = 0, vm(t) > 0);

0 (w(t) = D, vm(t) ≥ 0)
or (w(t) = 0, vm(t) ≤ 0)

(6)

In Equation (6), if the parameters of the equation are assigned according to the
data in Strukov’s original paper [5], D = 10 nm, ROFF = 16 kΩ, RON = 100 Ω, and
μV = 10−14 m2s−1V−1, according to which the dynamic route of the memristor can be
drawn, as shown in Figure 1.

The dynamic route is a diagram of dw/dt vs. w(t) with the voltage vm as a parameter,
which is based on the state equation dw/dt = g(w(t), vm), as shown in Equation (6). Each
dynamic route in the graph corresponds to a voltage of the memristor. The dynamic route
of voltage v equal to zero is the power-off plot (POP). From the power-off plot dw/dt = 0,
the corresponding continuous w(t) value is the equilibrium point of the memristor, which
shows that the memristor has infinite stable states and is distributed between (0, D). The
physical meaning is that the memristor can store any state between (0, D) after power
off. The arrow on the graph indicates the direction of change of the memristor state w,
dw/dt > 0. When vm > 0, state w moves to the right and converges to w = D and dw/dt < 0.
When vm < 0, state w moves to the left and converges to w = 0. Note that the circle on the
curve indicates that the value at that point is discontinuous. The circle on the left indicates
that the value of all curves should be (0, 0), and the circle on the right indicates that the
value of all curves should be (D, 0).
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(a) 

(b) 

Figure 1. The dynamic route of the Hewlett-Packard (HP) TiO2 memristor, in which the red line is
the power-off plot (POP); that is, the relationship between dw

dt and w when the voltage is 0. (b) Local
zoom-in of (a). Note that the small circles in the curve indicate that the curve cannot obtain the value
of that point.

3.1. DC Response

As for the DC response of the memristor, a large number of papers have been pub-
lished stating that the memristor is excited by a low-frequency AC signal, which is called
quasistatic excitation. However, this method is strictly incorrect. The correct method is to
make the state equation of the memristor zero. For each VK value of DC input, the stable
equilibrium point XK satisfying the equation is solved from the state equation, and then the
corresponding IK is obtained by substituting it into Ohm’s law equation of the memristor.
Then. the points (VK, IK) are drawn in the V–I plane and connected with arcs to obtain the
relationship curve between I and V, i.e., the DC V–I diagram.

For the HP TiO2 memristor, we have found that the system has two stable equilibrium
points: w = 0 and w = D. Let vm = 0.5 V and vm = −0.2 V. According to Equation (6),
the transient response of the memristor is obtained by solving the differential equation
numerically, as shown in Figure 2. Figure 2a corresponds to the excitation of the vm = 0.5 V
DC voltage, and the memristor responds with different initial values that converge to
w = D, i.e., to show the ON resistance RON . Figure 2b corresponds to vm = −0.2 V.
The response of the memristor with different initial values converges to w = 0 under the
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excitation of −0.2 V, i.e., to show high resistance ROFF. It can be seen from the figure that
there are two stable equilibrium points in the memristor.

(a) 

(b) 

Figure 2. Transient response of the memristor under DC. (a) Corresponding voltage vm = 0.5 V;
(b) corresponding voltage vm = −0.2 V. The initial value is w0∈ {0, 1 nm, 2 nm, 3 nm, 4 nm, 5 nm,
6 nm, 7 nm, 8 nm, 9 nm, 10 nm}.

By using the method mentioned above and substituting the two equilibrium points
w = 0 and w = D of the HP memristor into the first formula in (4), and noting the condition
of the existence of the equilibrium point in (6) (vm ≤ 0, w = 0, and vm ≥ 0, w = D), the DC
response curve can be obtained, as shown in Figure 3.

Figure 3. DC response of the HP TiO2 memristor.
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It can be seen from Figure 3 that the voltage and current correspond one-to-one. When
vm < 0, there is a high resistance ROFF, and when vm > 0, there is a low resistance RON.
The response is independent of the initial value, and there is a history erase phenomenon.
The method to derive Figure 3 is the same as [10], where the DC characteristic of a TaO
memristor from HP labs was obtained similarly from the Strachan model, presented in [23]
after opportune boundary conditions were imposed on the allowable memristor state
existence domain.

3.2. AC Response

The AC response of the HP TiO2 memristor is studied below. In other words,
vm(t) = 0.5sin(2π f t) is substituted into Equation (6) to solve the differential equation with
different initial values by a numerical method. The response of the solution is shown in
Figure 4. Figure 4a corresponds to f = 1 Hz, which is equivalent to the excitation under
quasistatic conditions, and Figure 4c corresponds to f = 10 Hz. The response in both cases
shows that there is no history erase effect. In fact, this is predictable. If we look at Figure 1
carefully, we find that the curve family is symmetrical about the horizontal axis, which
indicates that the rate of change dw/dt is symmetrical about the positive and negative
swings of the AC signal. Thus, the net contribution of dw/dt to the state w in a signal cycle
is 0. Therefore, periodic oscillation should be made around the initial value, and the curve
distinguishes with different initial values. It should be noted that the amplitude of the
response decreases when frequency increases. This is because the vm − im pinched loop
shrinks when the frequency increases (see Figure 4b,d).

(a) 

(b) 

Figure 4. Cont.
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(c) 

(d) 

Figure 4. vm(t) = V0sin(2π f t) is used as the excitation signal, where V0 = 0.5 V. (a) corresponds to
f = 1 Hz, equivalent to the excitation under quasistatic conditions; (b) corresponds to the locus of
vm − im at f = 1 Hz; (c,d) correspond to f = 10 Hz.

3.3. Closed-Form Solution of th eDynamic Equation of the HP TiO2 Memriston

It is observed that the HP TiO2 memristor does not have a history erase effect according
to the numerical method above. Next, the response properties of the HP TiO2 memristor
are given by a strict mathematical method.

Substituting the first equation of (4) into the second, the following relationship is ob-
tained:

dw(t)
dt

= μv
RON

D
vm(t)

RON
w(t)

D + ROFF(1 − w(t)
D )

(7)

By separating the variables and integrating the two sides, the following results are ob-
tained:

w(t)∫
w(0)

(
RON

w(t)
D

+ ROFF(1 − w(t)
D

)

)
dw(t) =

t∫
0

μv
RON

D
vm(t)dt (8)

Equation (8) can be further expressed as:

1
2D (ROFF − RON)w2(t)− ROFFw(t) + μv

RON
D ϕm(t)− μv

RON
D ϕm(0)− [ 1

2D (ROFF − RON)w2(0)− ROFFw(0)] = 0 (9)
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The expression of w(t) is obtained by solving the equation.

w(t) =
ROFF ±

√
R2

OFF − 2
D (ROFF − RON)[μv

RON
D ϕm(t)− μv

RON
D ϕm(0)− ( 1

2D ROFFw2(0)− ROFFw(0))]
ROFF−RON

D

(10)

Note that because 0 ≤ w(t) ≤ D holds, we should drop the plus sign in Equation (10).
Note also that ROFF 
 RON , and the above formula is simplified as:

w(t) = (D − D

√
1 − 2

D
[μv

RON
DROFF

ϕm(t)− μv
RON

DROFF
ϕm(0)− (

1
2D

w2(0)− w(0))]) (11)

Under DC,
dϕm(t)

dt
= V (12)

By integrating the two sides, we obtain:

ϕm(t) = ϕm(0) + Vt (13)

Substituting Equation (13) into Equation (11), we obtain:

w(t) = D − D
√

1 − T (14)

where
T =

2
D
[μv

RON
DROFF

Vt − (
1

2D
w2(0)− w(0))]

In Formula (14), w(t) is a real number and 0 ≤ w(t) ≤ D; therefore, 0 ≤ √
1 − T ≤ 1

and 0 ≤ T ≤ 1. If a positive DC voltage V > 0 is applied to the memristor, then T is a
monotonic increasing function and

√
1 − T a monotonic decreasing function. When the

memristor reaches T = 1, w(t) reaches the upper limit D; if a negative DC voltage V < 0 is
applied to the memristor, T is a monotonic decreasing function and

√
1 − T a monotonic

increasing function. When T = 0 and
√

1 − T = 1, with t increasing, w(t) reaches the lower
limit of 0.

Although the state variable w in Equation (11) is a function of the initial value w(0),
under the excitation of positive and negative DC voltages, the memristor rapidly reaches
two states, namely low resistance RON and high resistance ROFF, which are independent of
the initial value, indicating that the memristor has a history erase effect. If the memristor is
excited by positive and negative pulse voltages, as long as its amplitude and pulse width
meet the condition of the state transition, the memristor will become a nonvolatile binary
switch device, which can be used in binary memory.

Figure 5 shows the DC response diagram of the memristor state variables when
V = 0.5 V and V = − 0.2 V, showing the two limit states under different initial values.

It will be proved that the AC response of the HP memristor has no history erase effect
under any AC voltage excitation. When AC voltage is v, we have

dϕm(t)
dt

= v(t) (15)

by integrating the two sides, we obtain:

ϕm(t) = ϕm(0) +
t∫

0

vm(t)dt (16)

substituting Equation (16) into Equation (11) yields:

w(t) = (D − D

√
1 − 2

D
[μv

RON
DROFF

∫ t

0
vm(t)dt − (

1
2D

w2(0)− w(0))]) (17)
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Because the AC signal vm(t) is arbitrarily chosen, the root term in Equation (17) is not
a monotone increasing or decreasing function and is closely related to the initial value
w(0) of the memristor. The state variable w(t) is related to the initial value, and there is
no history erase effect. Taking the cosine excitation signal as an example, the excitation
voltage is assumed to be vm = cos(t), then

∫ t
0 vm(t)dt = sin t. Substituting it into Equation

(17) will obtain:

w(t) = (D − D

√
1 − 2

D
[μv

RON
DROFF

sin t − (
1

2D
w2(0)− w(0))]) (18)

It is obvious that the state variable w varies with time t and initial value w(0). Especially
when t = kπ, k∈N Equation (18) becomes

w(kπ) = (D − D

√
1 +

2
D
(

1
2D

w2(0)− w(0))) (19)

w(kπ) depends directly on the initial value w(0), which shows that the AC response of the
memristor is related to the initial value, and there is no history erase effect.

(a) 

(b) 

Figure 5. DC response diagram of the memristor, according to Equation (15). (a) Under a posi-
tive voltage vm = 0.5 V, the responses of initial values w(0) ∈ {0, 2 nm, 4 nm, 6 nm, 8 nm, 10 nm}
are obtained. (b) Under a negative voltage vm = −0.2 V, the responses of initial values w(0) ∈
{0, 2 nm, 4 nm, 6 nm, 8 nm, 10 nm} are obtained.
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3.4. HP TiO2 Memristor Model with a Window Function

The HP memristor model represented by Equation (4) is an ideal model, in which the
equation of state is linear, which means that the ions in the doped region move linearly
under the external electric field. In practice, however, the drift motion is nonlinear. The
boundary effect at the two ends of w = 0 and w = D especially is strongly nonlinear. In
order to describe this nonlinear effect, Strukov added a window function w(D − w)/D2 to
his memristor model in his original reference [5], and modified the memristor (Equation (4))
into the following form:{

vm(t) = (RON
w(t)

D + ROFF(1 − w(t)
D ))im(t)

dw(t)
dt = μV

RON
D im(t)

w(t)(D−w(t))
D2

(20)

By inserting the first formula of Equation (20) with the second, separating variables,
and integrating both sides, we obtain:

w(t)∫
w(0)

D
(

RON
D − w(t)

+
ROFF
w(t)

)
dw(t) =

t∫
0

μv
RON

D
vm(t)dt (21)

In (21), the integral is solved and simplified to

w(t)ROFF

(D − w(t))RON
=

w(0)ROFF

(D − w(0))RON
e−μv

RON
D2 ϕm(0)eμv

RON
D2 ϕm(t) (22)

when DC excitation is applied:
dϕm(t)

dt
= V (23)

By integrating the two sides, we obtain:

ϕm(t) = ϕm(0) + Vt (24)

Substituting Equation (24) into Equation (22), we obtain the following results:

w(t)ROFF

(D − w(t))RON
=

w(0)ROFF

(D − w(0))RON
eμv

RON
D2 Vt (25)

If a positive voltage is applied and the right side of the equation is an increasing
function of t, which tends to infinity after a period of time, then there must be w(t) → D
on the left side of the equation; if a negative voltage is applied and the right side of the
equation is a decreasing function of t and tends to 0 after a period of time, then there
must be w(t) → 0 on the left side of the equation. It can be seen that under the excitation
of positive and negative DC voltages, the memristor state variables w tend to D and 0,
respectively; that is, the memristor is in RON and ROFF states, respectively, and its response
is independent of the initial value.

When an AC cosine voltage is applied, Equation (24) becomes ϕm(t) = ϕm(0) + sin(t).
Let the responses of the state variable under two different initial values, respectively, be
w1(t) and w2(t), which can be substituted into Equation (22) and divided:

w2(t)
ROFF

(D−w2(t))
RON

w1(t)
ROFF

(D−w1(t))
RON

=

w2(0)
ROFF

(D−w2(0))
RON

w1(0)
ROFF

(D−w1(0))
RON

(26)
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when t → ∞ , if w1(t) tends to w2(t), the left side of Equation (26) is 1, while the right side
is equal to a constant, which is not 1:

R.H.S. =

w2(0)
ROFF

(D−w2(0))
RON

w1(0)
ROFF

(D−w1(0))
RON

(27)

In this case, Equation (26) would not hold, i.e., w1(∞) �= w2(∞). Therefore, there is no
history erase effect in the memristor.

3.5. Parasitic Memcapacitance Effect of the HP TiO2 Emristor

If we further observe the structure of the HP TiO2 memristor, we will find that there
is a parasitic parallel plate capacitor in the memristor; in fact, as shown next, it is a
memcapacitor, because the capacitance is dependent on state variable w, and the dielectric
between the two plates is undoped TiO2. This is because undoped TiO2 has a higher
resistivity, equivalent to an insulator medium, while doped TiO2 has a lower resistivity,
equivalent to a conductor, as shown in Figure 6.

Figure 6. Structure of the HP TiO2 memristor.

The parasitic capacitance is equivalent to a flat-plate capacitor, and because the capaci-
tance is dependent on state variable w(t), it is indeed a memcapacitor:

C =
εTiO2 S
D − w

(28)

According to [24], we know εTiO2 = 5ε0F/m, S = 1 × 104 nm2. When the parasitic
memcapacitance is considered, by KCl and KVL, we have:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

vm(t) = RON
w(t)

D im(t) + ROFF(1 − w(t)
D )(im(t)− iC(t))

iC(t) = dC
dt vC(t) + C dvC(t)

dt
vC(t) = vm(t)− RON

w(t)
D im(t)

dw(t)
dt = μV

RON
D im(t)

(29)

where vC(t) is the voltage across both ends of the capacitor, and dC/dt is the derivative of
capacitance to time. Expression (28) of capacitance is substituted into the second equation
of (29), and then the second equation is substituted into the first equation and the third
equation into the forth, and Equation (30) is obtained:
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⎧⎪⎨⎪⎩
dw(t)

dt = μV
w(t) (vm(t)− vC(t))

dvC(t)
dt =

D(1− w(t)
D )

εTiO2
S [ vm(t)−vC(t)

RON
w(t)

D

− vC(t)
ROFF(1− w(t)

D )
− εTiO2

S

D3(1− w(t)
D )

2
μV
w(t)

D

(vm(t)− vC(t))vC(t)]
(30)

According to Equation (30), the AC response of state variable w(t) to t is solved
by MATLAB and shown as Figure 7. The excitation signal in the diagram is vm(t) =
V0sin(2π f t), V0 is selected as 0.5 V, and f is set to 10 Hz.

 
Figure 7. AC response of state variable w(t) to t considering parasitic memcapacitance, in which the
excitation signal is vm (t) = V0 sin(2πft), V0 is selected as 0.5 V, and f is set to 10 Hz.

It can be seen from the figure that under different initial values, the AC response
converges to a stable value after a period of time, so there is a history erase effect.

4. The Self-Directed Channel (SDC) Memristor

The Self-Directed Channel (SDC) memristor is a product developed by Knowm Com-
pany. This is an ion conduction device (also known as an electrochemical metallization
(ECM) device), which changes the resistance of the device by relying on Ag+ entering the
channel of the active layer of the device. The hysteretic curve can be measured by software
and hardware tools provided by Knowm Company. However, there is no mathematical
model. In order to analyze it theoretically and design a memristor circuit with it, it is
necessary to establish a mathematical model for it.

4.1. Establishment of the SDC Memristor Model

In his 2015 paper [20], Kvatinsky proposed a generic voltage-controlled memristor
model VTEAM. The model’s equation is as follows:

im(t) = vm(t)/(RON +
w − wON

wOFF − wON
(ROFF − RON)) (31)

dw(t)
dt

=

⎧⎪⎨⎪⎩
kOFF(

vm(t)
vOFF

− 1)
αOFF

, 0 < vOFF < v,
0 vON < vm < vOFF,

kON(
vm(t)
vON

− 1)
αON

, vm < vON < 0.

(32)

The equation has ten parameters, where ROFF, RON , vOFF, vON , wOFF, wON , kOFF
and kON are real numbers, and αOFF, αON are natural numbers. wOFF, wON are the
boundaries of the internal variable w, and ROFF, RON are resistance values when the values
of state variable are wOFF, wON , respectively. kOFF, kON , αOFF and αON are constants, and
vOFF, vON are the threshold voltages.

VTEAM model is a generic model. Because of its inherent universality and robustness,
it can be applied to a large number of memristor models and experimental data. Consid-
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ering the current voltage characteristics of a specific memristor, a set of parameters are
selected to make the VTEAM model conform to the reference I–V relationship of the SDC
memristor. In order to determine the I–V curve, simulated annealing algorithms can be
used to minimize the relative root mean square error. The relative root mean square error is

f (x) =

√√√√√√√√
⎛⎜⎝

N
∑

i=1
(v(x)−vre f )

2

N
∑

i=1
v2

re f

+

N
∑

i=1
(i(x)−ire f )

2

N
∑

i=1
i2re f

⎞⎟⎠
N

(33)

where N is the number of samples, v(x) and i(x) are the sampling voltage and current val-
ues of the VTEAM model, respectively, and vre f and ire f are the actual measured sampling
voltage and current values, respectively.

The fitting process is to make the program iterate over kOFF, kON to minimize the error
function given in (33). In order to avoid convergence to the local minimum instead of the
best global fit, other parameters (ROFF, RON , vOFF, vON , wOFF, wON , αOFF, αON) are selected
manually to show as much similarity as possible to the reference I–V relationship (relative
root mean square error is less than 1.5%). In addition, the ideal window function can be
used to constrain the state variables in the process of fitting.

In the experiment, the memristor is connected with a 1KΩ resistor in series and an
applied AC signal as vm(t) = V0sin(2π f t). Considering that only part of the voltage falls
on the memristor, V0 can be taken as 1 V, and the frequency f can be set to 5 Hz. After the
volt–ampere data are obtained, the data are imported into MATLAB, and the simulated
annealing algorithm is used to set the objective function to (34).

The VTEAM model was used to fit the experimental data, and Figure 8 was obtained.
Looking at Figure 8, it can be found that the model fitting is very good in the first quadrant,
while there is a little difference between the fitting data and the measured data in the third
quadrant. This is mainly due to the insufficient sampling accuracy of the measurement
software and hardware provided by Knowm Company (200 time points in total).

Figure 8. Volt–ampere characteristic curve of memristor. Red is the experimental data, blue is the
model fitting data under the optimization algorithm.

According to the computer simulation, the optimal parameters of the model can be
determined as shown in Table 1.
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Table 1. Model parameters obtained by the simulation of the optimization algorithm.

Parameters Value

ROFF 14.277 kΩ
RON 1.5936 kΩ
vOFF 0.02 V
vON −0.13 V
kOFF 538,530.50 nm
kON −2.6213 m
αOFF 2
αON 8
wON 0
wOFF 0.001 m

4.2. Dynamic Routes and AC Response of the SDC Memristor

According to the model parameters, the dynamic routes of the SDC memristor can be
drawn in a similar way to that of the HP TiO2 memristor and shown as Figure 9. It is noted
that in Equation (32), dw/dt does not depend on w but only on vm. Therefore, dw/dt vs. w
is a set of horizontal lines.

Figure 9. Dynamic routes of the Self-Directed Channel (SDC) memristor. Tote that POP (vm = 0) and
the line corresponding to vm = 0.1 V are in fact two different lines.

It can be seen from the diagram that the dynamic routes are asymmetric with respect
to the horizontal axis, which indicates that the net contribution of dw/dt to w is not zero
when the signal amplitude is positive and negative for one cycle under AC excitation.
Therefore, it is speculated that under AC excitation, w(t) may gradually tend to a stable
value after a period of time under the state of net increase or decrease of w(t), thus it has a
history erase effect. We use a sinusoidal signal vm(t) = V0sin(2π f t), where f is 5 Hz and
with V0 = 0.5 V as the AC excitation and applied to the memristor. Thus, Figure 10 can be
obtained. It can be seen from Figure 10 that the SDC memristor has a history erase effect
under AC conditions.
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(a) 

(b) 

Figure 10. Sinusoidal signal vm(t) = V0sin(2π f t), with f = 5 Hz and V0 = 0.5 V as the AC excitation
and applied to the memristor (a) can be obtained, (b) corresponds to V0 = 0.1 V.

4.3. Considering the Parasitic Capacitance Effect

Similar to the case of the HP TiO2 memristor (refer to Figure 6), considering that the
undoped part is also equivalent to a moving parallel plate capacitor, it can be considered to
have parallel a small parasitic capacitor on it. Assuming 1nF, the circuit equation becomes:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

dvC(t)
dt = 1

C [
vm(t)−vC(t)

(1− w−wON
wOFF−wON

)RON
− vC(t)

w−wON
wOFF−wON

ROFF
]

dw(t)
dt =

⎧⎪⎨⎪⎩
kOFF(

vm(t)
vOFF

− 1)
αOFF

, 0 < vOFF < v,
0 vON < vm < vOFF,

kON(
vm(t)
vON

− 1)
αON

, vm < vON < 0.

(34)

The solution of the state variable w(t) can be obtained by numerically solving the
above differential equation with MATLAB, as shown in Figure 11.
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(a) 

(b) 

Figure 11. AC response with parasitic capacitance taken into account. Using sinusoidal signal
vm(t) = V0sin (2π f t), with f = 5 Hz and V0 = 0.5 V as the AC excitation, (a) is obtained. (b) corre-
sponds to V0 = 0.1 V.

Compared with Figures 10 and 11, the parasitic capacitance has little effect on the
SDC memristor.

5. Conclusions

In this paper, the history erase effect of the HP TiO2 memristor is studied. Firstly,
the existence of the history erase effect under DC and AC conditions is predicted from
the dynamic routes. The historical erase properties of the HP TiO2 memristor under AC
and DC are then verified by a MATLAB numerical simulation. It can be seen that the
HP TiO2 memristor has a DC history erase effect but no AC history erase effect. After
the numerical simulation, the closed-form solution of the dynamic equation of the TiO2
memristor is given. Thus, the history erase properties of the TiO2 memristor under DC
and AC conditions are explained theoretically. Furthermore, the parasitic capacitance
effect of the HP TiO2 memristor is considered, and it is pointed out that the parasitic
capacitance effect can cause the HP TiO2 memristor to have an AC history erase effect. It is
worth noting that Menzel et al. pointed out that the resistance of the doping region in the
memristor is the origin of history erase effect [13]. From the work of this paper, it seems
that the resistance of the doped region and the parasitic memcapacitance of the undoped
region work together to form a discharge path, which leads to the history erase effect. As
a supplement to the research work on the history erase effect of the HP TiO2 memristor,
we studied the history erase effect of the latest discrete SDC memristor made by Knowm
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Company. The DC and AC voltages and parasitic capacitance are considered, respectively.
It is worth mentioning that the method of modeling the SDC memristor with the generic
voltage-controlled memristor model VTEAM is also given in this paper. This method uses
a simulated annealing algorithm to fit the actual measured data, which solves the problem
that Knowm Company’s discrete SDC memristor still lacks an accurate mathematical
model. It can be seen that no matter with and without the parasitic capacitance, the SDC
memristor has an AC history erase effect.
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Abstract: In this work, three different RRAM compact models implemented in Verilog-A are analyzed
and evaluated in order to reproduce the multilevel approach based on the switching capability of
experimental devices. These models are integrated in 1T-1R cells to control their analog behavior by
means of the compliance current imposed by the NMOS select transistor. Four different resistance
levels are simulated and assessed with experimental verification to account for their multilevel
capability. Further, an Artificial Neural Network study is carried out to evaluate in a real scenario the
viability of the multilevel approach under study.

Keywords: RRAM; 1T-1R; multilevel; compact modeling; Verilog-A; artificial neural network

1. Introduction

Considering the successful development of software-implemented Artificial Neural
Networks (ANN) and their increasing integration in the commercial market, it is of special
interest to consider the subsequent drawbacks that the performance of these kind of
neuro-inspired networks entails. The gap between the off-chip memory units and the
processing units is a clear example of one of the main shortcomings that the von Neuman
architectures present. Owing to this fact, for instance, the downscaling of the electronic
devices and the implementation of learning algorithms for mobile applications could
be compromised. Among others, the reduction of the overall energy consumption and
computation time within these networks are key aspects that the artificial intelligence
research community has had in its scope for several years now [1]. As an alternative, the
hardware-based neuromorphic networks have shown to be the precursor elements to step
up onto a new stage in the integration of biological-inspired systems. Particularly, the
RRAM technology has been taken into consideration, not only because of its integration as
CMOS-compatible non-volatile memory (NVM) arrays but also because of its synaptic-like
analog properties [2–7].

The implementation of RRAM cells as synaptic unions between artificial neurons
allows the possibility to design and carry out ANNs featured by low-power consump-
tion and low integration area [8]. This is possible due to the multilevel approach also
known as Multi-Level Cell (MLC) behavior, consisting of modulating in multiple states
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the resistance/conductance of the dielectric layer in the RRAM cell. To obtain the men-
tioned MLC behavior, different programming techniques have been reported lately, such as
gradual Reset process by consecutive identical pulses [9], applying positive and negative
voltage sweeps with different stop values during the Set and Reset operations [10–12],
modifying the compliance current imposed to the cell during the Set transition [13–15] and
implementing multilevel incremental step pulses with verify algorithm (M-ISPVA) [16,17],
among others.

Nevertheless, the existence of a gap between the device and circuit/system levels chal-
lenges the implementation of hardware-based ANN, thus the development of accurate and
time-efficient RRAM models for circuit design simulations is an issue that must be tackled.

Several RRAM compact models have been developed and reviewed throughout the
history of the memristor [18–23] also in the MLC approach [24]. Regarding the switching
behavior of the RRAM devices, different phenomena and equations govern the implemen-
tation of each reported model and therefore, they account for different computational cost,
yield and accuracy.

This work is focused on modeling the MLC by using the change in the compliance
current in order to switch the RRAM device between various low resistance states (LRS)
and a single high resistance state (HRS). This is accomplished by connecting a NMOS
select transistor in series with the memristor, constituting the so called one-transistor-one-
resistor (1T-1R) structure [17]. Furthermore, three different compact models implemented
in Verilog-A are integrated in the mentioned 1T-1R structure to give insight into their
viability in the multilevel approach. First of all, the Stanford-PKU model [25] including the
modification provided by Reuben et al. for multilevel operation [26] is taken into account.
Based on similar physical aspects, the Valence Change Memory model with Cylindrical
shaped Filament (UGR-VCMCF) and Valence Change Memory model with Truncated-Cone
shaped Filament (UGR-VCMTCF) developed by Gonzalez-Cordero et al. [27] are analyzed
as well. For other modeling approaches, a revision paper was published recently [28], where
the different memristor models were compared and described in depth. The experimental
verification is driven by the RRAM devices fabricated using the 130 nm CMOS technology
of IHP.

The abovementioned compact models are briefly detailed in Section 2, while the ex-
perimental samples characteristics are described in Section 3. The experimental verification
and the subsequent modeling results are presented and discussed within Section 4. Later,
an ANN study to assess the presented multilevel approach is described in Section 5. Finally,
a set of conclusions are drawn in Section 6.

2. Compact Models Description

In this section, the implementation of three compact models extracted from [25–27] is
presented. As it is indicated below, the behavior of the mentioned compact models is based
on the increase and decrease of the gap distance between the tip of the conductive filament
(CF) and the bottom electrode (BE). Although these compact models are based on similar
physical phenomena, they consider different CF geometries, as it can be appreciated in
Figure 1 and, thus, different results concerning the MLC behavior can be obtained.

2.1. Stanford-PKU Model Extended with Multilevel Capability

This model is based on the growth and disruption of a CF when an appropriate
electric field is generated in the dielectric layer of the RRAM cell. This phenomenon is
described by the increase or decrease of the gap distance between the CF tip and the bottom
electrode within the dielectric layer (see Figure 1a) when a Reset or a Set operation take
place, respectively. The gap evolution is modeled as follows:

dg
dt

= −ν0e
Ea

kbT sinh
(

γa0qV
toxkbT

)
, (1)
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where g stands for the gap distance between the CF and the bottom electrode, ν0 is a fitting
parameter that accounts for the velocity dependent on the attempt-to-escape frequency, Ea
is the effective activation energy for vacancy generation, kb is the Boltzmann constant, a0 is
the atom spacing, q is the electron charge, V is the voltage applied to the device, tox is the
dielectric thickness and T is the device temperature, which is computed as follows:

T = T0 + V · I · Rth, (2)

where T0 is the room temperature, I is the current through the device and Rth accounts for
its thermal resistance.

Figure 1. Three-dimensional geometrical representation of (a) the Stanford-PKU model, (b) the
UGR-VCMCF model and (c) the UGR-VCMTCF.

The variable γ is the field local enhancement factor that accounts for the material
polarizability [29], which depends on the current gap distance g. The latest is bounded
between gmin and gmax, which are the minimum and maximum possible values that this
variable can have.

Finally, the total current flowing through the cell is computed as

I = I0 · e
−g
g0 · sinh

(
V
V0

)
, (3)

where I0, g0 and V0 are fitting coefficients.
Considering the standard Stanford-PKU model [25], we observed that the MLC be-

havior can be accomplished by imposing different compliance currents through the cell
during the Set operation, allowing the CF to grow accordingly to the electric field within the
insulator layer of the MIM stack. Thus, the gap boundaries are constant during the whole
simulation time. However, regarding the proposed modification by Reuben et al. [26],
the minimum gap distance (gmin) turns into a variable. Owing to the fact that this model
modification was implemented to be integrated within a 1T-1R structure, this variable
depends on the voltage applied to the gate terminal of the transistor (Vgate). In this way,
the NMOS transistor is assumed to be operating in the triode region and thus, it behaves
as a linear resistor. Taking into account these statements, gmin is computed as follows:

gmin = Kth · (W/L)
Vgate

+ C, (4)

where Kth and C are fitting constants for a particular 1T-1R cell, which are computed taking
into account the experimental multilevel measurements. W/L accounts for the aspect ratio
of the NMOS transistor. It has to be considered that an extra input terminal is added to this
model modification to feed the gate voltage of the NMOS transistor into its algorithm, as it
can be appreciated in (4).
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Thereof, in this modeling approach the minimum gap distance variable determines
the LRS level of the cell depending on Vgate. That is to say, the multilevel behavior of the
RRAM model is fully controlled by limiting the CF growth and thus, the minimum gap
distance between the filament and the bottom electrode.

2.2. Valence Change Memory Model with Cylindrical Shaped Filament (UGR-VCMCF)

This model accounts for the same physical phenomena presented in the standard
Stanford-PKU model, in which the gap distance between the CF and the opposite electrode
determines the current flow through the cell as indicated in (3). However, the CF is modeled
following a cylindrical geometry (see Figure 1b) and thus, its ohmic and thermal properties
are conditioned to the mentioned structure.

A more accurate thermal description is performed by using a unidimensional version
of the heat equation. In particular, for a cylindrical CF, the maximum temperature along its
y axis can be solved as indicated in [30]:

T = T0 +
σeq · ξ2 · rCF · (eα − 1)2

2 · h · (e2·α + 1)
, (5)

where σeq stands for the CF conductivity, computed considering the CF radius rCF and the
cell radius rcell (see Figure 1b). ξ is the average electric field in the CF and h represents the
heat transfer coefficient that accounts for the lateral heat dissipation from the CF to the
dielectric. Owing to the fact that the shape of the CF is assumed to be cylindrical in this
model, rCF is constant. This solution is assumed as the CF temperature T used to compute
the gap evolution in (1). During the Reset operation, Ea is substituted by the parameter Em
(migration energy). The parameter α is calculated as follows:

α =
tox

2

√
2 · h

kth · rCF
, (6)

where kth accounts for the thermal conductivity of the CF.
Concerning the multilevel approach, unlike the modification of the Stanford-PKU

model proposed by Reuben et al. presented in Section 2.1, the variation of the minimum
gap distance that allows the existence of multiple LRS levels is obtained following the
standard Stanford-PKU behavior, i.e., without imposing variable limits to the filament
growth. Thus, the increment and decrease of the gap distance between the CF and the
bottom electrode for the different conductive levels is fully accomplished by means of the
compliance current imposed by the transistor integrated in the 1T-1R cell.

2.3. Valence Change Memory Model with Truncated-Cone Shaped Filament (UGR-VCMTCF)

This model considers the CF as a truncated cone and therefore, its radius is not
constant along its y axis (see Figure 1c). It is supposed that a truncated-cone shaped CF
with constant conductivity is analytically analogous to a cylindrical CF with a variable
conductivity along its main axis, whose equivalent radius is computed as follows:

rCFg =
√

rCFmax · rCFmin, (7)

where rCFmax and rCFmin stand for the maximum and minimum radii of the truncated-
cone CF.

Taking into consideration the previous assumptions, the maximum temperature ob-
tained when solving the heat equation follows the structure indicated in (5) and (6). How-
ever, the new axis-dependent conductivity σeq and the equivalent cylindrical radius rCFg
have to be considered, allowing the electric field through the CF to be dependent on
the y axis.

In a similar way, (1) and (3) can be solved once the new geometry of the CF is
considered and so its equivalent ohmic and thermal properties.
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It also has to be considered that this model enables the possibility to configure two
different values for each of the fitting parameters I0, V0 and g0, considering the positive or
negative sense of the current through the cell. This eases the possibility to determine the
behavior of the model for positive and negative voltage values individually.

Analogously to the UGR-VCMCF model, the UGR-VCMTCF model achieves the
MLC behavior in the same way as the standard Stanford-PKU model does, that is to say,
controlling the gap distance between the tip of the CF and the bottom electrode by means
of the compliance current imposed by the NMOS transistor of the 1T-1R structure.

3. Experimental Samples Characteristics

The electrical measurements were performed on single 1T-1R RRAM structures. These
structures consists of a NMOS transistor connected in series to a Metal-Insulator-Metal
(MIM) cell as shown in Figure 2. The NMOS transistor acts as a current limiter. The
devices are fabricated using the 130 nm technology of IHP. The MIM stack consists of
TiN/Al:HfO2/Ti/TiN with TiN top and bottom electrodes of 150 nm and Ti layer of 7 nm
deposited by sputtering and an Al doped (about 10%) HfO2 layer of 6 nm deposited
by Atomic Layer Deposition (ALD). The MIM cells are fabricated with an area of about
0.4 μm2. Additionally, all the cells are encapsulated with a SiNO layer.

Figure 2. Cross-sectional TEM image of the 1T-1R structure and of the MIM stack in more detail (left).
Schematic of the 1T-1R cell (right).

4. Modeling Results and Discussion

In order to validate the capability of the three described models to reproduce the MLC
by changing the compliance current, we obtained a set of experimental measurements
using a single 1T-1R structure detailed in Section 3. From the modeling point of view, in
order to adapt the model parameters to the experimental measurements we are focused
on the DC response of the devices with respect to the mentioned MLC behavior. This
behavior is featured by the transition from a single HRS to three different LRSs and vice
versa by modifying the compliance current imposed by the NMOS transistor during the
Set operation.

The experiments were carried out by applying positive voltage sweeps between
0 V and 1.5 V with steps of 0.05 V to the top electrode (TE) of the 1T-1R cell to perform
the Set operations and negative voltage sweeps between 0 V and −1.5 V with steps of
−0.05 V to perform the Reset operations. The voltage sweep rate used was 0.6 V/s. The
compliance current imposed to the cell was controlled by setting the gate voltage of the
NMOS transistor to different values. Thereof, four conductive levels were accomplished:
three LRSs corresponding to Vgate = 1 V, 1.2 V, 1.6 V, respectively, and one HRS in which
Vgate = 2.7 V. We chose a gate voltage of 2.7 V to reduce as much as possible the resistance
of the transistor during the Reset operation, easing the transition from the LRSs to the
sole HRS. In total, 10 Set–Reset cycles were accomplished for each LRS level within the
same sample.

The observed experimental results present typical RRAM behaviors such as abrupt
Set operations at VSet and a gradual Reset transition whose VReset value depends on the
accomplished LRS level, i.e., the more conductive the LRS is, the higher the voltage
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amplitude required to Reset the device. Table 1 gathers the most remarkable electrical
characteristics observed for each of the possible transitions between states.

Table 1. Electrical characteristics for the different resistance levels.

Vgate (V) VSet (V) VReset (V) Resistance (kΩ) a

LRS1 1 0.65 0.6 16
LRS2 1.2 0.65 0.7 11
LRS3 1.6 0.75 0.9 8
HRS 2.7 - - 170

a The resistance values were measured using a read voltage of 0.2 V.

Concerning the simulated results, the NMOS transistor model was provided by [31]
and every RRAM compact model presented within this work is tuned in to fit the median
DC characteristics of the experimental measurements. All the simulations were ran in
Cadence Virtuoso Analog Design Environment (ADE) [32]. The aim of the fitting pro-
cedure is to provide with one set of parameters to each model to reproduce the MLC
behavior indicated above. For this purpose, different steps were accomplished based on
the methodology indicated in [25–27]:

First, one of the LRS levels is chosen to be the reference for the fitting procedure. In
this case, the median values for LRS2 are taken as a reference to establish the initial set
of parameters since it is the medium level of the LRSs under study. This first step can
be accomplished following the methodology proposed in [25,26]. If the reference LRS is
not the most conductive one, the minimum gap distance achieved during this first step
cannot reach the atomic distance a0 (0.25 nm). Otherwise, the multilevel approach cannot
be accomplished for more conductive levels. Once the model is able to reproduce the
reference LRS (in our case LRS2) and the single HRS, the rest of LRS levels are evaluated
by modifying the gate voltage of the transistor during the Set operation and thus, the
compliance current imposed to the cell. Further adjustments might be applied to the
previous set of parameters in order to match the rest of the median curves for the different
resistance levels. The fitting parameters I0 and g0 have special influence in the conductance
difference between levels (see (3)). It is mandatory to achieve different minimum gap
distances for every single LRS level to reproduce the MLC behavior due to the fact that the
shorter the gap distance, the more conductive the resistance state is. Table 2 exposes the
achieved gap distances for each conductive level for the three models.

Table 2. Gap distances for simulating the different resistance levels.

Gap Distance (nm)

S-PKU UGR-VCMCF UGR-VCMTCF

LRS1 0.95 1 0.86
LRS2 0.85 0.86 0.65
LRS3 0.73 0.75 0.25
HRS 1.88 1.88 1.88

Figure 3 shows the comparison between the experimental and the simulated results
extracted from the different models for each of the LRSs considered within this work.
More precisely, Figure 3a–d make reference to the Stanford-PKU model extended with
multilevel capability configured with the set of parameters exposed in Table 3. Figure 3e–h
account for the UGR-VCMCF model fed with the parameters exposed in Table 4. Figure 3i–l
make reference to the UGR-VCMTCF model configured as indicated in Table 5. All the
simulations were carried out setting the HRS as the initial state (gapini = gapmax) thus, a
Set operation is initially performed followed by a Reset of the cell.
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Figure 3. Comparison between the median values (doted line) of the experimental cycles (grey line) and the simulated
results (straight line) concerning the Stanford-PKU model extended with multilevel capability (a–d), the UGR-VCMCF
model (e–h) and the UGR-VCMTCF model (i–l) for the LRS1 (red), LRS2 (green) and LRS3 (blue).

Table 3. Fitting parameters for the Stanford-PKU modified model.

g0 = 0.28 nm V0 = 0.35 V I0 = 854 μA

υ0 = 0.4 m/s β = 0.4 α = 3

gapini = 1.8 nm T0 = 300 K γ0 = 20

gapmax = 1.8 nm tox = 6 nm Kth = 0.52 nm·V
Ea = 0.6 eV Rth = 1500 K/W C = 0.35 nm

Table 4. Fitting parameters for the UGR-VCMCF model.

g0 = 0.275 nm V0 = 0.4 V I0 = 1.7 mA

υ0 = 0.8 m/s β = 1 α = 3

γ0 = 18 gapini = 1.8 nm gapmin = 0.25 nm

gapmax = 1.8 nm tox = 6 nm T0 = 300 K

Ea = 0.65 eV Em = 0.65 eV rCF = 5 nm

h = 0.01 K
W·μm2 kth = 10 K

W·m σCF0 = 500 kS/m

In general terms, despite the limited complexity of the models, the experimental results
are reproduced in an acceptable way. The gap distances exposed in Table 2 match the
required current levels for both, the LRSs and the sole HRS showing that this parameter is
the key aspect to be considered in order to reproduce the MLC by changing the compliance
current. Regarding the knee point of the Reset transition, it can be correctly simulated in
all the conductive states except for LRS1 (see Figure 3b,f,j), where the maximum voltage
difference for the simulated and experimental VReset is up to 0.15 V. Reducing I0 helps to
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minimize the mentioned voltage difference, keeping the knee point of the Reset transition
in LRS2 (reference state). However, due to the linear dependence of I with respect this
parameter (see (3)), this would lead to a reduction of the VReset in LRS3 as well, enlarging the
voltage difference between the simulated and the experimental results in this concrete point.

Table 5. Fitting parameters for the UGR-VCMTCF model.

g0p = 0.25 nm g0n = 0.28 nm V0p = 0.26 V

V0n = 0.4 V I0n = 1.7 mA I0p = 1.7 mA

υ0 = 0.8 m/s β = 1 α = 3

γ0 = 18 gapini = 1.8 nm gapmin = 0.25 nm

gapmax = 1.8 nm tox = 6 nm T0 = 300 K

Ea = 0.65 eV Em = 0.65 eV rCFmax = 5 nm

rCFmin = 1 nm σCF0 = 500 kS/m σox = 1.65 S/m

Due to the cycle-to-cycle variability of the experimental data measured in LRS3 (see
the grey lines in Figure 3d,h,l), the HRS curve for positive voltage values presents lower
median current levels as well as a higher VSet with respect to LRS1 and LRS2. Thus,
even though the simulated results fulfill the ideal behavior of LRS3, they differ from the
experimental results in both mentioned aspects.

Lastly, since the memristor charge conduction is filamentary, device-to-device (D-
D) variability, usually linked to technological differences in the fabrication process, is
not studied. It is the cycle-to-cycle (C-C) variability during programming the factor that
was considered in the experimental measurements. Modeling approaches linked to time
series have been given in the literature [33,34] that can be implemented. Other modeling
schemes linked to Gaussian distribution functions and Monte Carlo simulations within
circuit simulators are also possible (in this case for D-D and C-C variability). The device-to-
device variability that shows up during programming could be also modeled along the line
described in [35], as well as the cycle-to-cycle variability. From the memory characterization
point of view, retention time and endurance properties were previously studied both
experimentally [16,36] and by simulation [37] from another perspective in our technology.

5. A Neural Network Study to Assess the Multilevel Approach

As it was mentioned in Section 1, the implementation of RRAM cells as synaptic
unions within hardware-based ANNs is gaining momentum [2–6,8]. Regarding the MLC
behavior taken into account in this work, it is convenient to study the performance of
ANNs in this context. That implies the reduction of the precision of the synaptic weights
from floating point numbers (used in conventional software-based ANNs) to a limited
number of values, that is, the resistance levels defined in RRAM devices as shown in
Section 4.

First, we used the SciKit-Learn [38] software tool to implement and train a Multilayer
Perceptron (MLP) in order to recognize and classify handwritten digits. The selected
dataset for the experiment is the well-known MNIST image dataset [39]. It is composed of
28× 28 pixel images of 70,000 handwritten digits (labeled in the interval [0, 9]), divided into
a training set of size 60,000 digits and a test set of size 10,000 digits. This classifier optimizes
the log-loss function using stochastic gradient descent (with the back-propagation algo-
rithm) and rectified linear unit functions (e.g., f (x) = x+ = max(0, x)) [40]. The training
process was performed during 500 epochs (cycles through the full training dataset) or until
the loss (or score, a prediction error of the ANN) improves by a factor of 1 × 10−4.

We have considered different quantization strategies making use of 2, 4 and 8 levels
in order to explore the accuracy of the ANN inference. In this respect, we have employed a
quantization approach in line with the multilevel implementation described above for our
RRAM devices (4 levels), although we also included other multilevel possibilities for the
sake of completeness (2 and 8 levels). The options considered here were: Uniform-ASYMM
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and Uniform-SYMM, as suggested in [41]. Both methods are linear, range-based and
quantify a given input data x f into xq using n bits. For instance, for n = 2 they transform
the original data into 2n = 4 levels, which is the case we have considered at the device
resistance level in Section 4. Uniform-ASYMM (see (8)) is an asymmetric approach that
maps the minimum and maximum of the float range to an integer range with a quantization
bias term. Uniform-SYMM (see (9)) is a symmetric approach that maps the original data to
the quantized range with the maximum absolute value of the minimum or maximum of
the original data. In this latter case, there is no quantization bias term and it is symmetric
around zero.

xq = round

(
(x f − minx f )

2n − 1
maxx f − minx f

)
(8)

xq = round

(
x f

2n−1 − 1
max|x f |

)
(9)

The architecture of the ANN adapted to the MNIST dataset is depicted in Figure 4. In
order to simulate the usage of our ANN in a RRAM-based environment, all the synaptic
weights were quantized by using the functions (8) and (9) and the number of levels (four)
determined in our study, after the training process and before the final prediction on the
performed tests.

Figure 4. Artificial neural network architecture for the MNIST dataset classification. The input layer
consists of 784 nodes (xi), one for each of the 28 × 28 pixels of the input. The output layer consists
of 10 nodes (yi), one for each class label. There can be several m hidden layers (hlj

i ) with the same
number of perceptrons units (p). The ANN is fully connected.

The resistance levels of the memristors are connected to the use of Equations (8) and (9)
for the quantization of the ANN floating point weights obtained after training. In this
respect, taking into consideration that weights can be positive and negative, the implemen-
tation could be performed using two memristive devices per synapsis as demonstrated in
a previous work [42].

In summary, taking into account the mentioned quantization schemes, the inference
was carried out with four synaptic levels (2 bits). In total, 1, 2 and up to 3 hidden layers
and 32, 64, 128, 256 and 512 perceptrons (neurons) included within each hidden layer are
considered as well.

The balanced accuracies (i.e., the number of true positives divided by the total number
of elements that actually belong to a class digit in our case) obtained by using the described
set of parameters are shown in Table 6. The Uniform SYMM works better than the Uniform
ASYMM when using four levels of quantization by an average difference of 0.13, for all the
number of hidden layers and perceptrons per layer. Nevertheless, the accuracy obtained
by using the Uniform SYMM scheme with 4 levels is lower than a conventional MLP with
no quantized synaptic weights by an average difference of 0.08.

Finally, in order to assess the impact of the number of conductive levels per device
on the performance of the ANN, two additional number of levels, namely, 2 (1 bit) and
8 (3 bits), were tested. Considering the implementation of RRAM devices as synaptic unions
between artificial neurons, it can be assumed that these numbers of levels correspond to
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the number of resistance levels achieved by the basic digital behavior of the RRAM devices
(two levels) and by the MLC behavior with eight resistance levels. Table 6 shows the
balanced accuracies obtained with the three mentioned number of levels.

Table 6. Balanced accuracies obtained on each class on the test set for the different parameters set.

Hidden Layers a Levels No Quantization U-SYMM U-ASYMM

1 (32)
2

0.86
0.13 0.21

4 0.71 0.33
8 0.88 0.88

2 (32)
2

0.80
0.09 0.33

4 0.79 0.49
8 0.91 0.87

3 (32)
2

0.94
0.15 0.21

4 0.65 0.50
8 0.84 0.69

1 (64)
2

0.93
0.17 0.45

4 0.82 0.56
8 0.93 0.93

2 (64)
2

0.92
0.15 0.48

4 0.79 0.39
8 0.95 0.89

3 (64)
2

0.94
0.23 0.38

4 0.74 0.51
8 0.92 0.87

1 (128)
2

0.94
0.08 0.25

4 0.93 0.85
8 0.97 0.96

2 (128)
2

0.94
0.18 0.26

4 0.92 0.45
8 0.96 0.95

3 (128)
2

0.95
0.11 0.51

4 0.83 0.53
8 0.97 0.86

1 (256)
2

0.95
0.08 0.19

4 0.91 0.81
8 0.97 0.96

2 (256)
2

0.95
0.11 0.84

4 0.90 0.74
8 0.98 0.96

3 (256)
2

0.96
0.17 0.75

4 0.91 0.77
8 0.97 0.95

1 (512)
2

0.96
0.11 0.41

4 0.93 0.89
8 0.97 0.97

2 (512)
2

0.97
0.10 0.77

4 0.95 0.70
8 0.98 0.97

3 (512)
2

0.97
0.23 0.66

4 0.96 0.77
8 0.98 0.97

a The number of perceptrons per hidden layer is indicated in parentheses.

The Uniform ASYMM scheme works better than the Uniform SYMM scheme only
when the number of quantizied levels is 2 by an average difference of 0.28 in the bal-
anced accuracy. However, it seems that the Uniform ASYMM improves slower than its
counterpart with the increase of the number of levels.

Both quantization methods achieve almost the same results as the original ANN
(without quantization) when the number of levels increases, as it is also observed in [41].
More precisely, when the number of levels is 8, the quantized version of the ANN may
obtain better results than the conventional ANN. This is due to the fact that the ANN
without quantization is overfitting the training data, a common consequence observed
in ANN architectures which report small training error [43]. On the contrary, due to
the downgrade of the weight precision in the quantized versions, the overfitting issue is
mitigated during the training period and the balanced accuracies are slightly enhanced
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with respect to the conventional ANN. This highlights the advantages of increasing the
number of levels from 4 to 8 in the MLC behavior of the RRAM cells.

An interesting observation is the fact that by using more perceptrons in each hidden
layer the balanced accuracy tends to improve in all cases, while the number of hidden layers
seems to mitigate the low number of perceptrons per layer (e.g., 32 perceptrons per layer).

While investigating the coefficient (weight) distribution in each level, we discovered
that not all the levels were used for quantization in the Uniform SYMM quantization
scheme (data not shown). This feature could be further studied to select a lower number of
levels, not in the form of 2n, which could be useful for tryouts.

Concerning device variability, further research in the ANN context indicates that it
does not affect the outcome of ANNs in the same way as in other hardware systems [44].
Due to the particular features of neural networks, in some cases, variability in the synaptic
weights produces better accuracy than the ideally quantized ANN without variability. This
behavior is caused by the random nature of the variability introduced, which, in some
cases may shift the values of the synaptic weights closer to the optimal ANN without
quantization (data not shown). Furthermore, the variability introduced in the synaptic
weights may cope with a small amount of overfitting. Finally, variability do not prevent
the technology from being used in a multilevel scheme in different Artificial Intelligence
hardware accelerators since some prototypes have been fabricated based on these type of
devices [45,46].

6. Conclusions

In this paper, three physics-based compact models for RRAMs were studied and
verified with experimental data to validate their capability to simulate the multilevel
behavior of the 1T-1R cells. Each of the compact models were tuned following the proposed
methodology to accomplish four resistance states (2 bits) making use of a single set of
parameters per model. We found out that the three models, based on similar physical
phenomena, still have margin for improvement concerning the multilevel behavior of
RRAM cells. However, the UGR-VCMTCF and the Stanford-PKU model extended with
multilevel capability present more accurate results in terms of multilevel performance.
Both the UGR-VCMCF and the UGR-VCMTCF models reproduce the MLC behavior
entirely by modifying the compliance current imposed by the transistor. On the other
hand, the modification of the Stanford-PKU model makes use of an extra input terminal
to limit the growth of the CF. Nevertheless, it requires less parameters to reproduce the
RRAM behavior. Later, a brief ANN study was performed in order to assess the MLC
behavior presented in this work, showing that even with just 4 levels of quantization,
the performance in classifying the MNIST database is relatively good. Finally, we also
demonstrated that the next step in the accomplishment of a higher number of conductance
levels in the MLC behavior can be very beneficial for the implementation of reliable ANN
based on RRAM cells.
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