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Unlike transistors, the continuous downscaling of feature size in CMOS technology
leads to a dramatic rise in interconnect resistivity and concomitant performance degrada-
tion. At nanoscale technology nodes, interconnect delay and reliability become the major
bottlenecks faced by modern integrated circuits. To resolve these interconnect problems,
various emerging technologies, including airgap, nanocarbon, optical, and through-silicon
via (TSV), have been proposed and investigated. For example, by virtue of TSV technology,
dies can be stacked to increase the integration density. More importantly, 3D integration
and packaging also offer the most promising platform to implement “More-than-Moore”
technologies, providing heterogenous materials and technologies on a single chip.

This Special Issue seeks to showcase research papers on new developments in ad-
vanced interconnect and packaging, i.e., on the design, modeling, fabrication, and reliability
assessment of emerging interconnect and packaging technologies. Additionally, there are
two interesting papers on carbon nanotube interconnects and interconnect reliability issues.

In particular, Liu et al. successfully realize the thermocompression bonding of Pt–Pt
metal electrodes through process exploration and form a packaging interconnection that
meets the requirements [1]. Sun et al. achieve low-temperature assembly by reflowing
13.5Sn–37.5Bi–45In–4Pb quaternary eutectic solder paste and a SAC 305 solder ball together
at 140 ◦C for 5 min [2]. Liu et al. investigate the flow process of nano glass powder melted
at a high temperature [3]. To reduce the wettability of the glass paste on the Au electrode,
they grow a silicon dioxide isolation layer on the surface of golden lead via chemical vapor
deposition. Wang et al. investigate the chip-level hermetic package for a high-temperature
graphene pressure sensor and demonstrate that the combination of Cu–Sn and Au–Au is
extremely suitable for hermetic packaging [4]. Wu et al. provide theoretical support for the
application of thin coatings at high temperatures and in harsh environments [5].

Wang et al. study the electrical performance of graphene-based on-chip spiral induc-
tors by virtue of a physics-based equivalent circuit model [6]. Kim et al. propose a novel
interposer channel structure with vertical tabbed vias to achieve high-speed signaling
in high-bandwidth memory and demonstrate that the proposed channel structure could
reduce dynamic power consumption [7]. Kim designs noise suppression structures that
generate an electromagnetic bandgap and studies the mechanism of the proposed structure
based on dispersion analysis [8]. Zheng et al. study the average power handling capa-
bility of corrugated slow-wave transmission lines [9]. Du et al. develop a mathematical
degradation model for evaluating the degradation of vacuum packaged MEMS sensors and
perform a temperature-accelerated test of MEMS gyroscopes with different vacuums [10].
Zhao et al. introduce recent studies on the physics-based modeling of the electromigration
aging of interconnects [11].

Pan et al. present a novel wideband bandpass filter based on the integration of a
substrate-integrated waveguide and a spoof surface plasmon polariton [12]. Wei et al.
present a new method for the analytical approximation of spatial current/field profiles
of frequency-selective surfaces and demonstrate that the transmission line loss has little
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influence on the current distribution [13]. Bai et al. propose a broadband frequency-
selective rasorber based on spoof surface plasmon polaritons [14]. Tian et al. investigate
the deadbeat current controllers for an isolated bidirectional dual-active-bridge dc–dc
converter, including in the peak current mode and middle current mode [15]. Kuo et al.
develop a flexible blood oxygen sensing system with a 3 × 3 array and use a flip chip
package to integrate the sensing chip [16]. Finally, Xu et al. review the advantages, recent
developments, and dilemmas of carbon nanotube-based interconnects from the perspective
of different interconnect lengths and through-silicon via applications [17].

To conclude, I would like to take this opportunity to thank all the authors for sub-
mitting their papers to this Special Issue, as well as the reviewers for the effort and time
they expended to improve the quality of the published papers. I also want to recognize Mr.
Dikies Zhang from the Micromachines publishing office for his endless assistance and help
in disseminating this Special Issue.

In view of the success reached in terms of the number and quality of papers published,
we plan to open a second Volume where we hope to continue the conversation regarding
the latest advances in interconnect and packaging.

Funding: This research was funded by National Natural Science Foundation of China (grant number
62222401) and Zhejiang Provincial Natural Science Foundation (grant number LXR22F040001).

Conflicts of Interest: The authors declare no conflict of interest.
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High Quality Pt–Pt Metal Bonding for High
Temperature Packaging
Jiazheng Liu 1,2, Junqiang Wang 1,2,* , Mengwei Li 1,2,* and Haikun Zhang 1,2

1 Academy for Advanced Interdisciplinary Research, North University of China, Taiyuan 030051, China
2 Notional Key Laboratory of Instrumentation Science & Dynamic Measurement, North University of China,

Taiyuan 030051, China
* Correspondence: wangjq210@nuc.edu.cn (J.W.); lmwnuc@163.com (M.L.); Tel.: +86-158-1133-8056 (J.W.);

+86-139-3424-8366 (M.L.)

Abstract: Platinum is an ideal material for high-temperature resistant device packaging due to its
higher melting point and good electrical properties. In this paper, the thermocompression bonding
of Pt–Pt metal electrodes was successfully realized through process exploration, and the package
interconnection that meets the requirements was formed. A square bump with a side length of
160 µm and a sealing ring with a width of 80 µm were fabricated by magnetron sputtering. Different
pressure parameters were selected for chip-level bonding; the bonding temperature was 350 ◦C for
about 20 min. Analysis of the interface under a scanning electron microscope found that the metal
Cr diffused into Pt. It was found that two chips sputtered with 300 nm metal Pt can achieve shear
resistance up to 30 MPa by flip-chip bonding at 350 ◦C and 100 MPa temperature and pressure,
respectively. The leakage rate of the sample is less than 2 × 10–3 Pa·cm3/s, the bonding interface is
relatively smooth, and the hot-pressed metal bonding of Pt electrodes with good quality is realized.
By comparing the failure rates at different temperatures and pressures, the process parameters for
Pt–Pt bonding with higher success rates were obtained. We hope to provide new ideas and methods
for the packaging of high-temperature resistant devices.

Keywords: Pt–Pt interconnection; high-temperature resistant packaging; metallic bonding

1. Introduction

Sensors working with graphene as a sensitive material have received extensive at-
tention in recent years. The unique thermal properties, electrical properties, and high-
temperature resistance [1–3] of graphene show a strong potential for enhancing perfor-
mance and improving the reliability of devices operating at high temperatures and harsh
environments. However, the lack of reliable high-temperature packaging technology im-
pedes the application of graphene in the field of high-temperature MEMS devices. Burla
et al. [4] achieved nickel wire bonding for high-temperature packaging, and Ni wire bonds
were found to be electrically stable for temperatures up to 550 ◦C. However, the high-
temperature oxidation of nickel limits its practical application. On the other hand, Pt has
almost perfect corrosion resistance, making it a better high-temperature encapsulation
material than nickel. Brachmann et al. [5] demonstrated a Pt wire bonding method that can
withstand an 1100 ◦C environment. The investigated Pt films were composed of a 50 nm
thick e-beam evaporated Cr seed layers and an approximately 1 µm electrodeposited Pt film.
This study proved the excellent prospects of Pt in the field of high-temperature packaging.
To the best of our knowledge, the current high-temperature packaging mostly uses wire
bonding technology, while wire bonding technology can no longer meet the requirements
of miniaturization, light weight, high performance, and low power consumption of modern
electronic products [6]. Notably, the flip chip is obviously more in line with the future
development trend of the electronics industry.
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The common electronic packaging method is realized by forming flip chips [7,8]
by thermocompression metallic bonding [9] or direct bonding [10]. The essence of
metallic bonding is the mutual diffusion of atoms on the surface of two metals [9],
which relies on metallic bonds, metal melting, and other factors in order to bond
firmly. On the one hand, it combines the excellent properties of the material and,
on the other hand, completely utilizes the benefits of the metal film to improve the
photoelectric performance of the device. Direct bonding involves cleaning and acti-
vating the surface of the bonding sheet [11], directly bonding it at room temperature,
and finally combining it with heat treatment to form an interconnected interface.
The difference between the two methods is that metallic bonding involves the same
kind of metal material, while direct bonding can be carried out with two different
materials. Therefore, defects such as the dislocations generated in the process of metal
bonding only exist near the interface of metal bonding and do not extend to the entire
material and thus hardly affect the performance of the material before bonding. Since
a thin oxide film is formed on the surface of the metal in the air, the oxide film blocks
the mutual diffusion of atoms on the two metal surfaces, restricting the diffusion of
atoms unconditionally. Additionally, the bonding interface of metal bonding cannot
add a dielectric layer. Metal bonding is usually achieved by heating and pressing
and is different from the eutectic interface interconnection formed between different
metals [12]. For example, Au–Au, Cu–Cu [13,14] and Al–Al [15,16] make atomic-level
contact under the simultaneous action of heat and pressure. Under the movement of
atoms, the two layers of metals undergo diffusion movement, and the diffused atoms
connect the two layers of metals together.

In this paper, we have focused on the high-temperature packaging needs of MEMS
devices [17–19] and used Pt with excellent performance at high temperatures as the bonding
material [20,21] to explore the process required for its packaging and its performance
after packaging.

2. Materials and Methods

There are three steps to realize Pt–Pt interconnection: test sample design, fabrication
of fine-pitch bumps followed by bumps surface pretreatment, and finally Pt–Pt thermo-
compression bonding.

2.1. Test Sample Design

The top and low substrates of the bonding are two chips of 6 × 6 mm2 and
8 × 8 mm2, respectively. The total bonding area is approximate to 5.5 mm2. The
schematic diagram of the mask is shown in Figure 1. The outer side length of the
sealing ring of the single repeating unit is 1.31 mm, the inner side length is 1.15 mm,
and the side length of the small square of the bonding bump is 160 µm. The side length
of the total mask structure is 5 × 5 mm, and each structure contains 16 repeating units.
The figure on the right of Figure 1a shows a single, repeating unit, which is located on
a substrate with a size of 8 × 8 mm. The figure on the right of Figure 1b shows a single,
repeating unit, which is located on a substrate with a size of 6 × 6 mm. The above
shapes are made of silicon as the substrate through photolithography, sputtering, and
other processes. The lithography was performed using an MA6 model lithography
machine produced by SUSS MicroTec in Germany. The top and bottom two substrates
are bonded by thermocompression to ensure a firm connection between the sealing
ring and the bump, forming a closed space.

6
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Figure 1. Schematic diagram of mask and bonding structure. (a) Mask of the top substrate. (b) 
Mask of the bottom substrate. (c) Cross-sectional diagram of bonded structure. 

2.2. Substrate Fabrication 
The fabrication process of the top substrate is shown in Figure 2. First, the 400 µm 

thick silicon wafers were routinely cleaned, followed by ultrasonic cleaning with ace-
tone, isopropanol, and water for 5 min each, and finally dried under N2 [Figure 2a] [22]. 
A 300 nm thick SiNx passivation layer was first deposited on a 400 µm thick Si wafer by 
plasma-enhanced chemical vapor deposition (PECVD), and a mask structure was creat-
ed on the SiNx passivation layer using a negative photoresist. Subsequently, the bottom 
Cr/Pt electrodes with thicknesses of 50 and 300 nm, respectively, were deposited on the 
SiNx layer by magnetron sputtering [Figure 2b]. The electrode should not be too thick 
because an excessively thick bonding interface layer may cause the formation of mi-
crocracks and lead to poor bonding quality [23,24]. Finally, the negative adhesive peel-
ing was completed in acetone to produce the top substrate. The process for fabrication of 
the bottom substrate is the same as that of the top substrate. 

To remove surface oxide film, both the top substrate and bottom substrate were 
pretreated by Ar (a small amount of H2) plasma with a gas flow rate of 250 sccm under 
the power of 200 W for 180 s. After the metal surface is activated, the degree of atomic 
diffusion is increased by heating and pressing to tightly combine the two structures. The 
bonding adopts the electronic packaging FC150 flip-chip welding machine. 

(a) (b) (c)

(d)(e)

 
Figure 2. Schematic of the process for fabrication of the top substrate. (a) Cleaning. (b) SiNx pas-
sivation layer deposited by PECVD. (c) Negative photoresist masks and lithography. (d) Sputter-
ing Cr/Pt electrodes. (e) Negative adhesive stripping. 

2.3. Pt-Pt Thermocompression Bonding 
The relationship between bonding time and temperature is shown in Table 1. The 

present work attempts to use four sets of bonding parameters to determine the range of 
parameters that can achieve better Pt–Pt bonding interconnections. There are two pur-

Figure 1. Schematic diagram of mask and bonding structure. (a) Mask of the top substrate. (b) Mask
of the bottom substrate. (c) Cross-sectional diagram of bonded structure.

2.2. Substrate Fabrication

The fabrication process of the top substrate is shown in Figure 2. First, the 400 µm
thick silicon wafers were routinely cleaned, followed by ultrasonic cleaning with acetone,
isopropanol, and water for 5 min each, and finally dried under N2 [Figure 2a] [22]. A
300 nm thick SiNx passivation layer was first deposited on a 400 µm thick Si wafer by
plasma-enhanced chemical vapor deposition (PECVD), and a mask structure was created
on the SiNx passivation layer using a negative photoresist. Subsequently, the bottom Cr/Pt
electrodes with thicknesses of 50 and 300 nm, respectively, were deposited on the SiNx
layer by magnetron sputtering [Figure 2b]. The electrode should not be too thick because
an excessively thick bonding interface layer may cause the formation of microcracks and
lead to poor bonding quality [23,24]. Finally, the negative adhesive peeling was completed
in acetone to produce the top substrate. The process for fabrication of the bottom substrate
is the same as that of the top substrate.
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Figure 2. Schematic of the process for fabrication of the top substrate. (a) Cleaning. (b) SiNx
passivation layer deposited by PECVD. (c) Negative photoresist masks and lithography. (d) Sputtering
Cr/Pt electrodes. (e) Negative adhesive stripping.

To remove surface oxide film, both the top substrate and bottom substrate were
pretreated by Ar (a small amount of H2) plasma with a gas flow rate of 250 sccm under
the power of 200 W for 180 s. After the metal surface is activated, the degree of atomic
diffusion is increased by heating and pressing to tightly combine the two structures. The
bonding adopts the electronic packaging FC150 flip-chip welding machine.

2.3. Pt-Pt Thermocompression Bonding

The relationship between bonding time and temperature is shown in Table 1. The
present work attempts to use four sets of bonding parameters to determine the range of

7
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parameters that can achieve better Pt–Pt bonding interconnections. There are two purposes
for using these four sets of parameters. On the one hand, it can be identified whether the
interconnection interface can be formed after bonding, and on the other hand, whether
the shear resistance of the sample after bonding is good within this pressure range can
be ascertained. Finally, parameters that can form an interconnected interface and have a
certain shear resistance are selected. The variables of these four sets of parameters are all
pressure, the temperature is 350 ◦C, and the bonding time is 1200 s. Due to the high melting
point of platinum, it is more difficult to bond by thermocompression than other metals
such as gold and copper. Therefore, when flip-chip welding is used for thermocompression
bonding, the bonding temperature and bonding time are both selected to be close to the
upper limit of the instrument.

Table 1. Case of bonding parameter.

Parameter Force Temperature Time

Case1 165 N 350 ◦C 1200 s
Case2 275 N 350 ◦C 1200 s
Case3 440 N 350 ◦C 1200 s
Case4 550 N 350 ◦C 1200 s

From Figure 1a,b, the bonding area of the bonding pair can be calculated to be about
5.5 mm2. According to the formula P = F/S, the pressure of case 1 is 30 MPa, the pressure
of case 2 is 50 MPa, the pressure of case 3 is 80 MPa, and the pressure of case 4 is 100 MPa
during thermocompression bonding.

3. Results and Discussion

Four different tests, including interfacial analysis, shear strength analysis, hermeticity
detection, and failure analysis were performed to evaluate the bonding performance.

3.1. Interfacial Analysis

After polishing at the 10 µm and 1 µm fine levels, the cross-sectional interface of Pt–Pt
bonding under SEM can be clearly seen in Figure 3. It can be observed from the backscatter
mode of the electron microscope that the bonding interface is relatively flat with no obvious
cracks or gaps. This suggests that after the thermocompression bonding described in this
article, the Pt–Pt metal electrodes are interconnected.
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Figure 4 is the bonding image of the bump obtained by the SEM mode under the
electronic scanning electron microscope. The bright part in the middle is the metal layer.
The thickness of the metal layer is measured to be about 700 nm, which is consistent with
the thickness of 50 nm Cr and 300 nm Pt plated during sputtering. Further, no obvious
cracks were observed in the metal layer, and the whole surface tends to be smooth, forming
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a good interconnection interface. Interestingly, no obvious delamination phenomenon of
Cr and Pt resulting from the diffusion of Cr is observed in the metal region on each side.
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Figure 4. SEM image of the bump.

Figure 5 shows the result of the line scan of the bonding interface. Through the
longitudinal line scan of the bonding interface, the content of three elements is analyzed. It
can be found that most of the Si elements are distributed on both sides of the metal layer,
which is more in line with the actual situation, indicating that the hot-press bonding does
not cause the non-metallic surface to diffuse inward. Moreover, the content of Pt element
is mainly concentrated in the metal layer area, the middle part is more concentrated, and
the two sides are more symmetrical and uniform, which shows that the interconnection
interface formed after thermocompression bonding has no displacement, and the Pt–Pt
interface is better connected with fewer impurities. Additionally, the widely distributed
Cr element is essentially more concentrated between the Si layer and the Pt layer, and is
consistent with the SEM image shown in Figure 4. The Cr layer is sandwiched between
the metal layer and the dielectric layer as an adhesion layer. After thermocompression
bonding, a small amount of diffusion of Cr element occurred between the Pt metal layers.
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Figure 6 is the distribution of silicon and Pt in the backscattered SEM image of the
interconnect interface. The blue dots in Figure 6a represent the distribution of silicon, and
the yellow dots in Figure 6b indicate the distributed Pt, and Figure 6c shows the effect of
integrating the two SEM images. Through elemental surface scanning analysis, it can be
observed that the bonded Pt element is still in the bonding area with no dislocation or drift.
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Figure 6. EDS surface scanning element analysis diagram of the bonding interface. (a) Distribution
diagram of silicon element, (b) distribution diagram of platinum element, (c) consolidated diagram
of element distribution.

In Figure 7a, the green dots in Figure 7b represent the Si element, the red dots in
Figure 7c represent the N element, the pink dots in Figure 7d represent the Cr element, and
the yellow dots in Figure 7e represent the Pt element; the yellow dots representing the Pt
element, Figure 7a, are a visual SEM image of the final integration of each element. The
combination of (Si + Cr + Pt = 100) and (Si + N + Cr + Pt = 100) elements were selected for
analysis. The delamination of each element in the bonded sample was more obvious and
no dislocation diffusion or element drift was observed.
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diagram of element distribution, (b) distribution diagram of silicon element, (c) distribution diagram
of nitrogen element, (d) distribution diagram of chromium element, (e) distribution diagram of
platinum element.

3.2. Shear Strength Analysis

Figure 8 is a schematic diagram of the shear force test. The equipment used in the
experiment is Dage4000 bond tester which can provide testing of bond shear force and
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tensile force. The sample in the picture is denoted by the blue part in the middle. After
the lower substrate is fixed, the push knife moves in the horizontal direction until the
upper and lower bonded substrates are separated. At the moment of separation, the force
required to stop the pushing knife is the force of bonding at that moment.
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fore thermocompression bonding and the Pt metal sealing ring of the debris after the 
shear force test. The shear test is generally divided into three fracture modes: IMC mode, 

Figure 8. Schematic diagram of shear force test.

Based on theoretical inferences, increasing the pressure can enhance the bonding
strength. Importantly, the pressure applied should not exceed the threshold of the sub-
strate’s withstanding ability. Excessive pressure may cause an overflow of sputtered metal
or cracks in the substrate. The shear resistance test in the effectively bonded sample in
this experiment is shown in Figure 9. A total of 12 bonding samples were selected and
divided into four groups according to the different bonding pressures: 30 MPa, 50 MPa,
80 MPa, and 100 MPa. Their shear resistance was found to be in the range of 12.2–14.3 MPa,
15.1–17.6 MPa, 16.9–18.9 MPa, and 17.3–31.8 MPa. The bonding pressure is positively corre-
lated within the withstandable range of the substrate, and its shear resistance can reach a
maximum of 30 Mpa as the pressure increases. When the bonding pressure is 100 MPa, the
measured value is the maximum shear force that the silicon wafer can withstand, and the
average shear resistance can reach 25 MPa; thereby, the shear strength of Pt–Pt bonding
meets the standard.
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Figure 10 shows the microscope schematic diagrams of the Pt metal sealing ring before
thermocompression bonding and the Pt metal sealing ring of the debris after the shear force
test. The shear test is generally divided into three fracture modes: IMC mode, solder mode,
and mixed IMC/solder mode. Fractures in the IMC mode generally occur in the IMC layer.
As can be observed from the Figure 10, the shear test destroyed the bonding electrode and
the sealing ring, and it can be seen that the fracture mode in the test is mainly the IMC
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mode [25,26], indicating that the shear resistance is mainly due to the force exerted on the
bonding electrode. This demonstrates that the bonding is effective.
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Of course, some metals do not perform well in shear tests. This may be caused by
uneven sputtering during the coating process due to the influence of experimental factors.

3.3. Hermeticity Detection

According to the method defined by the inspection standard (GJB 548B-2005 method
1014.2), the purpose of the test is to determine the hermeticity of microelectronic and
semiconductor device packages with internal cavities. The hermeticity test of the four
groups of bonded pairs is carried out. First, a detailed inspection was carried out using
the ZHP-30D helium mass spectrometer leak detector. The sample is kept under pres-
sure of 4 × 10–5 Pa for 2 h, and the leakage rate is measured with the leak detector after
taking it out. The actual leakage rate of the technically required samples is less than
2 × 10–3 Pa·cm3/s, that is, less than the specified leakage rate value (5 × 10–3 Pa·cm3/s).
As Table 2 shown, the first group of samples through the experiment showed the minimum
leakage rate measured to be 30 MPa/165 N, 350 ◦C, 1200 s: 3.3 × 10–4 Pa·cm3/s, the max-
imum leakage rate: 9.8 × 10–4 Pa·cm3/s, the average leakage rate: 6.55 × 10–4 Pa·cm3/s,
which is less than the leakage rate value required by the specification. Similarly, the second
group of samples showed the leakage rate measured under the bonding conditions of
50 MPa/275 N, 350 ◦C, 1200 s: 5.9 × 10–4 Pa·cm3/s, 3.3 × 10–5 Pa·cm3/s, average leak-
age rate: 3.115 × 10–4 Pa·cm3/s, which is less than the specified leakage rate value. The
third group of samples: 80 MPa/550 N, 350 ◦C, the maximum leakage rate measured
under the bonding condition of 1200 s: 2.77 × 10–5 Pa·cm3/s, the minimum leakage rate:
1.37 × 10–5 Pa·cm3/s, the average leakage rate: 1.81 × 10–5 Pa·cm3/s. The fourth group of
samples: 100 MPa/550 N, 350 ◦C under the bonding conditions of 1200 s, the maximum leak-
age rate measured: 1.83 × 10–5 Pa·cm3/s, the minimum leakage rate: 1.29 × 10–5 Pa·cm3/s,
average leakage rate: 1.48 × 10–5 Pa·cm3/s. In conclusion, the leakage rate values measured
by the four groups of different bonding parameters are all within the range of the leakage
rate values required by the specification. It can be inferred from Figure 11 that with the
increase in the bonding pressure, the average air tightness of the samples will gradually
increase, and the average air tightness of the successfully bonded samples can meet the
packaging requirements.

Table 2. Case of leakage rate.

Parameter Condition Minimum Leakage Rate Maximum Leakage Rate Average Leakage Rate

Group 1 30 MPa/165 N 3.3 × 10–4 9.8 × 10–4 6.55 × 10–4

Group 2 50 MPa/275 N 3.3 × 10–5 5.9 × 10–4 3.115 × 10–4

Group 3 80 MPa/550 N 1.37 × 10–5 2.77 × 10–5 1.81 × 10–5

Group 4 100 MPa/550 N 1.29 × 10–5 1.83 × 10–5 1.48 × 10–5
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3.4. Failure Analysis

Owing to the high melting point and boiling point of Pt, the diffusion process is
greatly restricted by temperature during the flip-chip welding process. Since the maximum
welding temperature of flip-chip welding in the bulk silicon process does not exceed
400 ◦C, this work used a welding temperature of 250 ◦C–350 ◦C and a bonding pressure
of 30 MPa–100 Mpa to explore the influence of different temperatures and pressures on
welding failure rate. Bonding failure may be caused by a variety of reasons, and the failure
may be manifested in that the top and bottom substrates do not adhere together or the
tests such as shear force and air tightness cannot meet the test requirements. It was found
that both the bonding pressure and the bonding temperature are positively correlated to
the failure rate as shown in Figure 12. When the bonding temperature is 625 K and the
bonding pressure is above 80 MPa, the failure rate is less than 0.4; under the same pressure
conditions, when the temperature is less than 625 K, the failure rate is greater than 0.5. It
shows that the failure rate is greatly affected by the bonding temperature, which should
optimally be above 625 K. When the bonding pressure is less than 50 MPa, the failure rate
of the bonding is more than 0.5, suggesting the optimal bonding pressure of Pt–Pt bonding
is more than 50 MPa.
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80 MPa. A series of experiments to evaluate its bonding performance was carried out.
The thickness of the metal layer did not change significantly after bonding, and there
was no Pt overflow at the bonding interface. In the case of bonding force of 550 N for
20 min, the shear resistance could reach up to 30 MPa. The shear experiment shows that the
fractured interface is mostly on the silicon-metal layer, indicating that the interconnection
interface after bonding is stable and does not easily fracture, indicating that the Pt–Pt metal
bonding has a certain feasibility in packaging. The failure analysis experiment shows that
the bonding pressure and temperature have an important influence on the failure rate,
which is in line with the basic principle of metal welding. In addition, increasing the metal
activity of the Pt metal interface may lower the requirements for bonding temperature and
bonding pressure. Thus, these materials are considered worth exploring. We can plasma-
treat the metal layer before bonding to improve the metal activity or find equipment that
can increase the bonding temperature and bonding pressure to improve the quality of the
bonding. In short, Pt–Pt metal bonding is a means of encapsulation that has great potential
in the high-temperature environment in the future.
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Abstract: We successfully achieved low-temperature assembly by reflowing the 13.5Sn-37.5Bi-45In-
4Pb quaternary eutectic solder paste and the SAC 305 solder ball together at 140 ◦C for 5 min. The
wetting angle of the mixed solder joint is 17.55◦. The overall atomic percent of Pb in the mixed solder
joint is less than 1%, which can be further reduced or eliminated. Moreover, after aging at 80 ◦C for
25 days, we observed no obvious decrease in shear strength of the fully mixed solder joint, which is
the most advantage of this assembly technique over Sn58Bi solder assembly. The Bi phase segregation
at the interface is slowed down compared with Sn-Bi solder joint. This low-temperature assembly is
promising to be applied in advanced packaging technology to replace the eutectic Sn-Bi solder.

Keywords: low-temperature soldering; 3D IC; Bi aggregation; Sn-Bi solder

1. Introduction

As the downscaling trend of silicon chips is approaching its physical limits, advanced
packaging technologies that integrate multiple chips, either vertically or horizontally, pro-
vide an alternative approach for developing post-Moore-era electronics [1–3]. The vertical
or horizontal stacking of chips in advanced packaging technology requires a low-melting-
point solder. Specifically, vertical stacking such as 3D integrated circuit (3D IC) is achieved
via multiple reflows, and the use of a low-melting-point solder can prevent the re-melting
of solder joints connected in a previous reflow [4]. In addition, packaging sizes generated
by horizontal stacking are becoming increasingly large, leading to severe warpage prob-
lems [5]. This warpage can be relieved by using a low-melting-point solder during assembly.
Thus, low-temperature assembly enables vertical and horizontal advanced packaging to be
achieved, supporting continuing advances in microelectronic devices.

Currently, the packaging industry is trying to find an appropriate low-melting-point
solder alloy. Tin–bismuth (Sn–Bi) eutectic solder has a melting point of 139 ◦C, but its
brittleness limits its application in mobile electronic devices, especially after aging [6–12].
On the one hand, this is because aging causes Bi atom to segregate at the interface between
the solder joint and the substrate [11,12]. As Bi is inherently brittle, this segregation
increases the likelihood of interfacial fracture during drop testing. On the other hand,
after aging, the IMC at the interface between the solder joint and the substrate will grow
and thicken with the aging time. Due to the brittleness of the IMC, excessive thickness
will reduce the mechanical properties and reliability of the joint [13–17]. In addition, the
wettability of solder is also an important evaluation in electronic packaging industry. Since
Bi will reduce the reaction speed of Sn and Cu, the wetting time will increase and the
wettability will decrease [18]. Sn-Bi solder has very limited utility in mobile devices due to
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its brittleness and poor wettability. Tin–indium (Sn-In) eutectic solder has a suitable melting
point (118 ◦C), and bonds well with Cu, Ni, and Au substrates [19]. However, Sn-In solder
is too soft, in addition, the widespread use of low-temperature solder with high In content
is economically unfavorable because In is very expensive [20]. Most studies on low-melting-
point solders have explored whether the addition of minor amounts of a third or fourth
element into eutectic Sn-Bi alloys can produce alloys with better mechanical properties.
These studies have not been successful, as the brittle nature of eutectic Sn–Bi has proven to
be largely unmodifiable [21]. Additionally, there have been attempts to obtain a composite
solder with better performance by mixing the two solders [22–27]; however, the reflow
temperature is still high. Thus, there is an urgent need for a low-temperature assembly
technology to replace eutectic Sn-Bi for use in industrial applications of mobile devices.
In this paper, we report a low-temperature assembly technology to do so. Moreover, the
assembled solder joint has a relatively stable shear test performance even after a long time
of aging.

2. Experimental Section

The prepared Cu solder pads were ultrasonically cleaned with acetone, dilute hy-
drochloric acid, deionized water, and alcohol to remove surface oil and oxides. The Cu
pads we used are 1 mm in diameter. And we developed a solder paste of 13.5Sn-37.5Bi-45In-
4Pb quaternary eutectic alloy, which has a melting point of 60 ◦C. We use a low-temperature
flux in the preparation of the 13.5Sn-37.5Bi-45In-4Pb solder paste, which is developed by
the Beijing Institute of Nonferrous Metals and Rare Earth Applications. It works well in
the range of 50~150 ◦C. The method of preparing the solder paste will be presented in our
following paper. We printed the solder paste on the Cu pads with a designed stencil. A
Sn96.5Ag3.0Cu0.5 (SAC305) solder ball was placed on each pad. The printed quaternary
eutectic ultra-low-temperature solder paste is a cylinder of 1 mm in diameter and 100 µm
in height. The SAC305 solder ball is 600 µm in diameter, as shown in Figure 1. Then, the
substrate was reflowed at 100 ◦C, 120 ◦C, 140 ◦C, and 160 ◦C for 5 min. The reflowing
temperature is higher than the melting point of 13.5Sn-37.5Bi-45In-4Pb solder paste and
lower than the melting point of SAC305 solder balls. During reflow, the quaternary eutectic
solder paste melts into a liquid state, while the SAC305 solder balls remain solid, which
then gradually dissolve into the liquid solder. Figure 2 is a schematic diagram showing our
low-temperature assembly strategy. After the reflow, we mounted and polished the samples
to obtain cross-sectional images, which were observed by scanning electron microscope
(SEM, Regulus 8230). The phase composition of the mixed solder before and after aging was
determined by the energy dispersive spectrometer (EDS) and X-ray Diffractometer (XRD).
The density of 13.5Sn-37.5Bi-45In-4Pb quaternary eutectic solder paste was measured by
the Archimedes drainage method.
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The shear test was carried out on a PTR-1100 shear testing machine. The shear speed
is 500 µm/s with a height of 40 µm, which is shown schematically in Figure 2. Additionally,
10 samples under each reflow condition were tested. The mixed solder bumps, obtained
after reflowing at 140 ◦C for 5 min, were aged at 80 ◦C for 5 days, 15 days, and 25 days,
respectively. Then, the microstructure of the aged solder joint was observed by SEM, and
its phase composition was analyzed by EDS. We also tested the maximum shear strength of
the fully mixed solder joint after aging by PTR-1100 shear testing machine.

3. Results and Discussion
3.1. Reflow Results

We choose a reflow temperature that is between the melting point of SAC305 (at 230 ◦C)
and the melting point of 13.5Sn-37.5Bi-45In-4Pb solder paste (at 60 ◦C). The DSC curve
of 13.5Sn-37.5Bi-45In-4Pb solder paste is shown in Figure 3. Therefore, solid–liquid inter-
diffusion happens during the assembly process. During the solid–liquid inter-diffusion, Sn
atoms from SAC305 solder ball will dissolve into the molten 13.5Sn-37.5Bi-45In-4Pb solder
paste, and the two parts are mixed together. The fully mixed solder joint obtained after
reflowing at 100 ◦C, 120 ◦C, 140 ◦C, and 160 ◦C for 5 min are shown in Figure 4. According
to Figure 4a,b, there is still a clear boundary between the two parts after reflowing at 100 ◦C
and 120 ◦C for 5 min, but a completely mixed and uniform solder bump is achieved after
reflowing at 140 ◦C and 160 ◦C for 5 min.
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reflowing at (a) 100 ◦C, (b) 120 ◦C, (c) 140 ◦C and (d) 160 ◦C for 5 min, respectively.

Higher magnification SEM images in Figure 5 show the uniformity of the microstruc-
ture after reflowing at 140 ◦C for 5 min. Figure 5a–f are the 500× magnification SEM images
of the lower left, left, upper-left edge, upper right-edge, right, and lower right parts of the
solder joint, respectively, and (g–i) are the 2000× enlarged view of the connection between
the solder joint and the Cu plate, the middle and top of the solder joint. According to
Figure 5, the composition of the mixed solder obtained after reflowing at 140 ◦C for 5 min
is completely homogeneous. Therefore, 140 ◦C is considered the optimum temperature to
obtain a fully mixed solder of 13.5Sn-37.5Bi-45In-4Pb and SAC305.
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Figure 5. The fully mixed solder joint obtained after reflowing of 13.5Sn-37.5Bi-45In-4Pb solder and
SAC305 at 140 ◦C for 5 min; (a–f): the 500× magnification of the lower left, left, upper-left edge,
upper-right edge, right and lower right parts of the solder joint; (g–i): the 2000× enlarged view of
the connection between the bottom of the solder joint and the Cu plate, the middle and top of the
solder joint.
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3.2. Composition of the Fully Mixed Solder Joint

We calculated the composition of the fully mixed solder joint with the value of volume
and density. The volume of the solder paste and solder ball is calculated from the dimen-
sions marked in Figure 1. The density of SAC305 solder balls is 7.37 g/cm3 provided by the
manufacturer, and the density of 13.5Sn-37.5Bi-45In-4Pb quaternary eutectic solder paste is
8.01 g/cm3 tested by Archimedes drainage method. Then, the atomic percentage of each
element is calculated and listed in Table 1.

Table 1. Calculation of the atomic percentage of each element in the fully mixed solder.

Elements at. %

Ag 2.02
Cu 0.56
Sn 65.12
Bi 9.81
In 21.43
Pb 1.06

We performed the EDS mapping of the fully mixed solder joint after reflowing at
140 ◦C for 5 min, and the results are shown in Figure 6. Comparing the atomic percentage
table in Figure 6 with Table 1, the difference in the content of each element is not significant
and within the measurement error.
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Figure 6. Elemental distribution and atomic percentage results of fully mixed composite solder joint.

From Figures 5 and 6, we can conclude that a well-mixed solder joint can be achieved
by the 140 ◦C reflow of SAC305 solder ball and 13.5Sn-37.5Bi-45In-4Pb solder paste for
5 min. One thing that needs to be noted is the overall Pb atomic concentration in the mixed
solder is about 1%. With further optimization, we can reduce the Pb atomic concentration
to less than 0.5%. We can reduce the relative Pb content in the fully mixed solder by
further reducing the amount of 13.5Sn-37.5Bi-45In-4Pb eutectic solder paste or increasing
the amount of SAC305 solder. Specifically, this can be achieved by using thinner stencils
(such as 50 µm, 30 µm) or by using larger diameter SAC305 solder ball. We will also try to
reduce or even eliminate the Pb used in the low-melting-point solder paste. This means
that the technology is promising to be applied to consumer products.
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We further investigated the microstructure of the mixed solder joint after reflowing at
140 ◦C for 5 min with EDS and XRD, as shown in Figures 7 and 8 and Table 2. According to
Figure 7 and Table 2, there are four phases in the mixed solder joint, including the Cu6Sn5,
γ-phase, Bi3In5, and Ag3Sn phases. The Cu6Sn5 phase is generated by the interfacial
reaction between the solder joint and the Cu substrate, which is illustrated in the darkest
area marked as region 1 in Figure 7. The γ-phase is a Sn-rich phase similar to the one
marked in the Sn-In phase diagram shown in Figure 9a [28]. Bi3In5 is an intermetallic
compound phase formed in the reaction between Bi and In [29,30], and so does Ag3Sn,
formed in the reaction between Ag and Sn [31]. Bi-In and Bi-Sn-In phase diagrams are
shown in Figure 9b,c. All four phases are not pure and have substitutions from other
elements. The XRD results in Figure 8 show that the two main phases in the mixed solder
joint, Bi3In5 and γ-phase, are consistent with the EDS results [30]. The amount of Cu6Sn5
and Ag3Sn phases is too little to be observed in the XRD results.
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Table 2. Element content of the regions marked in Figure 7.

Element

Sn In Bi Pb Ag Cu PhaseAtom (%)

Region

1 43.23 1.13 1.57 0.24 0.19 53.64 Cu6Sn5
2 78.02 17.23 3.82 0.58 0.35 - γ

3 3.07 60.12 36.20 0.07 0.31 0.23 Bi3In5
4 23.84 9.63 0.39 0.28 65.86 - Ag3Sn 
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diagram [30].

3.3. Wettability

To evaluate the wettability of composite solder joint where SAC305 solder ball is
completely mixed with 13.5Sn-37.5Bi-45In-4Pb quaternary eutectic solder paste, we reflow
the mixed solder directly on the cleaned Cu substrate. The wetting angle was measured,
and that of SAC305 solder ball, Sn58Bi solder paste, and 13.5Sn-37.5Bi-45In-4Pb quaternary
eutectic solder paste also were tested, respectively. The results are shown in Figure 10,
where the four were compared. The wetting angle of the mixed solder is only 17.05◦, while
the wetting angles of the 13.5Sn-37.5Bi-45In-4Pb quaternary eutectic solder paste, SAC305
solder ball, and Sn58Bi solder paste are 26.82◦, 24.24◦, and 29.34◦, respectively. Therefore,
the wettability of our mixed solder is the most excellent among the four.
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3.4. Aging Performance of the Mixed Solder Joint

The solder bumps obtained after reflowing at 140 ◦C for 5 min were thermally aged
at 80 ◦C for 5 days, 15 days, and 25 days [32]; the results are shown in Figure 11a–d. The
thicknesses of intermetallic compounds (IMC) generated by the reaction between the mixed
solder and the interface before aging and after aging for 5, 15, and 25 days were measured as
1.06 µm, 2.39 µm, 3.66 µm, and 4.08 µm, respectively, as shown in Table 3. The composition
analysis of IMC before aging and after aging for 25 days was carried out using EDS, as
shown in Figure 12. It was found that the IMC was Cu6(Sn, In)5, with In substitute some
Sn atoms in Cu6Sn5 IMC.
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Figure 11. SEM images of the interface between the fully mixed solder joint and the Cu substrate:
(a) before aging, (b) 5 days, (c) 15 days, and (d) 25 days of aging.

Table 3. The thickness of IMC of the fully mixed solder joints before aging and after aging for 5 days,
15 days, and 25 days.

Aging Time The Average Thickness of IMC Layer (µm)

0 day 1.06
5 days 2.39
15 days 3.66
25 days 4.08
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After aging for 15 and 25 days, we observe the coarsening effect of Bi3In5 phase. We
also observe slight aggregation of Bi3In5 phase at the interface. The aggregated phase of
Bi3In5 is not continuous, which may be due to the spinous shape of intermetallic compound
at the solder and Cu interface.
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Figure 13 shows the EDS Mapping of the mixed solder joint after 25 days of aging.
In Figure 13, the element distribution is uniform throughout the solder joint. Further
comparison of the tables in Figures 6 and 13 shows that there are also no significant changes
in the atomic percentage of the elements.

We put the results of XRD analysis before and after aging together for comparison,
as shown in Figure 14. The main components of the phases before aging and after aging
remain the same, which are the γ-phase and Bi3In5 phase. Figures 13 and 14 demonstrate
that the microstructure of the mixed solder joint is stable after aging.

Micromachines 2022, 13, x FOR PEER REVIEW 9 of 13 
 

 

 
Figure 12. Composition analysis of IMC: (a) before aging and (c) after 25 days of aging: (b) EDS 
results of the region marked in (a); (d) EDS results of the region marked in (c). 

Figure 13 shows the EDS Mapping of the mixed solder joint after 25 days of aging. In 
Figure 13, the element distribution is uniform throughout the solder joint. Further com-
parison of the tables in Figures 6 and 13 shows that there are also no significant changes 
in the atomic percentage of the elements. 

 
Figure 13. Elemental distribution and atomic percentage results of fully mixed solder joint after 25 
days of aging. 

We put the results of XRD analysis before and after aging together for comparison, 
as shown in Figure 14. The main components of the phases before aging and after aging 
remain the same, which are the γ-phase and Bi3In5 phase. Figures 13 and 14 demonstrate 
that the microstructure of the mixed solder joint is stable after aging. 

Figure 13. Elemental distribution and atomic percentage results of fully mixed solder joint after
25 days of aging.

Micromachines 2022, 13, x FOR PEER REVIEW 10 of 13 
 

 

 
Figure 14. XRD analysis results of the mixed solder joint before and after aging for 25 days. 

3.5. Shear Test of the Fully Mixed Solder Joint 
The shear strength of the mixed solder joint was tested and compared with that of 

the original 13.5Sn-37.5Bi-45In-4Pb quaternary solder formed after reflowing at 140 °C for 
5 min, as shown in Figure 15a. The shear strength of the original 13.5Sn-37.5Bi-45In-4Pb 
quaternary solder joint is only 17.62 (±1.57) MPa, while the mixed solder joint is 25.53 
(±1.63) MPa, which was much higher than that of the original quaternary solder joint. In 
addition, the shear strength of SAC305 is 23 MPa [33], so the shear strength of the mixed 
solder is similar to SAC305. 

The shear strength of the samples after aging for 5, 15, and 25 days after reflowing at 
140 °C for 5 min is shown in Figure 15b. The shear strength of the samples before aging 
was 25.53 (±1.63) MPa, and the shear strength of the samples after aging at 80 °C for 5, 15, 
and 25 days were 36.18 (±1.96) MPa, 34.47 (±1.61) MPa, and 34.27 (±1.34) MPa, respectively. 
After 5 days of aging, the shear strength is increased and there is almost no decrease in 
shear strength with increasing aging time. Because the thickness of the IMC has an im-
portant effect on the performance of the solder joint, the IMC needs to be thick enough to 
ensure a strong and reliable bonding. However, due to the brittleness of the IMC, if it is 
too thick it will also reduce the joint reliability [14,15,17]. After 5 days of aging, the shear 
strength increased due to the growth of IMC. Table 3 shows that although the IMC thick-
ens after aging, it is not over-thickened, resulting in good shear strength. It has been 
shown that the thickness of IMC at the Sn58Bi/Cu interface increases linearly with the 
square root of the aging time [34–37], that is, the IMC growth at the interface in solder 
joint follows the empirical diffusion formula: 𝑋 𝐷𝑡 𝑋  (1)

where 𝑋 is the total IMC thickness, 𝑋  is the initial IMC thickness, 𝑡 is the aging time, 
and 𝐷 is the diffusivity of the IMC layer [37]. The growth of IMC thickness 𝑋 𝑋  is 
plotted with the square root of aging days 𝑡 , and the results are shown in Figure 16. 
The growth of IMC with aging time for Sn58Bi was compared with published results [37]. 
The IMC growth rate of Sn58Bi aged at 135 °C was reported to be 3.0 μm/day1/2, while the 
IMC growth rate of the fully mixed solder was only 0.623 μm/day1/2, which is much less 
than that of Sn58Bi. 

Figure 14. XRD analysis results of the mixed solder joint before and after aging for 25 days.

25



Micromachines 2022, 13, 867

3.5. Shear Test of the Fully Mixed Solder Joint

The shear strength of the mixed solder joint was tested and compared with that of
the original 13.5Sn-37.5Bi-45In-4Pb quaternary solder formed after reflowing at 140 ◦C
for 5 min, as shown in Figure 15a. The shear strength of the original 13.5Sn-37.5Bi-45In-
4Pb quaternary solder joint is only 17.62 (±1.57) MPa, while the mixed solder joint is
25.53 (±1.63) MPa, which was much higher than that of the original quaternary solder joint.
In addition, the shear strength of SAC305 is 23 MPa [33], so the shear strength of the mixed
solder is similar to SAC305.
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The shear strength of the samples after aging for 5, 15, and 25 days after reflowing at
140 ◦C for 5 min is shown in Figure 15b. The shear strength of the samples before aging
was 25.53 (±1.63) MPa, and the shear strength of the samples after aging at 80 ◦C for
5, 15, and 25 days were 36.18 (±1.96) MPa, 34.47 (±1.61) MPa, and 34.27 (±1.34) MPa,
respectively. After 5 days of aging, the shear strength is increased and there is almost no
decrease in shear strength with increasing aging time. Because the thickness of the IMC
has an important effect on the performance of the solder joint, the IMC needs to be thick
enough to ensure a strong and reliable bonding. However, due to the brittleness of the
IMC, if it is too thick it will also reduce the joint reliability [14,15,17]. After 5 days of aging,
the shear strength increased due to the growth of IMC. Table 3 shows that although the
IMC thickens after aging, it is not over-thickened, resulting in good shear strength. It has
been shown that the thickness of IMC at the Sn58Bi/Cu interface increases linearly with
the square root of the aging time [34–37], that is, the IMC growth at the interface in solder
joint follows the empirical diffusion formula:

X = (Dt)
1
2 + X0 (1)

where X is the total IMC thickness, X0 is the initial IMC thickness, t is the aging time, and
D is the diffusivity of the IMC layer [37]. The growth of IMC thickness (X − X0) is plotted
with the square root of aging days

(
t

1
2

)
, and the results are shown in Figure 16. The growth

of IMC with aging time for Sn58Bi was compared with published results [37]. The IMC
growth rate of Sn58Bi aged at 135 ◦C was reported to be 3.0 µm/day1/2, while the IMC
growth rate of the fully mixed solder was only 0.623 µm/day1/2, which is much less than
that of Sn58Bi.

The Bi containing low melting temperature solder, which can keep a stable shear
strength after aging, is an important finding in our work. Many works have reported the
shear strength decrease in Bi containing solder after aging [32,38,39], which is due to the
large aggregation of Bi at the interface between substrate and solder [12]. A continuous
decrease in the shear strength was reported with an increase in aging time of 7 days, 14 days,
and 21 days at an aging temperature of 100 ◦C. The total decrease of shear strength can
be 30~40% after aging for 21 days [8]. In our work, we show a much better shear test
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performance after aging. We tend to believe it is because the Bi atoms are stabilized by
Bi3In5 phase in our solder joint. Bi3In5 phase is an intermetallic compound phase, and the
diffusion of this phase is significantly slower than the diffusion of Bi atoms. Therefore, Bi
atoms aggregation slows down, thus a better shear strength can remain and the brittleness
of the solder joint can be mitigated after aging. The 140 ◦C assembly technique brought
up in this letter can provide a similar reflow condition to eutectic Sn-Bi solder, while
the mechanical performance after aging is much better than Sn-Bi solder. Therefore, the
technique is promising to replace the eutectic Sn-Bi solder in advanced electronic packaging.

Micromachines 2022, 13, x FOR PEER REVIEW 11 of 13 
 

 

 
Figure 15. (a) Shear strength of the original quaternary solder joint and the fully mixed solder joint; 
(b) Variation of shear strength of fully mixed solder joint with aging time. 

 
Figure 16. Linear relationship between the thickness of total IMC and the square root of aging days 
in the fully mixed solder joint. 

The Bi containing low melting temperature solder, which can keep a stable shear 
strength after aging, is an important finding in our work. Many works have reported the 
shear strength decrease in Bi containing solder after aging [32,38,39], which is due to the 
large aggregation of Bi at the interface between substrate and solder [12]. A continuous 
decrease in the shear strength was reported with an increase in aging time of 7 days, 14 
days, and 21 days at an aging temperature of 100 °C. The total decrease of shear strength 
can be 30~40% after aging for 21 days [8]. In our work, we show a much better shear test 
performance after aging. We tend to believe it is because the Bi atoms are stabilized by 
Bi3In5 phase in our solder joint. Bi3In5 phase is an intermetallic compound phase, and the 
diffusion of this phase is significantly slower than the diffusion of Bi atoms. Therefore, Bi 
atoms aggregation slows down, thus a better shear strength can remain and the brittleness 
of the solder joint can be mitigated after aging. The 140 °C assembly technique brought 
up in this letter can provide a similar reflow condition to eutectic Sn-Bi solder, while the 
mechanical performance after aging is much better than Sn-Bi solder. Therefore, the tech-
nique is promising to replace the eutectic Sn-Bi solder in advanced electronic packaging. 

4. Conclusions 

Figure 16. Linear relationship between the thickness of total IMC and the square root of aging days
in the fully mixed solder joint.

4. Conclusions

Low-temperature assembly is achieved by reflowing the SAC305 solder ball and
13.5Sn-37.5Bi-45In-4Pb solder paste together at 140 ◦C for 5 min. The fully mixed solder
joint has a uniform microstructure, with two main phases of Bi3In5 and γ-phase, and it
has very excellent wettability. After 5, 15, and 25 days of aging, the fully mixed solder
joint shows a stable microstructure, and there is no continuous aggregation of Bi atoms
at the interface between the solder joint and the Cu substrate. More importantly, there is
almost no decrease in shear strength after aging for 25 days. The reason is explained as
the stabilization effect of Bi atoms by Bi3In5 phase, and the IMC did not grow too thick
after aging. This technology is promising to replace eutectic Sn-Bi solder in the electronic
packaging industry, with a further study on the method of eliminating Pb.
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Abstract: The wettability of molten glass powder plays an essential role in the encapsulation of
microelectromechanical system (MEMS) devices with glass paste as an intermediate layer. In this
study, we first investigated the flow process of nano glass powder melted at a high temperature by
simulation in COMSOL. Both the influence of the different viscosity of hot-melt glass on its wettability
on SiO2 and the comparison of the wettability of hot-melt glass on Au metal lead and SiO2 were
investigated by simulation. Then, in the experiment, the hot-melt glass flew and spread along the
length of the Au electrode because of a good wettability, resulting in little coverage of the hot-melt
glass on the Au electrode, with a height of only 500 nm. In order to reduce the wettability of the glass
paste on the Au electrode, a SiO2 isolation layer was grown on the surface of golden lead by chemical
vapor deposition. It successfully reduced the wettability, so the thickness of the hot-melt glass was
increased to 1.95 µm. This proved once again that the wettability of hot-melt glass on Au was better.

Keywords: wettability; hot-melt glass; flow time; coverage thickness; SiO2 and Au substrate

1. Introduction

Good vacuum packaging [1], even special packaging in a bad environment [2], is an
important means to ensure the reliability of MEMS devices. In the middle layer packaging
process with nano glass powder, the MEMS sensor can be electrically interconnected
with the outside world through the external lead wire of the metal electrode, and the
cap, substrate and lead wire can be tightly sealed together by using nano glass powder
through hot press bonding. Nano glass powder or the glass frit inter-layer packaging
has the advantages of a high tolerance to the surface roughness of the bonding interface,
suitable for various materials in the MEMS, electrical insulation characteristics to simplify
the electrode lead extraction process and patterning without an additional lithography
process by using screen printing [3–5]. It has been widely used in the packaging of the
MEMS pressure switch [6,7], MEMS gyroscope [8] and accelerometer [9]. Many scholars
only describe the packaging principle, packaging process and packaging results of nano
glass powder, but there is no report on both the mechanism of infiltration and flow process
of hot-melt glass on the substrate.

After nano glass powder is made on the glass substrate with metal lead through screen
printing, during the process of high temperature melting, the wettability of molten nano
glass powder on metal lead and the SiO2 substrate are different due to a different contact
angle, surface tension and adhesion work. After cooling and solidification, the adhesion
thickness of the glass powder on the metal lead is different from that on the SiO2 substrate.
If the height of the glass powder inter-layer on the Au metal lead is less than 10 µm [10],
the package will fail.

In order to improve the results of the direct packaging of nano glass powder in the
MEMS structure with metal leads, the wettability of nano glass powder in a hot-melt state
was investigated. Firstly, the whole flow process of hot-melt nano glass liquid on silver
substrate from the starting point to the material interface wall was simulated by COMSOL.
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Then, the wettability of the hot-melt nano glass powder with a different viscosity on the
SiO2 substrate was analyzed and compared by simulation. The wetting effect of hot-melt
glass with the same viscosity on SiO2 and Au substrates were also investigated. Finally, it
was verified by experiments that the wettability of hot-melt nano glass on Au metal leads
was better than that on SiO2, which leads to a too small adhesion thickness. By depositing
a SiO2 isolation layer on the metal leads, the wettability of hot-melt nano glass on a Au
metal lead was successfully reduced, so as to improve its adhesion thickness on the Au.

2. Simulation Analysis of Wettability

Wettability is the degree of difficulty for a liquid to adhere to a solid when it contacts
with a solid. It is usually determined by the contact angle between the solid–liquid interface
and the liquid–gas interface θ. When the contact angle is less than 90◦, the liquid can
wet the solid. When the contact angle is greater than 90◦, the liquid is difficult to wet
the solid. Zhu Dingyi et al. [11,12] studied the corresponding relationship between liquid
surface tension, solid surface tension and the contact angle. Guan C.H. [13] researched the
impact of surface roughness on solid–liquid wettability. Li Wei [14] obtained the contact
angle between the hot-melt glass and different substrates through experiments, and the
better wettability was attained by polishing the surface of the material. In reference [15],
the adhesion work was calculated by measuring the contact angle. The viscosity µ of
liquid affected the velocity difference of each layer in the flow, which was one of the key
factors affecting the fluidity of the liquid. Reference [16] verified that viscosity µ directly
affected the fluidity of the hot-melt alloy liquid, and 1/µ was used to characterize the
relationship between the wettability and the temperature of the hot-melt alloy. However,
the simulations of the wettability of liquids with a different viscosity on the same substrate
and liquids with the same viscosity on different substrates have not been reported.

2.1. Simulation Model

The hot-melt glass powder was filled into a silicon pit sputtered with a layer of
different substrate materials and heated to reflow to fill the whole pit. Assuming that
the bottom radius of the hot-melt glass column was 2 mm and the height was 5 mm, the
radius of the sphere equal to its volume was 2.47 mm. Taking the bottom radius of the
cylindrical container made of the base material as 3 mm, we got the simulation model as
shown in Figure 1.
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The material properties of nano glass powder at room temperature were indicated in
Table 1: density, 2.221g/cm3; viscosity, 1000 Pa·s; and surface tension, 2003.4 mN/m.

Table 1. Material properties of nano glass powder at 950 ◦C.

Density (g/cm3) Viscosity (Pa·s) Surface Tension (mN/m)

2.221 1000 2003.4

According to the relationship between the surface tension and the temperature in
Reference [17], the data in Table 2 were preliminarily sorted out and calculated.

Table 2. Surface tension of silica and gold substrates.

Serial
Number

Substrate
Material

Density
(g/cm3)

Melting Point
(◦C)

Surface Tension at
950 ◦C (mN/m)

1 SiO2 2.2 1723 457.8
2 Au 19.3 1064 1168

As shown in Figure 2, the relationship between the contact angle θ and the interfacial
tension between solid, liquid and gas can be expressed by “Young’s formula”.

γsg = γsl + γlgcos θ, (1)

γsg,γsl and γlg represent solid–gas interfacial tension, solid–liquid interfacial tension
and liquid–gas interfacial tension, respectively.
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The corresponding relationship between the liquid surface tension, solid surface
tension and contact angle [18,19] was expressed by Equation (2):

γsg =
γlg

2
×
(√

1 + sin2 θ+ cos θ
)

, (2)

According to the data of hot-melted glass in Table 1 and the surface tension data of
the substrate material in Table 2, the contact angle formed when the substrate material and
the hot-melted glass were infiltrated and could be calculated by Formula (2).

The liquid–gas surface tension γlg = 2003.4 mN/m. At the same time, Equation (2)
was transformed as follows:

(√
1 + sin2 θ+ cos θ

)2
= 4×

(
γsg

γlg

)2

, (3)
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1 + cos θ ·
√

1 + (sin θ)2 = 2×
(
γsg

γlg

)2

, (4)

According to Equation (2), when the contact angle is 90◦, the solid surface ten-
sion is 1416.6 mN/m. Thus, to consider the positive and negative values of cos θ and
convert further:

sin4 θ = 1−

1− 2×

(
γsg

γlg

)2

 2
(
γsg < 1416.6∩ θ > 90◦

)
, (5)

sin4 θ = 1−

2×

(
γsg

γlg

)2

− 1


 2
(
γsg > 1416.6∩ θ < 90◦

)
, (6)

According to Equations (4) and (5), the contact angles between each substrate and
hot-melted glass could be obtained from the data in Tables 1 and 2.

Adhesion work is the energy released in the process of adhesion. In the process of
adhesion, the surface energy of the solid and liquid is lost, and the surface energy of the
solid–liquid interface is generated. The calculation formula of the adhesion work was
as follows:

Wa = γsg + γlg − γsl, (7)

Combined with “Young’s formula” (1), we could obtain:

Wa = γsg + γlg −
(
γsg − γlg cos θ

)
= γlg(1 + cos θ), (8)

According to Formula (8), the adhesion work between hot-melted glass and different
substrates could be obtained. The contact angle and the adhesion work which were
calculated are shown in Table 3.

Table 3. Contact angle and adhesion work between hot-melt glass and each substrate [14].

Serial
Number Substrate Surface Tension at

950 ◦C (mN/m) Contact Angle (◦) Adhesion Work
(mJ/m2)

1 SiO2 457.8 138.2 509.9
3 Au 1168 103.3 1542.5

2.2. Simulation of Wettability of Hot-Melt Glass with Different Viscosity on SiO2 Substrate

By changing the viscosity of hot-melt glass from 500 Pa·s to 1000 Pa·s, the influence of
the viscosity of the hot-melt glass on the flow velocity and wettability of the hot-melt glass
was studied with the SiO2 as a substrate. Taking the yellow light band as the reference
point, the relationship between the viscosity of hot-melt glass and the time needed to flow
to the junction of the material bottom and the material wall was explored in this paper. On
the SiO2 substrate, the steady state of hot-melt glass with a different viscosity flowing to
the junction is shown in Figure 3, which corresponds to a different flow time.

Therefore, when the viscosity of the hot-melt glass was 1000, 900, 800, 700, 600 and
500 Pa·s, respectively, the time of the hot-melt glass flowing to the specified distance on the
SiO2 substrate could also be obtained, as shown in Figure 4. It could be seen that the lower
the viscosity of the hot-melt glass, the shorter the flow time to the specified distance, the
higher the flow speed and the better the wettability. For the same SiO2 substrate, the solid
surface energy of hot-melt glass with a different viscosity was the same, but the lower the
viscosity was, the higher the wettability was.
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2.3. Comparison of Wettability of Hot-Melt Glass Solution between SiO2 and Au Substrates

Then, the viscosity of the hot-melt glass was kept at 1000 Pa·s, the simulation was
carried out on the SiO2 and Au substrates and the simulation results, as shown in Figure 5,
were obtained. It could be clearly seen from Figure 5 that it took 22 s for the hot-melt
glass to flow to the junction on the SiO2 substrate and 16.5 s on the Au substrate. With
the same viscosity, the surface free energy of the liquid was the same. Yet, combined
with the parameters in Table 2, the contact angle between the hot-melt glass and the Au
substrate was smaller than that of SiO2, and the adhesion work and surface tension on the
Au substrate were larger, so the wettability was higher and the flow velocity was higher.
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3. Experimental

The micro pressure switch was packaged with nano glass powder. The hot-melt
glass was transparent and the surface morphology was compact and smooth, as shown in
Figure 6. However, because the wettability between the hot-melt glass and the Au electrode
were stronger than that between the hot-melt glass and the SiO2 substrate, the hot-melt
glass flowed rapidly along the length direction of the Au electrode lead and spread out
rapidly, resulting in little coverage of this part of the hot-melt glass. After measurement,
the thickness of the hot-melt glass on the Au electrode lead was only 500 nm, as shown in
Figure 6b. This thickness was not enough to form a sealed package during bonding.
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Figure 6. Sintering effect of hot-melt glass: (a) slurry morphology; (b) measuring diagram of
step meter.

The wettability of hot-melt glass to different materials varies greatly [20,21]. From the
above simulation and experimental results, it could be seen that the wettability of hot-melt
glass on the Au metal lead was good, so the volume of hot-melt glass passing through the
Au metal lead decreased sharply. A silicon wafer sputtered when a large area of Au lines
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was selected and a thin layer of nano glass powder was manually coated on the whole
surface and melted at a high temperature. Figure 7b showed that the amount of hot-melt
glass on the Au metal leads was very small, and a small part shrank to the metal free area
on the silicon wafer. It was proved that the wettability of glass paste on the Au wire was
very strong and the adhesion thickness of the glass paste was not as good as that of the
silicon or glass. Based on the verification results, it was proposed that a SiO2 isolation layer
should be formed on the surface of the metal lead by chemical vapor deposition to reduce
the wettability of the glass slurry in this area.
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Figure 7. Pre-sintering effect of glass slurry on large-area metal circuit: (a) metal circuit; (b) morphol-
ogy of hot-melt glass.

The experimental process and results are shown in Figure 8. The SiO2 isolation layer
successfully reduced the wettability of the hot-melt glass on the Au metal lead, and this
part of the hot-melt glass was consistent with that on the glass sheet. The thickness of
the hot-melt glass increased from 500 nm to 1.95 µm. It could be seen that there was a
significant difference between the thickness of the glass powder on the metal lead covered
with a thin layer of SiO2 and that on the metal lead not covered with SiO2. This proved
once again that the wettability of hot-melt glass on a Au substrate was better.
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4. Conclusions

The wettability of the molten glass powder was studied by simulation and experimen-
tally. The conclusions obtained in this research are summarized as follows:

1. The smaller the viscosity of the hot-melt glass, the smaller the surface energy of the
liquid, the greater the wettability and the higher the flow velocity on SiO2. When the
viscosity of the molten glass slurry decreased from 1000 Pa·s to 500 Pa·s, the time for
the hot-melt glass to flow to the specified interface on the silica substrate decreased
from 22 s to 15.4 s.

2. The surface tension of Au metal lead was higher than that of SiO2, the contact angle
between the Au metal lead and the hot-melt nano glass was smaller and the wettability
of the Au metal lead was stronger. When the molten glass slurry with the same
viscosity of 1000 Pa·s flowed on the silica and gold substrates, the time to flow to the
designated interface was 22 s and 16.5 s, respectively.

3. Compared with SiO2, Au had a higher adhesion work, a faster spreading speed and a
smaller adhesion thickness in a limited time.

4. By depositing a thin layer of SiO2 on the Au metal lead, the flattening speed of hot-
melt glass could be effectively reduced and the adhesion height of the nano glass
powder could be increased from 500 nm to 1.95 µm.
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Abstract: A chip-level hermetic package for a high-temperature graphene pressure sensor was
investigated. The silicon cap, chip and substrate were stacked by Cu–Sn and Au–Au bonding to
enable wide-range measurements while guaranteeing a high hermetic package. Prior to bonding, the
sample was treated with Ar (5% H2) plasma. The Cu–Sn bonding was firstly performed at 260 ◦C for
15 min with a pressure of 9.9 MPa, and the corresponding process conditions for Au–Au bonding has
increased to 300 ◦C, 20 min and 19.8 MPa respectively. The average shearing strength was 14.3 MPa,
and an excellent leak rate of 1.72 × 10−4 Pa·cm3/s was also achieved. After high-temperature storage
(HTS) at 350 ◦C for 10 h, the resistance of graphene decreased slightly because the dual bonding
provided oxygen-free environment for graphene. The leakage rate of the device slightly increased to
2.1 × 10−4 Pa·cm3/s, and the average shear strength just decreased to 13.5 MPa. Finally, under the
pressure range of 0–100 MPa, the graphene pressure sensor exhibited a high average sensitivity of
3.11 Ω/MPa. In conclusion, the dual bonding that combined Cu–Sn and Au–Au is extremely suitable
for hermetic packaging in high-temperature graphene pressure sensors.

Keywords: Cu–Sn bonding; Au–Au bonding; graphene; high-temperature pressure sensor

1. Introduction

Graphene is a hexagonal, honeycomb-shaped, two-dimensional material with thick-
ness of approximately 0.335 nm. It exhibits excellent properties and has been widely used
in pressure tests, energy storage, photoelectric detection, biomedicine, heat dissipation and
other fields [1–6]. It also shows great potential in flame retardant materials and medication
testing [7,8]. Compared with other two-dimensional materials, the preparation process of a
carbon nanotube pressure sensor is complicated, which will cause a poor compatibility with
micro-nano manufacturing [9], MoS2 with low modulus (≈300 GPa) has better flexibility
than graphene, but it is difficult to grow large-area and high-quality nanofilm [10]. The
overall performance of graphene is superior; high carrier mobility (up to 200,000 cm2 V·s),
Young’s modulus (about 1 TPa) and high temperature resistance (up to 2000 ◦C) [11–13]
make it have greater potential in the field of high-temperature pressure sensors. In the
past few years, the use of graphene in pressure sensors is gaining momentum. Using
single and multilayer graphene sheets, Bunch et al. manufactured the first prototype of a
suspended graphene pressure sensor [14]. Sorkin and Zhang studied the mechanical failure
of pressure sensors based on graphene nanoflake using atomistic approach. The sensors
consist of graphene films suspended over a SiC substrate [15]. Smith et al. demonstrated
the piezoresistive effect in graphene while proposing a novel pressure sensor based on
a suspended graphene membrane [16,17]. Wang et al. developed a suspended graphene
pressure sensor whose sensing unit consisted of porous graphene film arrays [18].
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Although graphene pressure sensors are developing rapidly, the suspended or SiNx-
film structure limited pressure range. Previous graphene pressure sensors had no packag-
ing, limiting its high-temperature applications. In our previous research, we fabricated a
thin-film-structured graphene pressure sensor using Cu–Sn flip-chip bonding for hermetic-
ity packaging that exhibits high temperature stability [19]. However, this thin-film-structure
is relatively suitable for a pressure range lower than 1 MPa, and in the face of the require-
ments of a wide pressure range, it is necessary to develop a new structure.

Packaging pressure sensors are primarily used to realize sealing and electrical intercon-
nection. This can be realized through different bonding methods, such as anode bonding,
solder bonding, metal-to-metal direct bonding, eutectic bonding, and so on. Anode bond-
ing is usually realized under conditions of high pressure and voltage (1000 V) [20]. These
conditions can result in the fracture of graphene devices or the breakdown of graphene.
Solder bonding is a low-cost, simple process, but it is required to print a wide solder to
achieve excellent sealing. This bonding method is not conducive to reducing packaging
size and realizes the miniaturization of pressure sensors [21–23]. Common eutectic bonding
includes Cu–Sn and Au–Sn bonding, but the melting point of AuSn20, a eutectic alloy of
Au and Sn, is only 278 ◦C, which obviously cannot meet the needs of high-temperature
packaging. Direct metal bonding includes Cu–Cu and Au–Au bonding, etc. The oxidation
problem of Cu–Cu bonding limits its development, while Au is a chemically inert substance
with stable properties and high melting point, so Au–Au bonding is more suitable for high
temperature packages. Moreover, metal-to-metal direct bonding and eutectic bonding is
characterized by significantly high hermeticity; the stack structure can effectively realize
the requirements of miniaturization of devices. This is almost suitable for realizing pressure
cavity construction in all pressure sensors [24–28].

In this paper, a dual-bonding of Cu–Sn and Au–Au is proposed for wide-range
graphene pressure sensor. The high hermetic package provided effective protection for
graphene, and the three-layer stack structure ensured a wide pressure range. The thickness,
structure, and layout of the bonding material were designed to obtain a stable interface.
The excellent performance of dual bonding is proved by many tests. This bonding method
helped realize high-hermeticity sealing connection in a graphene pressure sensor. Excellent
high-temperature reliability was achieved, which helped in the integration of multilayer
devices.

2. Materials and Methods

There are three steps to realize dual bonding (Cu–Sn and Au–Au) in the chip-level
high-temperature graphene pressure sensors: test vehicle design, vehicle fabrication, and
Cu–Sn and Au–Au Bonding.

2.1. Test Vehicle Design

The schematic of test structures is shown in Figure 1. The area of silicon cap is
5.2 × 5.2 mm2, which consists of two sealing rings, round bump, and pressure cavity. The
core chip and substrate were the same area of 6.5 × 6.5 mm2. There are only sealing
rings in the substrate, and the chip is composed of a cruciform frame structure, wiring,
Au electrodes, sealing rings, round bump, and sensitive unit. The silicon cap was firstly
bonded to the core chip through Cu–Sn bonding, and the chip was then bonded to substrate
via Au–Au bonding. Sealing ring is designed to protect the graphene, while round bump is
transmitted displacement. As the pressure acts on the pressure cavity to deform the silicon
cap, the root of crossbeam generates strain, resulting in the deformation of the graphene at
the corresponding position. Finally, the measurement resistance of graphene changes.
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Figure 1. Schematic of test structures. (a) Graphene sensor structure (core crossbeam dimensions:
900 µm × 200 µm × 90 µm). (b) Bonding structure.

2.2. Vehicle Fabrication

The cap fabrication process is shown in Figure 2. A double-sided 110 nm-thick SiNx
film was first deposited on a new 250 µm-thick silicon wafer following the low-pressure
chemical deposition (LPCVD) method (Figure 2a). It protected the area from etch during
the process of KOH wet etching. The inductively reactive ion etching (RIE) process was
carried out at an etching rate of 50 nm/min, the cavity was characterized by a plane size
of 1314 µm × 1314 µm with a center retaining 200 µm × 200 µm convex plate. It was
developed on the front face of silicon. Following this, KOH solution (48%) was used to
corrode the cavity with a depth of 12 µm at 85 ◦C, and etching rate was maintained at
1 µm/min (Figure 2b). The LPCVD method was followed to deposit 110 nm SiNx films to
protect the frontal pressure cavity. The Cr–Au layers with thicknesses of 50 and 300 nm
were prepared following the magnetron sputtering (MS150, FHR, Inc.) for connection
package shell (Figure 2c). Similar to the frontal pressure cavity, RIE and KOH solution were
used to etch back pressure cavity, the size of the cavity was 970 µm × 970 µm with the
depth of 220 µm (Figure 2d). Finally, The Cr–Cu–Sn layers with thicknesses of 50, 2000, and
2000 nm, respectively, were deposited to form the final bonding structures of the bumps
and sealing ring. The equipment was subjected to the process of thermal evaporation
(Figure 2e). A scanning electron microscopy (SEM) image of the front side of the final
silicon cap is shown in Figure 3b, and the backside is shown in Figure 3a.

Figure 2. Schematic of the process for fabrication of the silicon cap. (a) Depositing the double-side
SiNx. (b) Etching the front pressure cavity. (c) Sputtering the back metal ring. (d) Etching the back
pressure cavity. (e) Evaporating the bump and sealing rings.

Figure 3. SEM images of the silicon cap. (a) Backside. (b) Frontside.
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The core chip fabrication process is shown in Figure 4. Firstly, a 200 nm-thick SiNx
layer was deposited on one side as an insulation layer following plasma-enhanced chemical
vapor deposition (PECVD) (Figure 4a). The Cr–Au layers with thicknesses of 15, 25 nm
were deposited to form the bottom electrode (Figure 4b). Following this, the substrate and
core chip sealing ring were simultaneously fabricated because the same pattern, and the
substrate has been prepared in advance of the insulation layer. The Cr–Au layers with thick-
nesses of 50, 300 nm were deposited to form the back sealing rings by magnetron sputtering
(Figure 4c). A 310-µm-deep pressure cavity with planar dimensions of 847 µm × 847 µm
was then created at the back of silicon following the inductively coupled plasma (ICP)
technique. The etching rate was maintained at 9.6 µm/min (Figure 4d). The next step
involves the preparation of the key force-sensitive unit. This is graphically realized by the
O2 plasma etching process. The process was conducted using wet transferred single layer
graphene as the force-sensitive material (Figure 4e). Subsequently, SiNx with a thickness of
200 nm was deposited formed an insulation layer to protect the surface wiring by PECVD.
It is preventing the electrode from conducting with the sealing ring. On the one hand,
SiNx can effectively avoid graphene doping with water or air. On the other hand, SiNx
produced n-type doping of graphene and improves the stability of sensor [29] (Figure 4f).
Meanwhile, the RIE method was used to etch the insulation layer on the electrode to ensure
that there are no problems with the electrical connection (Figure 4g). The Cr–Au layers with
thicknesses of 25 and 100 nm were deposited to form the top electrode by magnetron sput-
tering, graphene was located between the bottom electrode and the top electrode, which
can ensure a low metal–graphene contact resistance (Figure 4h). The Cr–Au–Ni–Cu–Au
layers with thicknesses of 50, 100, 100, 1500 and 3 nm, respectively, were deposited to form
the final bonding structures of the bumps and sealing ring (Figure 4i). Finally, the ICP
method was carried out to release the front cruciform frame structure. An SEM image of
the front side of the core chip is shown in Figure 5a, and the backside is shown in Figure 5b.

Figure 4. Schematic of the process for fabrication of the core chip. (a) Depositing the front SiNx.
(b) Sputtering the bottom electrodes. (c) Sputtering the back sealing rings. (d) Etching the back
pressure cavity. (e) Transferring and patterning the graphene. (f) Depositing the insulation layer.
(g) Etching the insulation layer on electrode. (h) Sputtering the top electrodes. (i) Evaporating the
front bump and sealing rings.

2.3. Cu–Sn and Au–Au Bonding

Silicon cap and core chip surface needs to be pretreated for cleaning before bonding.
The optimal pretreatment time set to be 120 s respectively as plasma power of 200 W and
Ar (5% H2) gas flow rate of 200 sccm were fixed. After pretreatment, Cu–Sn bonding was
performed with pressure of 9.9 MPa at 260 ◦C for 15 min in flip-chip bonder (FC150, SET,
Inc.) [19]. The bonding conditions are shown in Figure 6a. The sample in an atmosphere of
formic acid (cyan line) for 3 min, it was then subjected to an atmosphere of N2 (red line)
until the end of the bonding process. To ensure the cleanliness of the subsequent Au–Au
bonding surface, flip-chip bonder was cleaned before Cu–Sn bonding. Following this,
Au–Au bonding was realized. Compared with Cu–Sn bonding, the pretreatment time is
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reduced to 60 s, other factors remain unchanged, and the corresponding process conditions
for Au–Au bonding has increased to 300 ◦C, 20 min and 19.8 MPa [30,31]. The bonding
conditions are shown in Figure 6b.

Figure 5. SEM images of the core chip. (a) Frontside. (b) Backside.

Figure 6. Bonding conditions. (a) Cu–Sn bonding. (b) Au–Au bonding.

3. Results and Discussion

Four different tests were conducted to evaluate the bonding performance of the
bonded device, including interface analysis, shear strength and hermeticity detection,
high-temperature reliability, and static test.

3.1. Au Pretreatment Optimization

The pretreatment method followed before the formation of the Au–Au bonding can
stimulate the Au surface activity, the Ar + H2 plasma treatment method could be used
to increase the bonding strength. The strength achieved was higher than that achieved
following the conventional Ar plasma treatment method [32]. To determine whether to
conduct pretreatment, 10 samples were prepared, and divided into two groups; one group
was pretreatment, and the other group was not. The result is shown in Figure 7. It can
be seen that the shear strength decreases with increasing standing time (Time interval
between plasma pretreatment and start of bonding). Meanwhile, the bonding strength
of pretreatment sample is far greater than without pretreatment. Au surfaces roughness
was characterized by atomic force tests (Figures 8a and 8b, respectively). It was observed
that the pretreatment surface was rougher than without pretreatment surface. The square
roughness (Ra) increased from 2.6 nm to 4.7 nm.
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Figure 7. Bonding strength of samples with standing time.

Figure 8. AFM images of Au surface. (a) Before pretreatment. (b) After pretreatment.

3.2. Interfacial Analysis

An X-ray image recorded for the dual-bonded microstructure is shown in Figure 9a.
The images of the corresponding round bumps and sealing ring are shown in Figure 9b,c,
respectively. Overflow of Sn was not observed for Cu–Sn bonding. Au did not melt for
Au–Au bonding, and therefore no obvious spillover effect was observed. A cross-sectional
SEM image of the microstructure of a distinct three-layers bonding interface is shown in
Figure 10. The upper sealing ring and round bump could be seen, while the lower Au–Au
bonding was not apparent. This can be attributed to the fact that Au units were thinner.
A cross-sectional SEM image of Cu–Sn bonding interfacial microstructure is shown in
Figure 11a. The results obtained using the energy-dispersive spectroscopy (EDS) (Genesis,
EDAX, Inc.) technique are presented in Figure 11b. It shows the bonding interface can
be divided into three layers. The upper and lower layers contain Cu (thicknesses of 0.83
and 0.79 µm, respectively). The middle layer is intermetallic compound (IMC) layer (with
no obvious cracks and gaps) grown during the process of solid–liquid diffusion with
thickness of 2.56 µm. Results from EDS analysis revealed that the ratio of copper atoms to
Sn atoms was approximately 3:1. This intermediate layer was determined to be Cu3Sn. The
densities of Cu3Sn and Cu were similar. When Cu3Sn grows on the Cu surface, the extent
of volume change is small. This results in the generation of dense structures, reasonable
metal structures, and few Cu6Sn5. Kirkendall effect can be avoided [33]. Au–Au bonding
interface is shown in Figure 12. Obvious cracks and gaps in the middle metal layer were
not observed. The interface was relatively flat, and width of metal layer did not change
significantly. Thus, an excellent interconnecting interface was formed.
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Figure 9. X-ray images. (a) Overall situation. (b) Round bump. (c) Sealing ring.

Figure 10. Dual bonding microscopic structure.

Figure 11. Cu–Sn bonding interfacial structure and composition. (a) Cross-sectional SEM image.
(b) EDS spectrum.

3.3. Shear Strength and Hermeticity Detection

The shear strength was qualitatively assessed by conducting shear experiments using
shear force tester (DAGE4000, Nordson DAGE, Inc.). The overall shear strengths of Cu–Sn,
Au–Au, and dual-bonding devices were tested. The results are shown in Figure 13. A
total of 15 bonded samples were tested and divided into three groups. The shear strength
of Cu–Sn, Au–Au, and dual bonded were found to be in the range of 19.4–24.7 MPa,
10.8–17.3 MPa, and 11.2–16.5 MPa, the average shear strength was 22.5 MPa, 14.8 MPa, and
14.3 MPa. Shear test showed that shear strength of Cu–Sn bonding was higher than that of
Au–Au bonding. Thus, the dual-bonding fracture finally occurred at Au–Au bonding. For
Cu–Sn bonding, the fracture usually occurs in the Cu3Sn layer. This indicates that Cu3Sn
is the weakest layer formed during Cu–Sn bonding. However, Au–Au bonding fracture
partially occurs at the original interface present between Au and Au, and the other part
occurs at the interface between Cr and Si or Cr and Au. SEM images of the fracture surfaces
of the bonded samples are shown in Figure 14.

47



Micromachines 2022, 13, 1191

Figure 12. Au–Au bonding cross-sectional SEM image.

Figure 13. Bonding strength of the Cu–Sn bonding, Au–Au bonding, and dual bonding.

Figure 14. SEM images of the fracture surfaces for bonded device. (a) Cu–Sn bonding. (b) Au–Au
bonding.

High-hermeticity packaging can provide both a pressure reference value and sensitive
membrane protection for graphene pressure sensors. According to the MIL-STD-883K
method 1014.15, with a volume of 0.25 mm3, the leak rate limit corresponding to the her-
metic cavity was 5 × 10−3 Pa·cm3/s. Five samples were first placed under an atmosphere
of helium at a pressure of 0.4 MPa over a period of 3 h. The helium that became attached to
the surface of the samples was removed under a flow of nitrogen, and the leak rate was
then measured using a helium mass spectrometer leak detector. The results are presented
in Table 1.
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Table 1. Hermeticity tests (×10−4 Pa·cm3/s).

As bonded
Sample 1 Sample 2 Sample 3 Sample 4 Sample 5

1.53 1.48 1.66 2.47 1.46

For the bonding samples, the leakage rate was in the range of 1.46 × 10−4–2.47 ×
10−4 Pa·cm3/s. The average value was 1.72 × 10−4 Pa·cm3/s which is significantly lower
than the leak rate rejection limit.

3.4. High-Temperature Reliability

To verify the high-temperature reliability, HTS at 350 ◦C for 10 h was arranged. A
cross-sectional SEM image of the stored interfacial microstructure for Cu–Sn bonding was
recorded which is shown in Figure 15a. Some small voids were present, but obvious defects
in the bonded interface were absent. This indicates that the quality of the bonding interface
is almost unaffected by the HTS test. However, this may influence shear strength and
hermeticity. The Au–Au bonding is shown in Figure 15b; the interface included a smooth
interface with no void looks like that before HTS.

Figure 15. SEM images of the stored interfacial structure. (a) Cu–Sn bonding. (b) Au–Au bonding.

Then, five dual-bonding samples were tested, and the shear strength was found to
be in the range of 11.5–16.3 MPa. The average shear strength was 13.5 MPa. The five
samples in Table 1 are still used for hermeticity experiment after HTS. The results are
shown in Table 2, compared with the data in Table 1. It is found that the leakage rate of
each sample has increased to some extent, which presumably related to the formation of
voids observed at the Cu–Sn interface before. The average value was 2.1 × 10−4 Pa cm3/s,
but the overall change of shear strength and hermeticity is small. These results indicate
that the dual-bonding structure can be effectively used in high-temperature environments.
The bonding interface exhibits excellent performance even after the samples were subjected
to conditions of the HTS test.

Table 2. Hermeticity tests (×10−4 Pa·cm3/s).

Stored
Sample 1 Sample 2 Sample 3 Sample 4 Sample 5

1.65 1.87 2.39 2.86 1.73

3.5. Static Test

A multimeter was first used to test whether the resistance of graphene was still present
after HTS. The results showed a slight decrease in the resistance of graphene compared
with before HTS. This decrease can be attributed to the different thermal matching of
graphene and metal electrodes at high temperatures. Then we used a piston manometer
to pressurize graphene devices. The experimental arrangement is connected the precision
digital pressure gauge to a piston manometer which can record the real time pressure of
piston manometer. The change in the resistance value of the graphene sensor was recorded
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by digital multimeter. The output resistance versus the pressure curve is shown in Figure 16.
The graph includes three cycle tests, with each cycle test including pressurization and relief
process. The output resistance response showed excellent repeatability and stability. The
sensitivity of the pressure sensor is expressed using the following equation:

S = ∆R/∆P (1)

where ∆R is the output resistance variation value, and ∆P is the pressure variation value.
The average sensitivity of the pressure sensor is 3.11 Ω/MPa. Because there is no circuit in
this case, the advantage of device sensitivity cannot be exploited. Relevant circuits are then
designed to improve the sensitivity of the output response.

Figure 16. Electromechanical characteristics of the pressure sensor. (a) The schematic diagram for
graphene pressure sensor measurement. (b) Relationships between the pressure and resistance for
three cycles.

4. Conclusions

Hermetic packaging for a high-temperature graphene pressure sensor was realized
based on the dual bonding of Cu–Sn and Au–Au. The dual-bonding performance was eval-
uated through various experiments. The bonding interface of Cu–Sn had no Sn overflow
and transformed into a stable Cu–Cu3Sn–Cu structure, and Au–Au bonding included a
smooth interface with no void. Shear test showed that shear strength of Cu–Sn bonding
was higher than that of Au–Au bonding. Thus, it is reasonable that the final fracture of
the dual-bonding samples occurs mostly at the Au–Au bonding. Hermeticity of the dual
bonding was one order of magnitude less than standard leakage rate. After HTS test at
350 ◦C for 10 h, the dual-bonding performance also revealed no obvious change. The
output resistance response exhibited considerable sensitivity and outstanding repeatability
through three cycles of static pressure test, which was mainly attributed to the excellent
sealing protection. In conclusion, dual bonding of Cu–Sn and Au–Au would be suitable
for hermetic packaging in a particular condition and further promote the development of
high-temperature graphene pressure sensor.
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Abstract: The long-term application of sensors in a high-temperature environment needs to address
several challenges, such as stability at high temperatures for a long time, better wiring interconnection
of sensors, and reliable and steady connection of the sensor and its external equipment. In order
to systematically investigate the reliability of thin coatings at high temperatures for a long time,
Au and Cr layers were deposited on silicon substrates by magnetron sputtering. Additionally,
samples with different electrode thicknesses were annealed at different temperatures for a varied
duration to study the effect of electrode thickness, temperature, and duration on the reliability of
samples. The results of tensile and probe tests before and after heat treatment revealed that the
mechanical strength and electrical properties have changed after annealing. In addition, the bonding
interface was analyzed by a cross-sectional electron microscope. The analysis showed that long-term
continuous high-temperature exposure would result in thinning of the electrode, formation of pores,
recrystallization, and grain growth, all of which can affect the mechanical strength and electrical
properties. In addition, it was observed that increasing the thickness of the gold layer will improve
reliability, and the test results show that although the thin metal layer sample is in poor condition, it
is still usable. The present study provides theoretical support for the application of thin coatings in
high temperatures and harsh environments.

Keywords: Au wire bonding; high-temperature annealing; focused ion beam (FIB); morphology analysis

1. Introduction

Transducers, such as temperature sensors and high-temperature pressure sensors, are
used in harsh environments, including aerospace engines, supersonic aircraft, automotive
engines, and metallurgical industries [1–5]. These sensors are used for quite a long time in
harsh environments [6–8]. One of the most critical technologies in sensor packaging is wire
bonding, wherein the bonding materials and bonding parameters will affect the quality
and operation life of sensors [9]. Therefore, it is necessary to analyze the long-term stability,
service life, ability to withstand harsh environments, mechanical strength of wire bonding.
Thus, these bottlenecks need to be addressed urgently in developing a suitable long-term
stable contact and packaging technology [10,11].

High purity Au wires have been used as an interconnection for most device pack-
ages [12,13] as Au has high temperature resistance, excellent conductivity, and good ox-
idation resistance. Presently, gold wire ball welding has become one of the commonly
used welding processes in sensor packaging technology [14,15]. In general, Au wires ball
welding is produced by the electric-flame-off (EFO) system, which generates high-voltage
discharge to the tail wire and generates electric sparks. The high temperature generated
instantly melts the tail end of the gold wire to produce a free air ball (FAB) [16,17]. Later, the
ultrasonic power source generates mechanical vibration energy, which causes deformation
between the gold ball and the pad, resulting in mutual diffusion of metal atoms. This
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completes the welding of the first solder joint; generally, the height of the welding ball
welded by this process is 2–3 times the wire diameter. The factors that affect the quality
of welding points are ultrasonic power, contact time, welding pressure, and hot table
temperature [18–22], all of which need to be adjusted to maximize the welding quality.

Generally, the barrier layer will be sputtered under the Au layer to increase the
adhesion with the substrate and prevent the Au layer from diffusing between the substrates.
The most common metals used for barrier layers are Ti, Cr, Ni, and Ta [23–26]. The
traditional pad coating is composed of 3–5 µm nickel layer and 1–1.25 µm thick gold layer.
The processing difficulty and high cost of gold, thinner coating such as 0.3–0.5 µm of
the gold layer are opted to replace the thick gold layer. Nevertheless, the thin coating
of gold leads to some challenges, including poor bonding of lead wire, especially after
high-temperature baking, and failure of bond due to the lower annealing temperature
of Au (600 ◦C) [27–31]. In practical application, high-temperature sensors need to work
in high-temperature and harsh environments. Therefore, it is necessary to analyze the
lead bonding failure at high temperatures and explore the bonding failure mechanism at
different thicknesses and temperatures in order to develop better bonding strategies.

In this work, the Au wire ball bonding method is employed. Under the optimal
parameters debugged, Au wire ball bonding has been carried out to produce a thin metal
coating. The bonding quality has been analyzed by testing the pull force of gold wire
on the coatings with different thicknesses. The thin metal coating of 50/300 nm and
50/400 nm of Cr/Au plated on bare silicon by magnetron sputtering, separately. Then the
temperature resistance experiments were carried out at 600 ◦C and 700 ◦C for 2 h and 5 h,
separately. Further, the test samples were analyzed by scanning electron microscopy (SEM)
and probe station, and the morphology and electrical conductivity of the samples were
observed, and their stability under the harsh environment at high temperature for a long
time was assessed.

2. Materials and Methods

The investigated Au wires with 99.99% purity and 25 µm diameter were bonded to
the gold electrodes on the silicon substrate by ball bonding in a wiring machine. Figure 1
shows the process of fabricating a gold electrode on a 2-inch diameter bare silicon chip.
In Figure 1a, bare silicon wafers are treated in a vacuum with oxygen plasma to remove
surface contaminants and enhance the adhesion between the wafer and the sputtered metal.
After photolithographic treatment of bare silicon wafers, as shown in Figure 1b, a 50-nm
layer of metal Cr is first sputtered on the surface of the wafer using a magnetron sputtering
machine (LAB18, K. J. Lesker, Inc., Jefferson Hills, PA, USA) as a seed layer. Afterward,
300-nm and 400-nm thicknesses of Au are sputtered on the surface of the wafer as bonded
electrodes. Subsequently, the samples soaked in acetone solution were stripped to remove
excess Cr/Au metals. The stripping results are shown in Figure 1c. Finally, the prepared
sample was diced as the final experimental slice Figure 1d. The sample is square, the size of
the square is 1 cm × 1 cm, and the electrode spacing is 1 mm after dicing according to the
above process steps. Each sample contains 9 pairs of electrodes with opposite directions.

The wire bonding process was performed on the two electrodes of the cut experimental
sample (Micro Point Pro, iBond5000, Yokneam Elite, Israel). During the bonding process,
the ultrasonic and heat energies provided by the cleaver were transferred to the welding
wire and pad. The energy absorbed by gold wire is

E = k∆T2 + uFA f t (1)

where k is the influence coefficient, ∆T is the temperature difference before and after wire
bonding, u is the friction coefficient, F is the pressure exerted by the cleaver, A is ultrasonic
amplitude, f is ultrasonic frequency, and t is the time of ultrasonic action on the gold wire.
There are several key factors affecting the quality of solder joints. During the bonding
process, we carried out a series of optimizations and finally determined the best bonding
pressure as 0.4 MPa, corresponding to the parameter F in the above formula; the ultrasonic
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power as 100 mV. The ultrasonic power is the ultrasonic (U/s) energy applied to the welding
spot. The ultrasonic power is divided into two modes: high power and low power. The
parameters of high power correspond to large ultrasonic amplitude. The two parameters in
the above formula, ultrasonic amplitude A and ultrasonic frequency f , are reflected by the
ultrasonic power; the ultrasonic time as 30 ms, which corresponds to the parameter t in the
above formula; and the hot bench temperature as 150 ◦C, corresponding to the temperature
difference ∆T before and after wire bonding in the above formula. In addition, the looping
parameters are loop top, reverse length, and kink height, all of which have an impact on the
overall bonding quality, and the functional relationship between them is shown in Figure 2.
The diameter of the ball is generally 2–5 times of the diameter of the gold wire, the height
of the loop top is generally between 200 µm and 800 µm, which can be adjusted according
to the actual application, the reverse is to ensure that the gold wire is arcuate. In this paper,
the loop top set in the wire bonding machine is 600 µm, the kink height is 300 µm, and the
reverse length is 50 µm.
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The sample characteristics and experimental conditions are shown in Table 1. The
Cr/Au metal layer with a thickness of 50/300 nm and 50/400 nm is maintained in the
high-temperature environment of 500 ◦C and 700 ◦C for 2 h and 5 h, respectively. Then
the electronic scanning mirror and probe table resistance of the samples are observed after
high-temperature annealing, and the energy of the thin metal layer to withstand high
temperature, and harsh environment is obtained.

Table 1. Characteristics of experimental samples and experimental environment.

Thickness of Thin Metal Layer Cr/Au (nm) Sample Temperature (◦C) Time (h)

50/300 S-1 No 0
50/300 S-2 500 2
50/300 S-3 500 5
50/300 S-4 700 2
50/300 S-5 700 5

50/400 S-6 No 0
50/400 S-7 500 2
50/400 S-8 500 5
50/400 S-9 700 2
50/400 S-10 700 5
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3. Results and Discussion
3.1. Bonding Result and Quality Test

After gold wire ball bonding, the bonding samples were observed under an optical
microscope and scanning electron microscope to identify the bonding bumps, lead arc, and
overall bonding morphology. Figure 3a,b shows the observation results under the optical
microscope and the scanning electron microscope. Figure 3c shows the bonding sphere and
the position of the electrode surface under a high-power microscope. It can be observed
from the SEM image that the shape of the solder ball is three-dimensional, the length
of the tail line generated by translation is moderate, and no dragging phenomenon was
identified, which ensures the reliability of the bonding results. In addition, the thickness
of the electrode Pad was measured with a step meter to ensure the consistency of the
experiment. Figure 3d,e show that the thickness of the two electrodes, as expected, was
found to be 367.9nm and 482.2 nm. Further, the horizontal curve confirms the uniform
thickness of the film. Thus, the quality and uniformity of the metal film are achieved.

1 
 

 Figure 3. Analysis of interface and electrodes after ball bonding. (a) Photo of electrodes and in-
tegrated bonding optical microscopy. (b) Scanning Electron Microscope Images of Electrodes and
Global Bonding. (c) Interface Diagram of Spherical Welding under High Power Scanning Electron
Microscope. (d) Measuring 50/300 nm thick Cr/Au electrodes with a step instrument. (e) Measuring
50/400 nm thick Cr/Au electrodes with a step instrument.

Further, the destructive tensile test was performed on the bonded samples to assess
the stability. The test requirements must meet two standards. Firstly, the measured pull
force must be equal to or greater than 50% of the maximum yield force of the undeformed
wire. In addition, the standard deviation of the sample in the laboratory should be less than
15%, and the standard deviation of the sample for manufacturing application should be less
than 25%. Another prerequisite is that there is no bonding layer in laboratory applications
and less than 10% in manufacturing applications [32]. The pull test results are shown in
Table 2, and the data is in agreement with both criteria. The destructive tensile test data
suggests that the critical failure force of the sample with a 400 nm thick electrode gold
layer is greater than that of the 300 nm thick gold layer. Therefore, the metal layer with
an appropriate thickness within the acceptable range can enhance the bonding quality of
the sample.
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Table 2. Pull test of different bonding points on the same experimental sample.

Sample and
Sample

Bonding Point

Thickness of
Metal Layer
Cr/Au (nm)

Breaking
Critical Pull

Value (g)

Standard
Deviation (g)

Average Pull
Value (g)

S1–1

50/300

7.080 – –
S1–2 9.271 1.549 8.176
S1–3 7.566 1.150 7.973
S1–4 10.341 1.512 8.563
S1–5 14.486 3.115 9.829
S1–6 10.515 2.800 9.943

S2–1
50/400

16.171 – –
S2–2 15.506 0.470 15.839
S2–3 17.208 0.858 16.295

S3–1
50/400

12.497
S3–2 13.357 0.607 12.927
S3–3 12.591 0.667 12.815

3.2. Testing of Mechanical Properties before High Temperature Annealing

Further, the destructive tensile test was performed on the bonded samples to assess
the stability. The test requirements must meet two standards. Firstly, the measured pull
force must be equal to or greater than 50% of the maximum yield force of the undeformed
wire. In addition, the standard deviation of the sample in the laboratory should be less than
15%, and the standard deviation of the sample for manufacturing application should be less
than 25%. Another prerequisite is that there is no bonding layer in laboratory applications
and less than 10% in manufacturing applications [32]. The pull test results are shown in
Table 2, and the data is in agreement with both criteria. The destructive tensile test data
suggests that the critical failure force of the sample with a 400 nm thick electrode gold
layer is greater than that of the 300 nm thick gold layer. Therefore, the metal layer with
an appropriate thickness within the acceptable range can enhance the bonding quality of
the sample.

The hot press ball welding generally involves two solders, the first solder joint is ball
welding, and the second solder joint is wedge welding, in short, ball-wedge bonding mode.
As the bonding tension of ball welding is much greater than wedge welding bonding, it
is necessary to carry out reinforcement treatment in the second solder joint. For materials
with small breaking forces, such as gold wire, the ball pressing reinforcement method can
be used for repair welding.

The equipment used in the experiment is the Dage4000 push-pull test system. The
measurable pull range is 1 g–10,000 g, the system accuracy is ±0.25%, and the maximum
test speed can reach 5000 µm/s. The experimental method used in this experiment is
to place a pull hook directly below the middle position of the lead and slowly pull it in
the z-axis direction until the lead breaks. The moving speed is set at 2500 µm/s, and the
accuracy of the z-axis is ± 10µm. As shown in Figure 4, both solder joints are spherical.
Figure 4a,b show an optical microscope picture and the SEM image of the fracture position
after the tensile failure test, respectively. As can be observed from the figure, the fracture
position is concentrated in the spherical tail of the first and second solder joints and does
not appear at the second solder joint, indicating that the ball pressing reinforcement has a
significant effect on the bonding strength of the second solder joint.

In addition, the shear force test was also carried out. The average shear force of
the electrode with a thickness of 300 nm was 7.506 g, and the average shear force of the
electrode with a thickness of 400 nm was 12.825 g. Figure 4c shows the shear force test curve
of one point. Cracking occurred at the maximum of 8.091 g. The test process was conducted
according to JESD22-B117 standard. Figure 4c is a picture of one of the experimental data.
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Figure 4. Pull failure experimental results observed under the optical microscope and scanning
electron microscope and photo of shear force test. (a) Optical microscope image after tensile test.
(b) SEM image after tensile failure test. (c) Time-force diagram of shear force test.

3.3. High-Temperature Reliability Test

In order to test the bonding reliability of samples under high temperature and harsh
environments and test the performance of thin metal layer after high-temperature annealing,
10 samples with different metal layer thicknesses were randomly selected for the high-
temperature annealing experiment. Similarly, the samples from the same batch were also
selected and placed at room temperature for the same time for comparative experiments.
The selected samples were heated in a high-temperature oven for 2 and 5 h, and the
annealing is carried out in an atmospheric atmosphere using a tubular annealing boiler
separately, and heated cross sections were prepared for comparison with samples at room
temperature. The samples after high-temperature annealing and the control group samples
were observed and compared under the scanning electron microscope. The results are
shown in Figure 5. Initially, the surface of the sample was observed, followed by the
changes in the morphology of the bonding interface before and after annealing by cutting
the bonding interface. In general, the cutting can be carried out by using the grinding
prototype to solidify the silicone grease grinding sample, or by using a focused ion beam
(FIB). The present work used the FIB method.

The samples before and after annealing are cut, and the profile is observed. It can be
clearly observed from Figure 5a that before annealing, the Au and Cr layer of the sample
have obvious interfaces, and the section is flat without any cavities and cracks. Moreover,
the thickness of the Au/Cr layer (51.37/350.9 nm) measured by a large magnification
electron microscope is consistent with the actual measured value. Figure 5b shows the
cross-section at the electrode. The situation at the electrode is similar to that at the bond.
The Au and Cr layers are flat and smooth. Figure 5c,d are SEM images of 300-nm-thick
electrodes annealed at 500 ◦C for 2 h and 5 h, separately. The joints of the electrodes and the
balls are not cracked, while there are many cracks and holes in the electrodes. However, the
detailed deeper impact can be studied by observing the cut profile. Figure 5e shows the FIB
cut interface between the bonded free gold balloon and the electrodes after annealing for
5 h at 700 ◦C. The high-power electron microscopy of the cut interface confirms that there
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is no longer a gap between the bonded free gold balloon and the electrodes. This is because
the grain size of the bonded free gold balloon increases with temperature, disappearing the
gap. However, some cracks and holes are still observed. This suggests the positive effect of
heat treatment on the bonding interface between the gold sphere and the electrodes.
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Figure 5. SEM image of FIB cross section cutting of samples covered with a C/Pt (1 µm) electrode-
position layer on gold electrode surface before and after high-temperature annealing as well as
the overall SEM image of the uncut bond site after annealing and the SEM image of the FIB cross
section cutting of the sample without covered with a C/Pt electrodeposited layer. Overview image
of electrode covered with (a) C electrodeposition layer and (b) Pt electrodeposition layer. Bonding
interface image after annealing at (c) 500 ◦C for 2 h and (d) 500 ◦C for 5 h. (e) SEM image of bonding
interface sectional drawing cut by FIB after annealing at 700 ◦C for 5 h. SEM image of FIB cut with
300 nm thick electrode annealed at (f) 500 ◦C for 2 h and (g) 500 ◦C for 5 h, SEM image of FIB cut
with 400 nm thick electrode annealed at (h) 500 ◦C for 5 h and (i) 700 ◦C for 2 h. (j) SEM image of FIB
cut with 300 nm thick electrode annealed at 700 ◦C for 5 h.
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Figure 5f shows the image of a 300 nm thick electrode annealed at 500 ◦C for 2 h.
From the figure, it can be observed that a small part of the gold layer evaporated, while
most of it is still intact, and only some small holes appeared, without obvious fracture.
Figure 5g shows the image of a 300 nm thick electrode annealed at 500 ◦C for 5 h. The
gold layer has become significantly thinner, accompanied by some large extended gaps.
Notably, some crystalline grains have also been observed, indicating that recrystallization
and grain growth have occurred, and this can well explain the disappearance of gaps in
Figure 5e. The 300-nm thick gold electrode samples annealed for 2 and 5 h at 700 ◦C are
similar to those annealed for 2 and 5 h at 500 ◦C, except that more voids and more severe
grain regeneration were observed at 700 ◦C, but the difference is not significant from that
at 500 ◦C, so it is not discussed here.

Figure 5h is the image of 400-nm thick electrodes annealed at 500 ◦C for 5 h. The image
of 2 h annealing is also similar to that of the 300 nm thick electrode. Unlike 300 nm thick
electrodes with voids, there are no obvious voids. However, there are some small cracks and
voids, and the remaining thickness of the electrodes is consistently thick. Therefore, it can
be concluded that increasing the thickness of electrodes can improve the high-temperature
resistance of samples. Figure 5i shows the image of a 400 nm thick sample after annealing
at 700 ◦C for 2 h. Compared with Figure 5f, it can be clearly seen that although there are
some voids, the homogeneity of the gold layer has been significantly improved. Moreover,
increasing the thickness of the gold layer has a positive impact on the temperature resistance
of the sample. Figure 5j is the image of a 400 nm thick sample after annealing at 700 ◦C for
5 h. In addition to obvious voids and grain growth, there are some similar faults identified
in the gold layer. The thickness of the gold layer can be clearly seen, and the resistance is
also identified as normal when tested with the probe bench. This suggests that the 400 nm
thick sample can work for a long time in the high-temperature environment of 700 ◦C.

It can be concluded that both 50/300 nm and 50/400 nm thick Cr/Au electrodes can
withstand high temperatures and harsh environments for a long time. Within the allowable
range, the thicker the electrode, the higher the tolerable temperature, and the longer the
temperature resistance time. The high-temperature environment has a significant positive
impact on the interface between free air golden ball and electrode bonding.

3.4. Comparative Testing of Mechanical and Electrical Performance

Destructive tensile tests were carried out on several groups of samples after annealing
and compared with that before annealing. The results are shown in the histogram in
Figure 6. It can be observed that the tensile strength of the sample after high-temperature
annealing is biased to a lower value. After annealing for 2 h, the pull value of the samples
decreased by nearly 50%, and the samples treated at 700 ◦C showed a larger decrease than
that treated at 500 ◦C. The critical tensile failure value of the samples annealed at high
temperature for 5 h is lower than 1/4 of that of the samples not annealed. Due to the
evaporation of the gold wire in the high-temperature environment, the diameter decreases,
the mechanical strength of the gold wire decreases, and thus the strength of the connection
between the free air gold ball and the electrode also decreases. The reason for the reduction
of the tension value may be attributed to these two factors.

The resistance values of samples before and after high-temperature annealing were
measured with a probe table. As can be observed from the histogram, the resistance values
of 300 nm and 400 nm thick samples after annealing at 500 ◦C and 700 ◦C for 2 h have
decreased. The range of resistance reduction is as small as 15%, which can be attributed to
the evaporation of electrode and gold wire at high temperatures. However, the resistance
values of the two samples showed an increase by nearly twice the original value after
annealing at 500 ◦C for 5 h. This increase can be attributed to various factors such as
the diffusion of Cr layer metal to the Au layer, the diffusion of oxygen atoms to the Au
layer, and the occurrence of recrystallization and grain growth. In addition, an interesting
phenomenon is that the resistance of samples annealed at 700 ◦C for 5 h shows a decreasing
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trend. This is probably due to the different diffusion degrees of Cr and O atoms at different
temperatures, and the elimination of metal dislocation and stress by heat treatment [33].
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Figure 6. Histogram depicting the critical failure tension of the initial wire bonded samples at room
temperature and the heat-treated bonded samples.

In this work, the resistivity of the annealed film can be expressed as [34]:

ρ = ρAu + ρCrI + ρOI + ρD (2)

where ρAu is the Au bulk resistivity, ρCrI is the resistivity due to diffusion of Cr atoms into
the Au layer, ρOI is the resistivity due to diffusion of O atoms into Au layer, and ρD is the
resistivity caused by impurities, point defects, and grain boundaries in the Au layer.

For the Au electrode annealed at 500 ◦C and 700 ◦C, as discussed in Figure 7, high
temperature will produce grains, recrystallization and impurities, which can be considered
that ρD in the above formula decreases. The conductivity of Au is better than that of Cr, a
higher temperature will cause the Cr layer to diffuse into the Au layer, and the O atoms
in the air will also diffuse into the Au layer, which will lead to an increase in ρCrI + ρOI .
There is only slight grain Recrystallization at 500 °C, so the main reason for the increase in
resistance at 500 °C is that Cr and O atoms diffuse into the Au layer, resulting in an increase
in resistance. The diffusivity of Cr and O atoms in Au is higher at 500 °C than at 700 °C,
and recrystallization is more obvious at 700 °C. At the same time, heat treatment can also
eliminate stress and dislocation in the metal. As a result, the resistivity at 700 °C is much
lower than that at 500 ◦C [34].
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4. Conclusions

The present work mainly emphasizes the thermoelectric reliability of a gold wire ball
welding system based on a silicon substrate. Samples of Cr/Au electrodes with electrode
thickness of 50/300 nm and 50/400 nm were annealed at high temperatures of 500 ◦C and
700 ◦C for 2 h and 5 h, respectively, to simulate the high temperature and harsh environment
in practical applications. The results showed that after high-temperature annealing, the gap
between the gold ball and the electrode bonding interface disappears, and high-temperature
heat treatment has a positive effect on the bonding interface. However, as the annealing
temperature and time increase, some pores will appear, accompanied by recrystallization
and grain growth, affecting the electrical and mechanical properties of the sample.

In a comparison of the annealed samples after the tensile destructive test and the
samples at room temperature, it is found that the critical value of tensile force is signif-
icantly reduced, indicating that high-temperature heat treatment significantly reduces
the mechanical strength of the samples. The resistance values of annealed samples were
measured with a probe station. It was found that when the samples were treated at a high
temperature for a short time, the resistance values decreased due to the thermal volatiliza-
tion of gold. However, when the samples were annealed at 500 ◦C for a long time, the
resistance of the samples increased due to the diffusion of Cr and O atoms and the growth
of grains. As the activation free energy of gold decreases at 700 ◦C and heat treatment
eliminates metal dislocation and stress, the resistance value of samples after heat treatment
for a long time at 700 ◦C decreases significantly below the initial value. Conclusively, the
present work can provide the basis for the selection of thin metal layers for gold wire
ball bonding and improve the reliability of application in high temperature and harsh
environments to promote its application in the field of high-temperature pressure sensors
or high-temperature sensors.
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Abstract: This paper investigates the electrical performance of graphene-based on-chip spiral induc-
tors by virtue of a physics-based equivalent circuit model. The skin and proximity effects, as well
as the substrate loss effect, are considered and treated appropriately. The graphene resistance and
inductance are combined into the circuit model. It is demonstrated that the electrical characteristics
of the on-chip square spiral inductor can be improved by replacing copper with graphene. More-
over, graphene exhibits more effectiveness in improving the inductance in tapered inductors than
uniform ones.

Keywords: graphene; on-chip spiral inductor; circuit model; kinetic inductance; quantum resistance

1. Introduction

With the improvement of CMOS technologies, radio-frequency integrated circuits (RF
ICs) have become possible and have drawn increasing attention in the past decades. To
make RF ICs lightweight, multi-functional, and low-cost, on-chip spiral inductors with
high inductance density and low power consumption have been widely utilized in the
design of low-noise amplifiers, voltage-controlled oscillators, and filters [1].

In order to improve the inductor performance, it is intuitive to pursue high inductance
density and quality factors. There are various factors affecting inductor characteristics, such
as substrate resistivity and metal thickness. Increasing metal thickness can improve the
quality factor by minimizing Ohmic losses but is counter-productive at high frequencies
due to accentuated proximity effect loss [2]. The magnetic field from all turns of a spiral
inductor accumulates in the middle area, thereby resulting in severe current crowding in
the inner turns. As the current crowding can be mitigated with narrow and widely spaced
inner turns, a tapered spiral inductor was proposed in [3] to improve the quality factor
without consuming extra area.

To facilitate the miniaturization of RF ICs, the scaling down of on-chip spiral inductors
is inevitable [4]. However, there exists an inherent limitation in the scalability of conical
spiral inductors, as the inductance value is limited by the laws of electromagnetic induc-
tion [5]. This is, the magnetic flux is proportional to the surface area, and the magnetic
inductance cannot be scaled to retain desired inductance density.

Carbon nanomaterials, including carbon nanotube (CNT) and graphene, have been
proposed as promising alternative candidates for interconnected applications. They have
been demonstrated to have unique physical properties such as a long mean free path
(MFP), extremely high ampacity, and large thermal conductivity, and they exhibit superior
performance and reliability to traditional metal wires [6–9]. More importantly, carbon
nanomaterials possess large kinetic inductance, which makes them suitable for building
inductors in future scaled RF ICs. It was proven that CNT-based on-chip spiral inductors
can provide better quality factors than their Cu counterparts [10]. In comparison with
CNT, graphene is more compatible with the traditional CMOS process [11], and there are
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ways to control graphene chirality and doping levels [12]. Graphene-based on-chip spiral
inductors were explored in-depth recently [5,13]. It was experimentally demonstrated that
the graphene kinetic inductance is beneficial for improving the inductor performance. Al-
though the graphene-based inductors were investigated numerically in [13], the anomalous
skin effect could be neglected as it mainly affects the electrical characteristics beyond 100
GHz, and the modeling methodology could be therefore simplified.

This paper aims to provide a simple circuit model for investigating graphene-based
inductors. Firstly, the equivalent circuit model of an on-chip tapered spiral inductor is
developed, with the proximity effect and substrate loss taken into account. The quantum
contact resistance, scattering resistance, and kinetic inductance of graphene ribbon (GR)
are combined into the model to explore the electrical characteristics. By virtue of the circuit
model, the electrical performance of graphene-based inductors is investigated, with some
guidance provided for future development. The rest of this paper is organized as follows.
Section 2 presents the geometry of the on-chip tapered spiral inductor and its physics-based
equivalent circuit model. The graphene kinetic inductance is discussed in Section 3, and
it is combined into the model to explore the inductor characteristics. The performance
analysis of graphene-based spiral inductors is carried out in Section 4. Some conclusions
are finally drawn in Section 5.

2. Circuit Model of On-Chip Square Spiral Inductor

On-chip spiral inductors can be divided into rectangular, square, circular, hexagon,
and octagonal types according to their geometries. Due to their simple configuration,
square spiral inductors are widely used in the design of RF ICs, as shown in Figure 1. In
the figure, Dout is the outer diameter, and w1 and s1 denote the width and spacing of the
outermost turn, respectively. For the tapered spiral inductor, the difference in the width
between adjacent turns is defined as taper, with the pitch kept constant. Accordingly, the
ith turn has a width of wi = w1 − (i − 1) · taper, and its spacing with an adjacent inner turn
is si = s1 + (i − 1) · taper.
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Figure 1. Schematic of on-chip square spiral inductor.

Figure 2 shows the π-equivalent circuit model of the on-chip tapered spiral inductor,
which is composed of oxide capacitance Cox, substrate capacitance CSi, and substrate resis-
tance RSi [14]. To obtain the inductance value accurately, the widely applied Greenhouse
formulas of a planar spiral inductor are adopted, and the total inductance of the spiral
inductor is calculated by

Ldc = Lself + ∑ M+ + ∑ M− (1)

where Lself is the self-inductance of a metal line, and M+ and M− are mutual inductances
between two lines.
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The dc resistance of a spiral inductor is calculated by
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where σm is the metal conductivity. To accurately evaluate the inductor characteristics, the
frequency-dependent effect should be treated appropriately. A ladder network marked
by the dashed box in Figure 2 is added for modeling skin and proximity effects [15].
At low frequencies, the current is uniformly distributed inside the inductor, while the
current accumulation occurs at the surface layer of the inductor at high frequencies. The
high-frequency resistance R1 is calculated by

R1 =
1

2σmtmδmax

N

∑
i=1

li (3)

where δmax denotes the skin depth at the maximum operating frequency fmax, and it is
given as δmax = 1/

√
πµσm fmax. The calculations of other resistances and inductances can

refer to [15]. Further, 2-branch networks are employed to improve the model accuracy, with
the proximity factor defined as [15]

d = Ldc ·
[

2Ldc −
1
2I

N

∑
i=1

wili(Bi,i + Bi,others)

]−1

(4)

where I is the excitation current, and Bi,i and Bi, others represent the magnetic fields due to
the ith turn and the other turns except ith turn, respectively. The minimum and maximum
values of d are 0.5 and 1, which correspond to the cases of no proximity effect and maximum
proximity effect [16].

The oxide and silicon capacitance are calculated by

Cox =
εox

tox

N

∑
i=1

wili (5)

67



Micromachines 2022, 13, 1829

CSi = 2εSi

N

∑
i=1

wili

2hSi +
√

wi li
π −

√
4h2

Si +
wi li
π

(6)

RSi = εSi/(σSiCSi) (7)

where εox is the permittivity of the oxide layer, and εSi and σSi are the permittivity and
conductivity of the silicon substrate, respectively.

To evaluate the circuit model, a set of square spiral inductors are simulated using a full-
wave electromagnetic simulator, i.e., ANSYS HFSS (2021 version, Ansys, Inc., Canonsburg,
PA, USA). In the simulation; the silicon conductivity is 10 S/m, and the geometrical
parameters are as follows: Dout = 200 µm; w1 = 13 µm; and s1 = 7 µm. For the tapered
spiral inductor, taper = 2 µm/turn. The effective inductance and quality factor are obtained
from the simulated Y-parameters and plotted in Figure 3:

Q =
Im(Y11)

Re(Y11)
(8)

Leff =
1

2π f
Im
(

1
Y11

)
(9)
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It is evident that the results obtained by the circuit model agree well with the simulated
results. The uniform spiral inductor possesses smaller dc resistance than the tapered one
but has larger high-frequency resistance due to skin and proximity effects. The effective
inductance of the spiral inductor can be increased by introducing tapering, and therefore,
the quality factor can be improved.

3. Modeling of Graphene-Based Inductors

According to Faraday’s law of electromagnetic induction, the current change in the
metal turns of a spiral inductor produces time-varying magnetic flux. As the magnetic flux
is proportional to the inductor area, the decreased size degrades the inductance density,
thereby limiting the scaling of RF ICs. Kinetic inductance, which originates in the kinetic
energy required by mobile charge carriers in alternative electromotive force, is usually
ignored in conventional metals due to their small relaxation time and large conducting
channel number [5]. However, the momentum relaxation time of graphene is on the order
of picoseconds, and therefore, graphene possesses large kinetic inductance, which makes it
suitable for building on-chip spiral inductors in future scaled RF ICs.
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3.1. GR Impedance

Figure 4a shows the structure of a multilayer GR interconnect with side contacts [12].
In the figure, wg and tg are the width and thickness, δ is the spacing between adjacent
graphene layers, and the number of graphene layers is calculated as n = 1 + Inter

(
tg/δ

)
,

where “Inter(·)” denotes that only the integer part is considered [10]. The corresponding
equivalent circuit model of a multilayer GR is depicted in Figure 4b. The number of
conducting channels per layer of graphene sheet is given as [7]

Nch =
nC

∑
i=0

(
1 + e

Ei−EF
kBT

)−1

+
nV

∑
i=0

(
1 + e

Ei−EF
kBT

)−1

(10)

where the first and second summations on the right-hand side of (10) represent the contribu-
tions of the conduction subbands and valence subbands, respectively, kB is the Boltzmann
constant, T is the temperature, EF is the Fermi energy, and Ei denotes the ith conduc-
tion (valence) subbands with the lowest (highest) energy. For GR with wg > 10 nm and
EF > 0.1 eV, Nch has a linear relationship with wg and EF, i.e., Nch = αwgEF, where
α = 1.2 eV−1 · nm−1 is the fitting coefficient [17].
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Figure 4. (a) Schematic of multilayer GR interconnect and its (b) equivalent distributed circuit model.

The kinetic inductance of a single-layer GR is given by [17]

LK ≈ 8 nH/µm
Nch

=
8 nH/µm

αwgEF
(11)

It is worth noting that graphene tends to graphite as the layer number increases [18].
However, decoupled graphene layers were experimentally demonstrated in [19], and it
is expected that a multilayer GR with a certain thickness can be realized in the future.
Therefore, the multilayer GR is regarded as a stack of single-layer GRs in this study, and
its inductance is calculated as LK ≈ 8 nH/µm/

(
nαwgEF

)
. Figure 5 shows the kinetic

inductances of single- and multilayer GRs. It is evident that the GR inductance decreases
with EF, and single-layer GR exhibits much larger kinetic inductance than multilayer GR.
However, the single-layer GR is not suitable for building inductors due to its ultrahigh
resistive loss.
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As shown in Figure 6a, the kinetic inductance of multilayer GR is in inverse proportion
to the layer number and thereby decreases with increasing thickness. For building an
on-chip spiral inductor, the GR length is usually larger than the effective MFP λeff, and
therefore, the scattering resistance of GR can be approximated as [17]

RS ≈ 12.9 kΩ
nNchλeff

=
12.9 kΩ

nαwgEFλeff
(12)

where λeff is related to various scattering mechanisms, and it has a dominating effect
in determining the signal transmission performance [7]. As shown in Figure 6b, the
GR resistance decreases with the thickness and Fermi level. To improve the graphene
conduction, it is necessary to increase the Fermi level and MFP by appropriate doping
techniques [20]. It is worth noting that the fabricated GRs usually cannot come up to
theoretical predictions due to manufacturing errors and defects.
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3.2. Spiral Inductors

Although an anomalous skin effect exists in GR due to the large ratio of in-plane
to out-plane MFP, it mainly appears as the operating frequency exceeds several tens of
gigahertz [13]. Therefore, the anomalous skin effect can be neglected, as it has little influence
on the inductor characteristics in the frequency range of interests of this study. Considering
the kinetic inductance, the dc inductance of the graphene-based spiral inductor is given by

Ldc = Lself + ∑ M+ + ∑ M− + LK,t (13)
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where LK,t represents the total kinetic inductance, and it can be calculated by

LK,t =

(
1

nαEF

N

∑
i=1

li
weff,i

)
× 8nH/µm (14)

The effective width weff, i is equal to two times the skin depth [5]. The effective
conductivity of multilayer GR is given by

σeff =
1

RSwt
=

nαEFλeff
t

× 1
12.9 kΩ

(15)

Note that the width in both the numerator and denominator cancel out, and the ef-
fective conductivity would be irrelevant to the width. Therefore, the conductivity can be
treated as a constant for a specific GR line in the modeling of graphene-based inductors.
By utilizing the above equations and circuit model shown in Figure 2, the electrical char-
acteristics of graphene-based on-chip spiral inductors can be investigated. The quantum
contact resistances are incorporated into the ends of the model, but it has little influence
on the inductor performance. The metallic vias in graphene-based inductors could be
made of Co [12]. Note that the modeling methodology can also be applied to other spiral
inductor structures, such as circular, hexagon, and octagonal types. To verify the model,
the quality factor of the graphene-based spiral inductor is obtained and compared with
the experimental results in [5]. The geometrical parameters are as follows: Dout = 200 µm,
w = 25 µm, and s = 5 µm. It can be seen from Figure 7 that the modeling results basi-
cally agree with the experimental results, and the deviation may be attributed to incorrect
geometrical parameters, which will be investigated in the next study.
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4. Results and Discussion

For graphene-based on-chip spiral inductors, the inductance mainly comes from the
magnetic inductance and the kinetic inductance, which originates in the kinetic energy
required by mobile electrons, and its value depends on the number of conduction channels.
In order to characterize the influence of kinetic inductance, the inductances of copper
and graphene-based on-chip spiral inductors made of copper and graphene are plotted
in Figure 8. It is evident that graphene becomes superior to copper for building on-chip
inductors with a decreasing geometric size (e.g., thickness and width), implying that
graphene is more suitable for the applications of future scaled RF ICs. Moreover, as shown
in Figure 8b, the advantage of a graphene-based inductor over its copper counterpart can be
strengthened by increasing taper. This is mainly because the inner ring of a graphene-based
tapered spiral inductor could provide larger kinetic inductance due to its smaller width
than that of a uniform inductor.
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In general, graphene doping can increase the Fermi level and thereby decrease the
resistive loss. Moreover, the coupling effect between adjacent graphene layers can be
alleviated and finally cancelled by intercalation doping. Therefore, alternate dopants such
as AsF5, Br2, FeCl3, and KI are continually being investigated [21,22]. Among these dopants,
Br is easy to diffuse into graphene layers, and its doping process is relatively simple and
efficient. The average thickness increment of Br-doped multilayer graphene is about 6.7%
of the original thickness [5], i.e., the average layer spacing between adjacent graphene
layers is about 0.3628 nm. As doping is a process of charge transfer, the carrier density and
conductivity vary with the doping time. As the doping time exceeds 70 min, the resistivity
of Br2-doped graphene becomes lower than that of bulk copper, and the Fermi level reaches
0.5 eV [23]. Here, two cases of Br2-doped graphene are considered, i.e., the conductivities
are set as 5 × 107 S/m and 108 S/m, respectively.

By virtue of the circuit model in Figure 2, the effective inductance and quality factor of
on-chip tapered spiral inductors made of copper and Br2-doped graphene are plotted in
Figure 9. It is evident that the effective inductance can be improved by replacing copper
with graphene. For graphene with a conductivity of 5 × 107 S/m, the quality factor of a
graphene-based spiral inductor is slightly lower than that of its copper counterpart. How-
ever, as the graphene conductivity exceeds 108 S/m, the quality factor can be significantly
improved due to the reduction of metal resistive loss. Figure 10 shows the effective induc-
tance and quality factor of an on-chip spiral inductor with different values of taper. It can
be seen from Figure 10a that the effective inductance can be increased by increasing taper.
However, as the inductor characteristics are affected by various factors, such as substrate
loss, the quality factor of a tapered spiral inductor is slightly larger than that of a uniform
one. Further, the frequency-dependent impedances and scattering parameters of copper
and graphene-based on-chip uniform spiral inductors are plotted in Figure 11. It is evident
that GR could provide smaller resistance and a slightly larger inductance than its copper
counterpart, but their scattering parameters are comparable due to other influences, such
as the substrate loss effect.
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Figure 9. (a) Effective inductance and (b) quality factors of on-chip tapered spiral inductors made of
copper and graphene.
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Figure 10. (a) Effective inductance and (b) quality factor of on-chip uniform and tapered spiral
inductors.
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Further, the parametric study of graphene-based on-chip spiral tapered inductors was
conducted. The influence of thickness on the inductor characteristics is shown in Figure 12a.
With the increasing thickness, the effective inductance decreases, while the quality factor
increases significantly due to the reduction of metal resistive loss. As shown in Figure 12b,
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the increase in turn number increases the effective inductance and decreases the quality
factor. Similarly, as shown in Figure 12c, the increasing outermost diameter increases the
effective inductance. However, the magnetic field penetrating the inductor coil generates
current in the substrate, thereby leading to an increase in eddy current loss [24]. The larger
the outermost diameter, the higher the eddy current loss. Thus, due to the increase in
both effective inductance and eddy current loss, the maximum quality factor is slightly
changed with the outermost diameter. Moreover, the self-resonant frequency decreases
dramatically with the increasing outermost diameter. Figure 12d shows the characteristics
of graphene-based inductors with different widths and spacings. With a decreasing width,
the magnetic inductance increases, and the resistive loss is reduced due to the suppressed
proximity effect, thereby increasing the maximum quality factor. The influence of oxide
layer thickness on the quality factor of a graphene-based on-chip spiral inductor is explored,
as shown in Figure 13a. The thicker the oxide layer is, the greater the quality factor is. The
self-resonant frequency increases with the increasing oxide layer thickness. Moreover, as
shown in Figure 13b, the quality factor increases with the decreasing substrate conductivity
due to the reduced substrate loss. By virtue of the circuit model, some guidance is given
for the design and fabrication of graphene-based inductors, which is anticipated to be
validated in a future experimental study. It is worth noting that although the simulation
could give insight into the device’s operation, real-world implementation is inevitable,
as the simulation might be too idealistic. Moreover, much effort should be spent in all
fields related to the fabrication of graphene-based inductors, including graphene growth
and doping.
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In summary, the graphene-based on-chip square spiral inductors are investigated
by virtue of the circuit model. Although graphene possesses large kinetic inductance, its
advantage over copper becomes significant only when the inductor dimensions are smaller
than a certain value. This is, the area of the nanoscale inductor can be reduced by replacing
copper with GR. On the other hand, the conductivity can be increased by employing doping
techniques, thereby improving the inductor quality factor. However, the simulation is
realistic, and much effort should be devoted to the fabrication of high-quality GRs.

5. Conclusions

In this paper, the ultimate electrical performance of graphene-based spiral inductors
was investigated theoretically. The equivalent circuit model of a traditional on-chip spiral
inductor was developed and verified. The graphene kinetic inductance was combined into
the model, and the electrical characteristics of on-chip spiral inductors made of copper and
graphene were captured and compared. In the modeling procedure, it was found that the
quantum contact resistance has little influence on the inductor performance. Graphene
could be superior to its copper counterpart for building inductors when the geometry is
very small, indicating that graphene is more suitable for future nanoscale RFICs. Moreover,
a tapered spiral inductor could better play the advantage of graphene than a uniform
one, as the inner ring has larger kinetic inductance. Although graphene possesses high
kinetic inductance, the quality factor of the graphene-based inductor may be limited by
its resistive loss, and therefore, the intercalation doping technique should be pursued. By
virtue of the circuit model, the influences of geometrical parameters on the performance
of graphene-based on-chip spiral inductors were finally explored, with several design
guidelines provided.
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Abstract: In this paper, we propose and analyze a novel interposer channel structure with vertical
tabbed vias to achieve high-speed signaling and low-power consumption in high-bandwidth memory
(HBM). An analytical model of the self- and mutual capacitance of the proposed interposer channel is
suggested and verified based on a 3D electromagnetic (EM) simulation. We thoroughly analyzed
the electrical characteristics of the novel interposer channel considering various design parameters,
such as the height and pitch of the vertical tabbed via and the gap of the vertical channel. Based
on the frequency-dependent lumped circuit resistance, inductance, and capacitance, we analyzed
the channel characteristics of the proposed interposer channel. In terms of impedance, insertion
loss, and far-end crosstalk, we analyzed how much the proposed interposer channel improved the
signal integrity characteristics compared to a conventional structure consisting of micro-strip and
strip lines together. Compared to the conventional worst case, which is the strip line, the eye-width,
the eye-height, and eye-jitter of the proposed interposer channel were improved by 17.6%, 29%,
and 9.56%, respectively, at 8 Gbps. The proposed interposer channel can reduce dynamic power
consumption by about 28% compared with the conventional interposer channel by minimizing the
self-capacitance of the off-chip channel.

Keywords: broadside structure; far-end crosstalk; impedance; interposer channel; silicon interposer;
vertical tabbed via

1. Introduction

Recently, memory usage has steadily increased as technology has developed in the era
of the fourth industrial revolution, with artificial intelligence, big data centers, robots, au-
tonomous vehicles, augmented reality (AR), and virtual reality (VR). Representative memo-
ries are double data rate (DDR), graphics double data rate (GDDR), and high-bandwidth
memory (HBM). In order to store and process these large amounts of data, demand for high-
bandwidth memory has been rapidly increasing. HBM is the essential memory structure
for industries in the fourth industrial revolution because it can implement high bandwidth
more effectively than any other memory structure. HBM has a 3D stacked structure based
on through-silicon vias (TSVs). The development of silicon interposer interconnection
technologies, such as interposer channel and TSV, are essential for the development of
next-generation HBM and chip-to-chip interfaces [1,2]. HBM is designed as a parallel
interface structure with 1024 IOs [3].

To meet the needs of the next generation of HBMs, it is essential to address the issue
of signal integrity. Signal integrity needs to be improved to resolve issues such as channel
loss, crosstalk, impedance mismatching, and inter-symbol interference (ISI).
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The HBM interconnection consists of the TSV, interposer channel, pad, package, etc.
Because the interposer channel has the longest physical channel length in the off-chip
interface, it must be considered and analyzed in terms of signaling within the target
frequency band. Various channel components such as the interposer channel effectively
have low-pass filter characteristics, so signal degradation occurs as the frequency increases.

The conventional HBM interposer channel has three problems, as shown in Figure 1.
Firstly, the HBM interposer channel has a lower impedance than the transmitter (TX) and
receiver (RX) driver. In general, although the dielectric can be manufactured as thin as
about 1 µm, it is possible to manufacture a relatively wide channel with a width of at
least 2 µm or more due to the limitations of the semiconductor manufacturing process.
Since the channel is relatively wide, the impedance formed is inevitably very small. In [4],
in order to increase the impedance of the interposer channel, the ground slot under the
signal channel was presented. Secondly, from the paper [5], the power consumption of
an off-chip interconnection was found to be generally 100 times larger than that on-chip.
Thus, when designing an off-chip interconnection, it is essential to consider the low power
consumption. The third HBM interface problem is the very high channel density, due to
the 1024 IO channels. If the clock and address line are combined, a very large number of
channels need to be placed. There is not enough free space. Therefore, a solution to the
HBM interposer channel structure is required. The new interposer channel solution should
alleviate the influence of impedance discontinuity and minimize the issue of off-chip power
consumption, while not causing a routing issue.
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Regarding signal integrity, previous research on the HBM interface has been carried out
in various ways, which can be divided into several categories [4,6–10]. Refs. [4,6] present
the signal integrity design method and the analyses of conventional interposer channels
such as the micro-strip and strip line. There has been an insufficient number of suggestions
for methods to improve the signal integrity characteristics of the interposer channel itself.
Refs. [7,8] are related studies, proposing and analyzing passive equalizers. The passive
equalizer can minimize ISI and flatten channel loss by intentionally leaking a low-frequency
band signal. However, it requires additional chip area. Because the HBM interposer channel
is already very dense, it is not realistic for application to the HBM. Refs. [9,10] report the
on-chip solutions. The representative on-chip solutions are the crosstalk reduction circuit
method and data bus inversion (DBI) coding. These methods can effectively minimize the
influence of far-end crosstalk noise. However, these methods require an additional circuit
and can cause additional power consumption. Moreover, it is not possible to fundamentally
improve the cause of channel loss in the case of impedance mismatching, reflection, etc.
With DBI coding, a DBI channel is required, so issues with space also occur. Ref. [11] studies
the structure of inserting the shielding channel in the interposer. Shielding channels can
reduce crosstalk between channels. However, it can generate unnecessary self-capacitance,
causing the impedance mismatching issue. Furthermore, inserting shielding channels
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incurs additional costs and requires more space. Thus, it is not a suitable method for the
HBM interface.

In this paper, a novel broadside interposer channel structure with a vertical tabbed
via for high-speed signaling and low-power consumption is proposed for next-generation
HBM. The broadside structure solves the problem of low impedance and the issue of off-
chip interconnection power consumption. The proposed structure uses the vertical tabbed
via to mitigate the far-end crosstalk of the broadside structure. The proposed channel
structure is presented and analyzed based on the modeling of self-capacitance and mutual
capacitance. We also take into account the effect of design parameters such as the physical
dimensions of the vertical tabbed via and evaluate it from a signal integrity perspective.
The signaling performance of the proposed channel structure was analyzed for impedance,
channel loss, far-end crosstalk, and eye-diagram compared to a conventional channel
structure that includes the micro-strip line and strip line. We also evaluated the dynamic
power consumption and compared it with a that of a conventional channel structure.

2. Proposal and Modeling of the Broadside Interposer Channel Structure with a
Vertical Tabbed Via for Next Generation HBM
2.1. The Structure of the Proposed Novel Broadside Interposer Channel Structure

The proposed channel structure is shown in Figure 2. The proposed channel structure
has two features. First, the proposed channel structure is a broadside strip line channel
structure. This broadside structure can minimize channel loss by reducing impedance
mismatching. In addition, if a multi-channel system is required that is more than three
signal layers, the proposed broadside channel structure can be designed with a high channel
density structure because it can minimize the exposure of E-field and H-field to the outside.
This will be detailed in Section 4.
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Second, the proposed channel structure has a vertical tabbed via. The vertical tabbed
via can mitigate the influence of far-end crosstalk between vertical channels. This effect is
similar to the effect of reducing far-end crosstalk by increasing mutual capacitance, such as
tabbed routing mainly used in the breakout zone of PCBs [12,13]. The physical dimension
and electrical properties are summarized in Table 1. The interposer channel width and
space are assumed to be 3 µm and 3 µm, respectively, and the silicon conductivity is
10 σ/m.
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Table 1. Physical dimensions and material properties of the silicon interposer.

Symbol Parameter Value Symbol Parameter Value

wSIG Width of channel 3 µm wGND
Width of a meshed

ground layer 3 µm

sSIG Space of channel 3 µm sGND Space of a meshed ground layer 3 µm
hsub Height of Si substrate 100 µm lchannel Length of channel 5 mm
tRDL Height of RDL layer 1 µm εSi3N4 Relative permittivity of Si3 N4 6.5
hSiO2 Height of SiO2 layer 1 µm εSiO2 Relative permittivity of SiO2 4.1
hpass Height of passivation layer 1 µm tan δSi3N4 Loss tan gent of Si3 N4 0.001

sgap Gap of the vertical channel Design parameter
(4 µm /6 µm/8 µm/10 µm) tan δSiO2 Loss tan gent of SiO2 0.001

hvia Height of vertical tabbed via Design parameter
(0.5 µm/1 µm/2 µm ) εSi Relative permittivity of Si 11.9

dvia Diameter of vertical tabbed via 1.5 µm σSi Conductivity of Si substrate 10 σ/m

pvia Pitch of vertical tabbed via Design parameter
(3 µm/9 µm/18 µm ) σCu Conductivity of copper 5.8× 107 σ/m

2.2. Analytical Modeling of Self and Mutual Capacitance for the Proposed Interposer
Channel Structure

The electrical characteristics of the proposed channel structure were analyzed de-
pending on the design parameters by building an analytical model of self-capacitance and
mutual capacitance.

The self-capacitance of the proposed channel structure can be calculated by dividing it
into four sections based on the cross-section, as shown in Figure 3. The four sections were
determined according to the ground slots and the vertical tabbed via. The self-capacitance
consists of various fringing capacitances between the bottom ground layer and the top
ground layer. The equations of fringing capacitances for self-capacitance are expressed
through (1)–(17) [14–18].
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without the vertical tabbed via and without the ground slot, (b) section 2: without the vertical tabbed
via and with the ground slot, (c) section 3: with the vertical tabbed via and without the ground slot,
(d) section 4: with the vertical tabbed via and with the ground slot.

The Cp is simply determined using parallel-plate capacitor formulas. The C f s is
the analytical expression of external fringing capacitance. The effective thickness of the
substrate is determined depending on the height of the sgap. The C f t is calculated by
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(3) valid at the range 0.5 ≤ hSiO2 /tRDL ≤ 4 [15]. From the equations in [15], the factor of A0,
B0, C0 for C f t can be calculated. The C f u_wo_via and C f u_w_via are also the external fringing
capacitances between channel and ground capacitance [16]. The C f u_w_slot is the internal
fringing capacitance, which is unlike external fringing capacitance, since the electric field
can be distorted into a non-perfect parabola shape [16].

For section 2 and section 4 with a ground slot due to the meshed ground layer, the
total capacitance of those sections was calculated, including the C f b_w_slot generated from
the four sides, as shown in Figure 3b,d. For section 3 and section 4 with the vertical tabbed
via, the total capacitance of those sections was calculated, including the C f u_w_via from two
sides, as shown in Figure 3c,d.

Cp = εSiO2 ε0
wSIG
hSiO2

(1)

C f s =
εSiO2 ε0

π

[
2tb1 ln(tb1 + 1)− (tb1 − 1) ln

(
t2
b1 − 1

)]
(2)

C f t =

εSiO2 ε0e(−
A0
B0

)
[

ln
(

1 + 2wSIG
SSIG

)
+ e(−

C0
−3SSIG

)
]

εSiO2 ε0e(−
A0
B0

)
+ A

[
ln
(

1 + 2wSIG
SSIG

)
+ e(−

C0
−3SSIG

)
] (3)

C f u_wo_via =
εSiO2 ε0

π

[
2tb_wo_via ln(tb_wo_via + 1)− (tb_wo_via − 1) ln

(
t2
b_wo_via − 1

)]
(4)

C f b_w_slot =
εSiO2 ε0

π
A1

[
sSIG

2hSiO2 + tRDL
− 2

π
ln
(

π

2
sSIG

hSiO2 + tRDL

)]
+ B1 (5)

C f u_w_via =
εSiO2 ε0

π

[
2tb_w_via ln(tb_w_via + 1)− (tb_w_via − 1) ln

(
t2
b_w_via − 1

)]
(6)

Csection1 = Cp + 2C f s + 2C f t + 2C f u_wo_via (7)

Csection2 = 4C f b_w_slot + 2C f s + 2C f t + 2C f u_wo_via (8)

Csection3 = Cp + 2C f s + 2C f t + 2C f u_w_via + 2C f u_wo_via (9)

Csection4 = 4C f b_w_slot + 2C f s + 2C f t + 2C f u_w_via + 2C f u_wo_via (10)

Csel f = Csection1 + Csection2 + Csection3 + Csection4 (11)

where
tSIG_e f f =

tRDL + sgap

6
(12)

tb1 =
2hSiO2 + tSIG_e f f

2hSiO2

(13)

hwo_via = sgap + 2hSiO2 (14)

hw_via = sgap + 2hSiO2 − hvia (15)

tb_wo_via =
2hwo_via + tSIG

2hwo_via
(16)

tb_w_via =
2hw_via + tRDL

2hw_via
(17)

Cs_wo_via = εSiO2 ε0
wSIG
sgap

(18)

Cs_w_via = εSiO2 ε0
wSIG

sgap − hvia
(19)
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C f _wo_via = 0.5
εr

60c0π

[
K(koi1)

K
(
k′oi1
) − K(kei1)

K
(
k′ei1
)
]

(20)

C f _w_via = 0.5
εr

60c0π

[
K(koi2)

K
(
k′oi2
) − K(kei2)

K
(
k′ei2
)
]

(21)

Csection_A = Cs_wo_via + 2C f _wo_via (22)

Csection_B = Cs_w_via + 2C f _w_via (23)

Cmutual = Csection_A + Csection_B (24)

where

koi1 = tanh
(

π

4
wSIG
sSIG

)
/tanh

(
π

4
sgap + wSIG

sSIG

)
(25)

koi2 = tanh
(

π

4
wSIG
sSIG

)
/tanh

(
π

4
sgap − hvia + wSIG

sSIG

)
(26)

kei1 = tanh
(

π

4
wSIG
sSIG

)
tanh

(
π

4
sgap + wSIG

sSIG

)
(27)

kei2 = tanh
(

π

4
wSIG
sSIG

)
tanh

(
π

4
sgap − hvia + wSIG

sSIG

)
(28)

k′2oi1 = 1− k2
oi (29)

k′2oi2 = 1− k2
o2 (30)

k′2ei1 = 1− k2
ei (31)

k′2ei2 = 1− k2
e2 (32)

The mutual capacitance of the proposed structure can be calculated by dividing it into
two sections based on the cross-section, as shown in Figure 4. In mutual capacitance, unlike
in self-capacitance, the effect of the ground slot is negligible. The equation of fringing
capacitance for mutual capacitance is expressed through (18)–(32) [17]. The Cs_wo_via and
Cs_w_via are simply determined by the parallel-plate capacitor formula. The C f _wo_via and
C f _w_via are an empirical gap capacitance in the dielectric [19]. The K(k) and K(k′) are the
complete elliptic integral of the first type and its complement.
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For the design parameters for 𝑠  and ℎ , the analytical modeling of the self-ca-
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in 𝑠  and ℎ , the trend in the capacitance model for the analytical modeling and 3D 

Figure 4. Modeling of mutual capacitance of the proposed channel structure. (a) Section A: without
the vertical tabbed via, (b) Section B: with the vertical tabbed via.

For the design parameters for sgap and hvia, the analytical modeling of the self-
capacitance and mutual capacitance was verified based on 3D electromagnetic (EM) simu-
lation, using the ANSYS Q3D 3D field simulator, as shown in Figure 5. With the variation
in sgap and hvia, the trend in the capacitance model for the analytical modeling and 3D
EM simulation is overall very similar, and the error is within 5%. As the sgap increases,
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the electric field is more strongly coupled to the ground layer of M2, which is close to the
target channel of M3. However, the electric field between the M5 ground layer is relatively
weak. Therefore, the total self-capacitance value eventually increases because the increase
in the fringing capacitance between the ground layer of M2 close to the target channel
of M3 is larger than the decrease of the fringing capacitance between the ground layer
of M5 farther away from the target channel of M3. As the height of the vertical tabbed
via increases with the same vertical distance of channel, it can be seen that the mutual
capacitance significantly increases.
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When the sgap has a value of about 10 µm, the self-capacitance has a saturated constant
value. The 10 µm is a sufficiently wide gap of the channel because it is 10 times the thickness
of the channel. Thus, this modeling of capacitance is presented with sufficient height.

3. Signal Integrity Analysis of the Proposed Interposer Channel Structure Depending
on the Design Parameters

In terms of signal integrity, the characteristics of the proposed channel structure were
analyzed depending on the design parameters that can affect the channel performance
of the proposed structure. The influence of far-end crosstalk was evaluated through the
power-sum far-end crosstalk (PSFEXT) [20]. The PSFEXT can consider all the effects of
surrounding channels that include top and bottom aggressor channels for one victim
channel. The PSFEXT equation is expressed in (33). The channel length is set to 5 mm. This
channel length assumes the longest interposer channel length of the HBM interface.

First, the proposed channel structure was analyzed depending on the presence of
a vertical tabbed via. Based on the analytical capacitance modeling, the self-capacitance
of the proposed channel with the vertical tabbed via was not dramatically different from
the proposed channel structure without the vertical tabbed via. Therefore, there was no
significant change in terms of channel loss, as shown in Figure 6a.

On the other hand, when the structure had the vertical tabbed via, the amount of
mutual capacitance could increase significantly, based on the analytical modeling. The
FEXT coefficient can be expressed in (34). When the input signal transitions from low to
high, the FEXT is a negative signal that has a 180-degree phase with the input signal. The
FEXT coefficient is negative using (34). Therefore, in order to reduce FEXT, it is necessary
to increase the mutual capacitance or reduce the self-capacitance.
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tabbed via in the frequency domain. (a) Insertion loss and (b) power sum far-end crosstalk (PSFEXT).

The mutual capacitance is increased by inserting the vertical tabbed via, so the PSFEXT
can be greatly mitigated, as shown in Figure 6b. In addition, looking at the PSFEXT,
capacitive coupling is dominant above 1 GHz, and inductive coupling is dominant below 1
GHz [6]. The increase in mutual capacitance produced by inserting the vertical tabbed via,
confirms that the FEXT is greatly reduced only above 1 GHz. In the case of width and space
of 3 µm and 2 µm, respectively, there is a frequency band with large FEXT when the vertical
tabbed via is inserted. This is because the resonance frequency occurs due to the cable
length. If the cable is long, the channel should be designed considering the cable resonance.

Powersum FEXT (PSFEXT) = 10log ∑
j∈ΩFEXT

∣∣Si,j
∣∣2 (33)

FEXT =
lencoupling

2vTr

(
Cm

Cs
− Lm

Ls

)
(34)

Three design parameters of the proposed channel structure were analyzed, the height
and the pitch of the vertical tabbed via and the gap of the vertical channel. Next, we
analyzed the far-end crosstalk. As mentioned before, the insertion loss did not significantly
change depending on the presence of the vertical tabbed via.

As shown in Figure 7a, as the height of the vertical tabbed via increases, the mutual
capacitance that occurs between the channels increases. Thus, the far-end crosstalk can
be reduced. If the pitch of the vertical tabbed via becomes narrow, the far-end crosstalk
can be reduced in the same way, as shown in Figure 7b. As the gap of the vertical channel
increases, the far-end crosstalk decreases because the physical channel distance increases,
as shown in Figure 7c. In this case, since mutual inductance also decreases, the far-end
crosstalk is reduced even below 1 GHz. In the above, at 1 GHz, the value of the FEXT
coefficient decreases because the mutual capacitance decreases while the self-capacitance
and self-inductance increase. It is important to note that, as the gap in the vertical channel
increases, the difference in far-end crosstalk improvement also decreases. That is, when the
gap of the vertical channel becomes larger than a certain value, the far-end crosstalk can
be saturated.
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Figure 7. The PSFEXT analysis of proposed channel structure depending on the design parameters.
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4. Signal Integrity Analysis of the Proposed Interposer Channel Structure Compared
with the Conventional Interposer Channel Structure for the HBM
4.1. Signal Integrity Analysis of the Proposed Novel Interposer Channel Structure

The signaling performance of the proposed channel structure and conventional chan-
nel structures, that is the micro-strip line and strip line, can be compared in terms of signal
integrity. The interposer channel was selected as a five-layer structure, including two signal
layers, two ground layers, and one power layer, as shown in Figure 8 [6]. The design
parameters of the vertical tabbed via were selected to be 6 µm for sgap, 1 µm for hvia, and
9 µm for pvia based on the analysis results in the previous chapter. Both the conventional
channel structure and the proposed channel structure were placed in a perfectly misaligned
arrangement with a meshed ground layer. Since the impedance mismatching is minimized
at the position where the signal channel and the meshed ground are perfectly misaligned,
the channel loss is less degraded, and the eye margin can be greatly secured [6].
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Figure 8. Interposer structure: (a) conventional channel structure and (b) proposed channel structure.

The E-field and H-field distribution are shown in Figure 9. It can be seen that the
E-field and H-field are widely exposed because the micro-strip line does not have a ground
layer above the channel. On the other hand, the proposed channel structure can minimize
field distribution to the outside by arranging the ground layer above and below. In this case,
if an additional signal layer is placed, one signal layer and one ground layer are required
in the conventional channel structure. However, since the proposed channel structure has
a ground layer on the top and bottom to minimize exposure to the outside, only the one
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signal layer is required. After all, in a system that requires many signal layers, if one layer
can be reduced, an advantage in channel density can be obtained.
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Figure 9. Field distribution of the proposed channel structure and conventional channel structure:
(a) E-field and (b) H-field.

Figure 10 shows an RLC component of the proposed channel structure and conven-
tional channel structure based on the 3D EM simulation, using the ANSYS HFFF 3D field
simulator. Since the cross-sectional area of the conductor through which current flows is as
large as the area of the vertical tabbed via compared to the conventional channel structure,
the conductor loss of the proposed channel structure is smaller than that of the conventional
channel structure below 1 GHz, as shown in Figure 10a. In general, above 1 GHz, the AC
resistance is determined by the skin effect and proximity effect. The proposed channel
structure has a larger AC resistance compared to the conventional channel structure because
the proximity effect increases as the distance between the adjacent channels decreases, due
to the vertical tabbed via. Additionally, due to chemical mechanical polishing (CMP), the
interposer channel uses meshed ground layer, so the AC resistance of the interposer is
relatively high. Since the meshed layer has many slots, the return path is relatively longer
than that in a solid ground layer in the printed circuit board (PCB). As shown in Figure 10b,
the capacitance of the proposed channel structure is significantly reduced compared to
that for the strip line. Since the proposed channel structure is arranged in the structure of
the broadside, this structure can achieve the effect of minimizing the self-capacitance. As
shown in Figure 10c, the self-inductance tends to be greater as there are more regions in
which the magnetic field can be generated. Since the strip line is a closed structure due
to the ground layer, the self-inductance is relatively small. Below 1 GHz, the proposed
channel structure is smaller than that for the micro-strip line because it is a half-closed
structure. However, as the frequency increases, the self-inductance becomes similar to that
for the micro-strip line.

In terms of signal transmission, the impedance matching has a greater effect on signal
transmission characteristics than the signal loss due to AC resistance at a high-frequency
band. This is because the signal loss reduces the level of the signal, but the severe reflection
due to impedance mismatching makes it impossible to transmit the signal normally. In the
low-frequency band, the proposed structure can obtain good performance by reducing the
resistance. The reason for this is that signal loss is more important than reflection in the
low-frequency bands.
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Figure 10. RLC component of the proposed channel structure: (a) AC resistance, (b) self-capacitance,
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The results in Figure 11 confirm the impedance of the proposed channel structure and
the conventional channel structure. We can estimate the characteristic impedance using
(35) [21]. Based on the analysis of the RLC component, the proposed channel structure has
a characteristic impedance similar to that for the micro-strip line, as shown in Figure 11a.
Impedance matching was also checked through reflection loss, as shown in Figure 11b. If
the reflection loss is less than 12 dB, it means that the reflection of the signal is sufficiently
small due to the impedance mismatching for a driver impedance of 50 ohms. The strip line
is not significantly impedance matched for some frequency bands under the same width
and space channel conditions. On the other hand, it was confirmed that the proposed
channel structure provides good impedance matching over a wide frequency band similar
to that for a micro-strip line.

Z0 = Zsys

√√√√ (1 + S11)
2 − S2

21

(1− S11)
2 − S2

21

(35)
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Figure 11. Impedance analysis of the proposed channel structure and conventional channel structure:
(a) characteristic impedance and (b) reflection loss.

The channel loss and far-end crosstalk of the proposed channel structure and con-
ventional channel structure were compared, as shown in Figure 12a. First of all, it was
confirmed that the proposed channel structure significantly improves the channel loss in
broadband compared to the strip line, which is the worst case for a conventional structure.
This effect comes from the improvement obtained by reducing the impedance mismatching.
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Since the proposed channel structure has vertical symmetry, it shows almost the
same performance regardless of the position of the interposer channel. Below 1 GHz, the
conductor loss is dominant. The conductor loss is formed according to the AC resistance.
The proposed channel structure has the smallest conductor loss because the effective
conductor area is the largest. Above 1 GHz, the characteristic impedance is dominant
according to the self-capacitance and self-inductance. Since the proposed channel structure
and micro-strip line have similar values, it can be confirmed that, above 1 GHz, the channel
loss is similar. On the other hand, the strip line has a larger capacitance than the others. It
can be seen that the signal is greatly degraded above 1 GHz.

As shown in Figure 12b, in terms of far-end crosstalk, the PSFEXT of the strip line is
the smallest of the channels in the overall frequency range. Since the strip line is located
between the ground layers, it can be easily predicted that the far-end crosstalk noise is
small. For the micro-strip line and the proposed channel structure, it can be confirmed that
the far-end crosstalk is relatively large because the ground layer is located only on one side.

The proposed channel structure has structural advantages in terms of far-end crosstalk.
This is because the proposed channel structure can generate more mutual capacitance than
the micro-strip line due to the vertical tabbed via. In addition, by adding the vertical tabbed
via, the influence of far-end crosstalk can be mitigated. The comprehensive evaluation
including the channel loss and far-end crosstalk can be checked using the eye diagram in
the next section.

The proposed channel structure has an advantage in terms of timing. The effect of
LC delay is also determined by the self-inductance and self-capacitance of the off-chip
interconnection. Here, LC delay means a delay in the signal generated through the off-chip
interconnection. As the LC delay of the channel increases, the ISI can also increase. The
LC delay is defined as the difference in time at which the input waveform and output
waveform have transitioned to about 50% of their maximum value, respectively. As shown
in Figure 13, by minimizing the parasitic self-capacitance, the proposed channel structure
can reduce the LC delay by about 20 ps compared to the strip-line, which is the worst case
for the conventional structure.

4.2. Eye-Diagram and Dynamic Power Consumption Analysis of the Proposed Novel Interposer
Channel Structure Compared with the Conventional Channel Structure

Using an eye diagram, it is possible to compare and analyze the signaling performance
of the channel by comprehensively evaluating various signal integrity indicators. As shown
in Figure 14, the eye-diagram setup refers to the JEDEC standard [22]. The data rate was
evaluated for 4 and 8 Gbps, which are the performance levels of HBM Gen 3 and HBM Gen
4. The load of the TX driver includes the effects of electro-static discharge (ESD) and pad.
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The load of the RX driver does not have resistor termination due to the power consumption
issue. Referring to the JEDEC standard, if the data rate is doubled, the load tends to be
reduced by half. Therefore, the load value for 8 Gbps is assumed to be 0.2 pF. The selected
rising time was as 10% of the Nyquist frequency.
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The results of the eye diagram for 4 and 8 Gbps are shown in Figure 15. It can be
seen that the results for impedance, insertion loss, far-end crosstalk, and eye diagram have
the same tendency. In the eye diagram, the proposed channel structure shows similar or
better performance to that for the micro-strip line. The strip line significantly degrades the
signaling performance. In general, the system performance is determined based on the
worst case. By using the proposed channel structure, the overall performance of the system
can be surely improved. Since the proposed channel structure is a vertical symmetric
structure, all channels have uniform performance. This result can be confirmed more
clearly when the higher data rate 8 Gbps signal is transmitted. In the case of 8 Gbps, it can
be seen that the strip line is almost closed in the eye-diagram. As the data-rate increases, it
means that the strip line cannot transmit the signal.

At 4 Gbps, the proposed channel structure can improve eye width, eye height, and
eye jitter by up to 12.9%, 9.9%, and 4.11%, respectively, compared to the worst-case, which
is that for the strip line. At 8 Gbps, the channel loss of the worst-case can mean more
degradation. The proposed channel structure can improve eye-width, eye-height, eye-jitter
by up to 17.6%, 29%, and 9.56%, respectively, compared to the worst case.

The eye margins are summarized, depending on the gap of the vertical channel, in
Figure 16. We obtained additional eye-margin because the far-end crosstalk is improved as
the gap in the vertical channel increases. However, as mentioned in the previous section,
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when the gap of the vertical channel is increased above a certain value, the amount of
far-end crosstalk improvement can be limited.
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Figure 16 indicates how much of a gap of the vertical channel needs to be selected to
show a better eye margin than the conventional channel structure. The proposed channel
structure shows better signaling performance than the micro-strip line when the vertical
channel gap is more than 6 µm.

Additionally, the proposed channel structure has an advantage in terms of power
consumption. As mentioned before, the power issue that occurs off-chip should be mini-
mized. Power consumption can be calculated using (36) [23]. Based on the dynamic power
consumption formula, the way to reduce power consumption in off-chip is to minimize
parasitic capacitance [24]. The proposed channel structure forms a capacitance similar to
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that of micro-strip line regardless of the channel position. However, since the strip line
forms a very large capacitance, the conventional channel structure consumes a lot of power.
Compared with the average power consumption, it can be reduced up to about 28%. Table 2
summarizes the amount of power consumption depending on the channel structure and
data rate.

Pdynamic =
1
2

V2
DD fNyquistCtotal (36)

Table 2. Dynamic power consumption of proposed structure and conventional channel structure.

Parameter Conventional
Micro-Strip

Conventional
Strip Line Proposed Structure

Cchannel [pF/mm] 0.158 0.294 0.163
Pchannel [mW/mm] at 4 Gbps 0.227 0.423 0.234
Pchannel [mW/mm] at 8 Gbps 0.455 0.846 0.469

Paverage channel [mW/mm] at 4 Gbps 0.325 0.234 (−28%)

Table 3 summarizes of the evaluation factors in terms of the signal integrity, and
power consumption analyzed for the conventional structure and the proposed structure.
The proposed structure obtains similar or better signaling performance than the micro-
strip line in most evaluation factors, and the proposed structure is significantly improved
compared to the strip line. Conventional structures should always be used together with
the micro-strip and strip line. Thus, the strip line determines the worst performance of the
conventional structure. However, since the proposed structure is vertically symmetrical, the
signaling performance of all channels is more uniform than in the conventional structure.
Therefore, the proposed structure is the advanced channel structure for the high-speed and
low-power channels for the next-generation HBM.

Table 3. Summary of system performance of the proposed and conventional structure.

Parameter Conventional
Micro-Strip

Conventional
Strip Line Proposed Structure

Reflection loss [dB]
at 4 GHz −12.5 −9.62 −12.19

Inseriton loss [dB] at 4 GHz −3.50 −4.68 −3.55
FEXT [dB] at 4 GHz −29.09 −33.83 −33.72

Characteristic impedance [Ω ]
at 4 GHz 45.6 36.4 45.2

LC delay [ps] 119 149 109
Eye-width [ps] 75.6 45.0 84.3
Eye-height [V] 0.240 0.083 0.295

Power consumption
[mW/mm] at 8 Gbps 0.455 0.846 0.469

5. Conclusions

In order to realize a next-generation HBM, a structural change to a broadside inter-
poser channel structure is needed to alleviate the impedance mismatching problem. In
this paper, to improve high-speed signaling and low-power consumption, a broadside
interposer channel with vertical tabbed via is proposed and analyzed for the first time.
Using the 3D EM simulation, we suggested and verified the analytical modeling of the
self-capacitance and mutual capacitance for the proposed interposer channel depending on
various design parameters. Based on the proposed analytical modeling, the insertion loss
and far-end crosstalk of the proposed interposer channel were analyzed depending on the
design parameters.

The proposed interposer channel structure has four major advantages. First, since
the impedance mismatching can be minimized by arranging the broadside structure, the
proposed interposer channel can dramatically improve channel loss. Second, by inserting
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the vertical tabbed via, the shortcoming of the far-end crosstalk issue in the broadside
structure can be reduced. Third, the proposed interposer channel can minimize off-chip
capacitance by about 28% compared to the conventional structure in terms of dynamic
power consumption. Finally, the proposed interposer channel can prevent E-field and
H-field from being emitted to the outside of the interposer by arranging a ground layer
above and below. It is possible to prevent far-end crosstalk noise occurring between the
interposer channel and other components such as TSV, via, etc. In addition, this effect can
be achieved in terms of channel density because the number of the signal layer can be
reduced in a situation that requires an additional signal layer. Although there is a difference
in performance depending on sgap, eye-width, height, and jitter were improved by 17.6%,
29%, and 9.56%, respectively, at 8 Gbps compared to a strip line based on 6 µm.

The proposed interposer channel is expected to be used as a high-speed interconnec-
tion channel structure to stably transmit a higher data rate in the future. In addition, it can
solve the issue of power consumption.
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Abstract: In this study, power/ground noise suppression structures were designed based on a
proposed dispersion analysis for packages and interposers with low-loss substrates. Low-loss
substrates are suitable for maintaining signal integrity (SI) of high-speed channels operating at high
data rates. However, when the power/ground noise is generated in the power delivery network
(PDN), low-loss substrates cannot suppress the power/ground noise, thereby causing PDN-induced
crosstalk and various power integrity (PI) issues. To solve these issues, noise suppression structures
generating electromagnetic bandgap were proposed and designed. The mechanism of the proposed
structures was examined based on a proposed dispersion analysis. The proposed structures were
designed and fabricated in glass interposer test vehicles, and the effectiveness of the structures on
power/ground noise suppression was experimentally validated by measuring the noise suppression
band. The proposed dispersion analysis was also verified by comparing the derived noise stopband
edges ( fL and fU) with electromagnetic (EM) simulation and experimental results, and they all
showed good agreement. Compared to EM simulation, the proposed method required smaller
computational resources but showed good accuracy. Using the proposed dispersion analysis, various
power/ground noise suppression bands were designed considering the applications and design
rules of packages and interposers. With measurements and EM/circuit simulations, the effectiveness
of the designed structure in maintaining SI/PI was verified. By adopting the designed structures,
the noise transfer properties in the PDN were suppressed in the target suppression frequency band,
which is key for PI design. Finally, it was verified that the proposed structures were capable of
suppressing power/ground noise propagation in the PDN by analyzing PDN-induced crosstalk in
the high-speed channel.

Keywords: electromagnetic bandgap (EBG); interposers; low-loss substrates; noise suppression
structures; packages; power delivery network (PDN); power/ground noise

1. Introduction

Transistor scaling based on Moore’s law is facing a limit. At the same time, the
realization of electrical systems with wide bandwidth, superior performances, small form
factor, low power consumption, and reduced manufacturing cost has been a continuous
challenge. System scaling based on through-silicon via and interposer technologies is a
promising solution for current industrial challenges [1–5]. Recently, silicon interposers have
been widely used to integrate graphic processing unit (GPU) and high bandwidth memory
(HBM) to form 2.5-dimensional (2.5-D) systems to realize over terabyte per second (TB/s)
system bandwidths for extremely high-performance computing [6,7]. However, reducing
the manufacturing cost of silicon interposers is still difficult due to the throughput issues
associated with limited wafer dimension. Even though silicon interposer-based integration
and packaging provides promising solutions, reducing the manufacturing cost is difficult
due to the following reasons: throughput issues associated with limited wafer dimension
and additional fabrication steps to isolate metal layers from the conductive silicon substrate.
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Moreover, the finite conductivity of the silicon substrate can generate signal integrity (SI)
issues in the high-frequency range, which may limit high-speed digital signaling, radio
frequency (RF) applications, and mixed-signal integrations [8]. Because of these limitations,
packages and interposers with low-loss substrates have gained attention as a long-term
alternative to silicon interposers.

Packages and interposers with low-loss substrates have been continuously developed.
Glass substrates have several advantages, such as dimensional stability, coefficient of ther-
mal expansion (CTE) similar to silicon, smooth surface, submicron metallization, double-
sided build-up lamination, and superior electrical resistivity enabling low insertion loss up
to millimeter (mm)-wave range [9–11]. Recently, glass substrates have been widely adopted
for various packaging applications, such as bandpass filters for 5G communication [12],
MEMS [13], millimeter-wave radar for autonomous driving [14], and antennas [15,16].
Fan-out packages with low-loss materials have also been widely adopted [17]. Ultrathin,
high-permittivity, and low-loss substrates have been released in the market for printed
circuit boards (PCBs), which can also be embedded in packages to realize embedded decou-
pling capacitors [18,19]. These substrate materials are fabricated from panels that are much
larger in dimension compared to silicon wafers. Therefore, these substrates also have the
potential to reduce the fabrication cost due to increased yield. The advantages are depicted
in Figure 1.
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and fine-pitch metallization; (b) high fabrication yield, which has great potential for cost reduction;
(c) low signal loss, enabling high-speed signaling.

Despite these advantages and potentials, low-loss substrates are vulnerable to power/ground
noise generated in the power delivery network (PDN) [20]. Low-loss substrates are excellent
for high-frequency signaling, but at the same time, it is difficult to suppress power/ground
noise induced in the PDN. The noise can be induced in the PDN due to various reasons,
such as simultaneous switching noise (SSN), return current discontinuity of the signal via
penetration of the PDN, and coupling from other signal/power/ground interconnections.
When the power/ground noise is generated, it propagates along the PDN without suppres-
sion, causing various SI/PI (power integrity) and electromagnetic interference (EMI) issues.
These issues are shown in Figure 2. When designing a PDN, the allowed power/ground
noise margin is becoming tighter because the operating voltages of electrical systems are
continuously decreasing to realize low power consumption [21]. Moreover, due to recent
trends requiring system-in-package, heterogeneous integration, and mixed modes, various
noises are generated in the broadband frequency range. To maximize the advantages of
low-loss substrates, power/ground noise must be suppressed and effective suppression
bands should be analyzed in advance.
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noise, or return current loading, low substrate loss cannot suppress it. The noise propagates along
the PDN and causes SI/PI problems.

Decoupling capacitor arrays and schemes may be insufficient for achieving broadband
power/ground noise suppression. Moreover, assembling various decoupling capacitors
to achieve broadband suppression can increase the lateral dimensions of packages and
interposers, which directly affects the fabrication yield. For security applications, exposed
decoupling capacitors attached to the cryptographic core PDN cause electromagnetic
(EM) information leakages and security issues [22,23]. Various electromagnetic bandgap
(EBG) structures that are mostly embedded inside the PDN have been proposed and
validated to achieve wideband power/ground noise suppression [24–31]. Considering
recent trends requiring broadband noise suppression without dramatically affecting lateral
dimensions of the package/interposer and unexposed areas for some applications, adopting
the EBG structure embedded in the PDN is one of the most promising solutions to solve the
power/ground noise issues associated with low substrate loss. However, such structures
have not been widely developed and applied for packages and interposers with low-loss
substrates. Therefore, an efficient design method considering design parameters and
material properties is desired. Using the method, noise suppression structures should be
developed and verified.

In this study, power/ground noise suppression structures were designed based on a
proposed dispersion analysis for packages and interposers with low-loss substrates. The
mechanism of noise suppression was thoroughly examined based on the proposed disper-
sion analysis. The structures were designed and fabricated in glass interposer test vehicles,
and the effectiveness of the structures was experimentally validated by measuring the
noise suppression band. The proposed dispersion analysis was also verified by comparing
derived noise stopband edges ( fL and fU) with electromagnetic (EM) simulation. It was
confirmed that fL and fU estimations based on the proposed analysis method showed
good agreement with those acquired from experiments and simulations. Compared to EM
simulation, the proposed method required smaller computational resources but showed
good accuracy, which is suitable for early design stages. Using the proposed dispersion
analysis, various power/ground noise suppression bands were designed considering the
applications and design rules of packages and interposers. With measurements and EM
simulations, the effectiveness of the designed structure in maintaining SI/PI was ver-
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ified. Finally, it was shown that the proposed structures were capable of suppressing
power/ground noise propagation in the PDN by analyzing PDN-induced crosstalk in the
high-speed channel.

2. Proposed Dispersion Analysis: Mechanism of Noise Suppression Band Formation
and Stopband Edge Estimation

In this section, a dispersion analysis is proposed to explain the mechanism of noise
suppression band formulation in the PDN. The proposed dispersion analysis is also capable
of deriving noise suppression (stopband) edges. The proposed dispersion analysis is based
on a transmission line (TL) theory and mathematics. Compared to full EM simulations,
which require heavy computational resources, the proposed method can efficiently estimate
the suppression band. In addition, the impacts of material properties and design rules on
the suppression band can be easily understood.

Compared to mesh or grid-type PDN structures in silicon interposers, plane-type
PDN can be fabricated in packages and interposers with low-loss substrates, such as glass,
ceramic, and organic materials [9,18]. In the plane-type PDN, the power/ground noise
propagates in forms of transverse electromagnetic (TEM) and quasi-TEM modes. The PDN
becomes a transmission line (TL) for the noise wave. To suppress noise propagation, a
noise suppression band can be formed by designing certain repetitive structures generating
lumped capacitance (C) and inductance (L). The band must be analyzed and engineered
to cover the target noise band. In this study, power/ground noise propagation is ana-
lyzed in the +x-direction (N(x) = e−jkx xax). kx is an effective phase constant defined as
kx = αx+ jβx, where αx becomes an attenuation constant and βx is a propagation constant of
the power/ground noise wave propagating in the +x-direction. Let the size of the repetitive
structure formed in the PDN be Wu. A two-dimensional periodic structure can be reduced
into a one-dimensional array of unit cells (size of Wu) by placing perfect magnetic conduc-
tor (PMC) walls at y = ±Wu/2, as depicted in Figure 3. This assumption and dimension
reduction can be applied as the PMC wall can be located anywhere where there is a zero
tangential magnetic (H) field [31–33]. By adopting the PMC boundary condition, the noise
suppression structure and the PDN can be modeled as TL with lumped C and L. In the
following sections, detailed equations for C and L are provided considering the design,
physical dimensions, and material properties.

In typical advanced packages and interposers, build-up layers exist in between the
substrate and metal layers (ML), as shown in Figure 3. The power/ground noise propagat-
ing in the form of the quasi-TEM mode can be modeled into a TL. The TL has a thickness of
tPDN, which is summation of the substrate thickness (tsub) and the thickness of two build-up
layers (tbu). The dielectric layers in between power and ground planes can be modeled as a
single dielectric mixture layer represented with the effective complex dielectric constant
(εmix(ω)) shown in the following equation:

εmix(ω) =
εsub(ω)εbu(ω)

qεsub(ω) + (1− q)εbu(ω)
(1)

where q is the volume fraction of the dielectric layers; εsub(ω) and εbu(ω) are complex
permittivity of the substrate and build-up layer, respectively [34]; and ω is the angular
frequency (2π f ). Real parts of the εmix(ω), εsub(ω), and εbu(ω) are defined as εr,mix, εr,sub,
and εr,bu, respectively.
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Characteristic impedance (Z0, PDN) and phase constant (βPDN) of the TL without C
and L can be expressed as follows:

Z0,PDN =
η0√
εr,mix

tPDN

Wu
, tPDN = tsub + 2tub (2)

and
βPDN =

√
εr,mixω/c (3)

where η0 is the wave impedance of free space, and c is the speed of light in a vacuum.
To derive the dispersion equations to estimate the noise stopband, ABCD parameters

of the TL shown in Figure 3 is analyzed. The unit cell of the TL has an effective phase
constant kx. Compared to the silicon, the substrate and build-up layer of the target study
have much lower loss factors. Therefore, lossless condition is adopted for an efficient
calculation during the dispersion analysis. The ABCD parameters of the TL’s unit cell can
be expressed as follows:

[
Au Bu
Cu Du

]
=

[
cos(kxWu) jZ0,u sin(kxWu)

jZ0,u
−1 sin(kxWu) cos(kxWu)

]

=
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where Y = jωC/(1− ω2LC), and Z0,u is the characteristic impedance of TL with the structure
inducing L and C. Among the four parameters, Au is the simplest. By analyzing Au, a
dispersion equation is derived as follows:

Au = cos(kxWu) = cos(βPDNWu) + j
Z0,PDNY

2
sin(βPDNWu) (5)

From (5), the effective phase constant kx is derived as follows:

kx =
1

Wu
cos−1

[
cos(βPDNWu)−

ω Z0,PDN C
2(1−ω2LC)

sin(βPDNWu)

]
(6)

In this study, the lossless condition has been assumed. However, the effective phase
constant kx becomes a complex number. The effective phase constant has an imaginary part
when the argument of the inverse cosine function in (6) is outside the interval [−1, 1]. The
noise stopband is formed at the frequency range where the imaginary part of (6) is nonzero
and changes dramatically. The wave becomes evanescent at this frequency range.

To graphically explain the noise propagation characteristics, dispersion diagrams
are estimated from (6) and plotted in Figure 4 as an example. The design parameters
and values to derive dispersion diagrams shown in Figure 4 are summarized in Table 1.
Values are carefully chosen to derive diagrams that can graphically support the method
and concept. Without noise suppression structures in the PDN, the propagation constant
of the power/ground noise has a constant slope (2π

√
εr,mix/c) in the frequency domain,

which is nondispersive. When the structure forming the L and C is inserted in the PDN,
the power/ground noise propagating in the +x-direction (e−jkx x) will experience sudden
attenuation at certain frequency band. Let −jkx = −αx−jβx, and αx becomes an attenuation
constant and βx represents propagation constant of the power/ground noise wave. In this
case, βx is periodic due to periodicity of the inverse cosine function.

Table 1. Summary of important design parameters and values used to derive dispersion diagrams
shown in Figure 4.

εr,mix Z0,PDN Wu L C

4.25 9.14 Ω 3.2 mm 125.49 pH 22.831 pF

As can be seen from Figure 4, there are frequency bands where the slope of βx becomes
closer to zero (or βx is at the Brillouin zone boundaries) or the attenuation constant αx
becomes nonzero. These frequency bands are theoretical noise bandgap or electromagnetic
bandgap (EBG) where power/ground noise is suppressed and cannot propagate. However,
except for the fundamental stopband, the attenuation constant for other bands are too small
to suppress noise propagation.

In this study, the dispersion equations are calculated and plotted under the assumption
of lossless substrate and build-up layer. In reality, there always exists attenuation of the
wave associated with dielectric loss. Usually, noise suppression bands are valid if they
can achieve −40 dB or lower isolation characteristics. Therefore, theoretical upper bands
marked in Figure 4 cannot play a role as a suppression band. A band that can suppress
power/ground noise will exist inside the fundamental stopband marked in Figure 4.
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The lower edge of the noise suppression band (f L) can be derived by finding the
condition satisfying “Au = cos(kxWu) = −1”. Among various cases, “kxWu = π” is selected
in this study. Because βPDNWu is located far from the Brillouin zone boundary at the
lower cut-off frequency, the small-angle approximation “sin(βPDNWu) ≈ βPDNWu” and
“cos(βPDNWu) ≈ 1” can be used. Under these conditions, (6) can be rewritten as follows:

− 1 = 1− ωZ0,PDNC
2(1−ω2LC)

βPDNWu. (7)

Because the wave impedance of free space (η0) can be expressed as µ0c, the lower edge of
the noise suppression band (f L) can be derived from (7) and is shown in the following equation:

fL =
1

π
√

C (µ0tPDN + 4L)
(8)

By setting different boundary condition, it is possible to estimate the upper edge of
the noise suppression band (f U). It can be obtained by adopting conditions that satisfy
“Au= cos(kx Wu) = +1”. Under this condition, (6) becomes the following:

tan
(

βPDNWu

2

)
=
−ω C Z0,PDN

2(1−ω2LC)
(9)
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If f U and the resonant frequency ( fR= 1
2π
√

LC
) are far away from each other, (9) can be

approximated as follows:

tan
(

π
√

εr,mixWu

c
fU

)
≈ πc fR

2Z0,PDN
1
fU

=
Z0,PDN

4πL
1
fU

(10)

From (10), it is difficult to directly estimate f U. A graphical (numerical) approach is
applied to estimate f U, and an example is shown in Figure 5. In Figure 5, the left-hand side
(LHS) and right-hand side (RHS) of (10) are plotted in the frequency domain. The frequency
where the two graphs intersect is the upper edge of the noise suppression band (f U).
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The following section outlines the design and fabrication of test vehicles with thin and
low-loss glass substrate and low-loss polymer as a build-up material. The test vehicles were
measured to validate the proposed dispersion analysis and effectiveness of the proposed
structures on noise suppression.

3. Verification of the Proposed Dispersion Analysis and Noise Suppression Structures
3.1. Design and Fabricated Test Vehicles

To validate the proposed dispersion analysis and noise suppression structures, two
structures were designed and fabricated. In Figure 6, cross-sections/top views of the
structures in the glass interposer test vehicles are shown. As shown in Figure 6a, this
structure (Type A) had double patches to increase capacitance. Four metal layers (MLs)
were needed to form this structure. In Figure 6b, a simpler structure (Type B) is shown,
which only had one patch and three MLs were required. Because the copper used to form
metal layers (MLs) does not adhere to the glass substrate directly, low-loss polymer was
used between the substrate and MLs. In glass packages and interposers, using a low-loss
polymer provides various advantages, such as additional mechanical strength, prevention
of substrate cracking, prevention of moisture contact, and CTE control [35]. In each test
vehicle, 25 (5 in x-direction and 5 in y-direction) unit structures, shown in Figure 6, were
embedded in the PDN. The top view of the test vehicle with 25 Type A unit structures is
shown in Figure 6c. Similarly, the top view of the test vehicle with 25 Type B unit structures
is shown in Figure 6d. In Table 2, the physical dimensions and material properties of the
test vehicles are summarized. More detailed process design rules and explanations of the
structures have been described in previous works [36,37].
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Table 2. Physical dimensions and material properties of the glass interposer test vehicles.

Symbol Type A Type B

Physical
Dimensions

tsub 100 µm
tbu1 15 µm 17.5 µm
tbu2 15 µm 35 µm
tm 3~5 µm 4~10 µm

dTGV_T 60 µm 100 µm
dTGV_B 40 µm 60 µm

dµ_T 35 µm 45 µm
dµ_B 30 µm 45 µm
Wu 3.2 mm
Wpa 2.2 mm
pTGV 300 µm NA

εr,sub 5.3 @ 2.4 GHz 5.3 @ 2.4 GHz
εr,bu 3.2 @ 5.8 GHz 3 @ 10 GHz

Material Properties tan δsub 0.004 @ 2.4 GHz 0.004 @ 2.4 GHz
tan δbu 0.0042 @ 5.8 GHz 0.005 @ 10 GHz

σm 5.8 × 107σ/m

Each structure has different lumped capacitance (C) and inductance (L). First, the struc-
ture of Type A was analyzed to derive lumped C and L. The lumped capacitance (CA) can be
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derived by adding capacitance between patches and planes (Cpa) and capacitance between
the power/ground through-glass via (TGV) pair (CTGV) [38]. They can be summarized
as follows:

CA = Cpa + CTGV (11)

Cpa =
ε0εr,bu

(
2
(
Wpa

)2 − π(dTGV_T/2)2 − π(dTGV_B/2)2
)

tbu2 − tm
(12)

CTGV =
∫ tbu1

z=0

πεr,bu

cos h−1(pTGV/2r(z))
dz +

∫ tbu1+tsub

z=tbu1

πεr,sub

cos h−1(pTGV/2r(z))
dz +

∫ 2tbu1+tsub

z=tbu1+tsub

πεr,bu

cos h−1(pTGV/2r(z))
dz (13)

where
r(z) =

dTGV_B

2
+

dTGV_A − dTGV_B

2(2tub1 + tsub)
z (14)

The lumped inductance (LA) can be modeled as follows:

LA = LTGV + 2Lµvia (15)

LTGV =
∫ 2tbu1+tsub

z=0

µ0

π
cos h−1(pTGV/2r(z)) dz (16)

Lµvia =
µ0(tbu2 − tm)

4π

[
ln
(

4 Wu
2

πdµvia
2

)
+

πdµvia
2

4 Wu2 − 1

]
(17)

Equation (16) has a close relationship with (13), which dominates LA. Derivation of
(16) is shown in [38]. Because microvia is not paired, the derivation of (17) is a bit different
from (16). Lµvia can be derived from the magnetic energy in the unit structure, which is
known as Um = 1

2

∫
B·H dv. By adopting boundary condition Um = 1

2 I2L, it is possible to
derive (17) [24,39]. This relationship can be used to derive the inductance of the single TGV
in the Type B structure. Because microvia is relatively shorter than the TGV pair, dµ_T and
dµ_B was averaged to derive dµvia in (17).

The Type B structure shown in Figure 6b is simple compared to Figure 6a. The lumped
capacitance (CB) can be expressed as follows:

CB =
ε0εr,bu

(
2
(
Wpa

)2 − π(dTGV_T/2)2
)

tbu2 − tm
(18)

The inductance of the single TGV can be obtained by modifying (17). It can be
summarized as follows:

LB = Lsin gle−TGV =
∫ tbu1+tsub

z=0

[
ln
(

Wu
2

dS(z)

)
+

dS(z)
Wu2 − 1

]
dz (19)

where

dS(z) = π

(
dTGV_B

2
+

dTGV_A − dTGV_B

2(2tub1 + tsub)
z
)2

. (20)

Basically, the derivation process of (17) and (19) is identical because they are both
single via confined in the unit cell. Therefore, the two equations are similar. In (19) and
(20), the tapered structure of the TGV is reflected. If the length of the TGV is very short and
it is not tapered, the integral calculation in (19) can be simplified as in (17). The derived
parameters can be inserted into the proposed dispersion analysis explained in the previous
section to analyze the noise suppression band.

In Figure 7, fabricated glass interposer test vehicles are shown. Metal patches generat-
ing C, through-glass via (TGV), and planes are shown. Optical microscope and scanning
electron microscope (SEM) were used to take images of various structures inside the glass
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interposer test vehicles. As can be seen from Figure 7, measurements were conducted
on the probe station. Various measurements were conducted in both frequency and time
domains. After verifying the effectiveness of the dispersion analysis, more structures were
designed, as outlined in Section 4.
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3.2. Verification by Measurement and EM Simulation

Measured power/ground noise couplings (S21) are plotted and compared in Figure 8.
Two microprobes (Picoprobe GS type with 250 µm pitch, GGB industries Inc., Naples, FL,
USA), two coaxial cables (W.L. Gore & Associates, Inc., Newark, DE, USA), and a calibration
kit (CS-14, GGB industries Inc., Naples, FL, USA) were used to measure power/ground
noise couplings. A vector network analyzer (VNA) (N5230A, Keysight, Santa Rosa, CA,
USA) was used to measure the couplings in the PDN and validate the noise suppression
band in the frequency domain up to 20 GHz. As a reference, a PDN without noise sup-
pression structures was also measured. The distance between the two measurement ports
(port 1 and port 2 shown in Figure 6c,d) was approximately 15.5 mm (≈5 ×Wu). In such
cases, it is difficult to suppress the generated noise in the PDN due to low-loss substrate
and polymer build-up layer. By adopting the proposed structures (Types A and B), −40 dB
noise suppression bands were generated. In these frequency bands, the power/ground
noise will be significantly attenuated and isolated.

Due to the double patches and paired through vias, the Type A structure had much
larger lumped capacitance (C) than the Type B structure. The total lumped inductance (L)
of the Type A structure was 130.80 pH, whereas it was 89.65 pH for the Type B structure.
As can be seen from (8), the Type A structure had a lower fL compared to Type B due to
larger capacitance. With larger C, the noise suppression band can be expanded by lowering
fL. However, the Type A structure had larger L compared to the Type B structure, which
also lowered fH. To achieve wider noise suppression band, higher fH is desired. In the
following section, the impacts of various design parameters and material properties on the
noise suppression band is analyzed. A design direction to achieve wider noise suppression
band is also given.
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Figure 8. Comparison of the measured power/ground noise couplings (S21) in the PDN.

In Figure 9, the measurement results are compared with simulated results. Using the
3-D EM simulator Ansys high-frequency structure simulator (HFSS) (version 2020 R2),
noise coupling (S21) of each structure was estimated and compared. The measurement
and simulation results showed good agreement up to 20 GHz in the frequency domain
for both structures. To verify the proposed dispersion analysis, estimated stopband edges
( fL and fU) were compared with the simulated and measured edges. In Table 3, edges
obtained by different methods are summarized and compared. The estimated edges showed
good correlation with the simulated and measured edges. The accuracy of the proposed
dispersion analysis for stopband edge estimation was verified. When fabricating the glass
interposer test vehicles, the diameter of the TGV showed process variations associated with
substrate drilling and copper plating. If the process becomes more mature, more accurate
results are expected.
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Table 3. Summary and comparison of measured, simulated, and estimated stopband edges.

Structures Edges Measurement Simulation
(Error)

Estimation
(Error)

Type A

fL 2.51 GHz 2.49 GHz
(1.00%)

2.51 GHz
(0.04%)

fU 8.91 GHz 8.75 GHz
(1.83%)

8.59 GHz
(3.61%)

Type B

fL 5.82 GHz 5.50 GHz
(5.49%)

5.87 GHz
(0.86%)

fU 9.66 GHz 9.75 GHz
(0.93%)

10.4 GHz
(7.66%)

Compared to 3-D EM simulation, the proposed method required less time and com-
putational resources to estimate the stopband edges. When designing the structure, the
proposed dispersion analysis could effectively estimate the stopband considering the design
rules and target noise band. After preliminary analysis, the structure could be designed in
the 3-D EM simulator for further analysis and validation before tape-out.

4. Design and Analysis of Noise Suppression Structures with Various Low-Loss Materials

In this section, design directions are discussed based on the proposed dispersion
analysis. The impacts of various design parameters and material properties are considered.
Some candidates are chosen, and noise stopbands are estimated. Additional measurements
and 3-D EM simulations are conducted to verify the impacts of the proposed structures on
power/ground noise suppression and decoupling.

4.1. Noise Suppression Band Formulation with Various Materials

In general, broadband noise suppression is desired to cover various applications.
To achieve broadband, the lower stopband edge ( fL) should be designed toward lower
frequency. At the same time, the upper stopband edge ( fU) should be formed at higher
frequency. Design parameters and material have significant impacts, but not all of them
can be realized and adopted. It can be limited by process design rules or have a conflict
with usages of advanced packages and interposers. In Table 4, the stopband expansion
method by changing design parameters and impacts is summarized.

Table 4. Stopband expansion method by changing design parameters and impacts.

Band Expansion Design Parameters Impacts Note

fL ↓

High-K materials in BU C ↑
Thin BU materials C ↑

Larger pactes (Wpa) C ↑ Limited
Increase package/interposer and PDN thickness

(tPDN↑) Not desired

Add defects in P/G planes L ↑ Limited
Through via diameter ↓ L ↑ Limited & 1/

√
L

fU ↑
Through via diameter ↑ L ↓ 1/L

Via arrays or parallel vias L ↓ 1/L
Z0,PDN↑(t PDN↑) RSH of (10) ↑ Not desired

By analyzing the proposed dispersion equations, the impacts of design parameters
can be easily determined. As can be seen from (8), increasing lumped capacitance (C),
inductance (L), and PDN thickness will lower fL. Adopting build-up materials with high
permittivity can increase C. At the same time, selecting thinner build-up materials will have
the same impact. However, using larger structures can increase the overall x–y dimensions
of the packages/interposers. The x–y dimensions directly affect the overall fabrication
yield, so this design direction is not desired. Moreover, a design direction that increases
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the PDN thickness should be avoided. Adding defects in power/ground planes increases
L [31]. In terms of power integrity, this can be a good solution. However, adding defects
can cause return current discontinuity issues. If such a design is adopted, routings, fan-out,
and signal integrity analysis should be carefully conducted as well.

The diameter of the through-substrate via affects both stopband edges, so it is high-
lighted in Table 4. When the diameter is altered, RHS of (10) is affected more dramatically,
which is inversely proportional to L, whereas (8) is inversely proportional to

√
L. Moreover,

the diameter of the through substrate is heavily determined by the process design rule. It is
difficult to freely modify the diameter when designing packages/interposers. It is more
realistic to adopt parallel through via scheme than changing the diameter to achieve lower
L. A design that can achieve higher characteristic impedance (Z0,PDN) shifts RSH of (10) and
can formulate fU at higher frequency. However, compared to other parameters, changing
Z0,PDN is not easy as it will have multiple impacts. The easiest method is increasing the
PDN thickness, but this direction is not desired in advanced packages/interposers.

In Figure 10, dispersion diagrams with design parameters and material properties are
plotted for comparison. For fare comparison, the normalized value in radian (βxWu) is
plotted instead of the propagation constant (βx). Fundamental bandgaps are formed in the
bands where βxWu does not exist. High-K material alumina can be embedded in polymer
build-up layers of glass packages and interposers to increase C [40]. Moreover, ultrathin
and high-K materials, such as FaradFlex substrate, can be embedded in the build-up layers
of packages [18]. These materials can also be used for miniaturization of structures instead
of increasing C. By adopting parallel trough via arrays, the suppression band is expanded
toward higher frequency.
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In the following subsection, additional results obtained by measurement and 3-D
EM/circuit simulations are provided. The impacts of noise suppression/isolation are
graphically delivered in the time domain.
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4.2. Impacts of Power/Ground Noise Decoupling Using the Proposed Structures

In Figure 11, measured power/ground noise coupling results are plotted and com-
pared in the time domain. A pulse-pattern generator (PPG) (Anritsu MP-1763C, Atsugi,
Japan) and a digital sampling oscilloscope (Tektronix TDS800B, Beaverton, OR, USA) were
used to conduct measurements in the time domain. The Type B structure explained in Sec-
tion 3 was used for the experiment. Twelve gigabits per second (GB/s) clock signal (0 to 1 V,
30 ps rise-and-fall time and all ports terminated with 50 ohm) was injected to the interposer
PDN (port 1 in Figure 6d) as a noise source. Frequency band of the injected noise existed in
the suppression band of the Type B structure. From the noise source to the measurement
location in the PDN (port 2 in Figure 6d), five unit structures existed, and the distance was
approximately 15.5 mm. Without the noise suppression structure, 142 mV peak-to-peak
voltage (Vpp) was measured, which corresponded to 14.2% of the input voltage. When the
proposed noise suppression structure was fabricated in the PDN, 51 mV Vpp was observed.
Significant noise suppression/isolation was achieved by adopting the proposed structure.
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Figure 11. Comparison of the measured power/ground noise coupling results in the time domain
without and with the noise suppression structure (Type B). By adopting the proposed structure,
power/ground noise was significantly suppressed in the interposer with low-loss substrate.

Additional 3-D EM/circuit simulations were conducted to verify the effectiveness
of the proposed structure. In this study, eye diagrams of the through-substrate (glass
or FaradFlex) via channel under the influence of power/ground noise coupling were
simulated and compared. The through-substrate via channel (victim) was designed to
penetrate the PDN, and the noise source was located far away from the victim. In this
scenario, the noise induced in the PDN propagates without attenuation, couples to the
victim channel, and degrades SI of the victim channel (PDN-induced crosstalk). This
scenario is likely to happen as there are thousands of signal through-substrate vias escaping
packages or interposers, such as SerDes. Pseudo-random binary sequence (PRBS) of 28 − 1,
0 V to 1.2 V, with rise-and-fall time of 30 ps and data rate (DR) of 2 GB/s was injected to the
victim channel. The total length of the victim channel was designed to be approximately
14 mm, including the through via, microvia, interposer channel, and PCB channel located
under the package. At the receiving location of the victim channel where eye diagrams were
monitored, a capacitive termination was applied. This simulation scenario was graphically
depicted in Figure 12.
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Figure 12. Graphical depiction of the simulation scenario. Aggressor channel escaping the package
or interposer induces noise in the PDN. The noise propagates and couples to the victim channel. Eye
diagrams of the victim channel are compared without and with noise suppression structures.

In Figure 13, eye diagrams of the victim channel are plotted and compared without and
with the proposed structure. In Figure 13, the Type B structure is used as a representative.
In Table 5, additional results are also summarized for other structures, and eye-opening
voltage, jitter, and maximum Vpp noise at logics zero/one are compared. For all three
cases, eye diagrams of the through-substrate via channel were improved by adopting the
proposed structures. Low-loss substrates for packages and interposers provide various
advantages. However, power/ground noise must be isolated and suppressed. In this
study, noise suppression was conducted by designing various structures in the PDN. The
structures were analyzed and determined by the proposed dispersion analysis. Compared
to full 3-D EM simulations, the proposed dispersion analysis is fast and requires smaller
computational resources. Therefore, the proposed dispersion analysis is useful at the
preliminary PDN design stage.
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Table 5. Summary of the eye diagram improvement by adopting the proposed structures.

Structures Eye-Opening
Voltage Jitter (% of UI) P/G Noise at 0 or 1

Type A 784 mV→838 mV 36.5 ps (7.1) →22.2 ps (4.4) 60 mV→19 mV
Type B (Figure 13) 1.08 V→1.15 V 18 ps (3.6) →7 ps (1.4) 62 mV→36 mV

FaradFlex based (Figure 10) 1.05 V→1.11 V 21 ps (4.2) →13 ps (2.6) 70 mV→39 mV

5. Conclusions

In this study, dispersion analysis was proposed to efficiently design power/ground
noise suppression structures for packages and interposers with low-loss substrates. The
mechanism of noise suppression/isolation was thoroughly explained based on the pro-
posed dispersion analysis. By conducting the proposed dispersion analysis, the impacts
on physical design parameters and material properties on the suppression band could be
easily explained. To validate the proposed dispersion analysis, noise suppression structures
were designed and fabricated in the glass interposer PDN and measured. It was verified
that fL and fU estimated based on the proposed analysis method showed good agreement
with those acquired from experiments and simulations. Compared to EM simulation, the
proposed method required smaller computational resources but showed good accuracy.
Various structures were designed and analyzed based on the proposed dispersion anal-
ysis. The effectiveness of the proposed structures was further validated by additional
experiments and simulations in the time domain. The proposed structures suppressed
power/ground noise propagation and coupling.

Low-loss substrates for packages and interposers provide various advantages, es-
pecially for high-speed signaling. However, power/ground noise must be isolated and
suppressed. To solve issues, this article proposed an efficient dispersion analysis method,
fabricated the noise suppression structures, and applied the structures. The proposed
structures have minimal impacts on the channel routing, fan-out, and return current path.
However, the structures proposed in this article require additional metal layers. These
designs increase the fabrication cost. Even though they provide promising solutions toward
power/ground noise issues with minimal impacts on channel properties and designs, more
cost-effective designs are desired in the near future. Because the proposed dispersion
analysis can be expanded to various designs, such as defects in the plane, development of
a new structure based on the proposed method without increasing the number of metal
layer remains the subject of work for the near future.
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Abstract: In this article, the average power handling capability (APHC) of corrugated slow-wave
transmission lines (SWTLs) is investigated. Firstly, the attenuation constants of conductor and
dielectric are extracted by the multiline method. Secondly, the thermal resistance of corrugated
SWTLs is analyzed based on the constant-angle model. To deal with the non-uniform corrugated
structure of SWTLs, the concept of average heat-spreading width (AHSW) is introduced. Finally, the
APHC of the corrugated SWTL is calculated using the attenuation constant and the thermal resistance.
In addition, the APHC considering the temperature-dependent resistivity of metal conductor is also
presented. For validation, the APHCs of SWTLs with different geometric parameters are evaluated.
The results agree well with those obtained by the commercial software.

Keywords: average power handling capability (APHC); slow-wave transmission line (SWTL);
thermal resistance; average heat-spreading width; temperature-dependent resistivity

1. Introduction

Corrugated slow-wave transmission lines (SWTLs), as a kind of TLs with periodic
structures, have attracted much attention in the microwave area. With the advantage of
controllable dispersion properties, the corrugated SWTLs can achieve a specific phase
delay without changing the longitudinal length, which brings much convenience to the
circuit design. In recent years, corrugated SWTLs are popular candidates in the design of
microwave circuits, such as miniaturized antennas [1–3], miniaturized power dividers [4],
antenna feeding networks [5], and broadband baluns [6].

With the increase of integration level and the trend of miniaturization of microwave
components, thermal effect is becoming an essential issue that must be considered dur-
ing the design of microwave systems. In order to avoid thermal failure, the operating
temperature of the microwave system should be controlled. Thus, the power transmitted
into the system should be limited below the average power handling capability (APHC).
The APHC of a microstrip line is first studied, where the parallel-plate model is pro-
posed to calculate the temperature rise [7]. The parallel-plate model is also utilized in
estimating the APHCs of multilayer microstrip lines [8] and various microwave passive
components [9–11]. However, for the transmission lines with more complicated structures,
such as coupled microstrip lines [12,13] and coplanar waveguides [14,15], the constant-
angle model is more often used when estimating the APHCs. Although the SWTLs are
utilized in the design of various microwave circuits, to the best of the authors’ knowledge,
their APHCs have not yet been investigated.

In this article, the APHCs of corrugated SWTLs are estimated using the constant-angle
model. The thermal resistances of the conductor and dielectric are first analyzed. The
concept of average heat-spreading width (AHSW) is employed in the derivation of thermal
resistance of the corrugated structure. The effect of temperature-dependent resistivity of
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metal conductor is also considered. Using the developed closed-form expressions, the
APHCs of corrugated SWTLs with different geometric parameters are evaluated efficiently.
The validity of the proposed model is verified by the commercial software.

2. Analysis of the Corrugated Slow-Wave Transmission Lines
2.1. Dispersion Characteristics

The configuration of typical corrugated SWTLs is described in Figure 1. The unit
structure may be U-shaped or H-shaped. The top view of the U-shaped unit is shown in
Figure 1b, with the groove width a, the groove length h, the period length p, the total width
w, and the width of main line w1 (w1 = w − h). The H-shaped unit is obtained by a mirror
transformation of the U-shaped unit, as is shown in Figure 1c, where the dashed line is the
axis of symmetry.

Micromachines 2022, 13, 961 2 of 13 
 

 

The concept of average heat-spreading width (AHSW) is employed in the derivation of 

thermal resistance of the corrugated structure. The effect of temperature-dependent resis-

tivity of metal conductor is also considered. Using the developed closed-form expressions, 

the APHCs of corrugated SWTLs with different geometric parameters are evaluated effi-

ciently. The validity of the proposed model is verified by the commercial software. 

2. Analysis of the Corrugated Slow-Wave Transmission Lines 

2.1. Dispersion Characteristics 

The configuration of typical corrugated SWTLs is described in Figure 1. The unit 

structure may be U-shaped or H-shaped. The top view of the U-shaped unit is shown in 

Figure 1b, with the groove width a, the groove length h, the period length p, the total width 

w, and the width of main line w1 (w1 = w − h). The H-shaped unit is obtained by a mirror 

transformation of the U-shaped unit, as is shown in Figure 1c, where the dashed line is 

the axis of symmetry. 

 

  
(a) (b) (c) 

Figure 1. Configuration of the corrugated SWTL: (a) cross-sectional view; (b) top view of the U-

shaped unit; (c) top view of the H-shaped unit. 

The dispersion curves of the corrugated SWTLs are obtained by the eigenmode sim-

ulation, as shown in Figure 2, where kz is the wavenumber along the z axis. The dimen-

sions of the corrugated SWTLs are p = 4 mm, w1 = 1 mm, d = 0.508 mm, ds = 0.018 mm and 

the relative permittivity of the substrate is εr = 2.2. For comparison, the dispersion curve 

of a 50 Ω microstrip line is also provided. It is observed that the wavenumbers of the 

corrugated SWTLs are larger than that of the microstrip line within the whole frequency 

range, exhibiting an obvious slow-wave characteristic. For the U-shaped units, the disper-

sion curve deviates from the microstrip line as the groove length h increases. The increase 

of asymptotic frequency is observed as the groove width a decreases. In addition, it is 

found that the dispersion curves of the H-shaped unit and U-shaped unit with the same 

geometric parameters almost coincide, where the wavenumber of the H-shaped unit is 

slightly larger. 
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shaped unit; (c) top view of the H-shaped unit.

The dispersion curves of the corrugated SWTLs are obtained by the eigenmode simu-
lation, as shown in Figure 2, where kz is the wavenumber along the z axis. The dimensions
of the corrugated SWTLs are p = 4 mm, w1 = 1 mm, d = 0.508 mm, ds = 0.018 mm and the
relative permittivity of the substrate is εr = 2.2. For comparison, the dispersion curve of a
50 Ω microstrip line is also provided. It is observed that the wavenumbers of the corru-
gated SWTLs are larger than that of the microstrip line within the whole frequency range,
exhibiting an obvious slow-wave characteristic. For the U-shaped units, the dispersion
curve deviates from the microstrip line as the groove length h increases. The increase of
asymptotic frequency is observed as the groove width a decreases. In addition, it is found
that the dispersion curves of the H-shaped unit and U-shaped unit with the same geometric
parameters almost coincide, where the wavenumber of the H-shaped unit is slightly larger.
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2.2. Extraction of Conductor and Dielectric Attenuation

The dispersion curves in Figure 2 show that the wavenumbers of the corrugated
SWTLs are larger than that of the microstrip, and the deviation is relieved with the decrease
of h. Therefore, to compensate for the impedance and momentum mismatch between the
microstrip and SWTL, the transition regions are designed with gradient corrugations, as
described in Figure 3.
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To accurately characterize the APHC of the corrugated SWTLs, the conductor and
dielectric attenuation constants should be extracted first. For the purpose of eliminating
the impact of transition regions, the multiline method [16] is utilized. In this method,
two corrugated SW structures with different numbers of units are investigated. The total
transmission matrices of them can be written as

T1 = TleftTN1Tright (1)

T2 = TleftTN2Tright (2)

where TN1 and TN2 are the transmission matrices of the SWTLs with the unit number of N1
and N2, respectively. The transmission matrices of the transition regions on the left and
right sides are represented by Tleft and Tright, respectively.

From (1) and (2), we obtain

T12Tleft = TleftTDUT (3)

where
T12 = T1T−1

2 (4)

TDUT = TN1T−1
N2 =

[
eγ(N2−N1)p 0

0 e−γ(N2−N1)p

]
(5)

where γ is the complex propagation constant.
Thus, the total attenuation constant is derived by

α = Re(γ) = Re
{

1
|N2 − N1|p

ln
[

1
2

(
λ1 +

1
λ2

)]}
(6)

where λ1 and λ2 (|λ1|>|λ2|) are the two eigenvalues of T12 matrix.
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Note that with the special settings of material, the conductor attenuation constant
αc and the dielectric attenuation constant αd can be extracted separately based on the
above technique. For example, when the loss of metal is omitted, the dielectric attenuation
constant αd can be extracted alone. Similarly, the conductor attenuation constant αc can be
obtained if the loss of substrate is ignored.

3. Modeling of Thermal Resistance
3.1. Thermal Resistance for U-Shaped Corrugated SWTL

Assume that the ground plane of SWTL is the heat sink with constant temperature and
the other boundaries are adiabatic, as shown in Figure 4. According to the constant-angle
model [17,18], the heat flow region locates within a heat-spreading angle θ, and wh(y) is the
width of the heat flow region at height y.
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Thus, the thermal resistances for a transmission line per unit length can be derived as

Rthc =
1
K

∫ d

0

dy
wh(y)

(7)

Rthd =
1
K

∫ d

0

(1− y/t)dy
wh(y)

(8)

where Rthc and Rthd are the thermal resistances of the conductor and dielectric, respectively,
and K is the thermal conductivity of the substrate.

For the U-shaped corrugated SWTLs, the top view of the heat flow region is shown
in Figure 5. Applying θ = 45◦, the horizontal distance between the boundary of the heat
flow region and the metal conductor is (d – y) at the height of y, as shown in Figure 5a. As
a result, wh(y) varies along the propagation direction (z-axis) because of the non-uniform
corrugated structure of the conductor, making it difficult to calculate the thermal resistance.
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Figure 5. Top view of the heat flow region of U-shaped corrugated SWTL: (a) Boundary of the heat
flow region; (b) schematic of wav(y).
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To overcome this problem, the concept of AHSW is introduced in this work, where
the heat flow region of a unit U-shaped SWTL is replaced by a uniform rectangular region
with the same area and longitudinal length, as shown in Figure 5b. The width wav(y) of the
rectangular region is defined as AHSW.

In the situation of d ≤ a/2, a rectangular gap always exists in the heat flow region.
Therefore, the AHSW can be expressed as

wav(y) = w + 2(d− y)− [a− 2(d− y)]h/p (9)

Otherwise, the rectangular gap in the heat flow region vanishes when y < (d − a/2),
and the expression of AHSW is

wav(y) =
{

w + 2(d− y), 0 < y < d− a/2
w + 2(d− y)− [a− 2(d− y)]h/p, d− a/2 ≤ y < d

(10)

Then, replacing wh(y) by wav(y) in (7) and (8), the thermal resistances for the U-shaped
corrugated SWTLs are

Rthc =





1
2K(1+h/p) ln

(
1 + 2d(1+h/p)

w−ah/p

)
, d ≤ a/2

1
2K

(
ln w+2d

w+a + 1
1+h/p ln w+a

w−ah/p

)
, d > a/2

(11)

Rthd =





1
2K(1+h/p)

[
1− w−ah/p

2d(1+h/p) ln
(

1 + 2d(1+h/p)
w−ah/p

)]
, d ≤ a/2

1
2K

[(
1− a

2d − w
2d ln w+2d

w+a

)

+ 1
1+h/p

(
a

2d −
w−ah/p

2d(1+h/p) ln w+a
w−ah/p

)]
,

d > a/2
(12)

3.2. Thermal Resistance for H-Shaped Corrugated SWTL

Applying the same constant-angle model with θ = 45◦, the heat flow region of a H-
shaped corrugated SWTL is shown in Figure 6. The derivation of AHSW is similar to that
of the U-shaped one, as is shown in Figure 6b.
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When d ≤ a/2, the AHSW of the H-shaped corrugated SWTL can be expressed as

wav(y) = 2w + 2(d− y)− 2[a− 2(d− y)]h/p (13)

Otherwise,

wav(y) =
{

2w + 2(d− y), 0 < y < (d− a/2)
2w + 2(d− y)− 2[a− 2(d− y)]h/p, (d− a/2) ≤ y < d

(14)

Comparing (13)–(14) with (9)–(10), it is observed that the AHSW of the H-shaped
corrugated SWTL can be obtained from the U-shaped one by substituting w and h with
2w and 2h. Moreover, the thermal resistances for the H-shaped corrugated SWTLs can be
obtained with the same substitution.

4. Derivation of Average Power Handling Capability

For a lossy transmission line, the propagated power along the line satisfies the follow-
ing expression

P(z) = P0e−2αz (15)

where P0 is the input power. Using the first-order approximation, the power loss per unit
length is calculated as

∆P =
P(0)− P(l)

l
=

P0

(
1− e−2αl

)

l
≈ 2αP0α (16)

where l is the length of the transmission line. As the power loss is treated as heat source,
the temperature rise per unit input power of the SWTL is calculated as

∆T =
∆PcRthc + ∆PdRthd

P0
= 2αcRthc + 2αdRthd (17)

where ∆Pc and ∆Pd are the power loss due to conductor and dielectric attenuation.
Thus, the APHC of the corrugated SWTL can be calculated by

Pav =
Tmax − Tamb

∆T
=

Tmax − Tamb
2αcRthc + 2αdRthd

(18)

where Tmax is the maximum operating temperature, and Tamb is the ambient temperature.
In practice, the resistivity of metal conductor usually changes with temperature,

resulting in the variation of conductor attenuation. In order to take this impact into account,
the expression of APHC in (18) need to be modified. The temperature-dependent resistivity
of most metals is expressed by the following linear approximation [19]

ρ(T) = ρ0[1 + αT(T − Tamb)] (19)

where ρ0 is the resistivity at Tamb, and αT is the temperature coefficient of resistivity.
As the conductor attenuation is proportional to the square root of resistivity [20], the

impact of temperature on the conductor attenuation is expressed by

αc(T) = αc0

√
1 + αT(T − Tamb) (20)

where αc0 is the conductor attenuation at Tamb.
Thus, considering the effect of temperature-dependent resistivity, the APHC is modi-

fied as
Pav =

Tmax − Tamb

2αc0
√

1 + αT(Tmax − Tamb)Rthc + 2αdRthd
(21)
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5. Numerical Results and Discussion
5.1. Temperature Rise of U-Shaped Corrugated SWTL

In this section, the temperature rise of the U-shaped corrugated SWTL is evalu-
ated using the proposed model. The substrate is Rogers RT5880 (εr = 2.2, tanδ = 0.0009,
K = 0.2 W/(m◦C)) with the thickness of 0.508 mm. The metal conductor is copper
(σ = 5.8 × 107 S/m) with the thickness of 0.018 mm. The effect of temperature-dependent
resistivity is not considered initially. The geometrical parameters of the U-shaped corru-
gated SWTLs are listed in Table 1, where three samples with different values of groove
width a and groove length h are investigated.

Table 1. Geometric parameters of the U-shaped corrugated SWTLs (unit: mm).

a h p w1

Sample 1 2 3 4 1
Sample 2 2 1.5 4 1
Sample 3 0.8 3 4 1

Firstly, the thermal resistances of the three samples are calculated by (11) and (12),
and the results are given in Table 2. It is observed that both Rthc and Rthd increase with the
decrease of h and the increase of a.

Table 2. Thermal resistances of U-shaped corrugated SWTLs (unit: m◦C/W).

Sample 1 Sample 2 Sample 3

Rthc 0.7674 1.0670 0.6027
Rthd 0.3495 0.4816 0.2811

Then, the attenuation constants of the samples are extracted. The results of conductor
and dielectric attenuation constants as functions of frequency are depicted in Figure 7. It is
observed that the groove width a has small impact on the attenuation constants, especially
for the dielectric attenuation case. In contrast, with the increase of operating frequency, the
impact of groove length h is significant on the attenuation constants of SWTLs.
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Figure 7. Attenuation constants of U-shaped corrugated SWTLs: (a) conductor attenuation;
(b) dielectric attenuation.

Based on the above results of thermal resistances and attenuation constants, the
temperature rises can be calculated directly by (17). To validate the proposed model, the
temperature rises are also simulated using a commercial solver ANSYS. The input power is
50 W, and the ground plane is treated as heat sink with a fixed temperature of Tamb = 25 ◦C.
The temperature rises per watt are shown in Figure 8. Good agreement is observed between
the calculated results and the simulated ones.
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Figure 8. Temperature rises per watt of the U-shaped corrugated SWTLs.

In Figure 8, there is an intersection in the simulated results of sample 1 and sample 2
at around 6.5 GHz. A brief explanation of this phenomenon is given as below. The thermal
resistance of sample 1 is smaller, which leads to the less temperature rise per watt in the
low frequency range. However, the attenuation constant of sample 1 is much larger than
that of sample 2 at high frequencies. Therefore, the resulting temperature rise per watt
is higher. In addition, the temperature rise per watt of sample 3 is the smallest due to its
lowest thermal resistance.

It should be mentioned that for all the above results, the top surfaces of the structures
are assumed to be adiabatic. In practice, however, there is convective heat transfer from
the top surface to the ambient. In order to investigate the effect of heat convection on
the top surface, the temperature rise of the samples are simulated by ANSYS, where the
convection coefficient is set to 10 W/(m2◦C) to represent the natural convection situation.
The results are compared with those under the adiabatic assumption, as shown in Figure 9.
It is observed that the temperature rise per watt will not be affected apparently when the
natural convection condition is imposed. Therefore, the heat convection on the top surface
is negligible and the assumption of adiabatic condition is reasonable.
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Figure 9. Temperature rises per watt of the U-shaped corrugated SWTLs when the top surface is
under adiabatic or natural convection condition.

For more detailed illustration, the thermal profiles at 10 GHz are shown in Figure 10.
It is shown that the maximum temperature of sample 1 is the highest. The maximum
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temperature of sample 2 is lower due to the decrease of attenuation constants, while that of
sample 3 is the lowest due to the smallest thermal resistance.

Micromachines 2022, 13, 961 9 of 13 
 

 

top surface, the temperature rise of the samples are simulated by ANSYS, where the con-

vection coefficient is set to 10 W/(m2°C) to represent the natural convection situation. The 

results are compared with those under the adiabatic assumption, as shown in Figure 9. It 

is observed that the temperature rise per watt will not be affected apparently when the 

natural convection condition is imposed. Therefore, the heat convection on the top surface 

is negligible and the assumption of adiabatic condition is reasonable. 

 

Figure 9. Temperature rises per watt of the U-shaped corrugated SWTLs when the top surface is 

under adiabatic or natural convection condition. 

For more detailed illustration, the thermal profiles at 10 GHz are shown in Figure 10. 

It is shown that the maximum temperature of sample 1 is the highest. The maximum tem-

perature of sample 2 is lower due to the decrease of attenuation constants, while that of 

sample 3 is the lowest due to the smallest thermal resistance. 

 

  
(a) (b) 

 

  
(c) (d) 

Micromachines 2022, 13, 961 10 of 13 
 

 

 

  
(e) (f) 

Figure 10. Simulated thermal profile of the U-shaped corrugated SWTLs: (a) top view of sample 1; 

(b) cross-sectional view of sample 1; (c) top view of sample 2; (d) cross-sectional view of sample 2; 

(e) top view of sample 3; (f) cross-sectional view of sample 3. 

5.2. Temperature Rise of H-Shaped Corrugated SWTL 

The temperature rise of the H-shaped corrugated SWTL is studied in this section. The 

material of conductor and dielectric are the same as the U-shaped ones, and the geometric 

parameters are listed in Table 3. Note that this H-shaped corrugated SWTL can be formed 

by the mirror transformation of the U-shaped one (sample 1) in the previous section. 

Table 3. Geometric parameters of the H-shaped corrugated SWTL (unit: mm). 

a h p w 

2 3 4 4 

The thermal resistances of the H-shaped corrugated SWTL are calculated using (11) 

and (12) by replacing w and h with 2w and 2h, as shown in Table 4. For comparison, the 

thermal resistances of the U-shaped SWTL (sample 1) are also listed in Table 4. The results 

show that the thermal resistances of the H-shaped SWTL are lower than those of the U-

shaped one. 

Table 4. Thermal resistances of corrugated SWTL (unit: m°C/W). 

 H-Shaped U-Shaped (Sample 1) 

Rthc 0.4108 0.7674 

Rthd 0.1914 0.3495 

The conductor and dielectric attenuation constants of the H-shaped and U-shaped 

corrugated SWTLs are simulated and plotted in Figure 11. It is observed that the conduc-

tor attenuation constant of the H-shaped SWTL is very close to that of the U-shaped one. 

Moreover, the dielectric attenuation constant of the H-shaped SWTL is slightly higher 

than that of the U-shaped one because of the larger wavenumber depicted in Figure 2. 

Similarly, the temperature rises of the H-shaped and U-shaped corrugated SWTLs 

are calculated by (17) and simulated by ANSYS, as shown in Figure 12. The thermal profile 

of the H-shaped corrugated SWTL is shown in Figure 13, where the simulation condition 

is the same as those for the U-shaped ones. It is observed that the temperature rise of the 

H-shaped SWTL is obviously lower than the U-shaped one, which is due to the similar 

attenuation constants but smaller thermal resistances. Furthermore, the calculated results 

agree well with the simulated ones, proving the validity of the proposed model. 

Figure 10. Simulated thermal profile of the U-shaped corrugated SWTLs: (a) top view of sample 1;
(b) cross-sectional view of sample 1; (c) top view of sample 2; (d) cross-sectional view of sample 2;
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5.2. Temperature Rise of H-Shaped Corrugated SWTL

The temperature rise of the H-shaped corrugated SWTL is studied in this section. The
material of conductor and dielectric are the same as the U-shaped ones, and the geometric
parameters are listed in Table 3. Note that this H-shaped corrugated SWTL can be formed
by the mirror transformation of the U-shaped one (sample 1) in the previous section.
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Table 3. Geometric parameters of the H-shaped corrugated SWTL (unit: mm).

a h p w

2 3 4 4

The thermal resistances of the H-shaped corrugated SWTL are calculated using (11)
and (12) by replacing w and h with 2w and 2h, as shown in Table 4. For comparison,
the thermal resistances of the U-shaped SWTL (sample 1) are also listed in Table 4. The
results show that the thermal resistances of the H-shaped SWTL are lower than those of the
U-shaped one.

Table 4. Thermal resistances of corrugated SWTL (unit: m◦C/W).

H-Shaped U-Shaped (Sample 1)

Rthc 0.4108 0.7674
Rthd 0.1914 0.3495

The conductor and dielectric attenuation constants of the H-shaped and U-shaped
corrugated SWTLs are simulated and plotted in Figure 11. It is observed that the conductor
attenuation constant of the H-shaped SWTL is very close to that of the U-shaped one.
Moreover, the dielectric attenuation constant of the H-shaped SWTL is slightly higher than
that of the U-shaped one because of the larger wavenumber depicted in Figure 2.
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5.3. APHCs of the Corrugated SWTLs 

When the temperature rise is known, the APHCs of the corrugated SWTLs are readily 

obtained by (18). To consider the impact of temperature-dependent resistivity, the APHCs 

should be calculated using (21), where the temperature coefficient of resistivity for copper 

is αT = 0.0039 °C−1. For validation, the APHCs are also obtained by the electro-thermal co-

simulation of ANSYS. The results at the operating frequency of 10 GHz are compared in 

Figure 11. Attenuation constants of the corrugated SWTLs: (a) conductor attenuation; (b) dielectric
attenuation.

Similarly, the temperature rises of the H-shaped and U-shaped corrugated SWTLs are
calculated by (17) and simulated by ANSYS, as shown in Figure 12. The thermal profile
of the H-shaped corrugated SWTL is shown in Figure 13, where the simulation condition
is the same as those for the U-shaped ones. It is observed that the temperature rise of the
H-shaped SWTL is obviously lower than the U-shaped one, which is due to the similar
attenuation constants but smaller thermal resistances. Furthermore, the calculated results
agree well with the simulated ones, proving the validity of the proposed model.
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5.3. APHCs of the Corrugated SWTLs

When the temperature rise is known, the APHCs of the corrugated SWTLs are readily
obtained by (18). To consider the impact of temperature-dependent resistivity, the APHCs
should be calculated using (21), where the temperature coefficient of resistivity for copper
is αT = 0.0039 ◦C−1. For validation, the APHCs are also obtained by the electro-thermal
co-simulation of ANSYS. The results at the operating frequency of 10 GHz are compared in
Table 5. It is observed that the APHC of the H-shaped corrugated SWTL is the highest, due
to the smallest thermal resistances. Among the U-shaped ones, sample 1 has the lowest
APHC because of the largest attenuation constants. Sample 2 has a higher APHC due to the
smaller attenuation constant, and sample 3 holds the highest APHC because of the smallest
thermal resistance.

Furthermore, the calculated APHCs with the consideration of temperature-dependent
resistivity are in accordance with the results of ANSYS, where the maximum relative error
is less than 5%. In contrast, the APHCs will be overestimated when the temperature-
dependent resistivity is ignored, and the maximum relative error is up to 16.0%. Therefore,
the consideration of temperature-dependent resistivity is rather necessary
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Table 5. APHCs of the corrugated SWTLs.

ANSYS Proposed Model Proposed Model (TDR 1)

APHC (W) APHC (W) RE 2 APHC (W) RE

U-shaped
(sample 1) 78.5 89.2 13.6% 80.6 2.6%

U-shaped
(sample 2) 105.5 122.4 16.0% 110.6 4.9%

U-shaped
(sample 3) 115.3 130.1 12.8% 117.8 2.1%

H-shaped 153.9 174.2 13.2% 157.8 2.5%
1 TDR: temperature-dependent resistivity.2 RE: relative error.

6. Conclusions

The closed-form expressions to estimate the APHCs of corrugated SWTLs are pro-
vided in this article. The thermal resistances of both U-shaped and H-shaped SWTLs are
calculated based on the constant-angle model, where the AHSW is introduced to deal with
the non-uniform corrugated structure. The temperature-dependent resistivity of the metal
conductor is also considered in the evaluation of APHC. Good agreement of the APHC
results is achieved from the proposed model and the commercial software.
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Abstract: Vacuum packaging is used extensively in MEMS sensors for improving performance.
However, the vacuum in the MEMS chamber gradually degenerates over time, which adversely affects
the long-term performance of the MEMS sensor. A mathematical model for vacuum degradation
is presented in this article for evaluating the degradation of vacuum packaged MEMS sensors,
and a temperature-accelerated test of MEMS gyroscope with different vacuums is performed. A
mathematical degradation model is developed to fit the parameters of the degradation of Q-factor
over time at three different temperatures. The results indicate that the outgassing rate at 85 ◦C is the
highest, which is 0.0531 cm2/s; the outgassing rate at 105 ◦C is the lowest, which is 0.0109 cm2/s; and
the outgassing rate at 125 ◦C is in the middle, which is 0.0373 cm2/s. Due to the different mechanisms
by which gas was released, the rate of degradation did not follow this rule. It will also be possible to
predict the long-term reliability of vacuum packaged MEMS sensors at room temperature based on
this model.

Keywords: MEMS sensor; reliability evaluation; vacuum degradation; mathematical model

1. Introduction

The micro-electro-mechanical system (MEMS) is a micro-intelligent system utilizing
microelectronics, micromechanics, and other technologies to integrate sensors, actuators,
and signal transmission units [1]. Micro-electro-mechanical sensors possess the characteris-
tics of small volume, light weight, and low cost, and are on the verge of achieving passivity,
miniaturization, and anti-interference capabilities [2]. As technology advances, MEMS
sensors have become widely used in a variety of fields, including consumer electronics,
aerospace, military equipment, biomedicine, and others [3–6]. It is common for MEMS
sensors to have movable structures, such as gyroscopes, accelerometers, and filters that
are based on resonant structures. Vacuum packaging can reduce the air damping of their
movable structures, improving their performance. In spite of this, the vacuum in the
MEMS chamber will gradually degenerate over time, affecting directly the performance
of vacuum packaged MEMS sensors, while seriously affecting their long-term reliability.
Vacuum degradation and failure are common problems associated with vacuum-packaged
MEMS sensors. As a consequence, the study of the vacuum degradation and long-term
reliability of vacuum packaged MEMS sensor is of great importance for the development
and application of vacuum packaged MEMS sensors.

In the present day, some scholars have conducted in-depth research into the vacuum
degradation of MEMS devices. Through vacuum reflow technology, Liang et al. [7] were
able to ensure good sealing of the packaging cavity and placed getters within the cavity to
maintain a stable vacuum inside the cavity. As a result of testing the resonant gyroscope
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for nine months, Wu et al. [8] prepared multilayer getters, which were activated at 300 ◦C,
and the getters showed effective performance. As reported by Tepolt et al. [9], the initial
outgassing of the material in the packaging cavity, as well as the vacuum pressure required
to stabilize the devices, was measured. In order to optimize the processing technology and
minimize the exhaust amount of the MEMS devices cavity without serious degradation,
the data was compared with the specific getter capacity data. A mathematical model has
been developed by Lu et al. [10] that provides a theoretical basis for directly comparing
the behavior of different gases entering the sealing cavity. According to the principles of
thermodynamics and hydrodynamics, He et al. [11] determined the relationship between
Q-factor, air pressure, and gas number of MEMS sensor cavities. For MEMS resonators,
Candler proposed a single-chip packaging method [12]. Using thick polysilicon packaging,
the MEMS resonator was packaged under a pressure of less than 1 Pa, and the reliability
test was conducted under high temperatures. As a result, the majority of research focuses
on improving the packaging process and developing packaging materials for MEMS
devices. Some researchers devote a great deal of time to assessing the long-term reliability
of vacuum-packaged sensors. Currently, there are few mature theoretical models of the
effect of deflation of the internal materials of MEMS devices on the long-term reliability of
these devices.

As part of this paper, an evaluation of the reliability of vacuum-packaged MEMS
sensors is presented. In order to analyze the degradation failure of vacuum packaged
MEMS sensors, a degradation failure model was developed. Additionally, the parameters
of the model were obtained by fitting data obtained from MEMS sensors with varying
vacuum degrees at multiple temperature points. According to the results, the model is
well suited to the experimental data. Further, the model was used to predict the vacuum
degradation of a vacuum-packaged MEMS sensor at room temperature based on the
model obtained.

2. Materials and Methods
2.1. Model of Vacuum Degradation

In vacuum packaged MEMS sensors, vacuum degree is degraded mainly due to the
release of gas inside the cavity [13], including gas molecules adsorbed on the inner wall
of the cavity, gas molecules in the material inside the cavity, etc. High temperatures are
the main source of sensitive stress [14]. It is generally true that vacuum-packaged MEMS
sensors have resonant structures, which can be used as a measure of the level of vacuum
inside the cavity of the package [15]. Hence, this paper first establishes a mathematical
model for predicting the degradation of the Q-factor of vacuum packaged MEMS sensors
when exposed to high temperatures. Here is a description of how the mathematical model
is constructed.

Material outgassing from vacuum-packaged MEMS sensors is considered an unsteady
process, and the diffusion coefficient in different directions is regarded as a constant. Based
on Fick’s second law:

∂n

∂t
= D∇2n (1)

In this formula, n represents the number of gas molecules per unit cross-sectional area,
t represents the diffusion time, and D represents the diffusion coefficient. The Gilliland
formula can be used to express the diffusion coefficient D as follows:

D =
435.7

√
2
√

T3

2p
√

µ 3
√

V
(2)

where T denotes the thermodynamic temperature, p is the total pressure, µ is the molecular
weight, and V is the liquid gram molar volume of the gas at its normal boiling point.
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After vacuum packaging, the MEMS sensor cannot maintain an absolute vacuum state
in its cavity, so there will be a certain amount of gas in the initial state, which is directly
related to the initial Q-factor of the samples. Considering this, assuming there are N0
gas molecules in the sealed cavity at the beginning, and Ntot is the total number of gas
molecules released, the boundary condition for the number of molecules inside the cavity
N(t) over time is:

N(t) =
{

N0, t = 0
N0 + Ntot, t = ∞

(3)

Based on the above conditions, the Fourier series method may be used to calculate the
diffusion equation as follows:

n(z, t) =
Ntot

V
+

∞

∑
i=1

2Ntot

V
× e−λi Dt × cos

(
iπz
lz

)
(4)

As a result, the number of free gas molecules can be expressed as follows:

1
Q(t) = A · N(t) = A · [N0 + Ntot(t)] = A ·

[
A
Q0

+ Ntot ·
(
1− e−DT ·t)

]

=
(

1
Q0

+ A · Ntot

)
−A · Ntot · e−DT ·t

(5)

MEMS sensors that are vacuum packaged can be described by the following vacuum
degradation model:

p(t) ∝
1

Q(t)
∝ N(t) = a− b× e−c×t (6)

In the formula, a = 1/Q0 + A × Ntot, b = A × Ntot, c = DT, and the physical meanings
of model parameters a, b, and c are as follows:

Parameter a represents the final total number of gases inside the sample cavity, which
determines the final Q-factor of the sample. Depending on parameter b, the degree of
degradation of the sample is determined by the number of gases released inside the sample
cavity. Parameter c characterizes the degradation speed of the sample, which is related
to temperature.

With time, the vacuum degree of the vacuum-packaged MEMS sensor decays expo-
nentially. By fitting the experimental data to the above-mentioned model, parameters a, b,
and c can be obtained. The above analysis also reveals that 1/(a−b) is the initial value of
the Q-factor of the sample.

2.2. Experiment of Reliability Evaluation
2.2.1. Sample

As it is difficult to detect and activate the MEMS microstructure of the MEMS products
electrically, we customized a batch of samples. It is typical to find MEMS gyroscopes in
commercial applications. The structure of the device must be in a resonant state, and it is
usually packaged in a vacuum. In order to investigate vacuum degradation of vacuum
packaged MEMS devices, this paper selects the sensitive structure of a MEMS gyroscope as
the subject of experimental research.

As shown in Figure 1b, MEMS gyroscopes have comb structures as their internal
structure. During the operation of the gyroscope, the position of the combs will change,
as will the capacitance between them. It is possible to determine the value based on the
change in capacitance. As a result, the vacuum encapsulated gyroscope will have difficulty
moving the comb, which will adversely affect the gyroscope’s performance.
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Figure 1. Schematic illustration of (a) test sample and (b) internal structure diagram.

As shown in Figure 1a, three types of device-level packaged MEMS gyroscopes were
customized with different vacuum degrees.

Table 1 provides information regarding the vacuum packaging of the samples. There
were a total of 18 samples, which were divided into three groups. Samples that were highly
vacuum packaged were H1 and H6, medium vacuum packaged samples were M1 and M6,
and low vacuum packaged samples were L1 and L6.

Table 1. Design values of package air pressure and Q-factor for three kinds of samples.

Sample Serial Number Package Air Pressure Q-Factor

H1~H6 0.5 × 10−3 Torr 20,000
M1~M6 1.5 Torr 8000
L1~L6 20 Torr 1700

2.2.2. Test Method and System

Considering that the Q-factor can be used to characterize the vacuum of a MEMS
cavity, the Q-factor of our sample was evaluated. As shown in Figure 2, we developed
a Q-factor test method based on transient excitation [16] for the above-mentioned test
samples with different levels of vacuum.
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Q value measurement is based on the oscillating principle [17]. Labview software,
an NI PXI 4461 acquisition card, an analog circuit, and a MEMS sensor are included in
the test system. A part of the test process is as follows: by applying excitation signals to
the resonant structure of the MEMS sensor using the acquisition card, Labview software
causes the sensor to enter the steady state. After stopping the excitation, the sensor is
in a state of damped vibration. As a final step, the acquisition card collects the transient
response voltage signal and passes it to Labview for analysis and processing. Using
Labview software, it is possible to determine the resonant frequency and Q value rapidly
by using wave peak detection technology, the cycle average method, and exponential
fitting algorithm.
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2.2.3. Experiment

The environment has a significant impact on the reliability of vacuum-packaged MEMS
sensors. It has been reported that the Q-factor of vacuum packaged MEMS gyroscopes will
degrade with time at room temperature [13]. Based on theory and analysis, it has been
tentatively determined that temperature affects the outgassing of internal materials.

At the beginning of the research, a vacuum packaged MEMS gyroscope was baked at
three different high temperatures and the Q-factor was monitored over time. According
to Figure 3, the Q-factor of the MEMS gyroscope dropped sharply at high temperatures.
Accordingly, the analysis of the theoretical and experimental results indicates that high
temperature is the main stress contributing to the degree of vacuum degradation of MEMS
sensors packaged in a vacuum.
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At different temperatures, we conducted accelerated degradation experiments on the
samples using the high-temperature accelerated test method based on MIL-STD-883. As
shown in Table 2, samples with high vacuum, medium vacuum, and low vacuum were
tested at three temperatures of 85 ◦C, 105 ◦C, and 125 ◦C.

Table 2. Test conditions and grouping.

Environmental Stress Samples Test Parameter

85 ◦C H1, H2, M1, M2, L1, L2
Q-factor105 ◦C H3, H4, M3, M4, L3, L4

125 ◦C H5, H6, M5, M6, L5, L6

In order to conduct a reliability test, the following steps must be followed:
(1) Prior to the test, the Q-factor of the samples is measured at room temperature;
(2) Incubator temperature is raised to the specified temperature, and samples are

placed in the incubator after the temperature reaches the specified temperature;
(3) The samples are baked at a high temperature, and then taken out of the incubator

after t1 min;
(4) The Q-factor of the samples is determined after they have stood at room tempera-

ture for two hours;
(5) After the measurements have been completed, the samples are placed back into

the incubator;
(6) Repeat steps (3) and (4) until the test is complete.
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3. Results
3.1. Test Results

In Tables 3–5, reliability test results of samples at 85 ◦C, 105 ◦C, and 125 ◦C under
high-temperature stress are presented.

Table 3. Changes of Q-factor of different samples under high-temperature baking at 85 ◦C.

Time H1 H2 M1 M2 L1 L2

0 h 14,281 19,390 7572 7822 2118 2018
16.50 h 5603 7578 4407 4563 1816 1766
66.75 h 4457 5914 3735 3856 1706 1673
189.25 h 4042 5163 3496 3579 1659 1624
248.75 h 3944 5034 3478 3550 1654 1621

Table 4. Changes of Q-factor of different samples under high-temperature baking at 105 ◦C.

Time H3 H4 M3 M4 L3 L4

0 h 13,048 16,388 7710 7744 2072 2061
111.5 h 2721 3200 2572 2535 1439 1407
229 h 2201 2591 2202 2157 1320 1292
425 h 2030 2403 2076 2029 1265 1242

Table 5. Changes of Q-factor of different samples under high-temperature baking at 125 ◦C.

Time H5 H6 M5 M6 L5 L6

0 h 12,504 19,571 8582 8405 1967 1933
1 h 5245 7459 5211 5134 1745 1721
4 h 3604 4737 3809 3740 1556 1535

22 h 2100 2432 2196 2198 1210 1192
142 h 1399 1467 1366 1437 895 891

As a result of the reliability test, we used the mathematical model presented in this
paper for fitting. As can be seen from Figure 4, the typical fitting curve reaches a fitting
degree of 1.00, indicating that the mathematical model established in this paper is more
capable of reflecting the changes in vacuum degree over time under a high-temperature
environment.
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Having analyzed the data obtained from the experiment, the fitting parameters for the
test samples with different vacuum degrees at three temperature points are determined, as
shown in Tables 6–8.
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Table 6. Parameter values of Q-factor degradation fitting curve baking at 85 ◦C.

Sample Q0 a b c R2

H1 14,281 2.44 × 10−4 1.73 × 10−4 0.0552 0.97
H2 19,390 1.91 × 10−4 1.37 × 10−4 0.0452 0.95
M1 7572 2.82 × 10−4 1.49 × 10−4 0.0576 0.98
M2 7822 2.76 × 10−4 1.47 × 10−4 0.0547 0.97
L1 2118 6.00 × 10−4 1.27 × 10−4 0.0544 0.98
L2 2018 6.12 × 10−4 1.15 × 10−4 0.0517 0.97

Table 7. Parameter values of Q-factor degradation fitting curve baking at 105 ◦C.

Sample Q0 a b c R2

H3 13,048 4.96 × 10−4 4.19 × 10−4 0.0105 1.00
H4 16,388 4.18 × 10−4 3.57 × 10−4 0.0108 1.00
M3 7710 4.82 × 10−4 3.52 × 10−4 0.0118 1.00
M4 7744 4.93 × 10−4 3.64 × 10−4 0.0115 1.00
L3 2072 7.92 × 10−4 3.09 × 10−4 0.0102 1.00
L4 2061 8.06 × 10−4 3.21 × 10−4 0.0107 1.00

Table 8. Parameter values of Q-factor degradation fitting curve baking at 125 ◦C.

Sample Q0 a b c R2

H5 12,504 7.10 × 10−4 5.73 × 10−4 0.0452 0.95
H6 19,571 6.82 × 10−4 5.88 × 10−4 0.0379 0.97
M5 8582 7.34 × 10−4 5.79 × 10−4 0.0354 0.98
M6 8405 6.95 × 10−4 5.38 × 10−4 0.0393 0.97
L5 1967 1.12 × 10−3 5.80 × 10−4 0.0325 0.98
L6 1933 1.13 × 10−3 5.76 × 10−4 0.0335 0.98

The curve fitting degree for 18 samples exceeds 1.00 or is close to it, which confirms
the accuracy of our mathematical model. As a result, it can also be concluded that the
established model can accurately predict the degree of vacuum degradation of MEMS
sensors that are vacuum packaged.

Based on the physical meaning of the fitting parameters, this paper analyses and
discusses the obtained parameter values.

Parameter a specifies the total number of gases inside the sample cavity and determines
the final Q-factor of the sample. According to the parameter values above for the fitting
curve parameters, there are 18 samples at three different temperature points, and there is
no significant difference between the a values of the high vacuum and medium vacuum
samples at the same temperature point. This is due to the fact that the amount of gas
released from high and medium vacuum samples is significantly greater than the amount
of gas released from the initial sample. Compared to the high and medium vacuum samples
at the same temperature, the low vacuum sample has a higher a value. Since the initial gas
number of the low vacuum samples is higher, it is comparable with the total amount of
gas released.

In addition, parameter b determines the degree of sample degradation by characteriz-
ing the total number of gases released inside the sample cavity. At the same temperature,
the outgassing amount represented by the b value is essentially the same, which means that
it has nothing to do with the vacuum degree of the sample, but only with its temperature.
The higher the temperature, the greater the amount of outgassing.

Again, c characterizes the degradation speed of the samples, that is, the outgassing
rate inside the sample, which is related to temperature. In high, medium, and low vacuums,
the outgassing rates of samples remain essentially the same, indicating this parameter is
not related to the sample’s vacuum degree, but only to its temperature.
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3.2. Data Analysis

Parameters b and c of the six samples were relatively consistent at every temperature
point, and the average value was taken as the value of parameter b and parameter c and
summarized in Table 9.

Table 9. Test sample parameters b and c at three temperature points.

Test Temperature b c

85 ◦C 1.41 × 10−4 0.0531
105 ◦C 3.54 × 10−4 0.0109
125 ◦C 5.72 × 10−4 0.0373

Parameter b characterizes the total amount of gas released inside the sample, and the
total amount of released gas inside the sealed cavity is related to the temperature.

According to the relationship between the total amount of gas out of non-metallic
materials and temperature [18]:

b = b0 × e−B×T (7)

The above equation can be transformed into a linear equation:

Inb = Inb0 − B× T (8)

The data of parameter b and temperature T at three temperature points are shown in
Table 10.

Table 10. Data table of parameter b and temperature T at three temperature points.

T Inb

358 K −8.8644
378 K −7.9472
398 K −7.4663

Taking T as the abscissa and Inb as the ordinate, the linear fitting curve is shown in
Figure 5, and the fitting equation is y = 0.0350× x− 21.3138.
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The following parameters can be calculated from the equation of total gas output
with temperature:

ln b0 = −21.3138; B = 0.0350 (9)

136



Micromachines 2022, 13, 1713

Total outgassing volume and temperature are related as follows:

b = e−21.3138+0.0350×T (10)

In a sealed cavity, the rate of gas release is determined by parameter c, and the rate of
gas release is related to the temperature inside the sealed cavity. According to theory, the
higher the temperature, the greater the rate of outgassing. Figure 6 illustrates the results
of the tests conducted in this paper. The outgassing rate at 85 ◦C is the highest, which is
0.0531; the outgassing rate at 105 ◦C is the lowest, which is 0.0109; and the outgassing rate
at 125 ◦C is in the middle, which is 0.0373.
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As a result of the experiments conducted, this paper concludes that the outgassing rate
of the gas inside the sample is equal to the desorption rate of the gas minus the adsorption
rate of the gas. It is important to note that the maximum outgassing rate occurs at 85 ◦C as
a result of the desorption of physically adsorbed gas atoms or molecules from the surface
of the material, whereas a higher temperature is required for gas in the deeper part of
the material. The collision frequency between gas molecules or atoms increases at 105 ◦C,
which increases the adsorption rate. As a result, the outgassing rate decreases at 105 ◦C.
Gas atoms and molecules are desorbed at 125 ◦C by physical adsorption and chemical
adsorption, resulting in an increase in the rate at which they are outgassed.

3.3. Reliability Prediction

Thus, we can obtain a mathematical model for describing the vacuum degradation of
MEMS sensors as follows:

p(t) ∝
1

Q(t)
∝ N(t) = a +

(
e−21.3138+0.0350×T

)
×
(
e−c×t) (11)

The majority of vacuum packaged MEMS gyroscopes and other MEMS sensors are
used at room temperature, and the obtained mathematical model is used to predict the
long-term reliability of MEMS gyroscopes under 25 ◦C vacuum degradation conditions.

The following parameters can be determined at a room temperature of 25 ◦C using
the formula deduced above:

b = e−21.3138+0.0350×298 = 0.00001876 (12)

Using the previous analysis, it can be determined that 1/(a−b) can obtain the initial
value of the Q-factor of samples, and we also know the value of b. Therefore, parameter a,
which represents the final gas volume of the cavity, determines the final value of the MEMS
sensor. Since the value of c is uncertain, t = ∞ is taken.
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Table 11 shows the changes in Q-factor during storage (T = 25 ◦C) with time for
different initial Q-factor.

Table 11. Changes of different initial Q-factor with time during storage (T = 25 ◦C).

Time Q0 = 1000 Q0 = 10,000 Q0 = 100,000 Q0 = 1,000,000

t = 0 1000 10,000 100,000 1,000,000

∞ 982 8420 34,771 50,607

4. Discussion

According to the established mathematical degradation model of vacuum-packaged
MEMS sensors, the long-term reliability of vacuum-packaged MEMS sensors at room
temperatures (25 ◦C) was predicted. The data are shown in Table 11, the vacuum de-
gree of samples with different initial Q-factor degrades continuously over time; whereas
samples with small initial Q-factor do not exhibit obvious degradation trends, samples
with larger initial Q-factors demonstrate more obvious degradation trends. Furthermore,
the degradation degree of the Q-factor of all samples tends to be flat with the increasing
storage time.

At room temperature, the gas molecules adsorbed on the surface material of the sensor
cavity are continuously released, which leads to the decrease of the vacuum degree of
the sensor, thus reducing the reliability of the sensor. In the process of high-temperature
accelerated aging, physical and chemical desorption of gas will occur, especially the gas
released by some polymers in the cavity, which has a great impact on the reduction of
vacuum degree.

5. Conclusions

In this paper, a theoretical model for the prediction of vacuum degradation of vacuum
packaged MEMS sensors is established. Furthermore, combination with the experiments,
the MEMS gyroscopes with high vacuum degree, medium vacuum degree, and low vacuum
degree are used as examples to study the vacuum degradation law at different high
temperatures and get the parameters of the model. The reliability life prediction of the
vacuum packaged MEMS sensor under a room temperature environment (25 ◦C) is also
carried out. The results show that our theoretical model can achieve a good prediction
of vacuum degradation of vacuum packaged MEMS sensors. This is of great significance
for improving the reliability of vacuum-packaged MEMS sensors and promoting the
commercial application of vacuum-packaged MEMS sensors. In the next step, we will
conduct further research on the variation law of the outgassing rate in the cavity with
temperature, such as using a lower temperature test to obtain the relationship between the
outgassing rate and temperature and predict the variation of the vacuum degree with time.
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Abstract: The advance of semiconductor technology not only enables integrated circuits with higher
density and better performance but also increases their vulnerability to various aging mechanisms
which occur from front-end to back-end. Analysis on the impact of aging mechanisms on circuits’ re-
liability is crucial for the design of reliable and sustainable electronic systems at advanced technology
nodes. As one of the most crucial back-end aging mechanisms, electromigration deserves research
efforts. This paper introduces recent studies on physics-based modeling of electromigration aging of
on-chip interconnects. At first, the background of electromigration is introduced. The conventional
method and physics-based modeling for electromigration are described. Then studies on how electro-
migration affects powers grids and signal interconnects are discussed in detail. Some of them focus
on the comprehensiveness of modeling methodology, while others aim at the strategies for improving
computation accuracy and speed and the strategies for accelerating/decelerating aging. Considering
the importance of electromigration for circuit reliability, this paper is dedicated to providing a review
on physics-based modeling methodologies on electromigration and their applications for integrated
circuits interconnects.

Keywords: integrated circuit interconnects; aging; reliability; electromigration; physics-based modeling

1. Introduction

Although technology scaling enables integrated circuits (ICs) with higher density and
better performance, it is still faced with serious vulnerability to various aging mechanisms
appearing from front-end to back-end [1–10]. These aging mechanisms include Bias Tem-
perature Instability (BTI), Hot Carrier Injection (HCI), Random Telegraph Noise (RTN),
Gate-Oxide Breakdown (GOBD) at the front-end, Middle-of-line (MOL) time-dependent
dielectric breakdown (TDDB), Back-end-of-line (BEOL) TDDB, and Electromigration (EM).
BTI, HCI, RTN, and GOBD cause device parameter deviations. MOL and BEOL TDDBs
cause short circuit between interconnects, while EM increases interconnects’ resistance and
it eventually results into open circuit. These phenomena lead to malfunction in circuits.
From BTI to BEOL TDDB, there are numerous studies for their impact on device, circuit,
and system performance and reliability [11–30], but they are not the topic discussed here.
In this paper, our attention is focused on recent progress in physics-based modeling of EM
in on-chip interconnects.

EM is the migration of interconnects’ metal atoms after they obtain momentum from
moving electrons. Since the interconnects are wrapped by barrier layer, the metal atoms’
movement causes depletion regions and it, eventually, causes void nucleation and growth.
EM induced degradation and failure is one of the most critical reliability issues for deeply
scaled ICs. Such a degradation is expected to get even worse with further technology scaling.
It is reported by ITRS-2015 that the operating current density has exceeded 1 MA/cm2

and is rapidly approaching to 10 MA/cm2. Figure 1a shows the experiment and model
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of lifetime scaling versus interconnect geometry, where an effective scaling model has
been established by assuming the void is located at the cathode end of the interconnect
which contains a single via with drift velocity dominated by interfacial diffusion [31].
The interconnects’ EM lifetime is predicted to decrease by half for each new generation.
Figure 1b shows evolution of Jmax (the maximum equivalent dc current density) and JEM (the
current density for target EM lifetime) [31]. Both Jmax and JEM are limited by interconnect
geometry. Jmax increases with the increase of operating frequency and the reduction of
interconnect cross-section. Although there are several process options, such as usage of
Cu alloys seed layer and the short length effect to overcome EM severity, EM is still an
inescapable topic since the operating current density is entering JEM region, as shown in
Figure 1b. It is necessary to apply novel models and methodologies to study the strategies
which can help mitigate EM degradation by incorporating the innovations in material
and process.

Figure 1. (a) Experiment and model of lifetime scaling versus interconnect geometry; (b) evolution
of Jmax (the maximum equivalent dc current density) and JEM (the current density for target EM
life-time). They are predicted by ITRS-2015 [31].

Depending on their functionality, on-chip interconnects can propagate signal within
and between cells and deliver power to sub-circuits. Most of the previous EM studies have
focused on the reliability of power grids and clock/signal nets. In traditional approach,
the Blech limit and Black’s equation are applied to investigate interconnects’ EM reliability.
The Blech limit or Blech product is [32]

(j× L) ≤ (j× L)crit =
Ωσcrit
eZρ

(1)

where j is the current density, L is the interconnect branch length, Ω is the atomic volume,
σcrit is the critical stress for void nucleation, e is the electron charge, eZ is the effective
charge of migrating atoms, and ρ is the metal resistivity.

The interconnect branches with (j × L) ≤ (j × L)crit are filtered out as EM immortal.
The mean time to failure of remaining EM mortal branches is characterized with Black’s
equation [33]

MTTF = Aj−nexp{Ea/kBT} (2)

where A and n are assumed to constants, Ea is the activation energy, kB is the Boltzmann’s
constant, and T is the absolute temperature.
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A and n are measured through accelerated test with a higher current density injected
under higher temperature. Then the MTTF under normal use condition is extrapolated as a
function of MTTF under accelerated test,

MTTFuse = MTTFstress

(
jstress

juse

)n
exp
{

Ea

kB

(
1

Tuse
− 1

Tstress

)}
(3)

where jstress and Tstress are current density and absolute temperature under accelerated
test, while juse and Tuse are current density and absolute temperature under normal-use
condition, respectively.

Based on MTTFuse, the probability of failure (at a specific stress time) of each branch
is obtained from cumulative distribution function of its lifetime distribution (lognormal
or weibull). Then the overall probability of failure of studied branches is computed by
weakest-link statistics. Although this traditional approach is convenient to use, it does not
provide accurate estimation on EM failure due to the following reasons: first, n is not really
a constant under different current density especially when jstress is much larger than juse;
second, the Belch limit is accurate only for single branch interconnect. It is inapplicable
for a general interconnect tree with multiple segments/branches. As shown in Figure 2,
since the segments are connected without barriers, it is necessary to consider the atom
transportation between them [34]. Third, weakest-link statistics considers a single branch
failure leads to failure of studied interconnect trees which is not true in state-of-the-art
ICs, especially for power grids with a mesh structure [35]. Therefore, some physics-based
EM compact models have been proposed to incorporate the atom movement between
segments [36–44]. It is noted that there are already several excellent reviews on relevant
topics in [34,45–48], but they are mainly on power grids. In this review article, we will
summarize the studies on physics-based EM compact modeling and its applications on
various on-chip interconnects and their most recent updates. The remainder of this paper
is organized as follows. Section II introduces the physics-based three-phase compact
EM model. The model should be imposed on interconnects with corresponding current
density and boundary conditions. The applications of this compact EM model in current
and future interconnects are discussed as well. Section III summaries recent progress
in EM studies mainly on power grids. These studies cover from Black’s equation-based
simulations to physics-based simulations. Section IV shows the application of physics-
based modeling on interconnects in cache memory. The impact of physical dimensions and
cache configurations on EM reliability is discussed. Section V concludes this paper.

Figure 2. An interconnect tree with multiple segments confined by diffusion barriers/liners in
one-layer metallization [34].
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2. Physics-Based Three-Phase Compact Model

EM is the phenomenon of metal atoms migration due to the momentum obtained
from electrons when there is current flowing over interconnects. Since the momentum is
also transferred between metal atoms, hydrostatic stress would appear in the interconnects
confined by barrier material and capping layer. Although the stress gradient may prevent
atoms to move, the maximum stress continues to increase until it reaches the saturation
value or a critical stress value for void generation. A void is considered to be nucleated at
the position where the maximum hydrostatic stress reaches critical stress value. Then the
void is incubated and it grows under further stimulus by electrons’ movement. A void will
never appear in an interconnect if the saturation stress value is smaller than the critical value.
Such an interconnect is EM immortal. Figure 3a shows a Cu dual damascene conductor
structure [49]. The trench is lined with a Cobalt-based liner and the Cu is capped with either
a dielectric or metallic layer. Figure 3b shows the voids possibly formed in an interconnect.
The void formed under a via can cause early failure when the size is large enough to cover the
via bottom and it leads to an open circuit status, while the void formed above a via causes
conventional failure when the gradually growing void introduces an obvious resistance shift
which causes circuit’s functional failure with a significant performance deviation. Both early
and conventional failures need to be checked during EM analysis. The EM process during
void generation and growth can be described with a three-phase model which consists of
nucleation phase, incubation phase, and growth phase. To calculate the time-dependent
EM process, Korhonen’s model has been proposed to capture the time-varying stress. The
Korhonen’s model together with appropriate initial condition and boundary conditions
are able to accurately emulate hydrostatic stress evolution in interconnects. Thereafter,
the time-dependent stress and atomic flux are combined to obtain resistance shift due
to EM. The resistance shift can be inserted into circuit simulation to show its impact on
performance. This section introduces Korhonen’s model and the three-phase compact
EM model.

Figure 3. (a) Cu dual damascene conductor structure, where the trench is lined with a Cobalt-based
liner and the Cu is capped with either a dielectric or metallic layer. (b) Void formation in a Cu wire
connected with a via-below (left) and a via-above (right) [49].

2.1. Korhonen’s Model

In general, multi-physics 3-D simulation is able to present accurate estimation on
hydrostatic stress and resistance shift in interconnects. However, since it requires vast
computation resource and the simulation speed gets very slow when the studied intercon-
nect structure (such as power grids for a microprocessor) is relatively large, 3-D numerical
simulation is not always preferred for EM analysis. Fortunately, Korhonen’s 1-D model
offers a reasonable trade-off between accuracy and efficiency. Let us take a branch with a
length of L as an example. The evolution of 1-D hydrostatic stress follows [50]

∂σ

∂t
=

∂

∂x

[
DaB
kBT

(
Ω

∂σ

∂x
− eZρCu j

)]
(4)
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Ja =
DaCaΩ

kBT

[
∂σ

∂x
− eZρCu j

Ω

]
(5)

where the effective atomic diffusivity Da = D0exp(−Ea/kBT). D0 is a constant, Ea is
the effective activation energy, kB is Boltzmann’s constant, T is absolute temperature, B
is the effective bulk elasticity modulus, Ω is the atom lattice volume, eZ is the effective
charge of migrating atoms, ρCu is copper resistivity, j is the current density over the studied
interconnect, Ca is the atom concentration, Ja is the atomic flux, and t is the stress time.

Initial conditions and boundary conditions are necessary for a solution of hydrostatic
stress. They are decided by the material difference in the coefficients of thermal expansion
(CTE) and the difference between stress free annealing temperature and the circuit temper-
ature. The position dependent (x ranges from 0 to L, x = 0 is at the branch’s left end, and
x = L is the branch’s right end when it is assumed to be placed horizontally) initial value
(at t = 0) is expressed as [51]

σ(x, t = 0) = B
(

aM − aCon f

)
(TZS − T(x, t = 0)) (6)

where TZS is the stress free annealing temperature, x denotes the node position, T(x, t = 0)
is the specific node temperature at t = 0, and aM and aConf are the CTE of the metal and
confinement materials, respectively.

The studied branch may be connected to other branches at its left and right ends.
The boundary conditions at the two ends depend on whether they are connected to other
branches and whether the voids have appeared at their locations. At the left and right ends,
the boundary conditions before and after void nucleation are given as [41,44]





Kl
∑

k=0
Ja, kwkhk = 0, f or le f t node i f it′ in nucleation phase

∂σ(x=0,t)
∂x = σ(x=0,t)

δ , f or le f t node i f it′s in incubation and growth phases
Kr
∑

k=0
Ja, kwkhk = 0, f or right node i f it′s in nucleation phase

∂σ(x=L,t)
∂x = − σ(x=L,t)

δ , f or right node i f it′s in incubation and growth phases

(7)

where Kl and Kr are the total number of branches connected to the left and right nodes,
respectively, wk and hk are the width and thickness of their kth connected branch, and δ is
the thickness of the void surface. It is noted that the maximum hydrostatic stress (during
void nucleation) in one branch appears at its boundary nodes and the void may not appear
at the boundary nodes if the hydrostatic stress at their position never exceeds critical stress
(σth), then the boundary condition should be always applied as the one in nucleation phase.

2.2. Three-Phase Compact Model

The three-phase compact model includes nucleation, incubation, and growth phases,
as shown in Figure 4 [45]. When the interconnect branches are flown over by currents,
the hydrostatic stress on them evolves with the initial value described in Section 2.1. In
the nucleation phase, the resistance of a studied branch remains unchanged before the
maximum stress exceeds a threshold (σth), while after it exceeds the threshold, the model
enters the incubation phase where the void size is increasing but it is still smaller than a
threshold size. The interconnect resistance is stays unchanged in nucleation and incubation
phases. Later, the model enters growth phase if the time-dependent void size grows large
enough to cover the interconnects’ cross section. The resistance jump is caused by Joule
heating. In the growth phase, the branch’s time-dependent resistance shift can be expressed
as [49]

∆R = Lv(t)
(

ρliner
(W + 2H + 2tliner)tliner

− ρcu

WH

)
(8)
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where W and H are the width and height of the studied branch, respectively, ρliner and tliner
are the resistivity and thickness of the liner. Lv(t) is the time-dependent void length, and its
growth can be calculated with ∆Lv(t) = Ja(t)·Ω·∆t.

Figure 4. Resistance change over time under the three-phase EM model [45].

The three-phase model can be validated by experimental data. Figure 5 shows resis-
tance trace of interconnects in experimental measurements [52]. Obviously, most of the
traces follow resistance shift behavior described by the three-phase EM model.

Figure 5. Resistance trace of interconnects under EM testing [52].

2.3. Model Applications

The Korhonen’s model describes time-dependent evolution of hydrostatic stress in
specific branch. Since the interconnects are confined by diffusion barriers/liners in one-
layer metallization, the whole interconnect network can be divided into many individual
interconnect trees which are similar as the one shown in Figure 2. For interconnect tree,
their hydrostatic stress evolution can be evaluated independently. It should be noted that
the current density over the branches may vary under the appearance of resistance shift of
some branches. For each branch in a specific tree, the Korhonen’s model can be applied
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with appropriate initial condition and boundary conditions to accurately compute the
hydrostatic stress evolution. Based on this, the time-dependent resistance shift of the EM
mortal branch is obtained conveniently. The model has been applied to check the reliability
of state-of-the-art Cu interconnects. More details are given in the following sections. With
the continuous scaling, the Cu interconnects in sub-10 nm technology node suffer from
high resistance due to serious surface scattering of the electrons flowing over them. It is
found in [53,54] that reducing the linewidth to 10 nm results in a drop of jmax to below
1 MA/cm2 and scaling linewidth from 25 nm to 10.5 nm leads to a 90% drop of jfail i.e. the
current density that induces failure at 10 y. Under such a scenario, interconnects based
on Ru and Co are potential replacements with better reliability than Cu because of their
lower resistivity and higher EM activation energies [55–60]. The barrierless Ru interconnect
together with an integration scheme have been identified to be more EM reliable than
Cu [61]. And it is found that full Ru vias have no risk of voiding after long thermal storage
at high temperature [62]. With respect to Co interconnects, the first estimation of an effective
D0Z* (~1.72 × 10−10) for Co is performed [63]. It is two orders of magnitude lower than
Cu. While Co vias may be EM immortal, the lack of a barrier may induce diffusion along
the Co/dielectric interfaces and Co/Cu intermixing [64]. The physics-based compact EM
model introduced in this section is also applicable to interconnects based on new materials
such as Co and Ru only if the diffusion coefficients and microstructures are extracted from
experiment result [65].

3. Modeling of EM Impact on Power Grids

In the most previous studies of EM modeling, the Black’s equation and Blech limit are
applied to analyze the reliability of signal interconnects and power grids [66–73]. In [66–68],
by incorporating the Joule heating effect, Gracieli Posser et al. have developed approaches
for modeling and efficient characterization of cell-internal EM and have simulated EM
effects on different metal layers at different wire lengths. On the one hand, they found
the cell-internal EM reliability can be optimized with layout modification and constraints
on output pin position. On the other hand, it is concluded that larger metal layers have
smaller EM effects and, consequently, a higher EM lifetime for the wires. Palkesh Jain et al.
proposed a SoC-level logic-IP-internal EM verification methodology which provides on-
the-fly retargeting capability for reliability constraints [69,70]. The proposed approach is
demonstrated on a 28-nm design. Meanwhile, they presented a fast and stochastic analysis
methodology to overcome the lifetime under-estimation by conventional methodologies
based on weakest-link assumption for EM assessment of click grids and power grids [71,72].
Vidya et al. also applied Black’s equation and Blech limit to estimate the self-heating
impact on EM reliability of FinFET and GAAFET designs [73]. In order to overcome the
reliability under-estimation due to the traditional series model for EM checking and the
pessimistic assumptions about the chip workload and the corresponding supply currents,
Mohammad Fawaz and Sandeep Chatterjee et al. proposed a framework for EM checking
that allows users to specify conditions-of-use type constraints which help capture realistic
chip workload and which includes the use of a novel mesh model for EM prediction in
the grid, instead of the traditional series model [74–76]. They developed a framework to
estimate the change in statistics of interconnects as their effective-EM current varies and
developed a novel vector less mesh model technique to estimate the average minimum
time-to-failure of a power grid under uncertain workload. Their results indicate that the
series model causes pessimistic estimation of power grid MTF and reliability by a factor of
3–4 [75,76].

Although the novel methodologies/frameworks based on Black’s equation can esti-
mate EM reliability, since the atom flow within segment trees is ignored there, they are
not able to provide suitable and accurate results as physics-based methods. Sandeep
Chatterjee et al. found that the power grid’s lifetime estimated by their physics-based ap-
proach is on average 2.75× longer than those based on Black’s model [44]. Xin Huang et al.
verified that the lifetime of IBMPG2 predicted by the traditional approach with the series
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and mesh model is 7.82 y and 10.67 y while the lifetime predicted by a physics-based
EM model is 15.66 y [37]. It means the frameworks based on conventional estimation
method is too conservative, therefore, the physics-based EM model is preferred for designs
with space limited. In this section, our attention is focused on the studies which applied
physics-based model to investigate the EM impact on power grids. This section consists
of three subsections. The first subsection covers modeling and simulation methodologies
proposed to study power grids’ reliability. The second subsection focuses on the strategies
adopted to improve EM evaluation speed while ensuring good accuracy and the optimiza-
tion methodologies for better EM reliability. The third subsection is mainly on techniques
for EM acceleration and deceleration.

3.1. Modeling and Simulation Methodologies

There are many studies on modeling and simulation methodologies for EM reliability
of power grids with applying physics-based models. Some of them are based on numerical
simulations while the others are based on analytical solutions. At an early time, Vivek
Mishra et al. modeled the impact of EM in Cu interconnects on power grid integrity with
using probability analysis [36,38–40,43]. Figure 6 shows the CDF plots for IR drop of a
studied power grid for different circuit lifetime [40]. For tlife = 5 y, the studied power grid
remains functional because all samples’ IR drop are under a 10% threshold, however, it has a
worst resistance degradation of 48% which is much more than a typical 10%~20% resistance
increase criteria used by circuit designers. It verifies that power grids have inherent
resilience to EM failures. They also studied circuit delay variability due to interconnects’
resistance shift under AC EM [38]. It shows that even non-catastrophic EM on critical paths
can cause serious performance degradation which ultimately result into circuit malfunction.
As shown in Figure 7, the impact of EM on absolute delay shifts increases under technology
scaling [38]. It is mainly because the higher current density in smaller interconnects
exacerbate EM degradation. Under a specific technology node, EM effect becomes more
obvious because EM void size and number increase with stress time. Meanwhile, they
developed methods to evaluate transient stress evolution in interconnects, and presented
simple and practical criteria for EM mortality checking. It is demonstrated that the number
of EM mortal interconnects highly depend on lifetime target and reliability expectations [39].
It is also observed in [43] that power grids’ EM degradation is impacted by configuration
of via arrays which connect interconnects at different layers.

Figure 6. CDF plots for IR drop of a studied power grid for different circuit lifetimes, tlife [40].
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Figure 7. Absolute delay shifts due to various aging mechanisms for advanced technology nodes at
circuit operation time of 5, 10, 15, and 20 y [38].

In order to accurately model EM degradation in power grids, Xin Huang et al. pro-
posed a new physics-based assessment method [37,42]. This method incorporates power
grids’ redundancy by assuming the circuits get failed only when the IR drop reaches a
threshold value. The hydrostatic stress in each interconnect tree is evaluated with con-
sidering atom transportation between connected branches. The experimental result not
only verifies that the result obtained from Black’s equation is too pessimistic, it but also
shows that IBM P/Gs’ EM failure is more likely to happen at the places with large initial
stress value and is more likely to happen at longer time when the void volume saturation
phenomenon is taken account. The time-dependent IR drop can be captured by placing the
EM induced resistance shift into the P/G circuit model. Figure 8 shows the time-dependent
voltage drop of the first failed node and maximum voltage drop in IBMPGNEW1 [42].
The proposed method is also applied to study the impact of cross-layout temperature and
thermal stress distributions on full-chip EM assessment.

Figure 8. Time-dependent voltage drop of the first failed node and maximum voltage drop in
IBMPGNEW1 [42].
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Since most of the previous studies are based on the uniform temperature assumption,
Xin Huang et al. implemented a flow of EM assessment for multi-layer P/G in a 32 nm test
chip [77,78]. The cross-layout temperature variation due to devices’ power consumption
and interconnects’ Joule heating are characterized and incorporated into EM assessment. It
is found that uniform temperature assumption causes inaccurate prediction on TTF and
the thermal stress variation results into better evaluation on EM reliability. It means the
on-chip temperature variation is needed to get more reasonable EM assessment results.
With applying the same physics-based EM model, Kai He et al. proposed a lightweight
on-chip aging sensor [79]. The interconnects in this sensor are designed to have detectable
EM failure at specific time. A number of parallel interconnects are used in the sensor
to mitigate inherent variations. The EM-based aging sensor can provide more accurate
prediction of chip usage time and offers simpler circuit implementation and smaller area
footprints than the ring-oscillator based sensor. Chase Cook et al. has applied finite
difference method to solve 1-D EM problem in multi-branch interconnects [80]. The
new method can easily accommodate non-uniformly distributed residual stress and time-
dependent temperature and current during circuit operation. The numerical results match
well with that of COMSOL which is based on finite element method. Taeyoung Kim et al.
presented an approach for system-level EM reliability management for multi/many core
microprocessors [81]. They proposed a task migration method to balance EM resource
consumption by all the cores. It treats TTF as a resource to consume during task execution
and uses task migration to balance TTF consumption across the cores. It equalizes the
probability of failure of each core to maximize the lifetime of multi-core system. The
simulation results show a balanced TTF consumption by the cores and the system’s EM
reliability has been maximized.

Since the current in P/G is unidirectional, the interconnects’ EM immortality can
be determined by checking steady-state stress distribution. If the maximum stress is
larger than critical value, the void is nucleated in a mortal interconnect, otherwise, the
interconnect is immortal. However, since there is not closed form for steady state stress in
multi-branch interconnect trees, numerical solutions generally need long time simulation.
New techniques for convenient immortality checking are necessary for EM study. In [82],
Zeyu Sun et al. proposed a new parameter called Critical EM voltage (VCrit,EM) to evaluate
EM immortality at steady-state stress in multi-branch interconnect tree. The VCrit,EM is
an extension of Belch limit concept. The difference is that Blech limit is for single branch
while VCrit,EM is applicable to multi-branch tree. Since this voltage-based EM (VBEM)
method overcomes the problem of current-density-based criteria, it can handle the impact
of interconnect tree structure on EM-induced stress with easy implementation. With this
method, the EM voltage at the ground node or cathode node of a tree is determined with
the total area of branches in the tree, the total area of the branches connected to each
node in the tree, and the nodal voltage at each node. The EM immortality of studied
tree depends on whether the EM voltage is smaller than the VCrit,EM. This criterion is
applicable for immortality checking in void nucleation phase. The VBEM analysis not
only agrees with results from finite difference method at steady state but also matches
well with COMSOL and XSim results, as shown in Figure 9. Since the VBEM analysis
assumes that current density is evenly distributed in one branch, the impact on current
crowding is investigated. Comparison with COMSOL result shows that current crowding
effect is unobvious if the length of a branch is much greater than its width. Void saturation
volume is another important issue for EM immortality checking. Since previous saturation
volume model only works for single branch, Zeyu Sun et al. derived a void saturation
volume model for multi-branch tree, as shown in Figure 10a [83]. The model follows atom
conservation at steady state of void growth phases. The overall void saturation volume in
a tree at steady state is the sum of saturation volume contributed by each branch. The tree
is considered as EM immortal if the overall void volume is smaller than the critical size.
This criterion is applicable for immortality checking in void incubation phase. Transient
analysis is necessary on the tree only when it is EM mortal. The authors proposed a new EM
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immortality checking flow which considers the checking criteria in both void nucleation
phase and void incubation phase. The algorithm is given in Figure 10b. The new flow
reduced conservativeness of existing EM assessment methods, and it helps the designer
quickly identify the new type of immortal branches which have void nucleated but with a
size smaller than the critical value.

Figure 9. Steady-state EM stress comparisons for each straight-line 3-terminal interconnect case [82].

Figure 10. (a) EM immortality check algorithm flow, and (b) simulation framework for EMSpice
simulator [83,84].

Based on their EM immortality check algorithm shown in Figure 10a and the existing
transient EM analysis theories, Zeyu Sun et al. developed a new full-chip EM simulator
called EMSpice to evaluate EM reliability of P/Gs [84]. Figure 10b shows the simulation
flow of EMSpice. It starts from P/G layout information from Synopsys IC Compiler. In the
first step, it disregards immortal trees by considering the immortality criteria in nucleation
and nucleation phases. Then, the mortal trees are applied with a FDTD solver to extract
time-dependent hydrostatic stress in both nucleation and post-voiding phases. Since the
EM-induced resistance shift cause current variation in P/G, the EM analysis is interacting
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with IR drop analysis of a whole P/G at each time step to ensure the comprehensiveness
of EMSpice. EMSpice simulator can reduce the over-conservation in EM assessment. It
predicts the failed tree number 76.7% less than the Black’s method and 66.7% less than
another full-chip EM analysis method.

EM postvoiding analysis attracts researchers’ attention because it is hard to handle the
interactions between current density, hydrostatic stress, and temperature when the target
is to investigate detailed void growth. Hengyang Zhao et al. proposed a multi-physics
finite-element-method-based (FEM-based) analysis method for void growth simulation
in confined copper interconnect [85,86]. The method considers time-varying interactions
between hydrostatic stress in the confined interconnects structure illustrated in Figure 11a,
the current density and Joule heating induced temperature rise. The interactions are
realized by solving a set of coupled partial differential equations, including the Korhonen’s
equation, the phase field equation, the Laplace equation, and the heat diffusion equation.
The FEM-based EM solver is capable to predict unique transient resistance change for
copper interconnects. Figure 11b shows the time-dependent total resistance, hotspot
temperature, resistance at the hotspot, and void size. It verifies the statement in Section 2.2
that the resistance jump between nucleation phase and growth phase is due to Joule
heating. Meanwhile, the lifetime distribution from this EM solver can provide a higher
fitting accuracy on the current density exponent parameter (n) described in Black’s equation
in the previous study, as shown in Figure 11c.

Sandeep Chatterjee et al. also proposed a methodology to check P/G EM by using
physics-based model [41,44]. They firstly listed the detailed steps to extend the physical
models for EM in branches to compute the hydrostatic stress evolution in multi-branch
interconnect trees. The boundary condition for branches under different scenarios are
provided as well. Then filtering and predictor-based schemes are designed to speed up
the overall EM assessment. It enables the statistical computation on IBM benchmarks
finish in 2.3 hrs. Therefore, the proposed method has potential to be applied on large-scale
circuits. The simulation results verified the inaccuracy of Black’s model and explained the
importance of early failures for EM assessment. As shown in Figure 12, exclusion of early
failures leads to optimistic evaluation on voltage drop increase and on MTF of P/Gs [44].
In [87], a finite difference method-based EM analysis methodology is applied to 3-D IC
test structure. Its comparison with finite element analysis and experiment measurement
demonstrates that EM in 3D IC structures can be suitably evaluated with finite difference
simulation. In [88], the authors presented a systematic approach to resize the grid metal
lines to achieve a design target lifetime at the minimal extra cost of metal area. With the
help of this approach, on a grid with 1.2 million nodes, the authors can increase its MTF
from 10.5 y to 12.2 y under a cost of 0.02% extra metal area by scaling only 14 interconnect
trees. Current density variation is an important factor for EM evaluation. To ensure the
comprehensiveness of their EM modeling, Adam Issa et al. has investigated EM checking
by using stochastic effective current model [89]. It is observed that current variations bring
us worse EM reliability. Based on his EM modeling experience, Farid N. Najm derived the
equivalent circuits for EM under different model phases [90]. It is shown that the dynamic
behavior of stress and flux in metal line is identical to dynamic behavior of voltage and
current in RC circuit, thus EM assessment can be executed by simulating its equivalent RC
circuit. It has potential to drastically improve EM assessment capability on large circuits.
In [91], an industry-level physics-based tool for EM assessment in commercial-grade PDNs
was introduced. As shown in Figure 13, after analysis the tool can highlight voided metal
line segments with a voiding probability. The tool’s accuracy has been validated with
the experimental data [92]. There is good fit between lifetime statistics derived from
measurement (MTTFEXP = 62,305 s, ∆EXP = 14,012 s) and simulation (MTTFSIM = 60,344 s,
∆SIM = 12,613 s).
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Figure 11. (a) 3D illustration of up-stream interconnect structure and simulated physical systems;
(b) simulation of Joule heating effect. Rtotal: total wire resistance. T: temperature at the hotspot.
Rhs, in ohms: copper resistance at the hotspot. Void, in cubic micrometer: simulated void size;
(c) extracted current density exponent compared to experiment data and previous postvoiding EM
analysis work [85,86].
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Figure 12. Impact of early failures on (a) voltage drop of a sample grid and (b) estimated mesh MTF
for ibmpg2 [44].

Figure 13. Highlighted wire with high voiding probability on the layout of a metal layer [91].

Meanwhile, Houman Zahedmanesh et al. investigated the EM limits of Cu nano-
interconnects by using a novel hybrid physics-based model [93]. The modeling framework
incorporates variations of materials, dimensions, interfaces, and operation conditions. It
considers void dynamics and resistance shift by using a local cellular automation module
with a resistive network. The simulation result only shows that the nucleation phase gets
more significant under a narrower linewidth, it but also predicts complex R-shift signatures
which match well with experimental data. Sarath Mohanachandran Nair et al. proposed a
variation-aware physics-based EM modelling which is experimentally calibrated [94]. The
model can be used to explore the impact of material and dimension on design space and to
study failure time variation at various operating conditions. Then the model was extended
to handle both early and conventional failures [95]. In [96,97], the system-level simulation on
EM under 3 nm technology node was performed. It is shown that Ru rails reduced IR-drop
penalty by a factor of ~0.6 than the Cu rails. Although EM voids appear in multiple PDN
segments, the EM induced IR-drop always stay below 3.3% without any failed operation of
standard cells.
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Except for the studies on EM reliability of full power grids, there are other novel
works on EM by using physics-based model. In [98–100], the authors explored an approach
to enhance the TSV grid reliability. The main idea is to allow the nonfaulty TSVs to be
temporarily deactivated so that it can take advantage of EM recovery property. To achieve
this goal, a reconfigurable routing network for a (4:2) TSV group was adopted, as depicted
in Figure 14. Depending on a recovery schedule, all TSVs cab operate under active mode,
recovery mode. The recovery-aware proactive repair approach helps improve EM lifetime
of the entire TSV grid by up to 12 times relative to conventional reactive method without
an extra area cost.

Figure 14. The reconfigurable routing network for a (4:2) TSV group consisting of four f-TSVs and
two s-TSVs [100].

3.2. Fast EM Assessment and Optimization

Although FDM and FEM methods can be applied for transient EM analysis with
good accuracy, they are not always preferred when the studied interconnect structures are
too large or the computation resource is limited. To overcome this problem, a number of
analytical and semi-analytical solutions and speed up techniques have been proposed. At
the very beginning, Valeriy Sukharev and Xin Huang et al. derived the analytical equation
for transient hydrostatic stress in a confined metal wire [101–103]. The analytical equation
captures the impact of time-dependent current density and the stress recovery effect, as
shown in Figure 15. The calculation results not only show that in the case of high frequency
currents with periods much smaller than the characteristic time of stress evolution, the pulse
duty factor decides stress buildup, it but also demonstrates that temperature oscillation
can cause notable resistance increase in a short metal line with preexisted voids. On the
other hand, the stress recovery effect is applicable to improve on-chip interconnect lifetime
by properly managing driving powers at run time.

Later, Hai-Bao Chen et al. developed a first principle based analytical solution for hy-
drostatic stress evolution in 3 specific interconnect trees [104,105]. It solves stress evolution
in multi-branch tree by de-coupling individual branches with suitable boundary conditions
which account for interactions between adjacent branches. The solution is based on Laplace
transformation technique. Since time-varying temperature and current density and branch
length have non-negligible impact on stress evolution, they incorporated these factors into
their analytical solution under the same method [106,107]. However, since these analytical
solutions only work for specific tree structures, Xiaoyi Wang et al. applied eigenfunction
technique for stress evolution in multi-branch trees, and they have extended it to EM
analysis in full-chip P/Gs [108–110]. This method handles different current densities and
nonuniform thermal distribution. Since this method does not require discretization, except
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for its excellent scalability for large-scaled interconnect trees, it brings 10–100 times of
computation speed improvement over FDM method. In order to improve EM analysis
speed, Liang Chen et al. proposed accelerated separation of variables (ASOV) method
which offers improvements over the existing plain SOV-based method [111]. It exhibits
3–5 times of speedup on a number of multi-branch interconnects benchmarks. Furthermore,
the SOV-based approach was adopted to obtain a semi-analytical stress transient analysis
method which considers the impact of temperature gradient in the studied trees [112].
This method is about an order of magnitude faster than COMSOL with 10× less memory
footprint and negligible error loss. It shows that the impact of Joule heating on EM process
is significant. Mohammadamir Kavousi et al. studied EM immortality check with consid-
ering Joule heating for multi-branch trees [113]. They improved EM stress analysis speed
with the benefit of Krylov subspace-based reduction technique which reduces the size of
system matrices [114]. Their analysis on interconnect with up to 1000 branches for both
void nucleation and growth phases has been accelerated by 28 times. Last, but not least,
Mohammad Abdullah Al Shohel et al. found a linear-time approach for immortality check
on general tree/mesh interconnects and developed an analytical model of transient stress
based on boundary reflections [115,116]. With respect to speedup techniques different
from analytical solution, Sandeep Chatterjee et al. presented a fast and scalable method-
ology for P/G EM verification [117]. The PDE system was converted to a succession of
homogeneous linear time invariant (LTI) system. Then the LTI system was solved with
an optimized backward differentiation formulas (BDF) solver. Under further help from
preconditioned conjugate gradient and parallel programming, this method gives around
23 times of speedup. In [118], a Krylov subspace-based method was proposed for fast
stress evolution under finite difference method. After discretization, the original system
matrices are reduced so that they can be simulated more efficiently in time domain. This
optimized method brings 1–2 orders of magnitude speedup over ordinary finite difference
time domain methods.

Figure 15. Stress evolution caused by periodic unipolar pulse current densities at cathode end of the
metal line under varying temperature [103].

Recently, machine learning techniques have been applied to speed up studies on P/G
performance and reliability. In [119], a generative adversarial networks-based (GAN-based)
tool (called EM-GAN) was built to do fast analysis on transient stress in multi-branch trees.
This work was inspired by the image synthesis feature of GAN. As shown in Figure 16a,
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the GAN’s inputs include P/G topology, current density distribution at a given aging time.
Its output is EM stress distribution. This tool can achieve high prediction accuracy with an
average error of 6.6%, and it exhibits 8.3 times speedup over analytic EM solver. In order to
achieve even higher accuracy, another graph convolution network-based (GCN-based) tool
(called EMGraph) was developed for transient EM stress estimation. Its basic framework is
shown in Figure 16b. It shows less than 1.5% average error compared with training data
and orders of magnitude faster than COMSOL. Moreover, EMGraph surpasses EM-GAN
with 4 times higher prediction accuracy and 14 times faster speed.

Figure 16. (a) EM-GAN framework for stress estimation and (b) framework of EMGraph with
multilayer perceptron network [119,120].

In [121], a conditional generative adversarial networks-based (CGAN-based) frame-
work (called GridNet) was developed, as shown in Figure 17, to accelerate the incremental
full-chip EM-induced IR drop analysis and the optimization for IR drop violation fixing.
GridNet provides accurate prediction on IR drop as compared with the ground truth
obtained from EMSpice. Since GridNet also provides sensitivity information of node volt-
age with respect to branch resistance, it expediates localized IR drop violation fixing for
P/G design.
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results from GridNet to EMSpice [121].

Successful P/G design targets at a good enough EM lifetime with a reasonable cost
on area. P/G design optimization is an important process to get a balance between EM
reliability and area cost. Han Zhou et al. proposed P/G optimization techniques based
on fast EM nucleation phase immortality check method for multi-branch interconnect
trees [122,123]. They, firstly, verified that the issue can be formulated as a sequence of
linear programming problem. Then they proposed an aging-aware optimization method
which improves mortal wires’ lifetime by adding reservoir branches and allows some
interconnects to age/breakdown then just optimizes EM reliability of remaining branches.
This strategy ensures the optimization operate effectively. Numerical results demonstrated
that the new method can effectively reduce P/G area while ensuring immortality or target
lifetime of all the wires. Later, the EM incubation phase immortality check method is
introduced into the optimization framework as well [124,125]. The updated method can fix
IR drop violation due to EM in minutes for P/Gs from ARM core designs.
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3.3. EM Acceleration

In order to effectively validate the reliability of dual damascene interconnect trees
under specific process and structure, it is necessary to detect EM failures in a relatively short
testing time. Since the traditional acceleration techniques mainly focus on high temperature
and current density, they lead to higher probability of failure due to not only EM but also
the other aging mechanisms such as BTI and HCI, which leads to less distinguishability
between the mechanisms. In [126–128], several techniques have been proposed to accelerate
and decelerate EM failure with the help of reservoir branches and sink branches. Figure 18
shows an active branch with a reservoir branch enabled/disabled and the time-dependent
hydrostatic stress at cathode. Obviously, the reservoir branch highly extends void nu-
cleation time at the cathode which indicates much better EM reliability. The impact of
reservoir could be disabled by applying a current to it in a reversed direction. And the
current density decides how much the main branch’s lifetime is suppressed.

Figure 18. (a) An active interconnect branch with a reservoir branch enabled and disabled and
(b) Hydrostatic stress at cathode under various scenarios [128].

In [127,128], a sink branch was proposed to accelerate EM lifetime of the main branch.
As shown in Figure 19, the void nucleation can be accelerated by an active sink branch
because the atomic flux gets improved when the currents over main branch and sink are in
the same direction [128]. Then the authors proposed a hybrid structure with both sink and
reservoir applied to accelerate EM failure. The proposed structures can achieve desired
very short TTF under acceleration mode while the main branch itself has 10+ y lifetime
under normal usage mode. These novel structures together with temperature control can
further accelerate EM testing about 105 time under the 150 ◦C temperature limit.

Figure 19. (a) An active interconnect branch with a sink branch enabled and disabled and
(b) hydrostatic stress at cathode with the sink branch enabled and disabled [128].
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4. Modeling of EM Impact on Interconnects in Cache Memory

EM not only affects P/G but also worsen the reliability of bitlines which is frequently
stressed by currents during read/write operations of cache memory. During read/write
operations, the unbalanced currents flowing over interconnects cause voids which ulti-
mately lead to operation failure by introducing large delay. In [129–131], the authors
designed a methodology for SRAM EM reliability assessment with considering process
variations. The equivalent current distributions over bitlines are calculated with an AFD-
based current conversion scheme. As shown in Figure 20, the equivalent current is much
different from average value of pulsed DC which indicates different conclusion on EM
reliability. The current distribution is combined with process variations including threshold
voltage variation, gate length variation, and bitline edge roughness, to evaluate bitlines’
reliability by using statistical modelling methodology. The authors adjusted bitline width
to find an optimal value to minimize the total probability of failure for an SRAM array
and to maximize its yield. The experiment results indicate that a 22 nm technology-based
256 rows × 128 columns SRAM array suffer from serious EM issue if the bitline width
is chosen as 1⁄2 metal pitch, as shown in Figure 21. And a tradeoff between functional
failure and EM failure can be reached for a 46 nm width bitline when the edge roughness
is incorporated.

Figure 20. Typical current distribution comparison between time-average value and converted value
for all segments within an SRAM bitline [131].

The current distributions over bitlines are decided by activity of cells attached to
them. The impact of cell activity on EM reliability of an SRAM cell array was studied
in [132]. However, since none of the previous prior works have taken SRAM workload in
realistic usage scenarios to evaluate interconnects’ reliability, a simulator called CacheEM
was proposed for reliability analysis on cache memory aging due EM by considering the
realistic application scenarios of cache in an ARM microprocessor [49]. CacheEM includes
five parts: microprocessor emulation, memory cell array activity extraction, computation
of current in long interconnects, evaluation on time-dependent hydrostatic stress and
the resistance shift of interconnects, and characterization of the interconnect EM lifetime
distribution of a cache memory.

Figure 22a shows a simplified schematic of an SRAM cell array which is handled in
CacheEM with currents corresponding to specific operations (read 0 and1 and write 0 and1)
marked. Figure 22b,c show interconnect-array in SRAM cell array and the representative
interconnects corresponding to a column of cells [49]. LStart and LEnd are the segments
from the array to the pre-charge and write drivers, respectively. In order to perform time-
dependent EM assessment on these interconnects, the current density distributions over
them need to be determined in the first step. To obtain the current density distributions,
it is required to know the number of load and store to each cell, which means the cells’
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activity in cache memory needs to be extracted. On the other hand, the activity of cells in
the cache memory highly depends on the application of the microprocessor where the cache
is configured. It needs a simulation flow for CacheEM from a top–down perspective as
described in Figure 23. In the first step, several testbenches on the microprocessor which is
configured with specific cache memory settings are executed. The trace of the target cache
memory is recorded. In the second step, the recorded memory trace is fed into a cache
simulator to extract the cells’ activity. Then, the variations in effective atomic diffusivity
and threshold stress are incorporated into CacheEM with a Monte Carlo simulation to
obtain the cache EM lifetime distribution. For each sample, the current flowing in each
branch is derived individually with considering the cells’ activity and the currents during
each operation (read 0/1 and write 0/1).

Figure 21. (a) EM probability of failure, (b) functional probability of failure, and (c) yield comparison
for 256 rows × 128 columns 22-nm SRAM array w/and w/o considering edge roughness [131].

Figure 24 shows the representative operation distributions on the L1 I-Cache cells in
an ARMv8 core while it is running the sjeng, specrand, and patricia benchmarks [49]. The
cells’ activity and currents during read/write operations under user-defined parameters,
including gate length, bit-line unit capacitance, row number of the cells, supply voltage, and
temperature are combined together to calculate the effective current density distributions
over each BL, BLB, VDD, and GND interconnects. Then they are provided to FDM-based
EM solver to evaluate time-dependent stress evolution. The EM lifetime distribution
is measured under predefined threshold value. Figure 25 shows the hydrostatic stress
distribution of VDDs, GNDs, BLs, and BLBs in randomly selected caches [49]. The current
density in the interconnect which suffers the most serious EM stress is plotted on the basis
of the left y-axis in each subplot. In BL and BLB, the voids are most likely formed in the
middle of the lines. The exact void position depends on the ratio between read and write
operations. The voids most likely appear at the ends of VDDs and GNDs. However, the
voids most likely appear near the via for GNDs, but far from the vias for the VDDs due
to the difference of current direction. Stress is highest when current flows into the vias,
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and lowest when current flows away from the vias. Under a two-port implementation and
bi-directional flow, the stress is highest around the middle of the VDDs and at the ends of
the GNDs. After the maximum stress reaches σth, the voids are generated, and then after
the void size becomes larger than the threshold size, the interconnect resistance increases.
An interconnect’s lifetime is obtained when the resistance shift reaches a pre-defined
threshold value.

Figure 22. (a) Simplified schematic of SRAM cell array with currents relevant with various operation
marked. The left and right parts show the currents relevant with read 0 and 1 and write 0 and 1,
respectively. The currents for read 0 and write 0 in red, while the currents for read 1 and write 1 are
in blue, (b) interconnect array in SRAM cell array, with periodic cells shown functional probability of
failure, and (c) representative interconnects corresponding to a column of cells [49].
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Figure 23. Simulation flow of CacheEM [49].
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core which has run sjeng, specrand, and patricia benchmarks [49].

Figure 26a shows the lifetime distribution of BL, BLB, and GND interconnects which
suffer from the most stress in 100 samples of an I-Cache. With the help of the two-ports
connection, GND has a much better EM reliability than BL and BLB. BL is the most
vulnerable interconnect in the I-Cache. Figure 26b shows the time-dependent resistance
shift of the corresponding BLs in 100 cache samples [49]. BL is not always more vulnerable
than BLB. Their relative vulnerability might change with the cache configuration. CacheEM
was applied to investigate the impact of configuration parameters on performance and
EM degradation of an I-Cache. The configuration parameters include cache line size,
replacement policy, set associativity, latency, and cache size. Cache line size has options of
8B, 16B, and 32B. The I-Cache hit rate is 94.43%, 93.65%, and 93.75%, when the line size is
8B, 16B, and 32B, respectively. 32B brings better lifetime than the other two options because
the interconnect length is much shorter while the current density is smaller. Replacement
policy, associativity, and latency do not have obvious impact on I-Cache performance
and reliability. Cache size has a non-negligible impact on the hit rate and the lifetime
distribution of the studied I-Cache. The hit rate is 89.16% under 8 KB, 93.65% under 16 KB,
97.39% under 32 KB, and 99.19% 64 KB, respectively. 8 KB cache has better lifetime than
the other three options because the interconnect length is shorter than the other cases and
the current density is smaller. For the remaining three cases, EM reliability improves with
the increase of the cache size.

163



Micromachines 2022, 13, 883

Figure 25. The hydrostatic stress distribution before a void appears in (a) BLs, (b) BLBs, (c) VDDs
in a one port implementation, (d) GNDs in a one port implementation, (e) VDDs in a two-port
implementation, and (f) GNDs in a two-port implementation [49].

Figure 26. (a) Lifetime distribution of the BL, BLB, and GND interconnects which suffer from the
most serious stress in samples of an I-Cache, and (b) the time-dependent resistance shift of the
corresponding BLs [49].
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5. Conclusions

Recent progress in physics-based modeling of EM aging of on-chip interconnects has
been reviewed in this paper. Due to the over-conservative EM assessment on multi-branch
interconnect tree by conventional Black’s equation, physics-based modeling methodologies
which consider the atom flow between adjacent branches are required to provide more
accurate EM assessment. These modeling methodologies can be achieved with analytical
equations or numerical computations. Voltage-based immortality check can simplify EM
assessment by eliminating the immortal trees which do not need time-dependent evaluation
on stress and resistance. The speedup techniques, such as separation of variable method
and Krylov subspace-based reduction technique, are applicable for fast assessment on
large-scaled circuits. Machine learning algorithms like GAN also help improve assessment
efficiency. With respect to interconnects in cache memory, their EM reliability depends on
physical dimensions, cache configurations, and workloads under specific benchmarks.

Since the integration density in SoC is always getting higher to achieve better system
performance, the number of interconnect trees to be studied becomes tremendous. It is
a challenging task to evaluate the full EM reliability of on-chip interconnects with good
accuracy as well as fast speed. Further application of machine learning techniques deserves
more attention to accelerate the evaluation speed and to improve the models’ prediction
capability. On the other hand, since Cu is predicted to be replaced by novel materials such
as Co and Ru to ensure interconnects’ reliability at sub-10 nm technology nodes, more
efforts need to be made to novel modeling methodologies which suitably estimate the
aging of new material-based interconnects and networks.
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Abstract: This article presents a novel wideband bandpass filter based on the integration of a substrate
integrated waveguide (SIW) and a spoof surface plasmon polariton (SSPP). An SIW cavity with
periodic arrays of meander-slot units is etched on the top metallic layer to achieve the characteristics
of a multi-order filter with good performance. The passbands can be flexibly selected by varying the
geometric parameters of the SIW and SSPP to adjust the lower and upper sidebands independently.
Using a redistribution layer (RDL) process, a novel 3D capacitive interconnection called a through-
dielectric capacitor (TDC) is proposed and collaboratively designed with an interdigital capacitor
to achieve capacitive source-load cross-coupling. The proposed filter has a center frequency of
60 GHz, with a wide 3-dB fractional bandwidth of about 45.8%. The improved simulated sideband
suppression has a 30 dB rejection at 40 GHz and 75.4 GHz, corresponding to a 30-dB rectangular
coefficient of 1.28.

Keywords: substrate integrated waveguide (SIW); spoof surface plasmon polaritons (SSPPs);
integrated passive device; through-dielectric capacitor (TDC)

1. Introduction

With the availability of 60 GHz unlicensed frequency bands and millimeter-wave
spectrum for fast data transmission, wireless systems are increasingly operating at higher
frequencies. Meanwhile, filters are key front-end components in communication systems,
and higher transmission rates must be supported by wider bandwidths and higher fre-
quencies. High-quality and compact BPFs are essential for the improvement of the overall
performance of an RF receiver [1]. Acoustic-wave resonators (AWR) such as surface acous-
tic wave (SAW) [2] and film bulk acoustic resonators (FBAR) [3] exhibit remarkable features
in the field of integrated circuit design, with excellent quality factor (Q) and compact size.
However, the confined electromechanical coupling coefficient of piezoelectric material
limits their bandwidth and center frequency expansion, and starting from C-band, the
performance of SAW/FBAR decreases sharply in broadband and high frequency [4–6],
making it unsuitable for high frequency bands.

The substrate integrated waveguide (SIW) is popular, with high-pass characteristics,
and it exhibits many advantages, such as low insertion loss, high quality factor, and ease of
integration. However, its applications in mmW frequency are limited by the harmonics in
stopband and bulk size. Frequency selectivity can be improved by introducing transmission
zeros (TZs) into the SIW filter. The filter in [7] employs a source-load coupling to improve
the slope of the sideband. The conventional folded coupling configuration in [8] introduces
a TZ on each side of the passband. An SIW filter with higher-order mode resonators is
proposed in order to achieve modal bypass coupling [9]. Multi-order filters with couplings
require complicated coupling structures that are larger in size and create some inevitable

173



Micromachines 2022, 13, 1195

losses. Miniaturization is not possible because cascaded multiple resonators prohibit full
miniaturization. The use of 3D-stacked structures to achieve miniaturization has also
become a popular method in recent years [10–16]; however, it introduces additional losses.

To avoid the deficiencies mentioned above, a new design structure to implement a
quasi-elliptic SIW filter is proposed. Coplanar waveguides (CPW) [17] and complementary
split-ring resonators (CSRR) [18–20] have been embedded in the SIW cavities to achieve
miniaturization, but they result in bad insertion loss. The spoof surface plasmon polariton
(SSPP) waveguides that support the surface wave transmission on thin, planar corrugated
metals [21,22] have attracted the interest of researchers due to their exceptional properties,
such as high confinement [23], low loss [24], potential for solving severe on-chip signal
integrity and interference issues [25], as well as the possibility for minimizing the circuit
area [26,27]. By embedding the SSPP directly in the SIW, it has been proven to further
minimize the filter and improve the transmission performance [28,29]. However, only the
upper sideband is improved, due to the characteristics of the SSPPs.

This article proposes a novel SIW-based bandpass filter with periodic arrays of
meander-slot etching on the top metallic layer. In [30], an advanced RDL (redistribu-
tion layer) process was adopted to design passive components, and it proved to be feasible.
In this article, we design the filter using a silicon substrate with 4 RDLs. The dispersion and
transmission characteristics are numerically studied by simulation. Due to the distinctive
structure of the SSPPs, the asymptotic frequency is lower than that of the original groove
structure; only one SIW cavity can achieve the characteristic of multi-order filter, and the
size of BPF is greatly diminished. The low-cutoff and high-cutoff frequencies can be flexibly
adjusted with the variation of size of the SIW and SSPPs, respectively. With the RDL pro-
cess, an improved TDC structure is proposed and analyzed. After obtaining the equivalent
lump model, a TDC is designed as a part of the coupling circuit to achieve capacitive
source-load cross-coupling, and a left transmission zero (TZ) appears successfully. The
location of the TZ id can be selected by tuning the TDC and interdigital capacitor. The
filter simulation results show that the sideband suppression and stopband suppression are
significantly improved, TZ is generated in 37.92 GHz with the rejection of −45 dB, and the
30-dB rectangular coefficient is 1.28.

2. Design of the Proposed BPF

This work adopts a redistribution layer (RDL) process whose stack-up is illustrated in
Figure 1a. All circuit structures are designed in a four-layer dielectric system interconnected
by through-dielectric vias (TDV). The material of the dielectric layer is polyimide (PI-
HD4100) with a relative permittivity of 3.2. As shown in Figure 1b, two dielectric layers
(P3, P4) are utilized as the SIW cavity. The device layer (M4) is employed to etch the SSPPs
grooves and M2 is used as a ground plane. The M1 layer is used to design interdigital
capacitors. The low-cutoff frequency is determined by the size of the SIW cavity, and the
high-cutoff is finally acquired from the dispersion curve of the SSPPs. All electromagnetic
(EM) simulations were carried out using the finite-element method (FEM) of the HFSS
3D simulator.

The vertical view of the proposed bandpass filter is shown in Figure 2., An array
of periodic curved slots is etched on the top surface metal of the SIW cavity along the
direction of electromagnetic wave propagation. The top layer comprises three parts: the
GCPW input (region I), the SIW–SSPP transition (region II), and the periodic array part for
the propagation of the SSPP. The GCPW transmission line with lower loss and better heat
dissipation is more appropriate for mmW integrated circuits; the filter is excited by two
50-Ω GCPW transmission lines with a pair of quarter wavelength coupling slots. Three
curved slot cells of different lengths (Ls1, Ls2, Ls3), which are gradually increased in length,
constitute region II. The increase is optimized to achieve smooth transition and mode
matching between the SIW and SSPP, and then the SSPP mode is effectively excited. The
dimensions of the BPF are calculated below.
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The TE101 mode resonant frequency of the SIW cavity is adopted as the low-cutoff
frequency, and the dimensions are determined as in [31]:

f0 =
c0

2
√

εr

√
1

W2
SIW

+
1

L2
SIW

(1)

where WSIW and LSIW are the width and length of the equivalent rectangular waveguide,
calculated as:

WSIW = w− 1.08
d2

p
+ 0.1

d2

w
(2)

LSIW = l − 1.08
d2

p
+ 0.1

d2

l
(3)
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where w and l represent the width and length of the SIW cavity, respectively, d is the
diameter of Cu via, and p is the center-to-center pitch between the adjacent via holes. c0
is the light velocity in vacuum, and εr is the relative permittivity. In order to make the
resonance frequency f0 = 47 GHz, WSIW = 2 mm and LSIW = 3.8 mm is finally determined
by the above equations.

The schematic diagram of the unit cell of the SSPP is illustrated in Figure 3. According
to [32], the dispersion curve for the SSPP mode propagated in the metallic grove array can
be expressed as

k = k0

√
1 +

W2

C2 tan2(k0L) (4)

where k0 = 2π/λ refers to the propagation constant in free space, C is the width of the unit
cell, W and L represent the width and depth of the grooves, respectively.

Micromachines 2022, 13, x FOR PEER REVIEW 4 of 12 
 

 

The TE101 mode resonant frequency of the SIW cavity is adopted as the low-cutoff 

frequency, and the dimensions are determined as in [31]: 

𝑓0 =
𝑐0

2√𝜀𝑟

√
1

𝑊𝑆𝐼𝑊
2 +

1

𝐿𝑆𝐼𝑊
2  (1) 

where 𝑊𝑆𝐼𝑊 and 𝐿𝑆𝐼𝑊 are the width and length of the equivalent rectangular waveguide, 

calculated as: 

𝑊𝑆𝐼𝑊 = 𝑤 − 1.08
𝑑2

𝑝
+ 0.1

𝑑2

𝑤
 (2) 

𝐿𝑆𝐼𝑊 = 𝑙 − 1.08
𝑑2

𝑝
+ 0.1

𝑑2

𝑙
 (3) 

where 𝑤 and 𝑙 represent the width and length of the SIW cavity, respectively, 𝑑 is the 

diameter of Cu via, and 𝑝 is the center-to-center pitch between the adjacent via holes. 𝑐0 

is the light velocity in vacuum, and 𝜀𝑟 is the relative permittivity. In order to make the 

resonance frequency 𝑓0 = 47 GHz, 𝑊𝑆𝐼𝑊 = 2 mm and 𝐿𝑆𝐼𝑊 = 3.8 mm is finally deter-

mined by the above equations. 

The schematic diagram of the unit cell of the SSPP is illustrated in Figure 3. According 

to [32], the dispersion curve for the SSPP mode propagated in the metallic grove array can 

be expressed as 

𝑘 = 𝑘0
√1 +

𝑊2

𝐶2
𝑡𝑎𝑛2(𝑘0𝐿) (4) 

where 𝑘0 = 2𝜋 𝜆⁄  refers to the propagation constant in free space, 𝐶 is the width of the 

unit cell, 𝑊 and 𝐿 represent the width and depth of the grooves, respectively. 

L

 

LS

C

W
 

WSIW

TDV
 

(a) (b) (c) 

Figure 3. The vertical view of (a) rectangular groove unit cell, (b) meander–slot unit cell, (c) SIW 

with meander-slot unit cell. 

When the width of the groove 𝑊 and the width of the unit cell 𝐶 is fixed, the depth 

of the groove 𝐿 is the main factor affecting the dispersion. Meanwhile, to keep the occu-

pied area of the groove unchanged, a meander-slot structure is proposed. Figure 3a and b 

show a traditional groove unit and a meander-slot unit with the same height (𝐿). Figure 

3c shows the unit cell consisting of an SIW and meander-slot units. The orange and white 

parts represent the metal surface on the top layer and the slot line, respectively. The geo-

metric parameters are set as shown in Table 1. 

  

Figure 3. The vertical view of (a) rectangular groove unit cell, (b) meander–slot unit cell, (c) SIW with
meander-slot unit cell.

When the width of the groove W and the width of the unit cell C is fixed, the depth of
the groove L is the main factor affecting the dispersion. Meanwhile, to keep the occupied
area of the groove unchanged, a meander-slot structure is proposed. Figure 3a,b show a
traditional groove unit and a meander-slot unit with the same height (L). Figure 3c shows
the unit cell consisting of an SIW and meander-slot units. The orange and white parts
represent the metal surface on the top layer and the slot line, respectively. The geometric
parameters are set as shown in Table 1.

Table 1. The geometric parameters of the SSPPs unit cell.

C L Ls W WSIW

0.4 mm 0.39 mm 1 mm 0.075 mm 2 mm

To visualize the relationship between the dimension and frequency of the SSPP, the
dispersion curves are calculated using the eigenmode solver of commercial electromagnetic
software. In the simulations, the dispersion relation was obtained by calculating the
eigenfrequency of the SSPPs unit. Figure 4 shows the dispersion curves of fundamental
SSPP modes, k represents propagation constant, and k is swept from 0◦ to 180◦ between
the period boundaries in the propagation direction. It is clear that the two dispersion
curves have similar frequency trends, increasing as k increases. It is obvious that these two
dispersion curves have similar frequency variation trends, but the asymptotic frequency of
the groove unit is 97 GHz when the asymptotic frequency of meander-slot unit is 73.7 GHz.
This means that adopting a meander-slot SSPP in the same occupied area can reduce the
available asymptotic frequency, which is effective in minimizing the device. Figure 4
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demonstrates that the SIW can be combined with SSPPs to achieve bandpass characteristics,
starting from the cutoff frequency, and its dispersion curve behaves like the SIW in the low
frequency range and like SSPPs in the high frequency range.
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Figure 4. Dispersion curve of the unit cell.

To confirm the passband alteration characteristics of the proposed filter, a parameter
inquiry was conducted. The simulated results of transmission coefficients are demonstrated
in Figure 5 with different geometric parameters. It can be inferred that the high-cutoff
frequency of the proposed filter is determined by the SSPPs length Ls, and the low-cutoff
frequency is determined by the SIW width WSIW . Figure 5a shows that when the value
of LS increases gradually, the upper sideband frequency of the filter will move to the left,
while the lower sideband remains constant; the bandwidth becomes narrower accordingly.
It can be attributed to the gradual increase of the propagation constant and momentum,
and the decrease of the asymptotic frequency, with the increase of the geometric length Ls
of the curved slot. In addition, as shown in Figure 5b, the WSIW decreases and the lower
sideband shifts to the right because the resonant frequency of the SIW is determined by
the SIW width WSIW . Therefore, the bandwidth of the filter can be flexibly controlled by
adjusting the size of the SIW cavity and the SSPP slot. Finally, the dimensions of the BPF
are determined by the low-cutoff frequency (47 GHz) and high-cutoff frequency (74 GHz),
as shown in Table 2.
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Figure 5. Simulated results of the proposed bandpass filter with different (a) SSPPs length LS. (b) SIW
width WSIW .
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Table 2. The dimensions of the BPF.

LSIW WSIW Lg Wg1 Wg2 Ls1 Ls2 Ls3

4 mm 2 mm 0.76 mm 0.055 mm 0.2 mm 0.26 mm 0.49 mm 0.78 mm

The SIW filter using SSPP without source-load coupling was simulated, and the result
is shown in Figure 6. Good bandpass features and high-efficiency propagation are obtained.
The BPF operates from 46.13 GHz to 74 GHz; the 30-dB bandwidth is from 37.5 GHz to
76.5 GHz; and the corresponding rectangular coefficient is 1.4.
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With the multi-layer stacked structure, 3D interconnections can be applied. To further
improve the performance of the filter, source-load cross-coupling was employed. The
sectional drawing of the proposed filter with source-load cross-coupling is shown in
Figure 7a. With the adoption of the TDC, signals can be transmitted vertically through
different layers. There are two microstrip lines and an interdigital capacitor in the M1 layer.
The interdigital capacitor is more suitable for applications where low values of capacitance
are required. Letting the finger width (X = 0.025 mm) equal the slot width to achieve
maximum capacitance density, the expression [33] for estimation of capacitance of the
interdigital capacitor can be given by

Ci = (εr + 1)
Li
Wi

[(n− 3)A1 + A2] (5)

where n is the number of fingers and C is in pF. A1 = 0.75 and A2 = 0.175 are determined
by the value of T

X refer to in [33], where T is the height of the substrate (T = 0.01 mm). As
shown in Figure 7b, the complete coupling circuit consists of two TDCs, two microstrips and
an interdigital capacitor which are lumped models. The collaborative design method of the
TDC and the coupling circuit can be used to minimize the influence of the interconnection
structure. The series connection of the interdigital capacitor and TDC can also reduce the
circuit capacitance and increase the adjustment range of the interdigital capacitor. The
admittance of the equivalent coupling circuit with the TDC in Figure 7b can be expressed as

Z = Zt + Rm + j(ωLm −
1

ωCi
) (6)

where Zt is the impedance of the TDC structure, which is analyzed below.
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Figure 7. (a) Cross-section schematic view of the filter; (b) Equivalent lump model of this proposed
coupling circuit (left).

Figure 8a shows the structure and the main parasitic components of the TDC in
the designed filter. Between the two metal layers, two polyimide bonding layers act as
capacitive coupling media, while one is filled with copper through the dielectric via. The
equivalent lump model of the TDC can be referred to [34], as shown in Figure 8b.
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The impedance Zt can be approximately expressed by

Zt =
2

Y1
+ jωL + R (7)

Y1 = G + jωC (8)

where Y1 is the admittance of the coupling medium, R and L represent via resistance and
inductance, respectively, when C and G represent the parasitic capacitance and conductance,
respectively.

To accurately verify the compatibility and analyze the electrical performance of the
TDC, Ansys Q3D was used to extract all the parasitic components of TDC. Substituting
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all the parasitic components into the proposed lump model then enables the transmission
characteristics to be obtained by the ADS. The comparison of transmission characteristics
between the TDC simulation result by HFSS and the proposed lumped model is shown
in Figure 9. Two experimental cases with different heights of through dielectric via (ht)
are used in simulation. The lumped models of the two cases both match well with the
HFSS simulations. The insertion loss S21 of TDC increases with frequency below 10 GHz,
which implies that the coupling behavior of the TDC is mainly capacitive coupling, and
slightly decreases in high frequency. The capacitive TDC effect is dominant in the lower
frequency range, and the inductive TDV effect becomes dominant in the higher frequency
range [34]; the inductance of the TSV channel starts to affect the insertion loss over 10 GHz.
The above analysis shows that the proposed TDC can be regarded as a CGRL lumped
model, collaboratively designed with the coupling circuit. In addition, it will not seriously
influence the circuit during the working frequency.
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Figure 9. Comparison of S parameters between TDC and model with different ht: (a) ht = 0.024 mm;
(b) ht = 0.08 mm.

To further verify the lumped model of the whole coupling circuit, the S-parameter
is extracted from Figure 6 and simulated with the above coupling circuit model, and the
result is compared with the HFSS simulation of the proposed filter, as shown in Figure 10.
The frequency responses of the equivalent circuit and filter simulations both exhibit a
transmission zero at 37.6 GHz, and their simulation results are in good agreement.
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According to the above analysis and verification, the proposed TDC structure can be
applied to transmit signals vertically through different layers, and it is possible to design a
circuit with a lumped model. With the adoption of the previous lumped model, capacitive
source-load cross-coupling is investigated.
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The capacitance of the interdigital capacitor will change over Li. By adjusting the
capacitance of the interdigital capacitor, the location of the TZ is moved, as shown in
Figure 11, and the suppression deteriorates as TZ approaches the passband. To optimize
the performance of the filter, a transmission zero is finally generated at 37.92 GHz, and the
height of the through dielectric via ht = 0.0246 mm and the radius of the via rt = 0.04 mm
are finally determined.
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3. Results and Analysis

The simulated results of the S-parameters with reflection coefficients (S11) and trans-
mission coefficients (S21) are demonstrated in Figure 12. An SIW cavity is employed
to provide multi-transmission poles in order to achieve a passband. The compact BPF
operates at 46.1–73.7 GHz with a wide 3 dB FBW of 45.8%. Good bandpass features and
high-efficiency propagation are obtained; the minimum insertion loss is 1.08 dB, and the re-
turn loss is better than −10 dB in the passband. Due to the steep upper sideband, the 30-dB
bandwidth is from 40 GHz to 75.4 GHz, and the corresponding rectangular coefficient is
1.28 when the BPF without TZ is 1.4. Meanwhile, the stopband rejection is better than 30 dB
up to 125 GHz (2 fc). The final core size of the BPF is 2 mm × 4.4 mm (0.74λg × 1.63λg).
It is notable that the proposed BPF has the merits of competitive wideband performance,
broad stopband, and compact size. The performance of the proposed filter is compared
with other work in Table 3; all the data are based on the simulation results.
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Table 3. Performance comparisons of BPFs operating above millimeter-wave. (All the data are based
on the simulation results).

Ref. fc (GHz) Size (λg × λg) MIN. IL (dB) BW30dB
BW3dB

FBW (%)

[4] 27 0.09 × 0.09 0.84 2.6 20

[6] 3.5 2.04 × 0.85 1.139 1.25 56

[7]-2 9.1 0.218 × 0.218 0.84 2.5 19.8

[9] 93 2.31 × 1.57 4 1.59 3.5

[29] 236.5 1.16 × 0.37 2 1.86 12

This work 60 1.63 × 0.74 1.08 1.28 45.8

4. Conclusions

In this article, an SIW-based 46.1 GHz to 73.7 GHz bandpass filter is proposed, which
is designed on the RDL process. The simulation results show low insertion loss, good
frequency selectivity, and wideband harmonic suppression. The etching of periodic arrays
of meander slot units on the top metallic layer enables the substrate integrated waveg-
uide (SIW) to attain bandpass characteristics with high-efficiency and strongly confined
microwave SSPP transmission. In addition, its asymptotic frequency can be significantly
reduced compared to the conventional groove SSPP. This means that the propagation of
the structure can occupy a smaller area with the benefit of lower cost, especially for the
process of integrating a passive device, and the leakage loss will decrease as the gap area
reduces. The simulated results show that the bandwidth of the proposed filter can be
flexibly elected by tuning the geometric parameters of the SIW and SSPPs. To improve
the performance of the upper sideband, a novel 3D capacitive interconnection is proposed
and investigated, the lump model of the TDC is obtained, and a collaborative design with
interdigital capacitance is adopted to achieve a transmission zero. By adjusting the height
of the metal via (ht) and the capacitance of the interdigital capacitor (Ci), the location of
the TZ can be selected. The proposed filter based on one SIW resonator is the same as the
multi-order filter with coupling, realizing the miniaturization with good performance.
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and X.L.; Writing—original draft, D.P.; Writing—review & editing, D.P., B.Y. and X.W. All authors
have read and agreed to the published version of the manuscript.
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Abstract: This paper provides a new way for spatial current/field profiles for frequency-selective
surface analytical approximation. It confirms that the per unit length radiation resistance of an
equivalent transmission line model for line antenna has little influence on the normalized current
distribution. The two-wire equivalent transmission line model (typically used for transmitting
line antenna) is applied to the receiving line antenna. In this case, the corresponding incident
field is decomposed into odd and even mode for asymmetric distribution. A one-wire equivalent
transmission line model is then introduced for any antenna composed of relative narrow strips. The
incident field does not need to be decomposed. According to the simulation, the transmission line
loss has little influence on the current distribution.

Keywords: antenna current; transmission line model; frequency-selective surface analytical
approximation

1. Introduction

Numerical methods, such as method of moment (MoM), are usually applied to calcu-
late the transmitting current of dipole antenna. However, the current distribution calculated
is in numerical form, which cannot be directly used for frequency-selective surface (FSS),
where the analytical current distribution is needed [1–7]. Two promising approximate ana-
lytical methods for FSS are the periodic method of moment (PMM) and multimodal network
approach. However, it is necessary for both of them to obtain the current/field distribu-
tion in the scatterer. PMM solves this problem using MoM [8–10], while the multimodal
network approach only considers simple rectangular scatters [11–13]. For a rectangular
patch (or aperture) under oblique incidence in the principle scan plane of the structure,
approximate closed-form expressions for aperture field and current profiles of patch surface
were obtained. However, to the authors’ knowledge, the approximate closed-form expres-
sions for other structures have not been reported. Therefore, the application of the above
approximate analytical methods depends on the development of current/field distribution
in the scatterer of other types. In [14], the spatial current/field profile is calculated using
a full-wave simulation, at a single- and low-frequency value. It is then assumed to be
independent of the frequency in the considered range of interest. However, this method
is restrictive, treating structures that are relatively simple and incidence angles that are
relatively small. Besides, the numerical preparation is time consuming and means the
analytical method is complex.

The calculation of spatial current/field profile for an FSS element is similar to the
analysis of current distribution for line antenna [15,16]. The equivalent transmission
line model was often adopted for the study of input impedance and mutual coupling of
transmitting line antenna [17–19]. It was usually a two-wire transmission line model with
lossy lumped feed. For single antennas, radiation lossy can be considered easily, as can the
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mutual coupling lossy. A two-wire straight antenna refers to two collinear or equidistant
antennas, which can be one or more segments. The segments may or may not be parallel.
The two-wire straight antenna can only be equivalent to the two-wire transmission line
model, and the requirement is that the antenna structures are symmetrical. Besides, the
tangential component of the incident electric field on the two antennas should be even or
odd symmetrical. For the asymmetric distribution of the incident field, the incident field
can be decomposed into odd and even symmetrical. The total current in the antenna is
then the superposition of currents in the above two modes.

Schelkunoff mainly used a one-wire transmission line model in [17] to study the
input impedance, mutual coupling, antenna impedance, and the approximate solution of
transmitting/receiving antenna current. Compared to the two-wire transmission line model,
the one-wire transmission model is more flexible. The former makes it easier to study the
dipole oscillator antenna. For the one-wire transmission line model of complex structures,
the main problem is that the equations and parameters are restrictive in approximating the
lossless case. Schelkunoff also studied the current distribution on the receiving antenna
(actually a reflector antenna, which is a straight continuous fine wire antenna, which is
exposed to the incident field and the corresponding tangential component is uniform)
using a two-wire transmission line model. The model is restrictive for vertical incidence
(the tangential field of incident field is uniform on the antenna). For oblique incidence, the
tangential electric field of the incident field on the antenna varies with the spatial position.
It results in the induced electromotive force distributed asymmetrically about the center
of the antenna. The currents on the lines are not equivalent and reverse, so the two-wire
model cannot be used.

In this paper, the current distributions of transmitting and receiving antenna, based
on the equivalent transmission line method, are analyzed. Both the two-wire and one-wire
model are studied, together with the radiation lossy. An iterative scheme is then introduced
to further improve the accuracy. The current distribution calculated is in analytic form,
which can be directly used to approximate the analytical method for FSS.

2. Transmitting Antenna
Equivalent Circuit of the Transformers

Symmetric diploes transmitting antenna (Figure 1) can be equivalent to the two-wire
transmission line model (Figure 2a). For the lossless equivalent transmission line corre-
sponding to equidistance symmetric diploes antenna (Figure 1a), the average characteristic
impedance is evaluated using [14,15]

Z0 =
120√

εr
ln

d
ρ

. (1)
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Figure 1. Symmetric diploes transmitting line antenna (a) equidistance; (b) collinear. Figure 1. Symmetric diploes transmitting line antenna (a) equidistance; (b) collinear.
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For the lossless equivalent transmission line corresponding to collinear symmetric
diploes antenna (Figure 1b), the average characteristic impedance is calculated as [17,18]

Z0 =
1

l − l1

∫ l

l1

120√
εr

ln
2(z− l1)

ρ
dz. (2)

The per-unit-length inductance and capacity can then be obtained

L =
√

µ0ε0εrZ0, C =

√
µ0ε0εr

Z0
. (3)

The propagation constant is r1 = jβ = jω
√

LC = jω
√

µ0ε0εr.
According to the theory of the transmission line [20,21], the equivalent transmission

line model in Figure 2a can be equivalent to the cascaded two-port network in Figure 2b.
Vi and Ii denote the corresponding port voltage and current, respectively. A voltage source
V1 = Ṽs is connected at the left-hand-side port and the right-hand-side is an open circuit
(I2 = 0). The transmission matrix A1 can be expressed as

A1 =




cos[β(l − l1)] −jZ0 sin[β(l − l1)]
sin[β(l−l1)]

jZ0
cos[β(l − l1)]


. (4)

According to the microwave network theory, we obtain
[

V2
I2

]
= A1

[
V1
I1

]
. (5)

Substituting the boundary condition V1 = Ṽs and I2 = 0 into Equation (5), we can
obtain the coefficients of the voltages and currents

V2 =
Ṽs

cos[β(l − l1)]
, I1 = j tan[β(l − l1)]

Ṽs

Z0
. (6)

Based on the above port voltages and currents, the currents distribution of the equiva-
lent transmission lines (Figure 1) can be written as

I(z) = I1 cos[β(z− l1)] +
V1

jZ0
sin[β(z− l1)]. (7)

The simulated normalized current distribution of the proposed method and MoM
are shown in Figure 3. It can be observed that the results comply well with each other
when l = 0.05λ. However, they differ from each other when l = 0.25λ. In fact, there
is deviation for MoM when εr 6= 1.0. It should be pointed out that this method can be
extended to multi-section line antenna. In this case, the equivalent transmission line model
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and two-port network are cascaded by the corresponding multi sections. It would affiliate
the analysis of the complicated line antenna.
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3. Two-Wire Transmission Line Model of Receiving Antenna

As discussed in the introduction, the necessary condition for a single straight antenna
to be equivalent to a two-wire transmission line model is that the incident field of the
antenna is symmetrical. Mode decomposition can be applied to asymmetric situations.
In this section, the equivalent transmission model is applied to the analysis of receiving
antenna, shown in Figure 4.
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The two-wire lossless transmission line model of Figure 4 is shown in Figure 5, where
V(z) is the voltage between the two lines. The voltage and current on the line are governed
by the transmission line equations

∂V(z)
∂z

= −jwL · I(z) + 2Ei
z(z) (8)

∂I(z)
∂z

= −jwC ·V(z) (9)
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The total current on the antenna is then obtained by the superposition of the above 
two modes. The corresponding simulated results are shown in Figure 6. 
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Figure 5. Two-wire transmission line model of Figure 4.

The corresponding transmission line parameters can be calculated following Section 2.
The boundary condition is

I(−l) = I(+l) = 0. (10)

Substituting (10) into (8) and (9) yields the general expression of potential and current

V(z) = Ae−r1z + Ber1z + ϕv(z)
I(z) = 1

Z0
[Ae−r1z − Ber1z + ϕi(z)]

(11)

ϕv(z) and ϕi(z) are the terms corresponding to Ei
z(z). The coefficients A and B can be

obtained according to the boundary condition of the transmission line. Suppose the incident
field on the antenna is

Ei(z) = E0 cos θ · e−jβ0 sin θz. (12)

where β0 = jω
√

µ0ε0, θ is the incident angle. Since the incident field is asymmetrically
distributed, mode decomposition is required.

Ei
e(z) =

Ei(z) + Ei(−z)
2

= E0 cos θ · cos(β0 sin θz) (13)

Ei
o(z) =

Ei(z)− Ei(−z)
2

= −jE0 cos θ · sin(β0 sin θ · z) (14)

The total current on the antenna is then obtained by the superposition of the above
two modes. The corresponding simulated results are shown in Figure 6.
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Figure 6. Normalized current distribution of two-wire transmission line model. l1 = 0,
ρ = 1× 10−7 m, f = 10 GHz, εr = 1.6, θ = 0

◦
. (a) l = 0.25λ; (b) l = 0.5λ.

4. One-Wire Transmission Line Model of Receiving Antenna

In this section, the one-wire transmission line model for a single straight antenna
is analyzed. In this case, the mode decomposition of the incident field is eliminated. A
single straight antenna is a continuous straight-line antenna, which could be one section or
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multiple non-parallel sections. It can be equivalent to the one-wire equivalent transmission
line model. Each section corresponds to a potential and a current equation. A single straight
antenna with one section is illustrated in Figure 7, and Ei

z(z) is the tangential component
in the incident electric field. The corresponding one-wire equivalent transmission line
model is shown in Figure 8. For the transmission line excited by the distribution voltage
source, the electric potential and current on the line are governed by the transmission
line equations.

∂V(z)
∂z

= −jwL · I(z) + Ei
z(z) (15)

∂I(z)
∂z

= −jwC ·V(z) (16)

V(z) and I(z) are potential and current, respectively. The boundary condition is

I(−l) = I(+l) = 0 (17)
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Figure 8. One-wire equivalent transmission line model of Figure 7.

Compared with the two-wire equivalent transmission line model, the one-wire model
is a more general method. It can be used for any antenna composed of relatively narrow
strips or slots. This will benefit the analysis of FSS, where the element currents are usually
unknown. The normalized current distribution of Figure 7 is shown in Figure 9, together
with the results of the two-wire model.
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ρ = 1× 10−7 m, f = 10 GHz, εr = 1.6, θ = 0
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5. Loss of Equivalent Transmission Line

The equivalent transmission line models discussed above are lossless. In this section,
the antenna lossy is analyzed. In this case, the current in the receiving antenna needs to be
obtained first and the per unit length radiation resistance can then be calculated. However,
the current is practically an unknown quantity. One way to obtain it is to approximate the
current in the form of sine function. However, it is restricted to some special cases (e.g.,
electrically small antenna and vertical incident). An alternative way is to use the lossless
receiving current I0(z) as the approximation, which has been discussed in Sections 3 and 5.
I0(z) produces the scattered fields, namely the re-radiated field. The radiation energy is
the radiation lossy of the antenna. Consequently, the radiation resistance, potential and
current of the equivalent transmission line model can then be solved. Through the iterative
algorithm of the above process, a more accurate current distribution of the receiving antenna
can be obtained.

Suppose r is parallel to r1, θ = θ1. When calculating the magnitude of the field, assume
r1 ≈ r. When calculating the phase of a field, assume r1 ≈ r− z cos θ. The far-field radiation
produced by the current element is

dEθ ≈ j
30β√

εr

I(z)dz
r

sin θe−jβ(r−z cos θ) (18)

The far-field radiation electric field of the antenna is the integral of (18) on the
whole antenna

Eθ =
∫ l

−l
dEθdz = j

30β√
εr

e−jβr

r
sin θ

∫ l

−l
I(z)ejβz cos θdz. (19)

According to the approximation property of the plane wave in the far field, the active
power of the antenna is

Pr =
1
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∮
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→
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where Zw = 120π/
√

εr. Substituting (19) into (20) yields
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√
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The total lossy on the transmission line (Figure 10, the average actual power) is

Pr
′ =

1
2

∫ l

−l
|I(z)|2R1dz (22)
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Suppose that all radiation lossy of an antenna are equivalent to the total power
dissipated on the per unit length radiation resistance R1 of the transmission line, we can
solve R1

R1 =

15β2
r√

εr

∫ π
0

∣∣∣
∫ l
−l I(z)ejβz cos θdz
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2

sin3 θdθ
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(23)

Consequently, the equivalent transmission line model of Figures 2, 5 and 8 should be
revised. Taking Figure 7 as an example, the lossy is shown in Figure 11. The corresponding
transmission line equations and parameters should be revised as well

∂V(z)
∂z

= −(jwL + R1) · I(z) + Ei
z(z) (24)

∂I(z)
∂z

= jwC ·V(z) (25)

Zc =
√
(jwL + R1)/jwC (26)

r = jβr =
√
(jwL + R1)jωC = jω

√
µ0ε0εr (27)
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6. Conclusions

The equivalent transmission line model is established for the current analysis of line
antenna. The two-wire model is discussed for transmitting antenna and receiving antenna
(the incident field should be decomposed for asymmetric case). The one-wire model is
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Abstract: A broadband frequency selective rasorber (FSR) based on spoofsurface plasmon polaritons
(SSPP) is proposed. The FSR is composed of a multi-layer structure comprising frequency selective
surface (FSS)-polyresin (PR)-indium tin oxide (ITO)-PR-FSS and placed vertically on a metal base
plate. A periodic square cavity structure is formed. The transmission characteristics of the FSR are
studied by full-wave simulation and equivalent circuit method. The simulation results demonstrate
that under normal incidence, the absorption rate of the structure remains 95% in the 5–30 GHz band,
and the absorption rate is also 80% in the 3.5–5 GHz band. As the incident angle of the electromagnetic
wave increases to 40°, the absorption rate in the 15–20 GHz band decreases to 70% in the transverse
electric (TE) mode, and the absorption rate in the transverse magnetic (TM) mode is almost the same
as that of vertical incidence. The transmission response of the structure is measured in an anechoic
chamber. The measurement results agree well with the simulation results, proving the reliability of
the design and fabrication. The structure is less sensitive to the incident angle of magnetic waves and
has a better broadband absorbing ability.

Keywords: frequency selective rasorber (FSR); spoof surface plasmon polaritons (SSPP); frequency
selective surface (FSS); broadband

1. Introduction

With the rapid development of communication systems, stealth and anti-stealth tech-
nology have increasingly become decisive factors in military electronic information warfare.
It is more and more essential to improve aircraft stealth. For single-station radar detection,
the detection wave can be reflected to other angular domains through the shape structure
design to achieve radar stealth. However, the expanding receiving angular territory for
multi-station radar detection is far from enough to reflect the radar detection wave. Fre-
quency Selective Rasorber (FSR) [1–3] directly absorbs the electromagnetic waves in the
working frequency band, and the reflectivity is minimal. Therefore, FSR with a broadband
wave absorption ability demonstrates an excellent application prospect.

FSR is a periodic array composed of metal patches or aperture units, which exhibit
band-pass or band-stop spectral filtering characteristics for electromagnetic waves of
different frequencies. It is widely used in radome [4], electromagnetic compatibility and
electromagnetic shielding [5], satellite communication [6,7], and other fields. The traditional
metal-dielectric Frequency Selective Surface (FSS) [8,9] is based on the scattering properties
of metal resonator elements. When the electromagnetic wave is incidental on the surface of
the FSS, an induced current is generated, thus generating a scattered field. The scattered and
incident fields are superimposed to form an entire field with spatial filtering characteristics.
This kind of FSS is generally a “sandwich” structure, which consists of a metal pattern on
the top layer, a dielectric substrate in the middle, and a metal plate on the bottom layer,
which is easy to process and low-cost. However, the disadvantage is that the absorption
range is narrow, and the absorption rate is sensitive to the polarization mode and incidence
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angle of electromagnetic waves. Many scholars have researched and proposed various
schemes to widen the absorbing bandwidth of FSS and reduce polarization sensitivity,
such as designing a multi-mode resonant unit structure or fractal structure [10–12], using
a multi-layer structure to realize the superposition of the absorbing frequency band [13]
and loading lumped elements to realize bandwidth expansion [14]. They are adding active
controllable devices such as PIN diode or varactor diode in the FSS [15,16] and using Spoof
surface plasmon polaritons (SSPP) [17–19] to confine the incident wave to the interface and
then dissipate it. In [20], the dispersive properties and subwavelength field confinement
properties of artificial surfaces in low-frequency bands such as microwave and terahertz
waves, which are similar to electrical surface plasmons in the optical frequency band,
were studied for the first time. Since then, scholars have widely used SSPP in waveguide
design [21], filters [22], notch filters [23], leaky-wave antennas [24,25], and other directions.
At the same time, the designed FSR based on SSPP exhibits high rejection performance
in the design stopband and achieves steep cutoff and high permeability in the working
passband [26–28].

SSPP is based on Surface Plasmonic Polaritons (SPPs) by etching periodic structures
on the metal surface or arranging periodic metal patches on the dielectric layer. When the
electromagnetic wave is incident on the interface between the metal and the medium, the
free electrons in the metal conductor oscillate collectively, generating SPPs in the microwave
frequency band. The electromagnetic field strength peaks at the interface between the metal
and the medium. The energy propagates along the structure’s surface and is completely
bound near the structure’s surface, thereby achieving the wave-absorbing effect. Compared
with SPPs, SSPP has more vital electromagnetic wave confinement ability, and the field
strength decays exponentially in the vertical direction, reducing the interference to adjacent
structures and being conducive to the miniaturized design of the FSR. In contrast, the unit
structure of loading lumped components makes the FSR challenging to process and has
poor practicability; if active devices are loaded, an external circuit needs to be introduced,
which is slightly inconvenient. This paper uses a multi-layer stacking method to couple the
SSPP to design the FSR.

2. Presentation of the Proposed Structure

The FSR designed in this paper is shown in Figure 1. It consists of a periodic square
cavity array composed of a metal base plate and a multi-layer FSS cross-arranged. The
depth of the square cavity unit is represented as a, and the length, width, and depth
dimensions are consistent. The multi-layer FSS is shown in Figure 2a. The structure is
symmetrically distributed concerning the indium tin oxide (ITO) layer. The dielectric
is placed on the sub-top layer, and the sub-bottom layer is composed of polyresin (PR).
The thickness of the dielectric layer is represented as h, and the dielectric constant is
ε = 4.3, tan δ = 0.025. The ITO layer is placed in the middle, where the square resistance
of ITO is represented as R, its unit is Ω/�, which characterizes the resistance value of a
conductive material per square centimeter. Moreover, the thickness of ITO in the calculation
model is 0. In reality, ITO is often formed by adhering to the surface of polyethylene glycol
terephthalate (PET). Therefore, the ITO layer of the FSR is flanked by a PET layer with a
thickness of d, and the dielectric constant of PET is ε = 3.0, tan δ = 0.18. The bottom and
top layers are right-angle metal patch arrays. As shown in Figure 2b, the metal line width
of the patch array is represented as w, the thickness is represented as c, and the distance
between adjacent metal lines is also represented as w. These parameters are as follows:
R = 200 Ω/�, a = 10 mm, b = 8 mm, c = 35 µm, d = 10 µm, w = 125 µm, and h = 1 mm.
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Figure 1. The structure of the FSR.

Figure 2. (a) Multi-layer FSS Sectional View. (b) The FSS patch array.

3. Design Principles

Compared with linear dipoles, the advantages of using L-shaped metal patches in this
design are mainly reflected in two aspects. First, the same resonance characteristics can be
obtained in both transverse electric (TE) and transverse magnetic (TM) modes. Second, one
side of the L-shaped metal patch is equivalent to an inductor, and the other is equivalent
to a capacitor between the adjacent patch. At the same time, the L-shaped metal patches
array can achieve the most significant number with the most negligible length gradient so
that the center frequency distribution of the FSS is tighter, which is more conducive to the
realization of the effect of broadband wave absorption. The structure of the FSR designed
in this paper is complex and cannot be directly analyzed as a whole utilizing an equivalent
circuit. However, the FSR can be regarded as a multi-layer FSS with a cross-distribution
in the xoz and yoz planes. According to the different incident angles of electromagnetic
waves, there are two main mechanisms for the absorption principle of the FSR.

When the electromagnetic wave is vertically incident on the bottom surface of the
absorber along the z direction, the wave vector direction is parallel to the wall surface
of the square cavity. At this time, the wall surface of the FSR is equivalent to the SSPP
transmission line. According to the SSPP theory, the electromagnetic wave in TE mode
cannot induce polarization charges on the interface due to the absence of an electric field
component perpendicular to the interface. Therefore, SSPP transmission lines only work
in TM mode for specific surfaces. The FSR designed in this paper is a cross-distributed
multi-layer FSS structure. For any set of mutually perpendicular multi-layer FSS, when
the multi-layer FSS in the xoz plane is in TM mode, the multi-layer FSS in the yoz plane
is in the TE mode, and vice versa. Therefore, relative to the whole FSR, whether it is TE
mode or TM mode, the FSR can support SSPP. For a one-dimensional periodic groove
array, when the groove width is much smaller than the incident wavelength (w� λ), the
dispersion relation can be expressed as Equation (1) [19]. Where kz is the wave number
along the z direction of the conductor surface, the period of the groove array is represented
as D, the width of the groove interval is represented as A, the depth of the groove is
represented as H, and k0 is the wave vector in the free space. Equation (2) is the electromag-
netic wave’s attenuation constant along the wave vector’s propagation direction, which
characterizes the attenuation ability of the transmission line to the electromagnetic field.
From Equations (1) and (2), it can be concluded that in order to increase the attenuation
capability of SSPP to electromagnetic waves, kz should be as large as possible so that the
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cut-off angular frequency (wp) of SSPP can be obtained as shown in Equation (3). The
FSR designed in this paper is no longer a simple one-dimensional groove array. Due to
the reflection effect of the metal base plate and the non-negligible coupling effect between
adjacent multi-layer FSS, its internal working mechanism will be more complicated.

kz
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2(1 + (
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D
)2tan2(k0H)) (1)
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kx

2 − k0
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When the electromagnetic wave is vertically incident on the FSS wall of the FSR along
the direction x or y, the wave vector direction is perpendicular to the wall of the square
cavity. At this time, the working mechanism of the filter is similar to that of the traditional
multi-layer FSS. The equivalent circuit of the formed FSS is shown in Figure 3. The upper
and lower surfaces of the multi-layer FSS are air, and its impedance is Z0 = 377 Ω. The
PR layer with a thickness of h can be equivalent to a transmission line with a length of h,
and its impedance is represented by Z1, Z1 = Z0/

√
εr. The PET layer of thickness d can

be equivalent to a transmission line of length d. Due to its small thickness, the impedance
on the corresponding transmission line can be ignored. The ITO of the center layer is
equivalent to a parallel resistance, which is represented by R. The FSS of the upper and
lower layers is equivalent to two LC series branches, and the inductances of the branches
interact with each other. Suppose the mutual inductance value and the impedance of the
dielectric layer are ignored. In that case, the equivalent impedance of the multi-layer FSS
can be obtained as in Equation (4). Where L is the equivalent inductance, C is the equivalent
capacitance. The square resistance of the ITO layer is R, R = 200 Ω/�. The inductance
corresponding to each metal patch in the FSS array is shown in Equation (5). Where b is
half of the total length of the metal wire, w is the width of the metal wire, and µ0 is the
vacuum permeability. The capacitance of the metal patch is shown in Equation (6), ε0 is
the vacuum conductivity, the effective dielectric constant of the dielectric layer is shown in
Equation (7) with εe f f , and εr is the relative dielectric constant of the medium. When the
interaction between adjacent metal patches is not considered, it is not difficult to find the
transmission pole corresponding to a single metal patch through Z = ∞. By analogy, all the
poles of the FSS can be found. The distance between adjacent metal patches is minimal, and
their interaction cannot be ignored. At the same time, the FSR is a square cavity structure,
and the interaction between adjacent walls and the reflection effect of the metal base plate
cannot be ignored.
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In fact, due to the complex structure of the FSR, the SSPP action mechanism and the
traditional FSS action mechanism exist at any incident angle of electromagnetic waves, and
the transmission characteristics of the absorber appear more complicated. In order to study
the transmission characteristics of the absorber more accurately, we use the CST studio
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software to analyze the transmission characteristics of the whole waveband and finally
make the FSR and test its transmission characteristics in the microwave anechoic chamber.

Figure 3. Equivalent circuit diagram of multi-layer FSS.

4. Analysis and Discussion

The working frequency band of the designed FSR should cover the S, C, X, Ka, and
K bands as much as possible. Therefore, the cavity size of the FSR is optimized first, and
then the ITO layer directly affects the circuit structure of the multilayer FSS. Therefore, the
influence of the ITO square resistance on the transmission characteristics of the absorber
is studied. The PR is a lossy medium, and the thickness of the dielectric layer also has a
specific influence on the performance of the FSR. Finally, the optimization analysis of the
width of the FSS metal patch is carried out. When the electromagnetic wave is vertically
incident on the absorber along the z direction, the FSR is symmetrical about the xoz plane
and the yoz plane. The transmission characteristics in the TE mode and TM mode are
consistent, so only the transmission characteristics of the absorber in TE mode are studied.
Figure 4 shows the absorptivity distribution of FSR with different sizes in the 0–30 GHz
band when electromagnetic waves are incident vertically. It can be observed that when
the incident frequency is less than 9 GHz, at the same frequency, with the decrease of a,
the absorption rate of the FSR gradually decreases. When the incident frequency is greater
than 9 GHz, the fluctuation characteristics of the absorption rate are enhanced. Except for
the a = 10 mm model, the absorption rates of other models have unstable fluctuations in
different bands. When a is greater than 10 mm, the absorption rate gradually increases with
the decrease of a. When the incident frequency is more than 18 GHz, the absorption rate
remains unchanged with the decrease of a, and remains above 95%. In a comprehensive
comparison, although the absorption rate of the a = 10 mm model is lower than that of
the a = 15 mm and a = 20 mm models when the incident frequency is less than 5GHz,
the reduction is not too noticeable. However, the model with a = 10 mm maintains the
absorption rate above 95% in the 5–30 GHz band, which other models unmatch.

Figure 5 shows the absorption rate distribution of the model with the ITO layer and
the model without the ITO layer in the 0–30 GHz band when the electromagnetic wave is
vertically incident. It can be observed that when the incident frequency is less than 12 GHz,
the FSR absorption rate is greatly improved due to the addition of the ITO layer. When
the incident frequency is greater than 12 GHz, the ITO layer also dramatically reduces the
fluctuation of the absorption rate of the FSR. In order to more accurately study the impact
of the ITO layer on FSR’s inhalation transmission characteristics, this paper studies the
distribution of FSR electric fields under the resonance frequency. Figure 6 shows the FSR
electric field distribution when the incident frequency is 9 GHz. Due to the addition of the
ITO layer, the strength of the electric field motivated on the FSR surface is significantly
enhanced; this is mainly because the conductive characteristics of the ITO layer promote the
coupling of the FSS on both sides of the square wall surface. To a certain extent, the electric
field can penetrate the PR medium, thereby increasing FSS resonance intensity. This paper
studies the effect of different square resistances of the ITO layer on the FSR performance. It
can be observed from Figure 7 that, except for the R = 100 Ω/� model, when the incident
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frequency is less than 5 GHz, the absorptivity gradually decreases with the increasing R.
When the incident frequency is more than 5 GHz, except when the absorption rate of the
R = 100 Ω/� and R = 800 Ω/� models decreases obviously, the changes in the absorption
rates of other models are small.

Figure 4. Effect of square cavity size on FSR absorption rate under normal incidence.

Figure 5. Effect of ITO layer on FSR absorption rate under normal incidence.

Figure 6. (a) R = 200 Ω/� model’s E-field distribution at 9 GHz. (b) Without-ITO model’s E-field
distribution at 9 GHz.

Figure 8 shows the distribution of the influence of the thickness of the PR medium on
the absorptivity. It can be observed that when the incident frequency is in the 3–7 GHz band,
as h increases gradually, the absorptivity increases. When the incident frequency is in the
7–22 GHz band, the absorptivity is basically independent of h. When the incident frequency
is in the 22–29 GHz band, the absorptivity of the h = 0.8 mm model and h = 0.6 mm model
fluctuates wildly, and the absorption rate of the h = 0.6 mm model drops to a minimum
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of 75%. Overall, the absorption rate increased gradually with the increase of h to more
than 95%. However, when the incident frequency is more than 29 GHz, the absorptivity
of the h = 1.2 mm model drops to 80%, while the absorptivity of the h = 1 mm model
remains above 95%. After careful consideration, the PR medium thickness of the designed
FSR is set to 1mm. This paper also studies the influence of the width of the FSS metal patch
on the absorption rate. It can be observed from Figure 9 that the influence of the width
of the metal patch within a specific range on the absorption rate is minimal. Except for
the w = 500 µm mode and w = 250 µm model, the absorption rate is slightly lower than
other models in some frequency bands, the absorption rate change is small, and both are
above 90%. Considering the miniaturization design and processing difficulty of FSR, the
w = 125 µm model is finally selected.

Figure 7. Effect of square resistance of the ITO layer on FSR absorption rate under normal incidence.

Finally, the absorptivity of the FSR under different incident angles is compared and
analyzed. In TE mode, as the incidence angle increases, the magnetic field direction always
has an angle with the metal line on the FSR wall, and the component of the incident
wave parallel to the metal line decreases with the increase in the incidence angle. The
absorbing principle of the FSR designed in this paper is to use the SSPP to bind the spatial
electromagnetic wave to the wall of the FSR, convert it into a plane wave, and finally
dissipate it. As the incidence angle increases, the electromagnetic wave component bound
to the wall of the FSR will become smaller, so the absorption rate of the FSR will decrease.
It can be observed from Figure 10 that in the TE mode, with the increase in the incident
angle of the electromagnetic wave, the most sensitive band to the incident angle is mainly
in the 15–20 GHz band. When the incident angle increases to 20°, this band’s lowest
point of absorptivity drop to 85%. When the incident angle increases to 40°, this band’s
lowest point of absorptivity drops to 70%. The absorption rate in other bands is highly
insensitive to the incident angle, and the absorption rate is above 90%. In TM mode,
the direction of the magnetic field is parallel to part of the metal wire. As the incidence
angle increases, the metal wire in the absorption cavity will be directly irradiated by the
incident wave, thus increasing the utilization rate of the metal wire, so the absorption rate
increases. Nevertheless, the incidence angle within a specific range has little influence on
the absorption rate. It can be observed from Figure 11 that in the TM mode, when the
incident angle increases to 40°, the lowest point of the absorption rate is up to around 95%.
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Figure 8. Effect of PR thickness on FSR absorption rate under normal incidence.

Figure 9. Effect of the width of the metal patch on FSR absorption rate under normal incidence.

Figure 10. Effect of incident angle on FSR absorption rate in TE mode.
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Figure 11. Effect of incident angle on FSR absorption rate in TM mode.

5. Fabrication and Measurement

In order to verify the simulation results, the FSR based on SSPP is fabricated and
processed using printed circuit board technology. The FSR size is 244 mm× 244 mm×
10 mm, consisting 20× 20 square cavity cell arrays, and the processed model is shown in
Figure 12. The FSS on the inner wall of the square cavity is made by a printed circuit board.
The ITO layer outside the square cavity is a dense ITO film formed on the PET substrate by
magnetron sputtering under high vacuum conditions. The ITO-PET layer and the PR layer
are tightly bonded together by hot pressing technology.

The experimental test adopts the stepped-frequency test system, and the schematic
diagram of the system is shown in Figure 13. Agilent E8363A VNA (Agilent Technologies,
Palo Alto, CA, USA) generates the stepped-frequency signal. Compared to point-frequency
continuous test systems, the stepped-frequency test system does not require complex
hardware cancellers. The signal sent by the test system is sent by the standard gain antenna
aiming at the target, and the reflected echo signal is received by another standard gain
antenna and sent to the vector network analyzer. Then, the vector network analyzer is used
for time domain cancellation. Limited by the laboratory antenna specifications, the FSR is
tested in the 1–18 GHz band, the test angle range is −40∼40° , and the test angle interval
is 0.1°.

Figure 12. The photo of the FSR composed of 20× 20 square cavity units, and the enlarged view of
the FSS metal patch.
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Figure 13. Stepped-frequency test system.

Figure 14 is the ISAR image of the metal plate and FSR. It can be observed that the FSR
has a strong absorption of incident electromagnetic waves. Figure 15 compares simulated
and measured results of FSR absorption rates in the TE mode under normal incidence. In
the 1–5 GHz band, the absorption rate gradually increases and decreases with the increase
of the incident frequency. At the same incident frequency, the absorption rate measured is
slightly larger than the simulated results by about 10%. In the 5–8 GHz band, the absorption
rate of FSR is basically about 90%, which is slightly smaller than the simulated results.
In the 8–18 GHz band, FSR’s absorption rate is above 95%, consistent with the simulated
results. Figure 16 compares the measured results of different incident angles in TE mode
and the simulated results. It can be observed that with the increase in the incident angle of
electromagnetic waves, the most sensitive bands to the incident angle are mainly in the
4.5–7 GHz band and the 13–18 GHz band. In these two bands, the absorptivity decreases
roughly gradually with the increase of the incident angle. In the 4.5–7 GHz band, the
fluctuation of the absorption rate is relatively small. When the incident angle increases to
40°, the lowest point of the absorption rate drops to around 77%. In the 13–18 GHz band,
the absorptivity fluctuates wildly. When the incident angle increases to 20°, this band’s
lowest point of absorptivity drop to around 83%. When the incident angle increases to 40°,
this band’s lowest point of absorptivity drop to around 66%. Furthermore, absorptivity in
other bands is less sensitive to the incident angle. Figure 17 compares the measured results
of different incident angles in the TM mode and the simulated results. It can be observed
that with the increase in the incident angle of electromagnetic waves, the absorption rate of
FSR changed little, and the measured results are consistent with the simulation results.

By comparison, it is found that the experimental results are consistent with the numer-
ical simulation results, proving that the FSR designed in this paper has excellent reliability.

Figure 14. (a) ISAR imaging of sheet metal. (b) ISAR imaging of FSR.
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Figure 15. Comparison of simulated results and measured results of FSR absorption rate in TE mode
under normal incidence.

Figure 16. Comparison of the measured results of different incident angles in TE mode and the
simulated results.

Figure 17. Comparison of the measured results of different incident angles in TM mode and the
simulated results.
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Table 1 compares the proposed FSR with the reported FSR in terms of the working
frequency band, band continuity, maximum incident angle, and size of the absorbing unit.
The comparison shows that the proposed FSR has a wider absorption bandwidth, better
band continuity, and weaker sensitivity to the incident angle. Furthermore, the smaller size
of the absorbing unit, which is very conducive to the miniaturization design of FSR, makes
the application prospect of FSR wider.

Table 1. Feature comparison between the proposed FSR and the reported FSR.

FSR in
Reference Bandwidth/GHz Band

Continuity

Maximum
Angle of
Incidence

Cell Size/mm

[2] 7.99–11.97 Yes Not reported 9 × 9 × 13.5
[3] 2.5–4.7; 7.8–14.6 No 40° 20 × 20 × 20

This work 3.5–30 Yes 40° 10 × 10 × 10

6. Conclusions

In this paper, a broadband FSR based on SSPP is designed, which is composed of
a square cavity array composed of multiple layers of FSS. The numerical simulation re-
sults demonstrate that the designed FSR has an excellent absorption effect. When the
electromagnetic wave is incident vertically, the absorption rate of the FSR in the 5–30 GHz
band is above 95%, and in the 3.5–5 GHz band, the absorption rate is also above 80%. At
the same time, FSR is highly insensitive to the incident angle. When the incident angle
increases by 40°, the absorption rate fluctuates wildly only in the 15–20 GHz band, and the
absorption rate drops to about 70% at the lowest. In TM mode, the incidence angle has
a little effect on the absorption rate of FSR. The FSR designed in this paper is fabricated,
and a microwave anechoic chamber measures its transmission characteristics. The experi-
mental results demonstrate that the FSR absorption rate is consistent with the numerical
simulation results, which proves that the FSR designed in this paper is less sensitive to
the incident angle of magnetic waves. It has excellent broadband absorbing ability and
outstanding reliability and robustness. The proposed FSR has a high absorption rate and
little reflectivity of electromagnetic waves in its operating frequency band, so that it can
be applied to the stealth design for dual-station radar detection. At the same time, the
structural strength of the FSR is also excellent, which can realize the integrated design of
structure and stealth and has a good application prospect in the stealth design of aircraft
and other targets.

Author Contributions: Conceptualization, J.B. and Y.L.; methodology, J.B.; software, J.B.; validation,
J.B., Y.L. and Q.Y.; formal analysis, Q.Y.; investigation, X.G.; resources, Q.Y.; data curation, J.B.;
writing—original draft preparation, J.B.; writing—review and editing, J.B., Y.L. and Q.Y.; visualization,
J.B. and Y.L.; funding acquisition, X.G. All authors have read and agreed to the published version of
the manuscript.

Funding: This research was funded by the Natural Science Foundation of Shanxi Province under
Grant 2022JQ052.

Data Availability Statement: The data that support the findings of this study are available from the
corresponding author (Y.L.), upon reasonable request.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Wang, Z.; Fu, J.; Zeng, Q.; Song, M.; Denidni,T. Wide-band Transmissive Frequency-Selective Absorber. IEEE Antennas Wirel.

Propag. Lett. 2019, 18, 1443–1447. [CrossRef]
2. Yu, W.; Luo, G.; Yu, Y.; Liao, Z.; Shen, Z. Broadband Band-Absorptive Frequency-Selective Rasorber With a Hybrid 2-D and 3-D

Structure. IEEE Antennas Wirel. Propag. Lett. 2019, 18, 1701–1705. [CrossRef]

206



Micromachines 2022, 13, 1969

3. Xia, J.; Wei, J.; Liu, Y.; Zhang, Y.; Guo, S.; Li, C.; Bie, S.; Jiang, J. Design of a Wideband Absorption Frequency Selective Rasorber
Based on Double Lossy Layers. IEEE Trans. Antennas Propag. 2020, 68, 5718–5723. [CrossRef]

4. Lu, G.; Zhang, J.; Yang, J.; Zhang, T.; Kou, Y. Comprehensive Survey for the Frontier Disciplines Status and Development of
Frequency Selective Surface Radome. Acta Phys. Sin. 2013, 62, 9–18.

5. Sun, Z.; Chen, Q.; Guo,M.; Yu, H.; Fu, Y. Frequency Selective Rasorber and Reflector With Two-Sided Absorption Bands. IEEE
Access 2018, 7, 6025–6031. [CrossRef]

6. Alwareth, H.; Ibrahim, I.M.; Zakaria, Z.; Al-Gburi, A.J.A.; Ahmed, S.; Nasser, Z.A. A Wideband High-Gain Microstrip Array
Antenna Integrated with Frequency-Selective Surface for Sub-6 GHz 5G Applications. Micromachines 2022, 13, 1215. [CrossRef]

7. Ruan, J.; Meng, Z.; Zou, R.; Cai, F.; Pan, S. Miniaturized Frequency Selective Surface for 6G Communication. Micromachines 2022,
13, 427. [CrossRef]

8. Hu, F.; Liu, F.; Zhu, M.; Bao, J. Design of Miniaturized and Polarization-Insensitive Double-Layer Frequency Selective Surface
Based on Meander Lines. Int. J. Antennas Propag. 2021, 2021 , 9576494. [CrossRef]

9. De Sabata, A.; Matekovits, L.; Buta, A.; Dassano, G.; Silaghi, A. Frequency Selective Surface for Ultra-Wide Band Filtering and
Shielding. Sensors 2022, 22, 1896. [CrossRef]

10. Yu, Q.; Liu, S.; Kong, X.; Bian, B. A Broadband Miniaturized Ultra-Thin Tri-Band Bandpass FSS with Triangular Layout. Int. J. RF
Microw. Comput.-Aided Eng. 2019, 29, 21738. [CrossRef]

11. Xu, C.; Qu, S.; Wang, J.; Yan, M.; Pang, Y.; Wang, W.; Wang, A.; Fan, Q. Dual Atmospheric Windows Infrared Stealth Research
Based On Frequency Selective Surface. J. Infrared Millim. Waves 2019, 38, 315–319.

12. Fan, Y.; Wang, J.; Ma,H.; Li, Y.; Feng, M.; Qu, S. Ultra-Thin and Light-Weight Spoof Surface Plasmon Polariton Coupler Achieved
by Broadside Coupled Split Ring Resonators. Chin. Phys. B 2018, 27, 179–184. [CrossRef]

13. Kim, Y.J.; Yoo, Y.J.; Hwang, J.S.; Lee, Y.P. Ultra-Broadband Microwave Metamaterial Absorber Based on Resistive Sheets. J. Opt.
UK 2017, 19, 015103. [CrossRef]

14. Lan, J.; Cao, X.; Gao, J.; Cong, L.; Wang, S.; Yang, H.H. Design of Miniaturized Wideband Microwave Absorber Loaded with
Lumped Resistance. Radioengineering 2018, 27, 746–752. [CrossRef]

15. Xiao, S.; Wang, T.; Liu, T.; Zhou, C.; Zhang, J. Active Metamaterials and Metadevices: a Review. J. Phys. D Appl. Phys. 2020, 53,
503002. [CrossRef]

16. Yang, J.; Wang, J.; Zhang, J.; Jiang, W.; Qu, S. Malposed Spoof Surface Plasmon Structure with Enhanced Microwave Absorption
and Compressive Performances Realized by Carbon-Based Foams. Mater. Sci. Eng. B 2020, 262, 114787. [CrossRef]

17. Niknam, S.; Yazdi, M.; Amlashi, S.B.; Khalily, M. Numerical Performance Analysis of Terahertz Spectroscopy Using an Ultra-
Sensitive Resonance-Based Sensor. Front. Phys. 2020, 8, 19. [CrossRef]

18. Zhu, R.; Wang, J.; Sui, S.; Meng, Y.; Qu, S. Wideband Absorbing Plasmonic Structures via Profile Optimization Based on Genetic
Algorithm. Front. Phys. 2020, 8, 231. [CrossRef]

19. Martin-Cano, D.; Nesterov, M.L.; Fernandez-Dominguez, A.I.; Garcia-Vidal, F.J.; Martin-Moreno, L.; Moreno, E. Domino Plasmons
for Subwavelength Terahertz Circuitry. Opt. Express 2010, 18, 754–764. [CrossRef]

20. Pendry, J.B.; Martín-Moreno, L.; Garcia-Vidal, F.J. Mimicking Surface Plasmons with Structured Surfaces. Science 2004, 305,
847–848. [CrossRef]

21. Ye, L.; Chen, Y.; Zhou, J.; Feng, H.; Zhang, Y.; Liu, Q. High-Performance Spoof Surface Plasmon Polariton Waveguides and
Splitters Based on Greek-Cross Fractal Units. J. Phys. D Appl. Phys. 2020, 53, 235502. [CrossRef]

22. Ye, L.; Chen, Y.; Xu, K.; Li, W.; Zhang, Y. Substrate Integrated Plasmonic Waveguide for Microwave Bandpass Filter Applications.
IEEE Access 2019, 7, 75957–75964. [CrossRef]

23. Ye, L.; Chen, Y.; Wang, Z.; Zhu, C.; Zhuo, J.; Liu, Q. Compact Spoof Surface Plasmon Polariton Waveguides and Notch Filters
Based on Meander-Strip Units. IEEE Photonics Technol. Lett. 2021, 33, 135–138. [CrossRef]

24. Jackson, D.R.; Caloz, C.; Itoh, T. Leaky-Wave Antennas. Proc. IEEE 2012, 100, 2194–2206. [CrossRef]
25. Karmokar, D.K.; Chen, S.; Thalakotuna, D.; Qin, P.; Guo, Y. Continuous Backward-to-Forward Scanning 1-D Slot-Array Leaky-

Wave Antenna With Improved Gain. IEEE Antennas Wirel. Propag. Lett. 2019, 19, 89–93. [CrossRef]
26. Wang, C.; Li, Y.; Han, Y.; Feng, M.; Wang, J.; Ma, H.; Zhang, J.; Qu, S. Design of Triple-Band-Pass Frequency Selective Structure

Based on Spoof Surface Plasmon Polariton. AIP Adv. 2018, 67, 368–375. [CrossRef]
27. Pan, D.; You, B.; Wen, X.; Li, X. Wideband Substrate Integrated Waveguide Chip Filter Using Spoof Surface Plasmon Polariton.

Micromachines 2022, 13, 1195. [CrossRef]
28. Zhang, Y.; Li, B.; Zhu, L.; Tang, Y.; Chang, Y.; Bo, Y. Frequency Selective Rasorber With Low Insertion Loss and Dual-Band

Absorptions Using Planar Slotline Structures. IEEE Antennas Wirel. Propag. Lett. 2018, 17, 633–636. [CrossRef]

207





Citation: Tian, C.; Wei, S.; Xie, J.; Bai,

T. Dynamic Enhancement for Dual

Active Bridge Converter with a

Deadbeat Current Controller.

Micromachines 2022, 13, 2048.

https://doi.org/10.3390/mi13122048

Academic Editor: Wensheng Zhao

Received: 21 October 2022

Accepted: 18 November 2022

Published: 23 November 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

micromachines

Article

Dynamic Enhancement for Dual Active Bridge Converter with a
Deadbeat Current Controller
Chengfu Tian 1, Shusheng Wei 2,*, Jiayu Xie 1 and Tainming Bai 1

1 Unit 91977 of the Chinese People’s Liberation Army, Beijing 100036, China
2 School of Automotive Engineering, Wuhan University of Technology, Wuhan 430070, China
* Correspondence: weishusheng13@163.com

Abstract: This paper investigates the deadbeat current controllers for isolated bidirectional dual-
active-bridge dc-dc converter (IBDC), including the peak current mode (PCM) and middle current
mode (MCM). The controller uses an enhanced single phase shift (ESPS) modulation method by
exploiting pulse width as an extra control variable in addition to phase shift ratio. The control
variables for PCM controllers are derived in detail and the two different current controllers are
compared. A double-closed-loop control method is then employed, which could directly control
the high-frequency inductor current and eliminate the transient DC current bias of the transformer.
Furthermore, load feedforward was introduced to further enhance the dynamic of the converter. With
the proposed control method, the settling time could be reduced within several PWM cycles during
load disturbance without transient DC current bias. A 5 kW IBDC converter prototype was built and
the settling time of 6 PWM cycles during load change with voltage regulation mode was achieved,
which verifies the superior dynamic performance of the control method.

Keywords: dual active bridge; deadbeat controller; load feedforward

1. Introduction

The isolated bi-directional dual-active-bridge dc-dc converter (IBDC) has been a hot
topic in recent years due to its simple structure, high efficiency and ultrafast response [1].
The transient DC current offset of the transformer and the inductor, which might saturate
the transformer and increase the system’s current stress during the abrupt load change, has
attracted people’s attention. Different dynamic modulation methods have been proposed to
solve the problem [2–5]. Additionally, to increase the dynamics of IBDCs, the current mode
controller could be a competitive alternative. It also has other inherent benefits including
over-current protection, elimination of transient DC current offset and easy implementation
of current sharing between multiple IBDCs [6].

Digital predictive current controllers based on conventional single phase shift (CSPS)
modulation was proposed in [7,8], where the phase shift ratio was used to control the
transformer current. In [7], the average current calculated by an analog integrator of the DC
bus current was used as the feedback signal, which can achieve fast dynamic performance.
However, transient DC current offset occurs during the sudden change in phase shift ratio
for CSPS modulation.

The predictive duty cycle mode (PDCM) controller, shown in Figure 1b, was proposed
in [6] to eliminate the transient DC current offset, which was applied in [8]. The drive
signals of the primary side are fixed. The transformer current needs to be oversampled, and
duty cycles d1 for S2,3 and d2 for S1,4 are calculated in turn in every half cycle. Another
limitation of this method is that the controller only works in the ZVS range (IP1 > 0) shown
in Figure 1b and may lose effectiveness when IP1 < 0.
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Figure 1. Principle of the PDCM controller. (a) IBDC, (b) waveforms.

A deadbeat current controller based on the middle current and enhanced PWM mod-
ulation was proposed in [9]. However, regulation of the output voltage and current was
not introduced, which is more important in real application. To overcome the drawbacks,
this paper investigated the deadbeat current controllers, including the peak current mode
(PCM) and middle current mode (MCM). Based on the controllers, a double-closed-loop
control method with load feedforward was introduced. Furthermore, a 5 kW IBDC con-
verter prototype was built, and the settling time of 6 PWM cycles during load change could
be achieved, which validates its superior dynamic performance.

2. Deadbeat Peak Current Mode Controller
2.1. Basic Model of IBDC for SPS Modulation

The basic model of SPS modulation-based IBDC is presented prior to introducing the
proposed current controller. Figure 2 illustrates the theoretical waveforms of the IBDC
using the SPS modulation method when converter voltage gain k ≥ 1, where k = V1/(nV2)
and n is the turn ratio of the transformer. The waveforms are symmetrical for the same
transmission power of two opposite directions.
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Figure 2. Waveforms of IBDC at steady state for CSPS modulation: (a) forward power transmission
(P > 0), (b) reverse power transmission (P < 0).

The symbols in Figure 2 are defined as follows: TS is the switching cycle, f is the
switching frequency, D is the phase shift ratio and tph is the shifted time. D ≥ 0 (tph ≥ 0)
stands for P ≥ 0 and D < 0 (tph < 0) for P < 0. IP1 and IP2 are the two “switching currents”
and IP2 is the peak current when k > 1. The middle current IM, defined as the instantaneous
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current at TS/2, is taken into consideration instead of the average current, which equals
zero in one cycle. The basic equations for the IBDC are derived as follows:





P = V1
2

2 f Lk D(1− |D|) , tph = DTS
2

IP1 = V1(2k|D|−k+1)
4 f Lk , IP2 = V1(2|D|+k−1)

4 f Lk , IM = V1D
2 f Lk

(1)

The relationships among the variables P, IP1, IP2, IM, D and tph at steady state can then
be derived. Therefore, for a given value of one variable, other variables can be calculated.

2.2. Peak Current Mode Controller

Peak current mode (PCM) controllers are introduced in this section. Figure 3a,b show
the transient waveforms of a PCM current controller in one cycle for forward and reverse
power transmission, respectively. P1, P2, P3 and P4 are the drive signals for the primary
side and S1, S2, S3 and S4 are the drive signals for the secondary side. The variable tph,ref
is shifted-time at the steady state for the given IP2,ref which can be derived from (1). A
sawtooth carrier with the same frequency of the converter was utilized to generate the
reference signals. The “switching on” moment t1 and “switching off” moment t2 should
meet the constrains as: 0 < t1 < TS/2 and 3TS/4 < t2 < TS. The variables tD and tW are
defined as “delay time” and “width time”, respectively. Pref is the power reference, and
IP2,ref and IP1,ref are the references for the corresponding “switching currents”, respectively.
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Figure 3. Transient waveforms of PCM controller: (a) forward power transmission (Pref > 0), (b) re-
verse power transmission (Pref < 0).

As shown in Figure 3a, there are two cases according to the initial current I0 and
reference current Ip2,ref: u2 leads u1 (tph < 0) for the solid line waveforms and u2 lags u1
(tph > 0) for dotted line waveforms. For the sake of brevity, the superposition principle was
used to derivate the inductor current when calculating tD and tW.

For forward power transmission, the requirement was imposed that IP2 = IP2,ref and
tph,ref > 0. According to the superposition principle, the inductor current ripple ∆IL during
0 and 3TS/4 can be calculated by adding up the two ripple currents as follows:





∆IL = ∆IL,u1 + ∆IL,u2

∆IL,u1 = −V1
L ·

TS
4 + −V1

L ·
TS
2 , ∆IL,u2 = V2

L · tD + −V2
L · (

3TS
4 − tD)

IP2 = I0 + ∆IL = IP2,ref

(2)
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where ∆IL,u1 and ∆IL,u2 are current ripples generated by the two dependent voltage source
u1 and u2, respectively. tD is then derived as:

tD =
(IP2,ref − I0)Lk

2V1
+

3− k
8 f

(3)

Furthermore, tW is derived as:

tW =
3TS

4
− tD + tph,ref (4)

With regard to reverse power transmission, the switching current at t2 is set to be—
IP1,ref and tph,ref < 0 as shown in Figure 4. Similar to forward power transmission, tD and
tW can be obtained. Thus, the equations for the PCM controller are written as:





tD =
kL(IP2,ref−I0)

2V1
+ 3−k

8 f ; tW =
kL(IP2,ref+I0)

2V1
− k−5

8 f , Pref ≥ 0

tD = − kL(IP2,ref+I0)
2V1

+ k+1
8 f ; tW = − kL(IP2,ref−I0)

2V1
+ k+3

8 f , Pref < 0
(5)
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Figure 4. Voltage control scheme based on the MCM-ESPS controller.

As in the aforementioned Equations (6) and (7), initial current I0 is sampled to calculate
the tD and tW. However, a one-cycle delay exists between the sampling instant and control
update due to the algorithm implementation of the digital processor. IP2 for the PCM
controller is sampled at 3TS/4, and DSP interrupt occurs to calculate the new parameters
shown in Figure 3. tD and tW update at the beginning of the next cycle. Assuming DC
bus voltage V1 and V2 are constant in two adjacent periods, the relationships between the
IP2(n − 1), IM(n − 1) in the (n − 1)th cycle and the initial current in the nth switching cycle
I0(n) could be derived as:

I0(n) =





IP2(n− 1)− 2V1(k − 1)
Lk (tD(n− 1) + tW(n− 1)) + V1(7 − k)

4 f Lk , Pref(n− 1) ≥ 0

IP2(n− 1)− V1(k − 1)
4 f Lk , Pref(n− 1) < 0

(6)

According to the power transmission directions in two adjacent cycles, four situations
are considered for the PCM controller: case 1 when Pref(n − 1) ≥ 0 and Pref(n) ≥ 0; case 2
when Pref(n − 1) < 0 and Pref(n) ≥ 0; case 3 when Pref(n − 1) ≥ 0 and Pref(n) < 0; and case 4
when Pref(n − 1) < 0 and Pref(n) < 0. Combining (6)–(9), the control variables tD and tW
with delay compensation can be derived as shown in Table 1. With the control variables in
Table 1, the inductor peak current could be tracked to the reference in two cycles, which is
consistent with the idea of the deadbeat control in ref [10].
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Table 1. Control variable calculation with one-cycle delay compensation.

Mode tD(n) tW(n)

CSPS
(Pref ≥ 0)

kL(IM,ref(n)−IM(n−1))
2V1

+ tD(n− 1) 1
2 f

ESPS-PCM

Case 1 kL(IM,ref(n)−IM(n−1))
2V1

+ tD(n− 1) + tW(n− 1)− 1
2 f

kL(IP2,ref(n)+IP2(n−1))
2V1

− (k− 1)(tD(n− 1)+ tW(n− 1))+ 6−k
4 f

Case 2 kL(IP2,ref(n)−IP2(n−1))
2V1

+ 1
4 f

kL(IP2,ref(n)+IP2(n−1))
2V1

− k−3
4 f

Case 3
− kL(IP2,ref(n)+IP2(n−1))

2V1
+ (k− 1)(tD(n− 1)

+tW(n− 1)) + k−3
4 f

− kL(IP2,ref(n)−IP2(n−1))
2V1

− (k− 1)(tD(n− 1)

+tW(n− 1)) + 5
4 f

Case 4 − kL(IP2,ref(n)+IP2(n−1))
2V1

+ k
4 f − kL(IP2,ref(n)−IP2(n−1))

2V1
+ 1

4 f

ESPS-MCM kL(IM,ref(n)−IM(n−1))
2V1

+ tD(n− 1) + tW(n− 1)− 1
2 f

kL(IM,ref(n)+IM(n−1))
2V1

− tD(n− 1)− tW(n− 1) + 5
4 f

3. Double-Closed-Loop Control with Load Feedforward

In practice, instead of the high-frequency inductor current, the DC voltage, current or
power should always be regulated. In this section, the voltage mode control strategy based
on the MCM-ESPS controller is introduced.

Figure 4 shows the output voltage control scheme based on the deadbeat current
controller, where two control loops are involved. The load feedforward control could
substantially increase the system dynamic [11,12]. In order to improve the stability of
output voltage under load disturbance, load feedforward under double-closed-loop control
is presented. As shown in Figure 4, the feedforward current iM,F corresponding to the load
was superimposed on the current reference iM,VR, which is the output of the outer voltage
loop, to form the final current reference value iM,ref.

The relationships of the middle current were derived as:

IM =





V1
2 f Lk (

1
2 −

√
1
4 −

2 f LkP
V1

2 ) , P ≥ 0

− V1
2 f Lk (

1
2 −

√
1
4 + 2 f LkP

V1
2 ) , P < 0

(7)

Without considering the power loss of the converter, we could obtain:

P = V2io (8)

Thus, the relationship between the middle current IM and the load current io could be
expressed as (9) and (10):

IM =





V1
2 f Lk (

1
2 −

√
1
4 −

2 f Lio
V1

) , io ≥ 0

− V1
2 f Lk (

1
2 −

√
1
4 + 2 f Lio

V1
) , io < 0

(9)

io = NIM(1− 2 f LkIM

V1
) (10)

The small signal model of the system, as shown in Figure 5, can be obtained from the
control block diagram in Figure 4, where iS is the average output current of an H bridge in
a single period and Go(s) is the transfer function of capacitance voltage and capacitance
current, denoted as:

Go(s) = 1/(C2s) (11)
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Figure 5. Small signal model of an IBDC with the double-closed-loop control strategy.

GVR(s) is the volatge regulation transfer function, where the conventional PI controller
is always used. KP and KI are the proportional and integral coefficients of the PI regulator,
respectively. Thus, we could obtain:

GVR(s) = KP + KIs (12)

GF(s) represents the transfer function of the load feedforward and GMS(s) is the rela-
tionship between iM and is. GC(s) is the transfer function of the deadbeat current controller.
Considering a one-cylce delay, it could be written as:

GC(s) =
1− e−sTs

s
(13)

The feedforward transfer function GF(s) can be calculated using small-signal analysis

based on Equation (10). To substitute io = io +
∧
i o and IM = IM +

∧
IM into (10), ignoring

the higher-order terms, GF(s) be derived as:

GF(s) =
∧
IM,F(s)/

∧
i o(s) = 1/(N(1− 4 f LkIM/V1)) (14)

The average output current of H bridge in the secondary side is derived as:

is =
V1N
2 f L

D(1− D) (15)

Combing (1) with (16), the GMS(s) could be derived as:

GMS(s) =
∧
i S(s)/

∧
I M(s) = N(1− 4 f LkIM/V1) (16)

According to the small signal model in Figure 5, the output impedance Ro1(s) without
and with feedforward could be calculated as (17) and (18), respectively.

Ro1(s) =

∧
V2(s)
∧
i o(s)

= − Go(s)
1 + GVR(s)GC(s)GMS(s)Go(s)

(17)

Ro2(s) =

∧
V2(s)
∧
i o(s)

=
(GF(s)GC(s)GMS(s)− 1)Go(s)
1 + GVR(s)GC(s)GMS(s)Go(s)

(18)

By substituting the circuit parameters and control parameters into Equations (17) and (18),
baud diagrams of output impedance with different loads under the double-closed-loop
control strategy can be drawn as shown in Figure 6. In this case, the inductance L = µH,
the voltage V1 = 300V and V2 = 280V.The coefficients of the PI regulator are KP = 2 and
KI = 4000.
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Figure 6. Output impedance of the converter with different loads.

As shown in Figure 6, the closed-loop output impedance at low frequency decreases
significantly after the feedforward is added. When IM = 4 A, the output impedance at a
frequency of 100 Hz decreases from−15 dB to−35 dB, whereas when IM = 15 A, the output
impedance decreases from −8 dB to −30 dB at 100 Hz. If the frequency is further reduced,
the amplitude attenuation of the closed-loop output impedance brought by the feedforward
control become more obvious, which indicates a more robust output voltage under the load
disturbance.

4. Experimental Verification
4.1. Experimental Platform

The laboratory IBDC experimental platform shown in Figure 7 was used to verify the
proposed control method. The main circuit parameters are listed in Table 2. The current
sensor LA55-P had a 200 kHz bandwidth from LEM. PE-Expert4 from Myway was utilized
as the digital controller including DSP and FPGA cores. FPGA XC6SLX45 was used to
generate PWM signals. The control variables were calculated in each cycle in DSP, and the
corresponding PWM compare values CMP1 and CMP2 were updated at the beginning of
the next cycle.
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Table 2. System Parameters.

Input voltage V1 300 V Output voltage V1 280 V

Turns ratio n 1:1 Switching frequency f 10 kHz

Primary capacitor C1 2460 µF Secondary capacitor C2 2460 µF

Inductor L 652 µH Equivalent resistor Rs 80 mΩ

4.2. Comparisons of Different Current Controllers for Forward Power Transmission

The performance of the CSPS modulation-based current controller in [5] and the
proposed ESPS-PCM were compared for the forward power transmission mode.

Figure 8 shows the experimental waveforms of current iL when the references have
step changes. The references could be tracked for all the controllers when the current
reference steps up from 3 A to 8 A and steps down from 8 A to 3 A. The settling time tset
in Figure 8a is obvious, while the settling time in Figure 8b is negligible. Additionally,
the ESPS-PCM controller eliminates the transient DC current offset that exists in CSPS
modulation-based controller, as shown in the dashed circle of Figure 8a.
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To verify the performance of the current controllers during bidirectional power trans-
mission, a sequence of current references was set to investigate the response. Figure 9
shows the waveforms of the ESPS-PCM controller. The transmission power P stepped
up from 600 W to 1450 W at t1, changed direction to −1450 W at t3, reversed direction to
1450 W at t5 and then stepped down to 600 W at t7. The current references were smoothly
reached with a one-cycle delay during the whole transient process, including the transition
between two opposite power transmissions.
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4.3. Dynamic Performance Comparison between Different Control Methods

The experimetal results with traditional single-voltage loop control, double-closed-
loop control and double-closed-loop control with feedforward under load disturbance are
shown in Figures 10–12. The output voltage V2 was 280 V, and the load increased abruptly
at t1 with load resistance decreases from 75 Ω to 25 Ω and decreased sharply at t2 with load
resistance increases from 25 Ω to 75 Ω. When the load increases, the DC voltage will fall,
and the control loop will increase the phase shift angle to transfer more power to maintain
the DC load. Simillarly, when the DC load decreases, the DC voltage will rise and the
control loop will decrease the phase shift angle to reduce the transmitted power.

Micromachines 2022, 13, x FOR PEER REVIEW 9 of 13 
 

 

9 shows the waveforms of the ESPS-PCM controller. The transmission power P stepped 
up from 600 W to 1450 W at t1, changed direction to −1450 W at t3, reversed direction to 
1450 W at t5 and then stepped down to 600 W at t7. The current references were smoothly 
reached with a one-cycle delay during the whole transient process, including the 
transition between two opposite power transmissions. 

 
Figure 9. Transient waveforms of bidirectional power transmission. 

4.3. Dynamic Performance Comparison between Different Control Methods 
The experimetal results with traditional single-voltage loop control, double-closed-

loop control and double-closed-loop control with feedforward under load disturbance are 
shown in Figures 10–12. The output voltage V2 was 280 V, and the load increased abruptly 
at t1 with load resistance decreases from 75 Ω to 25 Ω and decreased sharply at t2 with 
load resistance increases from 25 Ω to 75 Ω. When the load increases, the DC voltage will 
fall, and the control loop will increase the phase shift angle to transfer more power to 
maintain the DC load. Simillarly, when the DC load decreases, the DC voltage will rise 
and the control loop will decrease the phase shift angle to reduce the transmitted power. 

 
(a) 

 
(b) 

iL

  (10 A/div)

V2  
(12.5 V/div)

time(5 ms/div)

9.2V
10V

3ms 1.6ms
Load step up Load step downt1 t2

16 A
25.1 A

图2.16. 负载突变电压电流波形

V2  
(12.5 V/div)

iL

  (10 A/div)

time(200 μs/div)
Micromachines 2022, 13, x FOR PEER REVIEW 10 of 13 
 

 

 
(c) 

Figure 10. Waveforms using the conventional single-loop control. (a) Overall waveforms; (b) 
Zoomed-in waveforms during the load increase; (c) Zoomed-in waveforms during the load 
decrease. 

Figure 10 shows the waveform using the conventional single-loop control. The inductor 
current shows obvious transient DC bias during abrupt load change. When the load 
increased, the peak current reached 25.1 A, and the current overshoot was 9.1 A. In the 
experiment, both the static and dynamic performances under load increase and decrease 
were considered when tuning the PI parameters. The waveform showed that the voltage 
sag was 9.2 V, and the settling time was 3 ms when the load increased. The voltage 
overshoot was 10 V, and the settling time was 1.6 ms when the load decreased. Figure 11 
shows the waveform using the double-closed-loop control. The inductor current was 
symmetrical, and the transient DC bias was eliminated. When the load increased, the 
voltage sag was 8.2 V, and the settling time was 1.9 ms. The voltage overshoot was 9 V, 
and the settling time was 1.3 ms when the load decreased. 

 
(a) 

 
(b) 

V2  
(12.5 V/div) iL

  (10 A/div)

time(200 μs/div)

V2  
(12.5 V/div)

iL

  (10 A/div)

8.2V
9V

1.9ms 1.3ms
t1 t2Load step up Load step downtime(5 ms/div)

V2  
(12.5 V/div)

iL

  (10 A/div)

time(200 μs/div)

Figure 10. Waveforms using the conventional single-loop control. (a) Overall waveforms; (b) Zoomed-
in waveforms during the load increase; (c) Zoomed-in waveforms during the load decrease.

Figure 10 shows the waveform using the conventional single-loop control. The in-
ductor current shows obvious transient DC bias during abrupt load change. When the
load increased, the peak current reached 25.1 A, and the current overshoot was 9.1 A.
In the experiment, both the static and dynamic performances under load increase and
decrease were considered when tuning the PI parameters. The waveform showed that
the voltage sag was 9.2 V, and the settling time was 3 ms when the load increased. The
voltage overshoot was 10 V, and the settling time was 1.6 ms when the load decreased.
Figure 11 shows the waveform using the double-closed-loop control. The inductor current
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was symmetrical, and the transient DC bias was eliminated. When the load increased,
the voltage sag was 8.2 V, and the settling time was 1.9 ms. The voltage overshoot was 9 V,
and the settling time was 1.3 ms when the load decreased.
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Figure 12 shows the waveforms using the double-closed-loop control with load feed-
forward. The transient DC bias was eliminated. During the transient process, the DC
voltage variation was significantly reduced, and the settling time was obviously shortened
compared with the double-closed-loop control without load feedforward. The voltage
sag was 3 V when the load increased, and the voltage overshoot was 4.4 V when the load
decreased. In the process of load surge, the recovery time for DC voltage was 0.5 ms, which
is five switching cycles. The recovery time was 0.6 ms, which is six switching cycles, in the
process of load decreases.
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Compared with the traditional single-voltage loop control, the double-closed-loop
control utilizes the deadbeat current controller as the inner loop, which directly regulates
the high-frequency AC current of the transformer. Thus, the transient DC current bias
could be eliminated. Meanwhile, the dynamic performance the of the IBDC with voltage
mode mainly depends on the bandwidth of the feedback signal [12]. With the feedforward
control samples, the load changes directly, which could significantly increase the robutness
of the DC voltage under the load disturblances. The dynamic performance enhancement of
the proposed control can be seen by comparison of Figures 11 and 12.

5. Conclusions

A double-closed-loop control strategy based on the deadbeat current controller was
proposed in this paper, which directly regulates the high-frequency inductor current to
the reference and eliminates the transient DC current bias during the transient process.
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Furthermore, load feedforward was introduced to enhance the dynamic of the converter.
The proposed control method shows potential in the application of IBDC under voltage
mode. With the proposed method, the settling time could be reduced to within several
PWM cycles during load disturbance. A 5 kW IBDC converter prototype was built, and
the superior dynamic performance of the proposed control strategy was verified by the
experimental results.
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Abstract: The performance of portable or wearable oximeters is affected by improper movement
or wear, which causes an error in the blood oxygen concentration calculation. The error comes
from external incident stray light or light leakage caused by the improper fit of the sensor to the
skin. This study aimed to develop a flexible blood oxygen sensing system with a 3 × 3 array that
uses a reflective-type blood oxygen sensing chip to sequentially measure the blood oxygen levels
at nine locations through a time division pulse modulation method. Each sensing chip has light
transmission and receiving parts. A flip chip package was used to integrate the sensing chip, and
a flexible parylene substrate that could fit the curvature of the wrist and locate the array of photo
diodes around the radial artery of the wrist was used. By scanning the sensor array in dynamic
behavior, the correct light intensity can be extracted to obtain the blood oxygen concentration and
prevent errors due to improper fit or sensor movement during exercise.
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1. Introduction

Blood oxygen sensing is currently widely used in medical applications for the imme-
diate monitoring of human blood oxygen levels. Oxygen saturation directly reflects the
oxygen supply capacity of blood, and oxygen is one of the primary factors for the aerobic
metabolism of cell tissue. Hypoxia is harmful to human physiology and can be fatal.

An oxygen saturation percentage higher than 90% is considered normal. A score of
90% or less [1] indicates an aberration that must be further investigated to determine the
presence of any undetected health concerns.

The early medical equipment was very large and impractical. In recent years, there
have been some analysis methods of physiological signals such as the use of ECG [2] and
photoplethysmography (PPG) [3,4] waveforms. The principle of biological radar detection
is commonly used to analyze the ECG waveform [2], and the Beer–Lambert law [5,6] is
commonly used to analyze the PPG waveform. PPG has been widely implemented in
blood oxygen sensors. The concept of PPG is to measure the characteristics of the light
absorption intensity when the light penetrates the skin and tissue, calculating the blood
oxygen value through the use of red and infrared light that penetrates the biological tissue.
When light travels through biological tissues, it is absorbed by various tissue absorption
substances such as skin colors, bones and muscles, venous blood, and arterial blood and the
arterial blood vessel diameter changes with heart contraction and relaxation. As depicted
in Figure 1, the Beer–Lambert law states that the components that cause light attenuation
are divided into two categories: alternating signal (AC) and direct current signal (DC).
The composition changes from IH (maximum value) to IL (minimum value). AC refers
to the heart pulse and changes, whereas DC refers to the components that do not change
with heart pulsation. The amount of light absorbed by DC is fixed. Nowadays, numerous
people are using these wearable devices to determine their current physical condition and
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monitor their health. Blood oxygen measuring instruments have gradually developed from
large-scale device systems to small wearable blood oxygen measuring devices.
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In optical blood oxygen measurement methods, PPG has numerous advantages such
as a small size, low power consumption, less dependency on a power supply, less electro-
magnetic interference, and a rapid response. Therefore, it has been gradually introduced
into various applications including fitness trackers and homecare equipment.

PPG oximeters can be divided into two categories: transmitting and reflective oxime-
ters, depending on the location of the light emitting and received signals. The light-emitting
components (light-emitting diode (LED)) and -receiving components (photodiodes) of the
transmitting oximeter are located on both sides of the measuring object. Furthermore, the
light-emitting and -receiving parts of the reflective oximeter are located on the same side of
the measuring object, there is a greater number of measuring positions, and the device is
convenient to wear. The key advantage of the reflective blood oxygen sensor is convenience,
which enables the device to be applied in the growing homecare market, and thus many
of these wearable devices are available in the market. Depending on the measurement
position, these can be divided as follows: ear-clip-type oxygen measurement [7,8], forehead
oxygen measurement [7,9], and watch pulse oximetry [10].

Ear-clip-type blood oxygen sensors are easy to manufacture and are widely used in
pulse oximetry. Spring-type ear clips were used in early designs. Although it is feasible
to use them for measurement, its clamping pressure hinders operations during long-term
measurement. A new type of microelectromechanical system (MEMS) technology can be
used to create a lighter and more comfortable earphone oximetry device, which enables the
monitoring of the ear oximetry sensor during physical activities [7].

The advantages of forehead oxygen measurement compared with other measurements
in the body are that the thin cortex of the forehead and prominent skeletal structure help to
redirect the light to the photodiode, thus providing a higher sensitivity and accuracy to
changes in arterial signals [7] and reducing errors caused by physical activity. A forehead
measurement device, which is generally installed on a helmet or sports headscarf, can
be used during physical activity or to inform other soldiers of their current physiological
condition on the battlefield [9].

In watch-type pulse oximetry, most wearable sports watch devices are used to measure
the pulse and heart rate. However, because of the problem of light leakage, they are rarely
used to measure the human blood oxygen concentration in dynamic behavior. A new PPG
oximetry module (e.g., those of Garmin and Apple’s iWatch) with a watch-type design
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has been developed as a wearable device to measure the blood oxygenation of the ulnar
artery of the radial artery and wrist. Although these devices are easy to wear, they are not
conventionally used for clinical purposes [10].

Improper site selection or sensor movement causes inaccurate light intensity reception
by the sensor, and this generates the blood oxygen saturation concentration (SpO2) error.
Limited by the width and curvature of the wrist, it is not possible to install too many arrays.
Too many arrays would increase the size of the devices, and the outer sensor chips would
be far away from the radial artery of the wrist, causing measurement errors. This research
developed a 3 × 3 reflective sensing array for flexible wrist pulse oximetry to obtain
SpO2. Each sensing chip has individual transmission (LED) and receiving (photodiode)
components. The flip chip package was used to integrate the sensing chips, and a flexible
parylene substrate that could fit the curvature of the wrist and locate the array of LEDs
and photodiodes around the radial artery of the wrist was used. By scanning the sensor
array, the correct light intensity can be extracted to obtain SpO2 and prevent errors due to
improper fitting or sensor movement during exercise.

2. Research Method and Design

To evaluate SpO2 in human veins or arteries, the blood oxygen saturation concentration
was determined by measuring the difference in the ratio of oxygen in the light absorption
spectrum to the difference in the absorption spectrum of oxygenated hemoglobin (HbO2)
and deoxygenated hemoglobin (Hb). Figure 2 presents the light absorbance spectra for
oxygenated hemoglobin and deoxygenated hemoglobin [11].
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Figure 2. The light absorbance spectra for methemoglobin, oxyhemoglobin, reduced hemoglobin,
and carboxyhemoglobin.

The Beer–Lambert law concerns the attenuation of light and the properties of the
material through which the light travels [5]. As a solution, for a certain wavelength of light
absorbed by the medium in the solution, the transmitted light penetrating the solution
follows the medium in the solution. The intensity of light transmitted through a tissue that
includes vessels with whole blood is represented as follows [12]:

It = I0exp(−ε Cl), In(I0/It) = ε Cl (1)

where It, I0, ε, C, and l represent the transmitted light intensity, incident light intensity,
an extinction coefficient, the concentration of hemoglobin in the tissue, and the path of
light, respectively.
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The incident light intensity I0 of the light that passes through the tissue to be measured
is affected by components such as venous blood, arterial blood, skin, bones, and other
tissues (DC component), which attenuate light intensity and are pulsed in the blood. IL
is lower light transmission through the tissue at a higher tissue blood volume, and IH is
higher transmitted light at a lower tissue blood volume. Therefore, Equation (1) can be
rewritten as follows:

IL = IHexp(−ε∆Cl), ln(IH/IL) = ε∆Cl (2)

Minor changes to blood vessels are expressed as (IH − IL << IL) and ln(IH/IL) is
approximate to (IH − IL)/IL, and thus Equation (2) can be expressed as follows:

(IH − IL)/IL = ε∆Cl (3)

For the blood oxygen concentration measurement (Figure 3), this study was conducted
using a red light source (660 nm) and infrared (905 nm) dual-wavelength light source,
and light from these sources was transmitted into the human tissue. In Equation (3), Id
and Is are substituted for IH and IL, respectively. The light absorption ratio (R) at the two
wavelengths can be defined as follows:

R =
[(IH − IL)/IL](660)

[(IH − IL)/IL](905)
=

[(ID − IS)/IS](660)

[(ID − IS)− IS](905)
(4)
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The blood oxygen saturation concentration (SpO2) equation [13], where HbO2 and Hb
represent the concentrations of oxygenated hemoglobin in the blood and no hemoglobin in
the blood, is defined as follows [14]:

SPO2 =
HbO2

HbO2 + Hb
× 100% (5)

The extinction coefficient ε of the hemoglobin is defined as the absorption constant
of the blood sample divided by the concentration of the hemoglobin in the sample. The
total extinction coefficient ε of the hemoglobin in the blood sample is related to its oxygen
saturation because the hemoglobin in blood is a mixture of HbO2 and Hb with the extinction
coefficients ε0 and εD, respectively, and can be represented as follows:

ε = ε0SPO2 + εD(1 − SPO2) = εD + SPO2(ε0 − εD) (6)
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If the difference between the blood concentration change ∆C in the two wavelengths is
neglected, this satisfies Equation (6), and R can be approximately expressed as follows [12]:

R ≈ ε(660)/ε(905) (7)

The relationship between the measured parameter R and SpO2 in the arterial blood
can be derived using Equations (6) and (7) through a simple manipulation as follows:

SPO2 =
εD(660) − R·εD(905)

R
(

ε0(905) − εD(905)

)
+
(

εD(660) − εD(660)

) (8)

Equation (9) was calculated using the values of εD and ε0 in Table 1 [11,15], presenting
the relationship between the oxygen concentration value and R value.

SPO2 =
0.81 − 0.21 × R
0.09 × R + 0.73

(9)

Table 1. The extinction coefficients (Lmmol−1cm−1) of the reduced (εHb) and (εHbO2) oxygenated
hemoglobin at the wavelengths of 660 nm and 905 nm.

Wavelength (nm) εHb εHbO2

660 0.81 0.08

905 0.21 0.30

However, Equation (9) is the theoretical SpO2 value calculated using the R value. In
practical applications, the performance of the LED emitter and photodiode needs to be
calibrated to obtain the correct value. In this study, the FLUKE Index 2 Pulse Oximeter
Simulator was used as the calibration instrument [16]. The test probe of the FLUKE Index
2 Pulse Oximeter Simulator detects the red light and infrared light emitted by the LED
emitters, and then uses the LED emitter of the test probe to emit the red and infrared light
by simulating 35–100% of the SpO2 value to correct the photodiode used in this study
and control the error rate within 1%. The calibration method is shown in Figure 4. The
LED emitters used in this study emit red light (Red) and infrared light (IR), which are
received by the photodiode on the test probe. The programmed calibrated default SpO2
of the PPG waveform is sent to the LED emitter on the test probe to emit, and is received
by the photodiode used in this study. By calculating the peak and trough values of the
red light and infrared light waveforms, the corrected R value under the corresponding
SpO2 value can be obtained. Figure 5 shows the relationship between the theoretical and
corrected blood oxygen saturation concentration values in relation to the R value.
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In addition to the fact that the LED and photodiode must be calibrated, the emitter and
receiver chips must be properly attached to the skin to avoid receiving external incident
light and signaled light leakage, resulting in errors in SpO2 measurement. This study
developed a sensing system with a 3 × 3 array to sequentially measure the blood oxygen
levels at nine locations through a time division pulse modulation method (TDPM).

If the LED emitter and receiver are not properly fitted with the skin, the external
incident stray light will be received by the receiver, and some of the light emitted by the
LED emitter cannot be received since it is too large (external incident stray light) or too
small (signal light), and these wrong PPG waveforms are easy to identify. In real cases, it
is not easy to generate a complete PPG waveform. In addition, compared to the normal
received light intensity, the light intensity is higher than expected. These factors make it
easy to identify incorrect R values and blood oxygen values. When the tester exercises
a dynamic behavior, the sensing system can receive the PPG waveforms received by all
receivers for calculation and extract the correct blood oxygen value; if one receiver can
receive the signal correctly, it can provide the correct SpO2 value.

3. Fabrication

A 3 × 3 array blood oxygen sensing system based on the PPG method and Beer–
Lambert law was proposed that uses a reflective blood oxygen sensing module to sequen-
tially measure the blood oxygen levels at nine locations.

The measurement position was on the radial artery of the left hand [17] (Figure 6).
To increase the closeness between the sensor and skin on the curvature of the wrist, a
biocompatible material (parylene) was used as the flexible substrate on which to fabricate
the flexible circuit board that was packaged with nine commercial oxygen concentration
sensing chips (DCM-05, AMPKorea; specifications shown in Table 2) using the flip chip tech-
nique. The sensing module chip can be attached to the skin for blood oxygen concentration
measurement.
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Table 2. The datasheet of DCM05.

SYMBOL CHARACTERISCTIC COMPONENTS TEST CONDITION MIN TYP MAX UNITS

VF Forward Voltage

LED1

IF = 20 mA

- 1.9 2.2

VLED2 - 1.3 1.5

PD IF = 10 mA 0.5 - 1.3

IR Revers Breakdown Current LED1, LED2 VR = 5 V - - 10 uA

PO Output Power
LED1

IF = 20 mA
- 2 -

mW
LED2 - 2 -

λ PEAK Peak Wavelength

LED1
IF = 20 mA

- 660 -

nmLED2 - 905 -

PD - 940 -

∆λ Half Wave Width LED1 IF = 20 mA - 30 - nm

∆λ
V BR

Half Wave Width
Reverse Breakdown Voltage

LED2 IF = 20 mA
IR = 100 Ua

- 60 - nm
VPD 35 - -

I D Reverse Dark Current

PD

V R = 10 V - - 20 nA

I L Light Current 1mW@940 nm - 21 - uA

S Spectral Response Range - 400 - 1050 nm

CJ Junction Capacitance VR = 3 V, f = 1 MHz - 20 - pF

The proposed flexible blood oxygen sensing array system developed in this research
can be divided into five categories: a blood oxygen sensing array, a modulation module,
a blood oxygen data processing module, a zero-insertion-force (ZIF) [18] connector, and
a biocompatible flexible circuit board (Figure 7).

227



Micromachines 2022, 13, 1742Micromachines 2022, 13, x FOR PEER REVIEW 8 of 17 
 

 

 

Figure 7. The actual blood oxygen sensing system. 

3.1. Blood Oxygen Sensing Array 

In this study, sensing chips were placed in a 3 × 3 array. The length and width of the 

array area were 25 and 18 mm, respectively. The distances between the sensing chips were 

3 mm, 5 mm, and 7 mm (Figure 8). When the device was smoothly attached to the skin, 

the accurate PPG waveform could be measured, and SpO2 could be obtained. 

 

Figure 8. Three sensing element spacing designs: 3 mm, 5 mm, and 7 mm. 

3.2. Modulation Module 

The processing method for the data from the 3 × 3 sensing module (Ch0~Ch8) was 

based on the time division pulse modulation (TDPM) method (Figure 9), where the red 

and infrared light emitted by each channel were sequentially received by the photodetec-

tor. In this study, the TDPM was used to perform the sweep measurement of nine sensing 

chips, the sensing time of each channel was 5 s, and the switching time was 0.1 s. The 

modulation module comprised an Arduino Micro Development Board (Arduino Micro; 

specifications shown in Table 3) and a multiplexer CD74HC4067 (specifications shown in 

Table 4) that were used to perform and execute the TDPM. The Arduino Micro sent digital 

commands to control the CD74HC4067, causing it to perform a sweep, guiding the analog 

signals from nine channels to the blood oxygen data processing module. 

Figure 7. The actual blood oxygen sensing system.

3.1. Blood Oxygen Sensing Array

In this study, sensing chips were placed in a 3 × 3 array. The length and width of the
array area were 25 and 18 mm, respectively. The distances between the sensing chips were
3 mm, 5 mm, and 7 mm (Figure 8). When the device was smoothly attached to the skin, the
accurate PPG waveform could be measured, and SpO2 could be obtained.
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3.2. Modulation Module

The processing method for the data from the 3 × 3 sensing module (Ch0~Ch8) was
based on the time division pulse modulation (TDPM) method (Figure 9), where the red and
infrared light emitted by each channel were sequentially received by the photodetector. In
this study, the TDPM was used to perform the sweep measurement of nine sensing chips,
the sensing time of each channel was 5 s, and the switching time was 0.1 s. The modulation
module comprised an Arduino Micro Development Board (Arduino Micro; specifications
shown in Table 3) and a multiplexer CD74HC4067 (specifications shown in Table 4) that
were used to perform and execute the TDPM. The Arduino Micro sent digital commands
to control the CD74HC4067, causing it to perform a sweep, guiding the analog signals from
nine channels to the blood oxygen data processing module.
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Table 3. Datasheet of the Arduino Micro Development Board.

Dimension 35 mm × 18.5 mm × 4.5 mm

Microcontroller ATmega32u4

Operating Voltage 5 V

Input Voltage (recommended) 7–12 V

Digital I/O Pins 20

PWM Channels 7

Analog Input Channels 12

DC Current for 5V Pin 40 mA

DC Current for 3.3V Pin 50 mA

Flash Memory 32 KB (ATmega32u4) of which 4 KB used by bootloader

SRAM 2.5 KB

EEPROM 1 KB

Clock Speed 16 MHz

3.3. Blood Oxygen Data Processing Module

The blood oxygen data processing module (SDPPG Kit, AMPKorea Inc.) received the
analog PPG signals from nine channels to record and change the analog signals into digital
signal data points. To integrate the modulation module and blood oxygen data processing
module to yield a portable device, the Solidworks software was used to design the device
case (Figure 10), and 3D printing technology was used to create it.
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Table 4. Datasheet of the high-speed CMOS 16-channel analog multiplexer/demultiplexer CD74HC4067.

PARAMETER SYMBOL

TEST
CONDITIONS VCC

(V)

25 ◦C −40 ◦C TO
85 ◦C

−55 ◦C TO
125 ◦C UNITS

VI (V) VIS (V) MIN TYP MAX MIN MAX MIN MAX

HC TYPES

High Level
Input Voltage VIH - -

2 1.5 - - 1.5 - 1.5 - V

4.5 3.15 - - 3.15 - 3.15 - V

6 4.2 - - 4.2 - 4.2 - V

Low Level
Input Voltage VIL - -

2 - - 0.5 - 0.5 - 0.5 V

4.5 - - 1.35 - 1.35 - 1.35 V

6 - - 1.8 - 1.8 - 1.8 V

Maximum “ON”
Resistance
IO = 1 mA

RON

VCC or
GND

VCC or
GND

4.5 - 70 160 - 200 - 240 Ω

6 - 60 140 - 175 - 210 Ω

VCC to
GND

VCC to
GND

4.5 - 90 180 - 225 - 170 Ω

6 - 80 160 - 200 - 240 Ω

Maximum “ON”
Resistance Between
Any Two Switches

∆RON - -
4.5 - 10 - - - - - Ω

6 - 8.5 - - - - - Ω

Switch “Off” Leakage
Current 16 Channels IIZ

Ē =
VCC

VCC or
GND 6 - - ±0.8 - ±8 - ±8 µA

Logic Input
Leakage Current II

VCC or
GND - 6 - - ±0.1 - ±1 - ±1 µA

Quiescent Device
Current

IO = 0 mA
ICC

VCC or
GND - 6 - - 8 - 80 - 160 µA
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3.4. ZIF Connector

Wire bonding is a conventional method for connecting the sensing chip and circuit
board; however, the parylene substrate in this study could not withstand high-temperature
soldering. To ensure the smooth connection between the sensor chip and parylene flexible
circuit board, the ZIF connector [18] was used to connect the parylene flexible substrate
and printed circuit board.

3.5. Biocompatible Flexible Circuit Board

This study used a biocompatible grade of parylene as the flexible substrate, and gold
was then deposited as conduction wires and pads to connect the sensing chip. The flip chip
packaging technology was used to fit the sensing chips on the pads. The biocompatible
flexible circuit board enabled the attachment of sensing chips and the skin to measure the
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blood oxygen concentration. Figure 11 shows the fabrication process of the biocompatible
flexible circuit board, in which there are two cross-sections, A-A’ and B-B’. A-A’ represents
the sensor and ZIF contacts, respectively, and B-B’ represents the interconnection/jumper
wire. The process steps are described stepwise as follows:

Step (a): PR/parylene coating
The photoresist (PR) was coated on the substrate using a spin coater, and the biocom-

patible parylene film was then deposited on the glass substrate through chemical vapor
deposition. As a flexible substrate, its thickness was 30 µm.

Step (b): First Cr/Au deposition and PR patterning
Cr and Au were deposited through sputtering with a thickness of 20/200 nm to create

a seed layer and the conduction wires, respectively. The unetched area was defined by
photoresist AZ-4620 with a thickness of 5 µm.

Step (c): First Cr/Au etching and PR removal
Unprotected Au and Cr were etched using Au etchant and Cr-7, respectively. PR was

removed using acetone.
Step (d): Second parylene deposition and PR patterning
A parylene film was deposited through chemical vapor deposition to protect and

insulate the inner gold wire with a thickness of 5 µm. The etched pattern was defined by
the photoresist AZ-4620 for the purpose of via opening.

Step (e): Parylene etched using reactive ion etching and PR removal
The unprotected parylene by the photoresist above the via opening was etched using

reactive ion etching (RIE) and oxygen plasma to expose the via, and the photoresist was
removed using acetone.

Step (f): Second Cr/Au deposition and PR patterning
Using sputtering, Cr and Au were deposited with a thickness of 20/200 nm to create

the seed layer and second conduction wires, respectively. The unetched area was defined
through photoresist AZ-4620 with a thickness of 5 µm.

Step (g): Second Cr/Au etching and PR removal
Unprotected Au and Cr were etched using the Au etchant and Cr-7, respectively. The

photoresist was removed using acetone.
Step (h): Silver epoxy pasting
A biocompatible grade of silver was pasted on the gold connection pads for the flip

chip mounting of sensing chips.
Step (i): Sensing chip mounting and ZIF connector mounting
After the silver glue was coated on the gold connection pads, nine sensing chips and

ZIF connectors were attached to the gold connection pads, and were then baked in an oven
at 80 ◦C for 3 h.

Step (j): Third parylene deposition
The third parylene deposition was applied to create the upper protection layer to

protect and insulate the inner parts.
Step (k): Delamination form substrate
The biocompatible flexible circuit board was released from the substrate by peeling.
Three designs were proposed (Figure 8) for the sensing chip array location. The

spacing in the x-direction was fixed at 5 mm, and the spacings in the y-direction were 3 mm,
5 mm, and 7 mm, respectively. Figure 12 depicts photos of the sensing chip number and
location of three different pitch sensing arrangements. The red-dotted line indicates the
radial artery position and crosses the center of the sensing chips (Nos. 1, 4, and 7).
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4. Measurements

In this study, the blood oxygen sensing array was used for dynamic measurements to
examine the influence of the light leakage phenomenon caused by the improper fit between
the sensor and the skin in the dynamic behavior of blood oxygen detection. To take a
dynamic measurement, the arm was slightly swung to simulate the state of people walking
during an activity. The arm swing frequency was approximately 70 times per minute.
The arm was swung once to represent one step. A person walked one step and moved a
distance of approximately 70–80 cm. A simulated speed of 3.15 km/h or 19.04 min/km
was used to evaluate the feasibility of the device in the study. The measurement results
indicate the sensor movement caused by the swing of the arm.

Figure 13, Figure 14, and Figure 15 show the PPG waveforms of the blood oxygen array
design with spacings of 3, 5, and 7mm, respectively. It can be found in these PPG waveforms
that due to the influence of improper fitting, the intensity of the external incident stray light
is greater than the intensity of the light received by the emitter, and it is difficult to form
a complete PPG waveform. It can be determined that it is not a correct PPG waveform.
Figure 13 shows that only Ch1, 6, and 8 presented complete PPG waveforms under the
design with a sensor spacing of 3 mm. Figure 14 shows that only Ch1, 2, and 4 presented
complete PPG waveforms under the design with a sensor spacing of 5 mm. Figure 15
shows that only Ch0 presented complete PPG waveforms under the design with a sensor
spacing of 5mm. Comparing the complete PPG waveforms in Figure 13, Figure 14, and
Figure 15, the received light intensity of the 7 mm spacing design was smaller than that of
the 3 and 5 mm designs because the sensor was far from the radial artery, so the received
signal of the radial artery was relatively small.

In the calculation of the blood oxygen concentration, if there are multiple sensors that
receive the correct PPG waveform, and because the abnormal reception will reduce the
light intensity, the R value with the largest light intensity was selected for the calculation
of the blood oxygen concentration. Tables 5–7 show the calculated blood oxygen values
of the array sensors under the design with sensor spacings of 3, 5, and 7 mm, respectively.
From these tables, it can be seen that the values of the blood oxygen values calculated
from the complete PPG waveform were very close. The reason for this is that the R value
is the ratio of the intensity of red light to infrared light. If the received intensities of red
light and infrared light are both attenuated to the same degree, the difference in the ratio is
not significant.
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Table 5. The calculated blood oxygen concentration of the array sensors using the design with a
sensor spacing of 3 mm.

Ch0 Ch3 Ch6
Ave. SpO2

N.A
Ave. SpO2

N.A
Ave. SpO2

~99
Ch1 Ch4 Ch7

Ave. SpO2
~76

Ave. SpO2
N.A

Ave. SpO2
N.A

Ch2 Ch5 Ch8
Ave. SpO2

N.A
Ave. SpO2

N.A
Ave. SpO2

~99

Table 6. The calculated blood oxygen concentration of the array sensors using the design with a
sensor spacing of 5 mm.

Ch0 Ch3 Ch6
Ave. SpO2

N.A
Ave. SpO2

N.A
Ave. SpO2

N.A
Ch1 Ch4 Ch7

Ave. SpO2
~99

Ave. SpO2
~98

Ave. SpO2
N.A

Ch2 Ch5 Ch8
Ave. SpO2

~99
Ave. SpO2

N.A
Ave. SpO2

N.A

Table 7. The calculated blood oxygen concentration of the array sensors using the design with a
sensor spacing of 7 mm.

Ch0 Ch3 Ch6
Ave. SpO2

~99
Ave. SpO2

N.A
Ave. SpO2

N.A
Ch1 Ch4 Ch7

Ave. SpO2
N.A

Ave. SpO2
N.A

Ave. SpO2
N.A

Ch2 Ch5 Ch8
Ave. SpO2

N.A
Ave. SpO2

N.A
Ave. SpO2

N.A

5. Conclusions

This study proposed a 3 × 3 array blood oxygen sensing system based on the PPG
method and Beer–Lambert law that uses a reflective blood oxygen sensing module to
sequentially measure the blood oxygen levels at nine locations. A flexible parylene based
substrate to keep the sensor fit to the skin can reduce the blood oxygen concentration
calculation error caused by light leakage. The dynamic behavior measurement results show
that the smaller the spacing of sensors away from the radial artery, the more sensors that
can receive the complete PPG waveform, the greater the received light intensity. The array
type sensor design can detect the blood oxygen concentration value at multiple points.
Under dynamic behavior, one sensor is correctly attached to the skin, and the blood oxygen
concentration value can be obtained.
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Abstract: Along with deep scaling transistors and complex electronics information exchange net-
works, very-large-scale-integrated (VLSI) circuits require high performance and ultra-low power
consumption. In order to meet the demand of data-abundant workloads and their energy efficiency,
improving only the transistor performance would not be sufficient. Super high-speed microproces-
sors are useless if the capacity of the data lines is not increased accordingly. Meanwhile, traditional
on-chip copper interconnects reach their physical limitation of resistivity and reliability and may no
longer be able to keep pace with a processor’s data throughput. As one of the potential alternatives,
carbon nanotubes (CNTs) have attracted important attention to become the future emerging on-chip
interconnects with possible explorations of new development directions. In this paper, we focus
on the electrical, thermal, and process compatibility issues of current on-chip interconnects. We
review the advantages, recent developments, and dilemmas of CNT-based interconnects from the
perspective of different interconnect lengths and through-silicon-via (TSV) applications.

Keywords: on-chip interconnect; carbon nanotube; through-silicon-via (TSV); Cu-CNT composite

1. Introduction

Transistors and interconnects are vital components of integrated circuits (IC). With the
advancement of technology nodes and the reduction of critical dimensions, the performance
of transistors has been greatly improved, while the interconnect has become the bottleneck
limiting the development of IC.

Since the 1990s, transistors are no longer the only major factor affecting integrated
circuits, and interconnects have gradually become another breakthrough for improving chip
performance. With scaling down, in the technology node of 180 nm, the demands of high
performance and reliability drove the transition from Aluminum (Al) interconnects to Dual
Damascene Copper (Cu) interconnects due to the better conductivity and electromigration
(EM) lifetime of copper [1]. TEM images of the EM effect are shown in Figure 1. A few
years later, in 2003, low-K dielectric was introduced to separate copper lines, reducing
parasitic capacitance, enabling faster switching speeds, and lowering heat dissipation [2].
Low-K dielectric is one of the strategies employed to carry out scaling followed by Moore’s
law. Since then, the composition of Cu and low-K material has become the basic structure
of integrated circuits. Figure 2a show a simple conventional interconnect structure.

The main concerns with the continued scaling of copper-based interconnects are the
significant increase in resistivity and electromigration issues resulting from the surface,
grain boundary, and line edge roughness scattering [3]. In the back-end-of-line (BEOL)
integration of copper-based interconnects, copper is surrounded by a barrier and liner. A
barrier is necessary to maintain a certain thickness of about 2 nm to prevent the diffusion
of copper through the interlayer dielectric (ILD); therefore, the effective conducting part of
copper decreases with continuously scaling [4]. The decreasing dimension leads to higher
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resistivity due to electron scattering, as shown in Figure 2b, and reduced electromigration
resistance. Copper-based interconnects are now facing similar challenges to Aluminum-
based interconnects in terms of performance and reliability. In this case, recent research
proposed by the IMEC (Interuniversity Microelectronics Centre) suggested the replacement
of copper with Ruthenium (Ru) and Cobalt (Co) [3,5]. Although the resistivity of Ru and
Co is higher than the resistivity of Copper, the interconnect lines developed with Ru and
Co can conduct without barrier layers, which shows better overall conductance than that
of copper lines. Furthermore, the fabrication of interconnect lines using Ru and Co is
compatible with the process used currently in the back end of the line, which means lower
replacement costs.
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Figure 1. Transmission Electron Microscope (TEM) images of Cu lines and via, including the EM-
induced via void and line voids. (a) is an unstressed sample of Cu line with Cu fill voids and surface
gouges. (b) is the via after EM stress with EM-induced voids. (c) is the M1 (metal 1) line after stress
with EM-induced voids. The arrows show directions of electron flows. Reprinted with permission
from ref. [6]. Copyright 2018, IEEE.
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Figure 2. (a) Schematic of the interconnect structure. Two layers of horizontal metal lines are
connected vertically by via. Barrier and liner are indicated. (b) The resistivity of Cu interconnects
wire versus wire width. Reprinted with permission from ref. [7]. Copyright 2021, Springer Nature.

Recently, in advanced technology nodes, the semiconductor industry has focused on
seeking a candidate to replace copper. We summarize the recent development of on-chip
interconnect alternatives in Table 1. In the 14 nm node, Intel studied Copper and Tungsten
(W) for new processes and new barrier materials [8,9]. In 10 nm and 7 nm nodes, Intel
and Global Foundries explored the use of Co without barriers [5,10]. Regarding 5 nm
and 3 nm nodes, IMEC expanded the possibility of employing Ru, as its resistivity is
dependent on thickness [5,10–12]. When going beyond 3 nm nodes, it is necessary to find
new materials, such as carbon-based materials, to meet the urgent demands of downscaling
for interconnects in back-end-of-line fabrication. TSMC (Taiwan Manufacturing Company)
has shown interest in multilayer graphene nanoribbon (GNR), which exhibits superior
performance in intermediate and global interconnects [13,14]. Carbon nanotubes (CNTs)
are the materials applied in interconnects with great potential due to their long mean free
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paths (MFP) [15], high thermal conductivity [16], large current carrying capacity [17], and
excellent mechanical properties [18]. However, contact resistance and integration processes
for CNT-based interconnects remain a great challenge for the application of CNT-based
on-chip interconnects [19].

Table 1. The Development of On-chip Interconnects.

Technology Node Material Advantage Limitation Industry

14 nm Cu/W [8,9] Lower resistivity Barrier effect Intel

10/7 nm Co [5,10] Barrierless
Thin liner High resistivity Intel/Global Foundries

5/3 nm Ru [5,10–12] Barrierless
Thin liner Surface scattering IMEC

<3 nm GNR, CNT
[13–15] Ballistic transport Integration/Contact resistance TSMC

In this paper, we mainly discuss recent developments and challenges in CNT-based
interconnects. For local interconnects, size effects are the main issue due to the shrinking
of critical dimensions. We discuss the conventional local interconnect physical resistance
limitations and capacitance drawbacks and how single-walled (SWCNTs) and multi-walled
CNTs (MWCNTs) could potentially solve these challenges by means of doping. Non-ideal
factors in the practical CNT integration process are also covered. At the intermediate level
of interconnects, performance is dominated by the product of resistance and capacitance
due to larger transmission lines. Additionally, the ballistic transport properties of CNTs
are highlighted gradually in intermediate levels. We analyze CNT-based interconnects
with regard to their electrical properties. Among them, double-walled carbon nanotube
(DWCNT) shows its particularity but still requires the support of specific processes. In
the global interconnect, the reliability of the transmission line is especially important.
We not only discuss the electrical and thermal properties of CNT-based interconnects
but also give more attention to the analysis of reliability. The significant advantages of
CNT-based interconnects in global interconnects are revealed. We introduce the process
progress and high-frequency characteristics of CNT TSVs, and the feasibility of Cu-CNT
TSVs is overviewed. Fault diagnosis techniques and the CNT-immune technique are
also considered.

A summarized timetable is shown in Figure 3, which includes the main research on
the electrical, thermal, and power analysis of CNT-based interconnects in recent decades.
We notice that the electrical properties of CNT-based interconnects are the main point of
interest, and there is a higher propensity for CNT-based interconnects to be applied on the
global stage. Following CNT interconnect technology evolutions, the first compact model
of standalone CNT was established in 2002 [20]. Based on that, complex electrical models
considering more physical properties on CNT bundles and MWCNTs for interconnect
applications were developed further in 2005 [21] and 2008 [22]. Regarding thermal analysis,
one of the most important studies, conducted in 2005 [23], used three-dimensional finite
element electrothermal simulations to conduct a comprehensive analysis of the thermal
power of CNT-based interconnects. Based on this method, in 2009, the characteristics
and requirements of the SWCNT bundle used as VLSI interconnects were discussed in
depth [24]. Moreover, the first CNT interconnect integration process was introduced by
Franz Kreupl in the year 2002 [25]. Decades after that, various integration processes were
developed [26], and the most Silicon-compatible CVD (chemical vapor deposition) growth
process was achieved at around 550 ◦C. TSVs using CNTs as materials were first discussed
in 2007 [27]. The first generation mentioned CNT bundles can be uniformly grown to bond
two wafers, namely through-wafer-interconnects at that time. In the following years, the
technology of CNT TSV was continuously developed and advanced. In 2016, a unique
process for fabricating Cu-CNT composite TSVs was proposed [28]. It demonstrated
the advanced TSV process and included thermal analysis, which provided experimental
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foundations for subsequent development. Additionally, the Cu-CNT composite used for
interconnect applications was revealed to be the potential solution for global interconnects
in 2013 [29]; its electrical modeling investigations are presented in [30,31].
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For TSV level, square patterns represent the related references [27,32–37], from left to right respectively.
Rhombus patterns represent the related reference [32]. For global level, square patterns represent
the related references [20–24,38–48], from left to right respectively. Rhombus patterns represent
the related references [23,24,45,49], from left to right respectively. Triangle patterns represent the
related references [23,24,44], from left to right respectively. For intermediate level, square patterns
represent the related references [21–24,38–40,42,46,50,51], from left to right respectively. Rhombus
patterns represent the related references [23,24,39,52], from left to right respectively. Triangle patterns
represent the related references [23,24] from left to right respectively. For local level, square patterns
represent the related references [21–24,38,39,41,53–56], from left to right respectively. Rhombus
patterns represent the related references [23,24,39,52], from left to right respectively. Triangle patterns
represent the related references [23,24], from left to right respectively.

The following content will be divided into four parts. Section 2 analyzes the ad-
vantages and disadvantages of CNTs in view of physical models according to different
interconnect lengths (local, intermediate, and global). Section 3 presents the application of
CNT and Cu-CNT composites on through-silicon-via (TSV). The discussion and perspec-
tives will be driven in Section 4. Conclusions will be presented in Section 5.

2. On-Chip Interconnect

Interconnects can be classified as local, intermediate, and global, depending on their
typical dimensions. We summarized the typical length values for the three different
interconnect stages in Table 2 for easy distinction. However, it should be emphasized that
the three interconnect stages are not divided by precise values but by a concept of scope.
Local interconnects are the shortest and the narrowest, ranging from several nanometers
to a few micrometers. They connect various transistors and logic blocks. The length of
intermediate interconnects is located between the local and global interconnects, ranging
from a few micrometers to tens of micrometers. Intermediate interconnects connect complex
logic blocks and different cores. Global interconnects have a length greater than hundreds
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of microns. Global interconnects usually transmit power, ground, and clock signals to all
the cores in circuits.

Table 2. Typical values for interconnect size.

Type of Interconnect Dimensions

Local <~2 µm [57,58]
Intermediate 2~100 µm [57,58]

Global >~100 µm [57,58]

2.1. Local Interconnect

Local interconnects are on the lowest levels of the interconnect stack connecting nearby
transistors and logic blocks, usually at the nanoscale. Logically, they are susceptible to
the size effect, which leads to circuit performance degradation and tends to worsen with
future device miniaturization. As shown in Figure 4, narrower wires have smaller grains
and larger grain boundary densities, which increase electron scattering and thus increase
resistance. Moreover, local interconnects occupy over 50% of power dissipation among
interconnects [59]. The performance of local interconnect lines is vital to the chip.
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In addition to physical resistance limitation, capacitance is also a critical issue that
affects local interconnects. For nanoscale interconnect lines, their resistances are too small
to be comparable to those of transistors and blocks, while their capacitances almost remain
unchanged except for the effect of crosstalk [39]. The capacitance, in that case, which
depends on the geometry and the dielectric constant of the surrounding insulating material,
mainly contributes to the performance of transmission lines over short distances by affecting
RC delay. Furthermore, downscaling leads to a higher area density, indicating that the
distance between the adjacent wires has become smaller. The three primary capacitance
components (the line-to-line capacitance, the line-to-ground capacitance, and the cross-
over capacitance), as indicated in Figure 5, are all inversely proportional to the spacing
between the wires [61]. Meanwhile, crosstalk, another critical issue, arises. In the empirical
model and aggressor-victim model [61,62], the width, thickness, height, spacing between
neighboring wires, the aspect ratio of wires, and switching signals are all influencing
parameters of the crosstalk effect. In particular, the distance between adjacent wires
decreases, leading to higher coupling capacitance. Coupling capacitance can delay the
signal propagation in wires and result in logic errors and noises, so-called crosstalk-induced
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delay [62,63]. With further scaling, the negative impacts caused by capacitance and crosstalk
greatly increase.
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Carbon nanotubes have shown great potential to solve these issues. According to
the transmission line model, the capacitance of the SWCNT is composed of the quantum
capacitance and the electrostatic capacitance in series, which is theoretically smaller than
that of traditional Cu wires [20]. Compared to copper-based interconnects in 22 nm
nodes, for local interconnects, several layers of SWCNT can offer up to 50% reduction
in capacitance and power dissipation with up to 20% in latency if they are short enough
(<20 µm) [39,64]. For the MWCNT, the shell-to-shell capacitance needs to be further
considered. However, it is more complicated and needs to be analyzed according to the
actual application. MWCNTs exhibit up to 10% improvement in capacitance for local
interconnects compared to copper-based interconnects in 14 nm nodes [22]. Logically,
reduced capacitance leads to better performance on crosstalk. Research shows that crosstalk-
induced overshoot/undershoot remains nearly the same as technology node scaling and
increases as the length of the copper-based interconnect increases. Whereas in CNT-
based interconnects, the overshoot/undershoot remains the same and is almost unaffected
by the scaling of interconnect length [43]. However, CNTs do not perform as well as
expected in local interconnects. In short-distance interconnects, although the delay is mainly
capacitance-dominated, fabrication process factors such as contact resistance, CNT chirality,
and CNT density are also taken into account. These non-ideal factors are unavoidable in
practical processes and degrade the electrical properties of CNTs. Especially in the local
stage, CNTs cannot entirely take advantage of their high electron mobility, which makes the
performance of CNT-based interconnects far worse than ideal. In addition, the advantage
of MFP length cannot be fully benefited, and the advantage of capacitance is not significant.
The actual delay of CNT is usually greater than that of Cu [22]. Theoretically, in the case of
short local interconnects, CNT-based interconnects require harsh conditions to potentially
outperform copper-based interconnects, such as in all-carbon circuits, and warrant a fairly
small CNT pitch in CNTFETs (carbon nanotube field-effect transistors) (<9 nm) [65].

Generally, at nanoscale interconnect lengths, compared to Cu lines, SWCNT bundles
and MWCNT have better performance in terms of delay, as well as multilayer SWCNT
interconnects [22,24,39]. Recently, Chen et al. studied the impact of charge transfer doping
on the performance and variability of MWCNT interconnects using enhanced compact
models [53,54]. They further explored an all-carbon SRAM (ACS) (SRAM: Static Random-
Access Memory) using a 5 nm technology node, which showed a great improvement in
power efficiency with 72% lower energy-delay-product (EDP) and 48% lower static power,
despite a slight speed reduction, compared to 7 nm FinFET (fin field-effect transistor) SRAM
cells with copper-based interconnects [56,66].

From the point of view of CNT-based interconnect integration, both the capacitance
and delay of CNT-based interconnects still have room to be improved compared to copper-
based interconnects in the local interconnect region due to large CNT-metal contact resis-
tance, the density of CNT bundles, and so on [39,43,44,67]. However, the study in [33]
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showed that MWCNTs can exhibit conductivity surpassing that of Cu lines in local inter-
connects by doping with certain concentrations of Pt salts [55,68].

For local interconnects, doping of CNT provides a potential solution to improve the
problems caused by increased capacitance and gradually deteriorated crosstalk and has
an advantage regarding power efficiency; however, CNT-based interconnects still require
further study to overcome CNT–metal interface contact resistance with respect to the current
transistor fabrication process in order to outperform Cu line local interconnects [22].

2.2. Intermediate Interconnect

Intermediate interconnects are usually at a micron-meter scale. They mainly serve
to connect logic blocks and cores. At this level, interconnect delay depends mostly on
the product of resistance and capacitance due to larger transmission lines. Along with
advanced technology nodes, the shrinking of Cu lines leads to the reduction of effective
conducting parts of interconnect lines, which further impact the performance of interme-
diate interconnects. Moreover, repeaters are used at the intermediate level to increase the
drive capability and reduce the signal delay, but bring some negative effects regarding
power dissipation, area resources, and design [69,70].

The long MFP and ballistic transport properties of CNTs are highlighted gradually
in intermediate interconnects [15,71,72]. For densely packed bundles at the intermedi-
ate interconnect level, the bundle resistance is less than that of Cu for a wide range of
interconnect lengths, even for low metallic CNT density (45%) [24]. Dense SWCNT bun-
dle interconnects can easily surpass Cu with at least 30% less latency [24]. Similarly, the
resistivity of MWCNTs could be several times lower than that of Cu wire and becomes
increasingly comparable to that of SWCNT bundles for long lengths (>10 µm) [22,38]. CNTs
not only improve latency but also advances the use of repeaters. With the same repeater
size, carbon-based interconnects have significantly less delay than that of copper-based
interconnects. The optimal number of repeaters could also be reduced [41,47].

Additionally, research shows that both DWCNT and SWCNT bundles provide a
significant improvement in performance compared to Cu wires [40]. In particular, the
performance of DWCNT is even better than that of SWCNT. In the 14 nm technology node,
DWCNT has a 20% improvement in crosstalk-induced time delay over SWCNT at the
intermediate level [42]. From a process point of view, DWCNT is easier to achieve with a
high metallic chirality ratio than SWCNT, and it also has small capacitance [57]. Therefore,
in the intermediate stage, high-density DWCNT bundles could be a better solution under
the consideration of delay based on RC product, as mentioned above. However, in general,
DWCNT is far from SWCNT and MWCNT in terms of application range and process
compatibility, and there are few studies investigating the feasibility of DWCNT. Therefore,
the potential application prospects of DWCNT and the targeted process issues remain to be
further explored.

2.3. Global Interconnect

Global interconnects are usually more than 100 micronmeters. They carry power,
ground, and clock signals, which indicate a high current carrying capacity. Therefore, for
global interconnects, performance improvement should be considered, but more impor-
tantly, the optimization of interconnect reliability should be taken into account to meet the
requirements in advanced nodes.

At the global level, a reduction in the size of Cu lines results in the increase of resistance
and current density, which in turn causes critical issues on delay, IR drop, power dissipation,
and electromigration effect. Moreover, the number of repeaters grows with interconnect
length, increasing power consumption while reducing latency. Under certain conditions,
it could cause a blockage problem, which reduces the transmission efficiency [73]. Power
consumption is not only a problem for energy transmission efficiency but also a thermal
problem caused by high current flow. Thermal management has naturally become one of
the key optimization directions.
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In the global interconnect with resistance as the main factor affecting delay, CNT takes
full advantage of its high mobility and long MFP, surpassing Cu with lower resistance.
For the global interconnect scale, CNT-based interconnect lines have at least 20% lower
resistance compared to that of Cu lines and an optimized RC delay of more than 30%,
which greatly enhances the performance of interconnecting transmission [22,39,74,75].
Additionally, because the transmission length is long enough, the negative effects of non-
ideal factors such as contact and defects are relatively reduced [22,50,76]. Theoretically,
the transport speed of CNT for long-distance transport is much better than that of Cu.
It is worth mentioning that some studies have shown the mixed-CNT bundle has better
performance than using SWCNT bundles [48,77]. However, it is limited by complex
distribution requirements and process challenges; its practical application still needs further
investigation. Figure 6a–g show the SEM images of CNT vias. They display the different
steps in the CNT growth process. They demonstrate that the width, length, and area density
of CNTs in the growth process are difficult to precisely control. Each step in the process
causes changes in the CNTs, as the CNTs are highly variable. The idea of mixed CNT
bundles is practical for interconnect processes. However, using the Gaussian distribution to
simulate the change of CNT diameters at different positions still has a certain discrepancy
with the actual situation, so further exploration is required. The challenge of dimension
control is also applicable to SWCNT bundles and MWCNTs.

Micromachines 2022, 13, x FOR PEER REVIEW 8 of 20 
 

 

compatibility, and there are few studies investigating the feasibility of DWCNT. There-
fore, the potential application prospects of DWCNT and the targeted process issues re-
main to be further explored. 

2.3. Global Interconnect 

Global interconnects are usually more than 100 micronmeters. They carry power, 
ground, and clock signals, which indicate a high current carrying capacity. Therefore, for 
global interconnects, performance improvement should be considered, but more im-
portantly, the optimization of interconnect reliability should be taken into account to meet 
the requirements in advanced nodes. 

At the global level, a reduction in the size of Cu lines results in the increase of re-
sistance and current density, which in turn causes critical issues on delay, IR drop, power 
dissipation, and electromigration effect. Moreover, the number of repeaters grows with 
interconnect length, increasing power consumption while reducing latency. Under certain 
conditions, it could cause a blockage problem, which reduces the transmission efficiency 
[73]. Power consumption is not only a problem for energy transmission efficiency but also 
a thermal problem caused by high current flow. Thermal management has naturally be-
come one of the key optimization directions. 

In the global interconnect with resistance as the main factor affecting delay, CNT 
takes full advantage of its high mobility and long MFP, surpassing Cu with lower re-
sistance. For the global interconnect scale, CNT-based interconnect lines have at least 20% 
lower resistance compared to that of Cu lines and an optimized RC delay of more than 
30%, which greatly enhances the performance of interconnecting transmission 
[22,39,74,75]. Additionally, because the transmission length is long enough, the negative 
effects of non-ideal factors such as contact and defects are relatively reduced [22,50,76]. 
Theoretically, the transport speed of CNT for long-distance transport is much better than 
that of Cu. It is worth mentioning that some studies have shown the mixed-CNT bundle 
has better performance than using SWCNT bundles [48,77]. However, it is limited by com-
plex distribution requirements and process challenges; its practical application still needs 
further investigation. Figure 6a–g show the SEM images of CNT vias. They display the 
different steps in the CNT growth process. They demonstrate that the width, length, and 
area density of CNTs in the growth process are difficult to precisely control. Each step in 
the process causes changes in the CNTs, as the CNTs are highly variable. The idea of 
mixed CNT bundles is practical for interconnect processes. However, using the Gaussian 
distribution to simulate the change of CNT diameters at different positions still has a cer-
tain discrepancy with the actual situation, so further exploration is required. The chal-
lenge of dimension control is also applicable to SWCNT bundles and MWCNTs. 

 

Figure 6. Scanning electron microscope (SEM) images of CNT vias. (a) Top-view image after pat-
terning; (b) cross-section image after etching; (c) image of CNT vias; (d) image of CNT vias after 
dielectric filling; (e) top-view of a single CNT after ion milling; (f) nanoprobe landing on single CNT 
and making contact with CNT tips; (g) image of a 60 nm CNT via before ion milling, where red 
arrows indicate Ni catalyst particle at CNT tip and blue lines indicate the CNT sidewalls. Reprinted 
with permission from ref. [9]. Copyright 2015, IEEE. 

A densely packed SWCNT bundle can reduce power consumption by up to eight 
times compared to Cu-based interconnects at the 14 nm node [24]. Theoretically, at a 

Figure 6. Scanning electron microscope (SEM) images of CNT vias. (a) Top-view image after
patterning; (b) cross-section image after etching; (c) image of CNT vias; (d) image of CNT vias after
dielectric filling; (e) top-view of a single CNT after ion milling; (f) nanoprobe landing on single CNT
and making contact with CNT tips; (g) image of a 60 nm CNT via before ion milling, where red
arrows indicate Ni catalyst particle at CNT tip and blue lines indicate the CNT sidewalls. Reprinted
with permission from ref. [9]. Copyright 2015, IEEE.

A densely packed SWCNT bundle can reduce power consumption by up to eight
times compared to Cu-based interconnects at the 14 nm node [24]. Theoretically, at a length
of 100 microns, its EDP can be 12 times better than Cu, reducing the energy-per-bit by at
least three times at the 11 nm node [45]. The optimization of power consumption is mainly
attributed to the low resistance, low capacitance, and excellent thermal properties of CNTs.
Power consumption issues and thermal issues are often side-by-side.

According to molecular dynamics simulations, the thermal conductivity of CNTs can
reach 6600 Wm−1K−1 [78]. It depends on multiple factors such as CNT length, diameter,
defects, bundle density, etc. [79]. Therefore, CNTs, under different conditions, may be
excellent thermal conductors or thermal insulators [80]. Experiments show that the thermal
conductivity of SWCNTs with a length of 2.6 microns and a diameter of 1.7 nm can reach
3500 Wm−1K−1 at room temperature, while the thermal conductivity of a single MWCNT
with a diameter of 14 nm is more than 3000 Wm−1K−1 at room temperature [52,81]. In
contrast, the thermal conductivity of copper is only about 400 Wm−1K−1. Moreover, CNTs
can maintain the basic stability of the structure at a temperature of 1000 K, which is enough
to cover the upper temperature limit of on-chip interconnects at present [46,82]. CNTs are
excellent thermal conductive materials that can be used to enhance interconnect reliability.
Table 3 summarize the electrical conductivity, thermal conductivity, electron mean free
path, and dielectric constant of various interconnect-based materials.
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Table 3. A summary of properties of SWCNT, MWCNT, Cu-CNT, Cu Co, and Ru.

SWCNT MWCNT Cu-CNT Cu Co Ru

Conductivity (S/cm) 7 × 105 [83,84] 2.7 × 105 [84] 2.3–4.7 × 105 [29,85] 5.8 × 105 1.6 × 105 1.4 × 105

Thermal
Conductivity

@300k (W/mK)
>3500 [52] 3000 [81] 637 [86] 385 100 117

Electron mean free
path @300K (nm) >1 µm [87] >30 µm [88] NA 39 19 [3] 6.7 [3]

Dielectric constant k *
graphene oxide-

polyimide
(k = 2) [89]

graphene oxide-
polyimide
(k = 2) [89]

NA SiCOH
(k = 2.4~2.55) [58]

SiCOH
(k = 2.7~3.2) [58]

SiCOH
(k = 2.4) [11]

* For air gap, k = 1 can theoretically be used as long as the process is compatible.

In CNT thermal models for circuit-level simulations, the temperature is usually intro-
duced as an inverse function of MFP to show its effect on electron–phonon scattering [90,91].
When the interconnect length is longer than the MFP of CNT, the electron–phonon scat-
tering in the length direction of CNT will cause self-heating and temperature increase.
Increased temperature, in turn, enhances scattering and degrades the performance. On the
other hand, for large-diameter CNTs, the band gap between sub-bands is smaller than that
for small-diameter CNTs. The rise of temperature provides sufficient thermal energy for
the carriers to cross the bandgap. That is, the increase in temperature can also increase the
number of conducting channels and enhance the transport ability of CNTs [49]. According
to the model results, at the global length, the temperature is proportional to the resistance
of the CNT [92]. The TCR (temperature coefficient of resistance) value of MWCNT with
a diameter of 50 nm at 100 µm length is 2.7, while the TCR value of Cu is 4 [49]. This
behavior can be explained as follows: for large-diameter MWCNTs, the increase in the
number of conducting channels caused by the temperature increase reduces the scattering
resistance and contact resistance so that the resistance growth and self-heating effects are
not significant compared to Cu. Therefore, CNTs have less resistance sensitivity to temper-
ature. Combined with their lower resistance and inherently better thermal conductivity,
CNT-based interconnects have lower power dissipation and better heat dissipation. For
ideal SWCNT bundle interconnects at dimensions of 10–20 nm wide and 1 mm long, the
delay is five times less than that of Cu interconnects under the same conditions over the
temperature range from 300 K to 373 K [90]. As shown in the simulation in Figure 7,
the maximum temperature of CNT-based via is almost two times better than that of Cu
via [23,24]. In Figure 7, it can also be clearly observed that CNTs can reduce the maximum
temperature regardless of the length of the interconnect used. It demonstrates that the heat
dissipation capability of CNTs is superior to that of Cu.
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The electromigration problem is especially significant in global interconnects, where
interconnect lines carry large current flows that may lead to voids or even circuit failure, as
shown previously in Figure 1. Electromigration is a mass transport process due to the self-
diffusion of metallic ions in response to an electric field applied across interconnects [93].
With the scaling down of dimensions, Cu lines shorten the EM failure time because the
maximum allowed current density decreases with dimension. Research shows that, for
Cu interconnects, the normalized median EM failure time approximately degrades 100%
scaling from the 180 nm node to the 14 nm node [94]. In contrast, CNT-based interconnect
lines have a large current carrying capacity of 109 A/cm2, at least two orders of magnitude
higher than the maximum current density of Cu interconnect [95]. This shows that using
CNT-based interconnects could be a potential solution to alleviate EM problems. In addition
to electromigration, time-dependent-dielectric-breakdown (TDDB) is also an important
reliability issue, which limits the spacing between adjacent wires for a specific low-k
dielectric. After long-term use, the drift of copper ions can cause the deterioration and
breakdown of the interconnect structure [96]. The TDDB-induced damage is shown in
Figure 8. It indicates that after the TDDB test, the TaN/Ta barrier was damaged at the
bottom corner, and more Cu atoms migrated into SiO2 as the test time increased. This
phenomenon seriously affects the performance and reliability of the interconnect. Therefore,
both TDDB and EM are regarded as the key issues surrounding interconnect reliability.
CNT-based interconnects are expected to use dielectrics with a lower dielectric constant
(k < 2.5) [89], thus mitigating the TDDB problem.
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Figure 8. Electron spectroscopic imaging (ESI) analysis of the Cu distribution after the electrical test
of (a) 20 V/106 min + 25 V/638 min and (b) 20 V/106 min + 25 V/872 min. (c) is the schematic
structure of (a,b). The structure consists of Cu interconnects in M1 and M2 metal layers, which are
encapsulated by a TaN/Ta barrier, SiCN capping layer, CoWP top coating, and insulated by ultralow
dielectric permittivity material (porous organosilicate glass). Reprinted with permission from ref. [97].
Copyright 2015, Elsevier.

3. Through-Silicon-Via (TSV)

Through-Silicon-Via is a vital part of modern three-dimensional (3D) integration
technology. In the case of high-density integration in the horizontal direction of a single chip,
the integration direction is further expanded by stacking multiple layers vertically through
TSVs. TSVs further expand the feasibility of continued size reduction and also shorten the
interconnect path. TSV usually transmits periodic power and ground signals. It has been
widely used in 3D integrated circuits and 3D packaging [98], which has great application
prospects in the development of SoC (System on Chip) and heterogeneous integration.

3.1. Carbon Nanotube

A commonly used CNT line integration is vertical growth at high temperatures
(>700 ◦C) by catalyst-enhanced chemical vapor deposition (CCVD). There are fewer cases of
CNT growth directly in the horizontal direction [57]. Therefore, compared to the horizontal
CNT interconnect line process, growing CNTs directly in Vias or TSVs could be a more
friendly process and takes full advantage of vertical CNT bundles [9,27]. Using a flip and
roll technique to form vertical–horizontal combined structures was investigated in [99].

Contact and CMOS process compatibility are the two major challenges of CNT growth,
which affect the resistance and reliability of CNT-based interconnects. Studies have shown
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that aligned CNTs can be grown vertically as TSVs by different methods at a temperature
below 550 ◦C that is compatible with the CMOS process and device fabrication [34,35].
Experiments show that the aspect ratio (AR) of CNT TSV with a length of 50 µm can achieve
5 or 10, while the resistance is only 69.7 Ω [33]. Moreover, CNTs have excellent thermal
conductivity and thermal stability and are very suitable for long-distance transmission
within large current-carrying TSV structures. Recently, a method to fabricate CNT-filled
TSV using the vacuum-assisted spin coating of polyimide (PI) liners was reported in [37].
It is possible to manufacture a CNT TSV with a diameter of 15 microns and a depth of
200 microns (AR~13.3) at low cost and low temperature (<~240 ◦C). The temperature
requirements for CNT TSVs growth have been successfully reduced to be compatible with
CMOS processes. However, using CNTs as Via or in TSV still remains a challenge for mass
production and industrial compatibility [100,101].

For high-frequency applications, with current studies, all metallic SWCNT bundles
have lower resistance than Cu due to their long MFP, while MWCNTs have poor high-
frequency performance due to their large inductance [32,57]. Moreover, the electrical
properties of CNT TSVs are easily affected by changes in kinetic inductance. At high fre-
quencies, the electrical properties of CNTs degrade with increasing kinetic inductance [31].

Therefore, CNT TSVs present great improvement in reliability at the expense of the loss
of conductivity, showing excellent stability and scalability. However, although the process
compatibility of CNTs used as TSVs has been investigated, more attention is required
regarding research on interface contact resistance.

3.2. Cu-CNT Composite

Both TSVs and global interconnects need to transmit large currents as well as AC
(alternative current) signals, which are prone to EM. Faced with this problem, on the basis
of CNT-based interconnects, people thought to combine Cu and CNTs to meet the demand.
Cu-CNT composite has been experimentally proved to be a material with high conductance
(2.3–4.7 × 105 Scm−1) and high current capacity (6 × 108 Acm−2) [29,102].

In terms of electrical properties, it makes up for the low electrical conductivity of CNT
TSV, reaching a level comparable to that of Cu (5.8 × 105 Scm−1). At the same time, the
ampacity is almost 100 times that of copper, which is more resistant to the EM effect [103].
The performance at high frequencies remains similar to Cu [31]. Compared with CNT, the
Cu-CNT composite has better electrical conductivity and the ability to suppress kinetic
inductance changes [104]. In addition, its stability and reliability are much better than
Cu, which makes the Cu-CNT composite TSV a potential candidate for high-frequency
3D-IC applications. Moreover, studies have shown that surface modification based on Cu-
CNT composite can continue to improve its electrical and mechanical properties [105,106].
Although the improvement effect of surface modification is not significant, it provides a
direction for further development.

In terms of thermal properties, Cu-CNT composite has higher thermal conductivity
and lower CTE (coefficient of thermal expansion) than copper. When the CNT concen-
tration reaches 250 mg/L, the thermal conductivity of the Cu-CNT composite can reach
637 Wm−1K−1 [86], which is inferior to CNT (>2000 Wm−1K−1) but still better than Cu
(385 Wm−1K−1). Compared with pure copper, the Cu-CNT composite with 50% copper
can reduce the CTE by 90% [51]. At the circuit level, Cu-CNT TSV shows its excellent
thermal properties. For Cu-CNT TSVs, the filling rate of CNTs is inversely proportional to
the temperature increment and the maximum temperature [107]. Additionally, it exhibits
less temperature sensitivity than Cu in both conductivity and high-frequency transmission
performance [108].

From a process point of view, the use of Cu-CNT composite materials can better
combine with the existing Cu process and have good interface compatibility. It is possible
to achieve void-free filling, CMP (chemical mechanical polishing), or patterning integration
and decrease variability [36]. Figure 9 show the fabrication process of Cu-CNT TSVs.
Grid arrays of carbon nanotubes are grown by CVD (chemical vapor deposition). After a
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series of steps, including sputtering, transfer, etc., Cu is injected into the pre-reserved gaps
during the electroplating process to realize the Cu-CNT composite, as shown in Figure 10.
Unfortunately, the major challenge is the process still needs to be improved and explored
to be suitable for VLSI manufacture [109,110]. Specific developments are required for
Cu-CNT composites.
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Figure 9. Process flow diagram of Cu-CNT TSV fabrication. (a) Patterned catalysts were deposited
by E-beam evaporation. (b) A CNT grid array was synthesized by using CVD. (c) Sputtered 10 nm
Ti and 20 nm Au onto the CNT grid array. (d,e) In parallel to these steps, the target Si wafer/chip
with via was prepared by deep reactive ion etching (DRIE). (f) Thermal release tape was attached
onto the front surface of the target wafer/chip and the CNT grid array were transferred into the via.
(g) The donor wafer/chip was removed. (h) Cu was transferred into the vias by electroplating to
form the composite CNT/Cu TSV and the adhesive tape was removed. (i) Electrical performance
was characterized by the four probe method. Reprinted with permission from ref. [28]. Copyright
2016, IOP Publishing.
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In conclusion, although the manufacturing process has yet to be further developed
toward industrial requirements, the use of Cu-CNT composite as a TSV or global intercon-
nect material enhances both the performance and reliability of the integrated circuit, even
better than CNT in the aspect of electrical performance. In addition, surface modification
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provides room for further development. Therefore, Cu-CNT composite material is one of
the potential solutions for future global interconnects.

4. Discussion and Perspectives

With the continuous reduction of the overall size of integrated circuits, entering the
nanometer and angstrom era, Cu/low-k interconnects have not been replaced as predicted
by some articles [13,111] and have stood the test of time. For CNT-based interconnects,
there have been many achievements in physical models, designs, and processes in the past
few decades. Most of them indicate that CNT-based interconnects have three advantages,
high performance, improved reliability, and better energy efficiency [84], which are suitable
for on-chip interconnect applications. Moreover, many studies have shown that there is
great potential for CNT-based interconnects to surpass Cu lines under certain conditions.

As far as physical models are concerned, efforts should be made to develop realistic,
high-reliability physical models. It is not only necessary to consider the ideal situation but
also to further consider various factors such as variability and defect-containing factors.
Hierarchical physical models should be considered from material to device to circuit, con-
sidering the possible non-ideal effects in the actual fabrication process as comprehensively
as possible. In that case, design technology co-optimization (DTCO) should be investigated
to provide a theoretical basis and guidance for future CNT-based interconnect architectures.
In terms of the CNTs integration process, it should focus on optimizing issues including
contact, CNT density and distribution, chirality control, growth temperature, and cost to
meet the requirements for VLSI circuit manufacture. In addition, doping of CNT and Cu-
CNT composite material needs specific research to enrich the full schema of carbon-based
BEOL integration.

Moreover, for CNT-based interconnect circuit-level simulations and behavior analysis,
fault diagnosis should be properly incorporated. The purpose is to detect, identify, and
isolate various anomalies and faults as early as possible in order to minimize their damage
and facilitate the VLSI manufacturing process. However, there is little research in this
area. Most of these studies focus on diagnosing and measuring delay faults. A ring
oscillator-based testing technique [112] and a model with an inverter chain followed by a
D flip-flop [113] are, respectively, proposed to diagnose and measure delay–fault caused
by the variability of CNTs [53]. Such techniques help to judge whether the dimension of
CNTs is as expected. However, for fault-tolerant technology, the traditional method is not
applicable due to the large power consumption and area [84]. Hence, a defective CNT-
immune design technique is proposed with a smaller power, area, and speed impact than
traditional defect and fault tolerance techniques [114]. It solves the problems of misposition
and misalignment of CNTs and has good compatibility with the current VLSI circuit design
flows. Nevertheless, the above-mentioned techniques do not comprehensively cover the
possible factors of CNT-based interconnect failure, such as the chirality of CNTs where
all-metallic CNTs are favorable for interconnect applications. Therefore, the fault diagnosis
and tolerance technology for CNT-based interconnects still need to be further explored to
serve VLSI circuit manufacturing.

While continuing to delve into the physical nature of CNTs, novel application-
oriented optimization designs should also be carried out based on the advantages of
CNTs themselves. For example, the application of CNT in N3XT and N3XT 3D MOSAIC
structures (N3XT: Nano-Engineered Computing Systems Technology; MOSAIC: MOno-
lithic/Stacked/Assembled IC) [115,116]. The N3XT structure contains energy-efficient
field-effect transistors (FETs), high-density nonvolatile memories, fine-grained monolithic
3D integration, efficient heat removal, and computation immersed in memory. Moreover,
CNTs hold the promise of optimizing thermal management in the N3XT 3D MOSAIC.

5. Conclusions

In this paper, we reviewed the state-of-the-art CNT-based interconnects from the
perspective of different interconnect levels and TSV applications. Carbon nanotubes exhibit
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different properties at different length stages. Theoretically, although CNTs have a good
crosstalk suppression in the local interconnect, their resistance and delay are still larger
than Cu. CNT-based interconnects also have critical process requirements for defects,
contacts, and variability in the local stage. Based on the reduced resistance caused by long
MFP, CNTs with high purity and high metallic fraction begin to show performance beyond
that of Cu in the intermediate interconnects. At the global level, not only the electrical
performance surpasses Cu, but also the advantages in reliability are fully exerted, such as
high thermal conductivity, large current carrying capacity, and large EM resistance. The
integration process for achieving high density and large MFP would be the key solution to
enhance the performance of CNT interconnects on the global stage. In TSV applications,
the excellent reliability of CNTs is demonstrated again. Nevertheless, the electrical property
of CNT TSV is still limited by the integration process. A low-temperature Si-compatible
CNT growth process is always necessary for VLSI circuit manufacturing. The emergence of
Cu-CNT composites makes up for the deficiency of CNT’s electrical property and achieves
both excellent electrical conductivity comparable to Cu and improved reliability. The
performance, reliability, and process requirements of CNT-based interconnects at different
lengths are briefly summarized in Table 4.

Table 4. A summary of the performance, reliability, and process requirements of CNTs at different
length scales by comparing with Cu.

Local Intermediate Global TSV

Performance

Inferior to Cu (non-ideal)

~30% lower delay

>30% lower delay
8 times less power

consumption
7 times larger

thermal conductivity

Inferior to Cu (non-ideal)

Exceeds Cu (ideal)

Exceeds Cu at high
frequency (ideal)

Better thermal performance

Reliability Exceeds Cu Exceeds Cu Exceeds Cu Exceeds Cu

Process
requirements

Defectless CNTs [50],
Low variability [53],

Low contact resistance [53],
Low temperature

(Si process compatible) [36]

Defectless CNTs [50],
Dense bundle,

High purity [50,51],
High metallic fraction [22],

Low temperature
(Si process compatible) [51]

Dense bundle [39],
Large electron MFP [39],

High metallic fraction [22],
Low temperature

(Si process compatible) [117]

Dense bundle [118],
Large electron MFP,

High metallic fraction [32],
Cu-CNT composite [28],

Low temperature
(Si process compatible) [37]

Integration processes and compatibility are always the key challenges. Contact, den-
sity, chirality, defects, and CNT growth temperature (process temperature) have always
been obstacles that need to be overcome in the development of CNTs. In particular, some
progress has been made in reducing the CNT growth temperature, which improves compat-
ibility. Carbon nanotube technology provides opportunities to realize power-consumption-
oriented, energy-efficient on-chip interconnect applications. Thus, CNT-based interconnects
have the potential to promote 3D integration, heterogeneous integration, and other direc-
tions to achieve high-performance, low-cost, high-energy-efficiency architectures.
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