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Preface to ”Processing and Conversion of Oil and Gas:
Modeling, Control, Simulation and Optimization”

Processing and Conversion of Oil and Gas: Modeling, Control, Simulation, and Optimization describes

the core of the activity of petrochemical engineers, process controller engineers, industrial engineers,

energy engineers, and researchers in the oil and gas field.

Petroleum is considered the black gold of the earth, but this treasure cannot be utilized without

the usage of innovative and up-to-date technologies for its recovery and conversion. To the best of our

knowledge, the crude oil extracted from wells is not in a pure form and is mainly composed of oil, gas,

and water. Thus, the need for an oil processing plant to separate it from other fluids and impurities

in an environmentally friendly manner is crucial. Therefore, these remaining contaminants can be

highly problematic during oil transportation or usage, hence novel optimized methods are needed to

improve oil processing.

Natural gas is nowadays considered the main bond between existing fossil fuels and future

resources. Nevertheless, it may contain low amounts of chemicals, such as hydrogen sulfide, carbon

dioxide, nitrogen, and helium. Therefore, natural gas processing is designed to refine the raw gas

by eliminating impurities, thus producing a dry natural gas compliant to the pipeline gas quality

specifications. Natural gas processing plants can remove several types of contaminants, such as

water, hydrogen sulfide, carbon dioxide, mercury, and other hydrocarbons. The application and

improvement of different operations including sweetening and dehydration make the raw natural

gas ready for usage or conversion.

The conversion of oil and gas is mainly conducted through refineries and chemical processing

plants. Hence, oil and gas refining leads through the combination of several physicals, chemical, and

thermodynamical processes to the formation of many valuable products, including fuels, materials,

chemicals, and/or heat and power. To note that even the polluting emissions of the refineries that can

be formed at any stage of the oil or gas conversion process have a certain economic value and can be

further processed or sold. Moreover, the impurities removed during the oil and gas processing step

are not always considered as waste but instead, they are considered as potential by-products of this

industry. Therefore, by aiming toward a green process and limiting energy consumption, economic

and environmental benefits will take place.

This book explores the modeling, control, simulation, and optimization of new and revamped

petrochemical processes using proven software. Thus, it offers novel illustrative examples,

prospective applications, and solutions to improve these processes. Furthermore, applying numerical

methods and optimization at both the theoretical and practical levels are within the scope of this book.

Jean-Claude Assaf

Editor
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1. Introduction

Petroleum is considered the black gold of the earth, but this treasure cannot be utilized
without the usage of innovative and advanced technologies for its recovery and conversion.
To the best of our knowledge, the crude oil extracted from wells is not in a pure form and
is mainly composed of oil, gas, and water. Therefore, an oil processing plant to separate
it from other fluids and impurities in an environmentally friendly manner must be em-
ployed. The residual contaminants can be highly problematic during oil transportation or
handling, hence novel optimized methods are essential to improve oil processing. Never-
theless, natural gas is nowadays considered the main bond between existing fossil fuels
and future resources. Natural gas is primarily composed of methane and may contain
variable amounts of other higher alkanes. Besides, natural gas may have low amounts of
chemicals such as hydrogen sulfide, carbon dioxide, nitrogen, and helium. Natural gas
processing is designed to refine the raw gas by eliminating impurities, thus producing dry
natural gas compliant to the pipeline gas quality specifications. Natural gas processing
plants can remove several types of contaminants such as water, hydrogen sulfide, carbon
dioxide, mercury, and other hydrocarbons. The application and enhancement of different
operations including sweetening and dehydration make the raw natural gas ready for
usage or conversion. The conversion of oil and gas is mainly conducted through refineries
and chemical processing plants. Consequently, oil and gas refining leads through the
combination of several physical, chemical, and thermodynamic processes to the formation
of many valuable products including fuels, materials, chemicals, and/or heat and power.
To note that even the polluting emissions of the refineries that can be formed at any stage
of the oil or gas conversion process have a certain economic value and can be further
processed or sold. Moreover, impurities removed during the oil and gas processing step are
not always considered as waste, but rather potential by-products of that industry. The goal
of refineries is generally to successfully implement an environmentally friendly process
that provides an economic and environmental benefit.

This Special Issue on “Processing and Conversion of Oil and Gas: Modeling, Con-
trol, Simulation and Optimization” (https://www.mdpi.com/journal/processes/special_
issues/oil_conversion, accessed on 21 January 2023) of Processes collects the recent work
of leading researchers on modeling, control, simulation, and optimization of new and
revamped petrochemical processes using proven software. Therefore, it offers novel illus-
trative examples, prospective applications, and solutions to improve these processes.

2. General Methods

Some papers employ general and practical methods of chemical process engineering
through a holistic approach. The article by Al-Rabiah et al. [1] proposed the non-random
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two-liquid (NRTL) model in Aspen Plus to determine the vapor-liquid-liquid equilibrium
by simulating the esterification reaction. This method was applied to design and model
a membrane reactor-based process for an annual plant capacity of 92,500 metric tons of
butyl acetate. Moreover, the UNIFAC method was applied as a thermodynamic model to
simulate the pill particle discharge process test [2] and to develop a novel process for the
production of methyl isobutyl ketone (MIBK) from hydrogen and acetone [3]. Lui et al. [2]
studied the discharge process and its mechanism using the discrete element method (DEM)
with self-developed annular corrosion pill particles and the discharge device to optimize
the oil and gas field wellbore casing annular corrosion process. To simulate the pill particle
discharge process simulation test, the EDEM software Hertz–Mindlin contact mechanics
model was also employed. Additionally, Al Rabiah et al. [3] applied the UNIFAC method
using CHEMCAD v.7.1 software to develop a process flow diagram for the production
of methyl isobutyl ketone (MIBK) based on a production of 30,000 metric tons of MIBK
per annum with 30 days assigned for maintenance. This study proposed a Generalized
Additive Model based on 21 recognized dimensionless numbers to predict the pressure
drop of gas–liquid two-phase flow based on 5011 records in the Tulsa Unified Fluid Flow
Project (TUFFP) database. The process was heat integrated, resulting in a 26% and a 19.5%
reduction in the heating and cooling utilities, respectively, leading to a 12.6% reduction in
the total energy demand.

Cepeda-Vega et al. [4] proposed a Generalized Additive Model (GAM) to calculate
the pressure drop in a gas–liquid two-phase flow at horizontal, vertical, and inclined pipes
based on 21 different dimensionless numbers. The GAM non-parametric method achieved
a high prediction capacity and permitted a good degree of interpretability describing each
predictor’s marginal effects, unlike in other machine Learning methods. A mean relative
error of at most 19.98% for stratified flow and 12.93% for all the data points in a randomly
sampled test set was obtained. Guo et al. [5] develop a mathematical model for the stability
of a viscous liquid jet in a coaxial twisting compressible airflow. This model considers
several factors such as the twist and compressibility of the surrounding airflow, the viscosity
of the liquid jet, and the cavitation bubbles within the liquid jet, to be able to analyze the
effects of aerodynamics caused by the gas–liquid velocity difference on the jet stability.

3. Processes Optimization

Several articles study certain processes to promote specialized models to improve
their performance by examining and modifying the operating parameters. Therefore, the
related studies will be described in the following. Oil quality improvement is investigated.
Complex reaction extraction methods have been usually used to reduce nitrogen-containing
compounds (NCs) from a coal tar fraction. Su Jin Kim [6] reduce NCs contained in wash oil
by applying a batch equilibrium extraction. Wash oil and an aqueous solution of formamide
is employed as the raw material and the solvent, respectively. The formamide extraction
method is efficient with results to reduce the NCs of wash oil, and it is expected to be
an alternative to the complex reaction extraction methods that have been applied. Al
Rabiah et al. [7] present a promising novel industrial scheme for the synthesis of Dimethyl
carbonate (DMC) via the oxidative carbonylation of vaporized methanol with dimethyl
oxalate (DMO) as a byproduct. DMC and DMO are produced on a copper chloride catalyst
in an isothermal FBR. A MeOH conversion rate of 81.86% and a DMC selectivity of 83.47%
are reached. DMO purification is achieved through conventional distillation at 99.9 mol%.
The pressure-swing technique is applied to separate the DMC-H2O azeotropic mixture and
a 99.78 mol% pure DMC product is obtained.

Encinar et al. [8] evaluate the usage of rapeseed oil as a starting point for a biorefinery.
Biolubricant production through double transesterification is studied by modeling and
designing the kinetics of the second transesterification and the reactor. A SAE 10W30
biolubricant suitable for Diesel engines, is obtained. A batch reactor, with a pseudo-first
reaction order and a reactor volume of 9.66 m3 is selected to produce this biolubricant
in Spain.

2
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Optimizing cleaning performance of reactors seems to be as important as process
optimization. Therefore, Zhang et al. [9] studied the structure of self-excited oscillation
pulsed jet nozzles (SOPJNs) to optimize cleaning and energy efficacies. The jet performance
of a SOPJN was investigated and modeled based on computational fluid dynamics con-
sidering a large eddy simulation and homogeneous cavitation. The investigation includes
several parameters such as inlet diameter, cavity diameter, cavity length, wall reflection
angle, and inlet pressure on the jet’s peak velocity, oscillation frequency, and cavitation
number, cavity length, and wall reflection angle produced a jet with a high peak velocity
and strong cavitation.

4. Processes Safety

Moreover, one article deals with pipelines risk. In fact, the shale gas collection and
transportation pipeline causes significant risk due to certain geographical conditions and
climatic conditions. Chen et al. [10] proposed a methodology that considers several failure
scenarios including third-party damage, corrosion, design and construction defects, mis-
operation, and natural disasters. Since the used method employs subjective and objective
data from different sources, an improved analytic hierarchy process was applied to process
data and minimize subjectivity.

5. Economic Aspect

Finally, Ahmed et al. [11] analyzed the unexpected fuel price changes for the first
time in Pakistan. The study aims to understand whether the fuel price driver is demand
driven or whether it is exuberant consumer behavior that prevails and contributes to a
sudden spike in the fuel price series. The empirical analysis is performed using a novel
state-of-the-art generalized sup ADF (GSADF) approach on six commonly used fuel price
series, such as LDO (light diesel oil), HSD (high-speed diesel), petrol, natural gas, kerosene,
and MS (motor spirit).

6. Conclusions

To conclude, a broad variety of papers were presented. Many studies deal with general
methods applicable to certain processes to improve the methods of process engineering.
Other proposed studies are dedicated to improving and optimizing processes performance
by examining and modifying the operating parameters, and improving the cleaning perfor-
mance of reactors. One article analyzes safety risk of pipelines in China by studying several
risk factors. Finally, the economic aspect was treated to understand the sudden fluctuation
in fuel price in Pakistan.

Author Contributions: Writing—original draft preparation, J.C.A.; M.A.D.; writing—review and
editing, J.C.A.; M.A.D. All authors have read and agreed to the published version of the manuscript.

Conflicts of Interest: The authors declare no conflict of interest.
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Article

Novel Process for Butyl Acetate Production via Membrane
Reactor: A Comparative Study with the Conventional and
Reactive Distillation Processes
Abdulrahman A. Al-Rabiah * , Abdullah E. Alqahtani, Rayan K. Al Darwish and Abdulaziz S. Bin Naqyah

Chemical Engineering Department, College of Engineering, King Saud University, Riyadh 11421, Saudi Arabia
* Correspondence: arabiah@ksu.edu.sa; Tel.: +966-11-4676844; Fax: +966-11-4678770

Abstract: Butyl acetate (BuAc) is widely used as a solvent in many applications, mainly in the food
and pharmaceutical industries. The conventional process for BuAc production is both capital and
energy intensive. The purification process involves the separation of BuAc from the azeotropic
mixture of water and n-butanol, which is difficult to accomplish using a simple distillation unit. In
this study, a membrane reactor (MR) for BuAc production via the esterification of n-butanol was
investigated. The MR using the Amberlyst-15 catalyst was modeled and validated with previously
reported experimental data, and a good agreement was achieved. The ultimate conversion of n-
butanol using the MR was 92.0%, compared to 69.8% for the conventional reactor. This study is
the first to propose an intensified MR-based process for butyl acetate production. The MR-based
process was developed and rigorously simulated using Aspen Plus for an annual plant capacity
of 92,500 metric tons of BuAc. The MR-based process is environmentally friendly regarding CO2

emissions, with a reduction of 80% compared to the conventional process. The economic analysis
of the MR-based process shows a payback period of 2.7 years and a return on investment (ROI) of
23.1%. The MR-based process for BuAc production is a promising technology that provides similar
key benefits as compared to the reactive distillation (RD) process.

Keywords: butyl acetate; acetic acid; n-butanol; esterification; membrane reactor; reactive distillation;
amberlyst-15 catalyst; energy efficiency; economic evaluation

1. Introduction

Butyl acetate (BuAc) is commonly used as a solvent across many industries, mostly in
the manufacturing of adhesives, lacquers, coatings, and paints [1–6]. The pharmaceutical
and cosmetic industries use butyl acetate as an extraction agent or solvent. In the food
industry, BuAc is used to synthesize fruit flavors [7]. BuAc is produced on an industrial
scale by n-butanol esterification with acetic acid. Strong acids are required to catalyze this
reversible reaction using solid-acidic catalysts such as ion exchange resins [8–11].

The membrane reactor (MR) is a catalytic reactor that combines reaction and separa-
tion processes to increase the reaction yield when the thermodynamic equilibrium limits
the conversion [12,13]. The separation inside the MR is performed through a selective
membrane that allows some components to permeate through to the other side. In this
way, the thermodynamic is shifted to an upper limit so the reaction can proceed forward
to reach a higher conversion. Guangrui Liu et al. experimentally studied the synthesis of
BuAc using the esterification of n-butanol through a catalytic membrane reactor (CMR) at
363 K [14]. Liu et al. studied the performance of pervaporation-assisted esterification using
a cross-linked polyvinyl alcohol (PVA) membrane [15]. Khajavi et al. studied the esterifi-
cation reaction in a hydroxy sodalite membrane reactor catalyzed by Amberlyst-15 [16].
Many studies have been published on testing different membrane reactors and water flux
through different membranes under various reactive conditions. For instance, Zeolite A,
Zeolite T, MOR, and NaA are water-selective membranes that were experimentally tested

5
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for the esterification of ethanol with lactic acid [17–19]. Although they were tested for
different reactions, they showed good results for water flux and selectivity, which could be
used for n-butanol esterification.

The conventional process for butyl acetate synthesis was studied by Shen et al., and
a continuous stirred-tank reactor (CSTR) and three distillation columns were utilized
for the process configuration [20]. The downside of the conventional process is that the
esterification reaction is limited by the thermodynamic equilibrium. The conversion is
typically low and does not exceed 70% [21]. In addition, the downstream purification
process of BuAc using distillation columns is relatively complex and capital-intensive due
to the azeotropic behavior of n-butanol and water [8].

Reactive distillation (RD) significantly reduces the energy and capital costs of the
process by combining the reaction and separation equipment into one operating unit [22].
Several studies in the literature investigated the utilization of reactive distillation for the
production of butyl acetate [2,8,23,24]. The RD technology can be utilized in a conventional
multi-unit process to reduce energy and capital costs by five times [25]. However, one
major drawback of RD technology is the complexity of the design and operation.

No previous work has been reported in the literature on developing an MR-based
process for butyl acetate production via n-butanol esterification. Based on previous experi-
mental studies, the goal of this research is to create a mathematical model to demonstrate
the MR performance and validate the model results with the experimental data. The MR
model is then utilized to develop a novel MR-based process for butyl acetate production.
The new MR-based process is compared with the two well-known technologies: the con-
ventional and the RD-based processes. The three processes are also evaluated based on
technical performance, environmental impact, and economic profitability.

2. Reaction Chemical Equilibrium

The esterification reaction of n-butanol (BuOH) with acetic acid (AA) is shown in
Equation (1):

BuOH + AA 
 BuAC + H2O ∆H298 = −29.312 kJ/mol (1)

Due to the non-ideality of the system in the esterification reaction, the non-random
two-liquid (NRTL) equation of state has been selected to determine the vapor-liquid-liquid
equilibrium (VLLE) [23]. The NRTL model included in Aspen Plus was used to simulate
the esterification reaction. The change of equilibrium conversion of n-butanol with the
reaction temperature was determined using the equilibrium reactor as shown in Figure 1.
It was noticed that the conversion decreases as the temperature increases, which confirms
that the n-butanol esterification reaction is exothermic, as shown by Equation (1).
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It should be emphasized that the n-butanol and water form an azeotropic mixture,
which makes the separation more complicated. Shen et al. used 1,4-butanediol as a solvent
to separate n-butanol from water [20]. A residue curve between n-butanol, water, and
the solvent (1,4-butanediol) has been created using Aspen Plus, as shown in Figure 2. An
azeotrope point is formed at 23.5% butanol and 76.5% water at a temperature of 91.6 ◦C
(364.7 K).
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3. Model Development

A mathematical model for the MR was developed based on the experimental data
reported [16]. In the experimental work, a hydroxyl sodalite membrane was used in the
reactor for the water separation from organic compounds.

The water permeation flux for the membrane reactor model was obtained from Kha-
javi et al. [16]. The Amberlyst-15 catalyst was used in the membrane reactor. The reaction
rate expression using the Amberlyst-15 catalyst reported by Khajavi et al. is described in
Equations (2)–(4) [16]:

rate o f reaction (r) = kF

(
CAACBuOH − CBuAcCH2O

keq

)
(2)

kF = 0.103
L

mol min
(3)

keq = 3.51 (4)

where r is the reaction rate, Ci is the concentration of the individual species, kF is the
reaction rate constant, and keq is the equilibrium constant.

The concentration of species i is expressed by:

Ci = Ni/V (5)

where
V = ∑ Ni

Mi
ρi

(6)

Ni is the number of moles, V is the reaction volume, Mi is the molar mass, and ρi is
the density.

7
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The change in the number of moles over time of species i is expressed as:

dNi
dt

= −riV − Ji A (7)

where ri is the formation rate of component i, Ji is the membrane flux of component i, A is
the effective area of the membrane.

Since there are only traces of n-butanol, butyl acetate, and acetic acid that can permeate
through the membrane, these traces are assumed to be negligible. Therefore, the total flux
can be assumed to equal the water flux (JW), which is calculated by Equation (8).

JW = PWCW (8)

where PW is the permeability coefficient of water.
Equations (9)–(12) were used to solve for the flowrates of the components along the

length of the membrane reactor:

1
Ac

d(FBuOH)

d(z)
= −kF

(
CAACBuOH − CBuAcCH2O

keq

)
− JBuOH A (9)

1
Ac

d(FAA)

d(z)
= −kF

(
CAACBuOH − CBuAcCH2O

keq

)
− JAA A (10)

1
Ac

d(FBuAc)

d(z)
= kF

(
CAACBuOH − CBuAcCH2O

keq

)
− JBuAc A (11)

1
Ac

d(FW)

d(z)
= kF

(
CAACBuOH − CBuAcCH2O

keq

)
− JW A (12)

where Fi is the flowrate of component i, Ac is the cross-sectional area, and z is the length of
the membrane reactor. The model was solved using ODE45, which is based on an explicit
Runge–Kutta (4,5) formula embedded in MATLAB software, R2020a (9.8) (Portola Valley,
CA, USA).

4. Membrane Reactor Performance

The developed model was validated to accurately simulate the membrane reactor
performance. A feed ratio of 1:1 for n-butanol and acetic acid was used in the experimental
work. Table 1 lists the parameters used for the mathematical model [16].

Table 1. Membrane reactor model parameters.

MR Model Parameters

BuOH flowrate 100 (kmol/h)
AA flowrate 100 (kmol/h)
Reactor length 8 m
Membrane effective surface area
MR cross sectional area

100 m2

12.5 m2

Permeability coefficient of water (PW) 0.00148 (m−2·h−1)

Figure 3 illustrates the concentration as a function of time obtained by the model and
compares it with the experimental work conducted by Khavaji et al. [16]. The obtained
results were in good agreement with the experimental work. Figure 4 illustrates the
statistical variation of concentration results of theoretical calculations vs. experimental with
the resultant coefficient of determination (R2) of 0.9973. The coefficient of determination
indicates a good agreement between the experimental and theoretical results. Table 2
shows the model conversion results in comparison with the experimental data and their
relative deviation.

8
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Table 2. Model results and experimental data using MR for BuAc production.

Sample Conversion (%)
Relative Deviation (%)

Experimental Results [16] Model Results

1 78.675 80.75 2.637
2 86.125 85.5 −0.725
3 89.125 87.875 −1.403
4 90.375 89.125 −1.383

Water is separated from the membrane reactor until it is almost removed as the
permeate stream. Figure 5a shows the conversion of n-butanol in the membrane reactor as
a function of MR residence time. The conversion achieves 92% at the end of the membrane
reactor, which is similar to the previous experimental work [16].
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Figure 5. n-Butanol conversion as a function of (a) the residence time of the membrane reactor and
(b) acetic acid/n-butanol feed ratio.

Figure 5b shows n-butanol conversion at different feed ratios of acetic acid to n-butanol.
It is evident that the increase in acetic acid to n-butanol feed ratio increases the n-butanol
conversion. However, the increase in the feed ratio will eventually cause more problems
during product purification. The flowrates of reaction species and n-butanol conversion as
a function of reactor length are shown in Figures 6 and 7, respectively.

The results obtained from the MR model were used in Aspen Plus to simulate the
membrane reactor process, as described in the next section.
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5. Membrane Reactor-Based Process

The membrane reactor-based process for butyl acetate production was developed and
simulated using Aspen Plus. Simulation software such as Aspen Plus has built-in models
and databases that can be utilized to design, optimize, and control processes [23].

The developed MR-based process flowsheet is shown in Figure 8. A liquid n-butanol
(stream 1) and a liquid acetic acid (stream 2) at a temperature of 298 K and a pressure of
111 kPa are mixed with the recycled acetic acid and n-butanol in the vessel, V-101. The feed
stream (stream 3) is pumped into the membrane reactor (R-101) at a pressure of 304 kPa
and a temperature of 313 K. The MR reactor is operated isothermally at a temperature
of 363 K and a pressure of 280 kPa. The design parameters for the membrane reactor
(R-101) are shown in Table 3. Butyl acetate and water are formed over the heterogeneous
catalyst Amberlyst-15. As the reaction proceeds, water (stream W) is removed from the
membrane reactor. Traces of other organic components dissolved in water have been
considered. The MR effluent (stream 4) is pumped to a distillation column (T-101) for
further purification. Figure 9a shows that the n-butanol and butyl acetate form an azeotropic
mixture at atmospheric pressure. Figure 9b illustrates that the separation is possible at
304 kPa, but it requires a large number of stages. Figure 10 shows the liquid-phase molar
compositions of n-butanol, acetic acid, and water inside the distillation column T-101
(Figure 8). The unreacted acetic acid and n-butanol are separated at the top of T-101
(stream 5) and recycled to the feed vessel, V-101. The product with a purity of 99.0 mol%
(stream 6) leaves the bottom of the distillation column, and it is cooled down in heat
exchanger E-101 to be sent to a storage tank (stream 6). The stream results of the process
are shown in Table 4. Table 5 shows a summary of the major equipment parameters for the
MR process.
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Figure 8. Process flow diagram (PFD) of butyl acetate production using a membrane reactor.

Table 3. Reactor design specifications for the membrane reactor process.

Membrane Reactor Specification

BuOH to AA feed ratio 1:1
Temperature 363 K

Reactor pressure 284 kPa
Membrane surface area

Catalyst
100 m2

Amberlyst-15
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Figure 10. Liquid-phase molar compositions of components inside the extractive distillation column
as a function of stage number.

Table 4. Stream information of the MR-based process for n-butanol esterification with acetic acid.

Stream 1 2 3 4

Temperature (K) 298.2 298.2 311 362.1

Pressure (kPa) 111 111 304 304

Enthalpy (kW) −12,825 −9129 −24,042 −16,529

Molar vapor fraction 0 0 0 0

Mass flow (kg/h) 6065 7412 14,825 13,010

Component Flowrates in (kmol/h)

Butanol 0 100 108.69 8.69

Acetic acid 101 0 110.12 10.12

Butyl-acetate 0 0 1.18 101.07

Water 0 0 1.01 1.01

Stream 5 6 7 W

Temperature (K) 422.4 444.9 313.2 362

Pressure (kPa) 284 3.2 132 223

Enthalpy (kW) −2090 −13,756 −14,727 −7818

Molar vapor fraction 0 0 0 0

Mass flow (kg/h) 1347 11,663 11,663 1814

Component Flowrates in (kmol/h)

Butanol 8.69 0 0 0.01

Acetic acid 9.12 1 1 0.01

Butyl-acetate 1.18 99.89 99.89 0.1

Water 1.01 0 0 99.99
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Table 5. Major equipment parameters summary for the MR-based process.

Equipment Parameter Specifications

Membrane Reactor R-101

Volume
Length
Heat duty
Temperature
Pressure
Acetic acid/n-butanol

100 m3

8 m
−286 kW
363 K
223 kPa
1:1

Distillation column T-101

Number of stages
Feed stage
Reboiler heat duty
Condenser heat duty
Distillate rate
Bottoms rate

42 stages
21
5208 kW
−4526 kW
20 kmol/h
100.9 kmol/h

Heat exchanger E-101
Heat duty
Outlet temperature
Outlet pressure

−970 kW
313 K
132 kPa

P-101
Discharge pressure
Head
Fluid power

304 kPa
11 m
0.92 kW

P-102
Discharge pressure
Head
Fluid power

304 kPa
23 m
0.36 kW

6. Alternative Processes

The alternative processes for butyl acetate synthesis are the conventional one, which is
based on an isothermal catalytic fixed-bed reactor, and reactive distillation. Both processes
are simulated in this study using Aspen Plus software for the same plant capacity and
catalyst. The input data sets for each process were obtained from the literature [20,23].
All alternative processes were developed for equal annual plant capacity and the same
product purity.

6.1. Conventional Process

The conventional process for the esterification of n-butanol using a fixed bed reactor is
shown in Figure 11. The kinetic model used for the n-butanol esterification reaction is based
on the commercial Amberlyst-15 catalyst and is represented by Equations (13)–(15) [1]:

rate o f reaction (r) = kFCAACBuOH − kBCBuAcCH2O (13)

kF = exp (11.472 − 6986.3
T

) (14)

kB = exp (12.482 − 7937.7
T

) (15)

where r is the reaction rate, Ci is the concentration, kF, and kB are the forward and backward
reaction rate constants, respectively, and T is the reaction temperature (K). Figure 12
illustrates the component flowrate as a function of reactor length using the kinetic model
equations, Equations (17)–(19).
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Figure 12. Components flowrates as a function of reactor length using the kinetic model.

The plant was designed to produce 92,500 metric tons of butyl acetate annually. Acetic
acid (stream 1) and n-butanol (stream 2) are fed to the process and mixed in vessel V-101. A
recycle (stream 12) that contains acetic acid and n-butanol is recycled to mix with the feed
in V-101. The fresh feed and recycled stream are pumped by P-101 and enter a fixed-bed
reactor, R-101, with a feed ratio of 1:1. Table 6 lists the design parameters and assumptions
of reactor R-101. Figure 13 presents the equilibrium and kinetic conversions of n-butanol
as a function of reaction temperature. The fixed-bed reactor process was simulated using
the kinetic reactor (RPlug) of Aspen Plus. It was noticed that the maximum n-butanol
conversion that could be achieved is ~70%. Figure 14 shows the n-butanol conversion as
a function of reactor length, and the conversion increases exponentially up to 69.8% for a
length of ~2.5 m. The reactor effluent is pumped with a pressure of 304 kPa using P-102 into
a distillation column (T-101) to separate the butyl acetate from the other components. Butyl
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acetate leaves the bottom of the distillation column and is cooled in E-101. The unreacted
acetic acid and n-butanol are separated with water at the top of the distillation column
(T-101). This distillate stream is sent to an extractive distillation system for the separation of
the azeotropic mixture, and 1,4-butanediol is used as a solvent in the extraction process at
the top of the second column (T-102). Figure 15 shows the liquid-phase molar compositions
of n-butanol, acetic acid, and water inside the extractive distillation column, which consists
of 29 stages. Water leaves the extractive distillation process at the top of the column and
is sent to a wastewater treatment unit. The solvent and unreacted reactants from the
extractive distillation column (stream 11) are sent to a solvent recovery column (T-103),
and the recovered solvent is recycled to the extractive distillation column (T-101). Acetic
acid and n-butanol released from the top of the recovery column are pumped and recycled
to the feed vessel (V-101). The stream information of the conventional process is shown
in Table 7.

Table 6. Reactor design specifications for the conventional process.

Conventional Reactor Specifications

BuOH-to-AA feed ratio 1:1

Temperature 363 K

Feed pressure 284 kPa

Volume 41 m3

Catalyst Amberlyst-15
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Table 7. Streams information on the conventional process for n-butanol esterification with acetic acid.

Stream 1 2 3 4 5 6 7

Temperature (K) 298.2 298.2 298.2 363.3 411.1 444.9 308.2

Pressure (kPa) 111 111 111 304 284 324 132

Enthalpy (kW) −18,158 −13,054 −31,212 −31,138 −14,805 −13,641 −14,639

Molar vapor fraction 0 0 0 0 1 0 0

Mass flow (kg/h) 6059 7417 19,278 19,278 7610 11,668 11,668

Component Flowrates in (kmol/h)

n-Butanol 0.0 100.1 143.1 43.2 43.1 0.1 0.1

Acetic acid 100.9 0.0 142.7 42.8 41.8 1.0 1.0

Butyl-acetate 0.0 0.0 0.9 100.8 0.9 99.9 99.9

Water 0.0 0.0 0.0 99.9 99.9 0.0 0.0

Solvent 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Stream 8 9 10 11 12 13 14

Temperature (K) 298.2 507.0 373.1 462.6 393.6 512.2 303.2

Pressure (kPa) 121 121 111 142 132 142 132

Enthalpy (kW) −54 −55,646 −7800 −65,897 −9060 −55,592 −61,735

Vapor mole fraction 0 0 0 0 0 0 0

Mass flow (kg/h) 34 39,687 1842 45,455 5802 39,653 39,653

Component Flowrates in (kmol/h)

n-Butanol 0.0 0.0 0.1 43.0 43.0 0.0 0.0

Acetic acid 0.0 0.0 0.0 41.8 41.8 0.0 0.0

Butyl-acetate 0.0 0.0 0.0 0.9 0.9 0.0 0.0

Water 0.0 0.0 99.9 0.0 0.0 0.0 0.0

Solvent 0.4 440.3 0.4 439.9 0.0 439.9 439.9

6.2. Reactive Distillation (RD) Process

The esterification of n-butanol with acetic acid is carried out in a reactive distillation, as
demonstrated in Figure 16. The process consists of a reactive distillation column, a decanter,
and three heat exchangers. The RD consists of 34 theoretical stages, which include a
condenser and a kettle reboiler. The reactive zone starts at the 5th stage and ends at the 24th
stage of the column. The acetic acid and n-butanol are fed in a 1:1 ratio, and the achieved
conversion is more than 98% in the process. The acetic acid (stream 1) with a flowrate of
100 kmol/h is fed to the RD at the fifth stage, while the n-butanol at a 100 kmol/h flowrate
(stream 2) is fed to the RD at the ninth stage. Table 8 lists the design parameters for the
RD process.

Table 8. Reactor design specifications for the RD process.

Reactive Distillation Design Specifications

Number of stages 34

AA feed stage 5

BuOH feed stage 9

Reactive zone stages 5–24

Reboiler duty 3298 kW

Condenser duty −3010 kW
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Figure 16. n-Butanol esterification with acetic acid by reactive distillation process.

A decanter is used to separate the distillate into the water and organic phases. Wastew-
ater of 101.6 kmol/h (stream 3) is sent to a wastewater treatment unit while the organic
phase of the decanter is sent back to the column. The butyl acetate product is separated
at the bottom of the RD with a purity of more than 99%. The product is sent to a cooler
(E-101) and reduced to a temperature of 313 K. The stream information of the reactive-based
process is shown in Table 9. The liquid-phase compositions and the temperature profile
inside the reactive distillation column are shown in Figure 17a,b, respectively.

Table 9. Stream information of the reactive distillation-based process for n-butanol esterification with
acetic acid.

Stream 1 2 3 4 5

Temperature (K) 298.2 298.2 382.6 428.5 313.2

Pressure (kPa) 203 203 152 223 132

Enthalpy (kW) −12,698 −9129 −8045 −13,493 −14,312

Molar vapor fraction 0 0 0 0 0

Mass flow (kg/h) 6005 7412 2040 11,377 11,377

Component Flowrates in (kmol/h)

n-Butanol 0.0 100.0 0.2 1.1 1.1

Acetic acid 100.0 0.0 1.3 0.0 0.0

Butyl-acetate 0.0 0.0 1.5 97.2 97.2

Water 0.0 0.0 98.7 0.0 0.0
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7. Energy Efficiency and Environmental Analysis
7.1. Energy Efficiency Analysis

An energy efficiency analysis was conducted on MR, RD, and conventional processes.
The steam consumption for the butyl acetate production by the MR, RD, and conventional
processes was calculated based on the process utility requirements using Aspen Plus. The
utilities used for the conventional, MR, and RD processes are cooling water at 293 K, low-
pressure steam at 398 K, and medium-pressure steam at 448 K. Table 10 shows the utility
requirements for the conventional, RD, and MR process configurations.

Table 10. Required hot and cold utilities in the three esterification processes.

Utility (MWh/Year) Conventional RD MR

Steam (mps) 218,729 26,388 41,668

Cooling water 215,504 30,638 43,973

Based on the utility requirements of the three processes, it is shown that the conven-
tional process requires more utility than the RD and MR processes. This is due to the
requirements of the distillation columns in the conventional process. The MR process
consumes less energy than the conventional process since it requires fewer distillation
columns for product purification. However, since the RD distillation process has one RD
distillation column, it requires lower energy consumption compared to the MR process.
The heat duty for the MR and RD processes is 5208 kW and 3298 kW, respectively.

7.2. Environmental Analysis

An environmental assessment was conducted on the three distinct butyl acetate pro-
cesses. The impact of the butyl acetate processes on the environment was evaluated based
on CO2 emissions. It is assumed that steam is generated using natural gas, and the CO2
emitted from the butyl acetate process is mainly produced by the process of steam con-
sumption. The Aspen Plus Environmental Analyzer was used to calculate the amount
of CO2 emitted from the three distinctive processes. The Aspen software determines the
amount of generated CO2 based on the fuel type. In this study, natural gas (NG) was used
for all processes as a source of energy.

Figure 18 shows the emitted CO2 per butyl acetate produced, and the conventional
process shows the highest CO2 emission compared to the MR and RD processes. This is
due to the high steam required by the conventional process.
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8. Economic Analysis

An economic analysis was conducted for the membrane reactor, conventional and
reactive distillation processes. The purchased equipment costs were determined using the
Aspen Plus Economic Analyzer, and the Chemical Engineering Plant Cost Index (CEPI)
of 2021 was used to update the equipment costs. Table 11 shows the prices of acetic acid,
n-butanol, and butyl acetate, along with the prices of other utilities used for the process.

Table 11. Raw materials, products, and utility costs for the esterification process [23,26].

Unit Price

Acetic Acid (USD/ton) 960

n-Butanol (USD/ton) 1610

Butyl Acetate (USD/ton) 2120

Utilities

Steam (mps) (USD/ton) 6

Cooling water (USD/m3) 0.53

Wastewater treatment (USD/m3) 0.08

Figure 19 shows a comparison of direct costs, indirect costs, working capital, and total
capital investment for the three processes. It was found that the total capital investment
of the membrane reactor and reactive distillation processes is much lower compared to
the conventional process. The separation of unreacted n-butanol and butyl acetate in the
MR-based process is difficult and requires a distillation column with a larger number of
stages. This ultimately increased the capital investment and operating costs compared to
the RD process.
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Table 12 shows an economic comparison between the MR and RD processes for butyl
acetate production. The economic indicators show that the MR process has a return on
investment (ROI) of 23.1% and a payback period of 2.7 years. However, the MR process
is economically less attractive compared to the RD process because of the capital and
energy-intensive distillation column used for the separation of n-butanol and acetic acid
from the product.

Table 12. Economic comparisons between the MR process and RD process for butyl acetate production.

Item MR RD

Fixed capital cost USD 6,418,000 USD 5,730,000

Total capital cost USD 7,552,000 USD 6,742,000

Return on investment 23.1% 31.17%

Payback period 2.7 2.1

Net present value USD 13,670,000 USD 15,857,000

Figure 20 shows the cost distribution of the total production costs (TPC) for the MR-
based process. The raw materials are responsible for around 87% of the TPC. Figure 21a,b
show that the utility cost distributions of the MR and RD processes are similar.
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9. Conclusions

A novel process based on a membrane reactor was designed for butyl acetate produc-
tion. The membrane reactor was modeled and validated with the experimental data, and a
good agreement was found. The MR-based process was developed and designed for an
annual capacity of 92,500 metric tons of BuAc. The n-butanol conversion of MR, conven-
tional, and RD processes was 92%, 69.8%, and 98%, respectively. The MR-based process is
promising, economically feasible, and has less CO2 emissions than the conventional process.
However, the MR-based process is slightly less profitable when compared to the RD process
due to the intensive separation that follows the membrane reactor. If the conversion of
n-butanol in the membrane reactor increases to more than 95%, the MR process will be
more attractive than the RD process. Future research should focus on finding more selective
catalysts that can be used with the membrane for butyl acetate production.
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Abstract: This research studies the discharge process and its mechanism using the discrete element
method (DEM) with self-developed annular corrosion pill particles and the discharge device as an
example in order to optimize the oil and gas field wellbore casing annular corrosion process. The
object of study was chosen from four different grid numbers and four different grid widths, and
EDEM software was utilized to simulate and assess the pill particle discharge process based on
preliminary experimental research. Under five different pill wheel rotation speeds, the effects of the
grid number and grid width on the filling amount, filling density, discharge variation coefficient, and
compressive force of pill particles were investigated from macroscopic and microscopic viewpoints.
The findings reveal that the grid number, grid width, and rotation speed all have a significant impact
on pill filling and discharge performance. As a result, the discharge wheel’s structure and operating
characteristics were optimized. The discharge wheel performs best when the grid number is 8, the
grid width is 75 mm, and the rotation speed is 15 rpm; the pill filling density is 692.26 kg/m3, the
discharge variation coefficient is 0.022, and the maximum compressive force is 188 N. This study
establishes the groundwork for enhancing wellbore integrity management in oil and gas fields by
providing a reference for the optimal design of wellbore casing annular corrosion prevention devices
in oil and gas fields.

Keywords: discrete element method; optimal design; simulation analysis; anti-corrosion pill particles

1. Introduction

The conventional oil and gas field wellbore casing annulus corrosion prevention fluid
filling procedure, while necessary for wellbore integrity maintenance, has major drawbacks,
including a time-consuming construction process and a high cost [1–3]. As a result, our
business produced a solid corrosion-inhibiting and anti-corrosion pill on its own, with the
goal of developing a novel procedure for protecting the casing in offshore oil and gas wells
against corrosion [4]. However, due to a number of constraints, such as the pill’s fragility
and small casing, the creation of a high-performance discharge mechanism that allows pill
particles to enter the casing annulus in a uniform and stable manner has become a critical
technical bottleneck that must be addressed.

The influence law of the fundamental design parameters of the pill wheel on the
discharge process becomes a precondition and is crucial to improving the discharge device’s
functioning quality [5,6]. The grid number, grid width, and rotation speed of the discharge
wheel are the main factors that govern the kinematics and dynamics of the pill particles
throughout the discharge process [7–10]. As a result, in order to increase the pill discharge
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device’s operation quality, the ideal combination of the pill discharge wheel’s design
parameter values must be improved.

The main issue in the optimal design of the parameters of the pill discharge wheel
is obtaining precise observation and analysis of the kinematic and kinetic states of the
pill particle population during the discharge operation [11]. Empirical and experimental
procedures are currently the most often utilized research methods [12–15]. However, the
approaches described above rely on a significant number of experiments, which are both
time- and money-consuming and not general. In recent years, researchers have begun
to investigate the use of DEM in the industrial and agricultural production domains for
high precision numerical simulation of particle population dynamics states [16–18]. Most
numerical simulations based on DEM to achieve accurate emission processes of particulate
materials are now focused on agricultural products such as seeds and fertilizers [19–23].
However, the shape, size, and composition of the anti-corrosion pill particles analyzed in
this work differ greatly from agricultural materials. As a result, the dynamics of the pill
particle population and the high-precision simulation of the pill discharge device’s working
process must be thoroughly investigated.

In summary, the Hertz–Mindlin contact mechanics model was used to simulate the
contact mechanics behavior between the pill particles and the discharge device in this
research using EDEM simulation software. The flow process of the pill particle population
was simulated using the well-established DEM numerical model of pill particles. The im-
pacts of the structural and operating parameters of the discharge wheel on the performance
of the pill filling amount, filling density, discharge variation coefficient, and compressive
force of the pill particles were disclosed. Finally, the discharge wheel’s structure and
operating characteristics were optimized.

2. Models and Methods
2.1. Model of Pill Discharge Device

This paper independently designed a wheel-type pill discharge device, which included
the main working parts, such as the material box, pill wheel, motor, frame, and frame and
fluid conveyer, as shown in Figure 1a, in order to make the pill particles evenly and stably
placed into the casing annulus of an oil and gas field wellbore.
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The material box used galvanized steel as the contact material to increase the stability
of the pill particle flow process and reduce adhesion between the pill powder and the
material box, and the half angle of the conical top was designed according to the friction
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characteristics of the pill particles. The discharge wheel was composed of ABS plastic as
the contact material and consisted of a set number of wheel grids to promote uniformity
and prevent pill particle breakage during the filling process. The wheel drive shaft was
composed of steel and was tightly attached to the frame and motor to ensure that the
mechanical strength of the mechanism drive process did not fluctuate. The upper discharge
pills were transported to the annular flange of the oil field gas well through a tee pipe
using fluid conveying in order to minimize pill particle damage during the conveying
operation. The behavior of fluid transportation and particle settlement were significantly
influenced by the discharge procedure and performance. In order to obtain the ideal
working state, this research focused primarily on the discharge device, its functioning, and
its influencing mechanisms.

The lower arc of the trough wheel grid was tangential to the inner circle to maximize
particle filling efficiency. As the discharge wheel revolved, the granules filled the grid
uniformly and were discharged steadily at the outlet. The number and width of the grids
have a big influence on particle filling efficiency and discharge stability. As a result, four
grid numbers (6, 8, 10, and 12) and four grid widths (75, 100, 125, and 150 mm) were chosen
for the study, as shown in Figure 1b, to evaluate the influence of the discharge wheel’s
shape and dimensional parameters on the discharge process’ performance.

2.2. Model of Pill Particle

The research object in this work was self-developed pill particles. Depending on the
geometrical features of the particles, the particles were divided into three groups based
on their height, namely 5.4, 5.8, and 6.2 mm. In the particle population, the mass ratios
of pill particles A, B, and C were 35%, 35%, and 30%, respectively. As a consequence, a
strategy for modeling the population of pill particles based on DEM is presented, as well as
numerical models of the three pill particles based on the 12-sphere model [4], as illustrated
in Figure 2a.
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Based on an examination of the physical characteristics of the pill particles, param-
eters such as density, modulus of elasticity, and coefficient of static friction were calcu-
lated [24–27]. The coefficient of rolling friction was calibrated using the angle of repose
tests, as shown in Figure 2b.
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2.3. Simulation Contact Model and Parameters

To simulate the pill particle discharge process simulation test, the EDEM software
Hertz–Mindlin contact mechanics model was employed [28–31]. According to the following
model, the normal contact forces between the particles were estimated [20].
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3
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√

R∗δ
3
2
n − 2
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5
6

β
√
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^
nij)

)
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j, respectively; δn is the normal overlap; the damping factor β, the normal stiffness Sn,
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]−1, with e, mi, and mj being the coefficient of restitution and the mass
of each particle in contact; vij is the relative velocity between particle i and j; the unit vector
^
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The Coulomb Moore friction theory was used to compute the tangential contact forces

between the particles, which were derived using the following model.
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where the tangential stiffness St is given by St = 8G∗
√

R∗δn, with G* being the equivalent

shear modulus; δt is the tangential overlap; µs is the coefficient of static friction;
^
sij is the

unit tangent vector.
Newton’s second law was used to calculate particle translation:
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dvi
dt
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j
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where vi is the translational velocity of particle i; g is the gravitational acceleration.
Euler’s equation was used to compute particle rotation:
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where ωi and Ii are the angular velocity and moment of inertia of particle i, respectively. Ri
is a vector running from the center of the particle to the contact point, with its magnitude
equal to particle radius Ri. µr is the coefficient of rolling friction.

The parameters selected for the simulation of the pill discharge process are shown
in Table 1. The elastic modulus was appropriately constricted and adjusted to 79 GPa
to reduce simulation time consumption without impacting calculation accuracy. Other
parameters were calibrated on this basis [4].

Table 1. Parameter selection for simulation.

Parameters Pill Particle ABS Plastic Galvanized Steel

Density ρ, kg/m3 1380 1050 7865
Poisson’s ratio υ 0.350 0.394 0.300

Elastic modulus E, Pa 1.100 × 108 3.189 × 109 7.900 × 1010

Restitution coefficient e 0.201 0.299 0.305
Coefficient of static friction µs 0.466 0.577 0.511
Coefficient of rolling friction µr 0.080 0.120 0.070
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2.4. Test and Simulation Methods

This research was divided into two sections: simulation model and parameter accu-
racy calibration, and discharge process simulation. The simulation model and parameter
accuracy calibration test involved both a bench test and a simulation analysis of the dis-
charge process. The simulation model and parameters were calibrated and validated by
comparing the experiment data to the simulation results for various rotation speeds of the
discharge wheel with the cumulative value of pill discharge.

With the grid number, grid width, and rotation speed of the discharge wheel as test
factors and the pill particle filling amount, filling density, discharge variation coefficient,
and compressive force as evaluation indicators, simulation tests of the discharge process
were conducted using the calibrated and validated simulation model. Table 2 shows the
components and levels of the simulation tests, which each included 40 sets and three repe-
titions. Finally, the mechanical behavior of the pill particles was observed and calculated,
as well as the results of the discharge simulation experiments. The influence of the groove
wheel’s structural and operational properties on discharge performance was also disclosed,
as was the ideal parameter combination.

Table 2. Components and levels of the simulation tests.

Grid Number Grid Width, mm Rotation Speed, rpm

1 6 75 10
2 8 100 15
3 10 125 20
4 12 150 25
5 30

The following was the formula for calculating the discharge variation coefficient:

CV =

√
n
∑
1

(
Mi −M

)
/n

M
(5)

where Mi is the total mass of pill particles discharged per 0.5 s, and M is the average mass
of each sample.

Using EDEM 2018 software, the Hertz–Mindlin (no-slip) contact model and the pa-
rameters provided in Table 1 were used to simulate the pill particle discharge processes. In
proportions of 35%, 35%, and 30%, respectively, the particle models of the 12-sphere pills
A, B, and C were used. The particle factory was first set up as a box area with dimensions
of 400-mm-long by 150-mm-wide, with 5 mm above the top of the work bin. Second, the
particle factory created 10 kg of almost 60,000 pill particles, which were then progressively
accumulated in the hopper. The pill wheel began to spin as soon as the pill particles
stabilized. Finally, a calculation was made to determine the assessment indications for the
discharge process within 10 s.

3. Results and Discussion
3.1. Simulation Model and Parameter Validation

The width was 100 mm, and the number of grids was eight. The operating procedure
of the discharge wheel was studied using an experiment and a simulation at 10 and 15 rpm.

The simulation and testing findings for pill discharge at various rotation speeds
increased approximately linearly with time, as shown in Figure 3. When the speed of the
discharge wheel was increased from 10 to 15 rpm, the linear deviation of the discharge test
results decreased, showing that increasing the speed at lower rates improved the uniformity
and stability of the pill-dispensing process. The simulation model and settings utilized in
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this research could accurately simulate the discharge process of pill particles, as shown by
the comparison of simulation and experiment findings.
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3.2. Simulation Analysis of the Discharge Process

Figure 4 depicts a simulation examination of the pill discharge wheel’s functioning
procedure. The analysis of particle velocity is shown in Figure 4a. During the rotation of
the discharge wheel, the pill particles could be split into three zones, with area I being the
quasi-static zone, where the pill particles remained moderately static, gradually falling as
the filling process continued. Area II was the driving zone, which was influenced by the
dispensing wheel’s rotation and had a particular relative velocity with the groove wheel,
which had a significant impact on the agent’s filling process. Area III was the filling zone,
where particles collected in the grid due to gravity and were impacted by the grid’s shape
and size.
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The examination of the particles’ compressive force is shown in Figure 4b. The particles
were prone to tight contact and jamming between the wheel and the outside wall during
the rotation of the discharge wheel, resulting in a significant compressive force and particle
breakage. The results reveal that the structure and operating factors, such as grid design
and size, as well as the speed of wheel rotation, had a significant impact on the particle
loading and discharge process and performance.
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3.3. Effect of the Grid Number

The working process of the discharge wheel was researched for four grid numbers and
five rotation speeds at a grid width of 100 mm in order to study the effect of the grid number
on the discharge process and performance. Figure 5 depicts the simulation findings.
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3.3.1. Effect on Filling Process

For varied grid numbers, Figure 5a demonstrates how the simulation results of the pill
filling amount varied with the rotation speed of the discharge wheel. As the grid number
grew, the average filling amount dropped from 0.34 to 0.13 kg, and the filling amount
reduced as the rotation speed increased for different grid numbers. The filling capacity
decreased as the grid numbers increased, but the total difference was minor.

Figure 5b depicts the relationship between filling density and discharge wheel rotation
speed for various grid numbers. The change in filling density and the filling amount of the
pill were essentially the same, as shown in the figure. For various grid numbers, the filling
density fell as the rotation speed increased. When the number of grids was increased from
10 to 30 and the rotation speed was increased from 10 to 30 rpm, the filling density was
reduced the most, from 674.78 to 607.31 kg/m3.

3.3.2. Effect on Discharge Process

For varied grid numbers, Figure 5c demonstrates how the discharge variation coef-
ficient varied with the rotation speed of the discharge wheel. When the number of grids
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was increased from 6 to 8, the variation coefficient lowered from 0.029 to 0.024, and when
the number of grids was extended from 8 to 12, the variation coefficient decreased from
0.024 to 0.026. When a result, as the grid numbers increased, the stability of pill ejection
increased and then declined.

3.3.3. Effect on Compressive Force

Figure 5d demonstrates how the compressive force of the particles varied with the
rotation speed of the discharge wheel for various grid numbers. The average value of the
compressive force increased from 574.20 to 787.24 N when the grid number was increased
from 6 to 12. At various grid numbers, the compressive force of the particles increased
dramatically as the rotation speed increased. When the number of grids was 12 and the
discharge wheel rotation speed was 30 rpm, the maximum particle compressive force was
1407.50 N.

3.3.4. Discussion of Grid Number

The grid number in the discharge wheel was directly related to the shape and volume
of the grid, according to the filling process study. As the grid number increased, the volume
of the grids decreased, making it easier for the particles to form an arch, lowering the filling
amount and density. The relative speed between the particles and the wheel increased as
the rotation speed increased, affecting the filling process. As a result, the filling process
and performance were affected by both the grid number and the rotation speed of the
discharge wheel.

A critical factor for evaluating the discharge process was the consistency and consis-
tency of particle discharge. When looking at the discharge findings, it can be seen that
the rotation speed had a greater impact than the grid number. The pill particles could be
ejected constantly and steadily once the rotation speed reached a specified range.

The impact of the discharge wheel’s speed on the compressive force of the pill particles
was stronger, according to the investigation. When the speed exceeded 15 rpm, the particles
tended to become trapped between the trough wheel and the outer wall, resulting in a
greater compressive force. Particle entrapment was more likely when the number of grids
was large.

The results of the preceding investigation reveal that when the number of grids was 8,
the discharge wheel filling and discharge process was improved, and the agent particles
were less likely to break down at lower speeds.

3.4. Effect of the Grid Width

Based on the findings of the previous study, the working process and performance of
the discharge wheel with a grid number of 8 were investigated for four grid widths and
five rotation speeds, as shown in Figure 6.

3.4.1. Effect on Filling Process

Figure 6a demonstrates how the filling amount varied with rotation speed for various
grid widths. As can be seen in the graph, the filling amount increased when the grid
width grew; for example, as the grid width went from 75 to 150 mm, the average filling
amount increased from 0.16 to 0.36 kg. For various grid widths, the filling amount dropped
gradually as the rotation speed increased.

Figure 6b depicts the change in the pill filling density simulation results as a function
of rotation speed for various grid widths. The average filling density increased in the
order of 75, 150, 100, and 125 mm as the grid number increased in the figure, and the
average filling density progressively increased from 666.35 to 726.88 kg/m3. For varied
grid widths, the filling density fell as the rotation speed increased. When the rotation speed
was increased from 10 to 30 rpm at a trough wheel width of 75 mm, the filling density
decreased the most, from 708.46 to 619.39 kg/m3.
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3.4.2. Effect on Discharge Process

Figure 6c depicts the variation coefficient as a function of discharge wheel rotation
speed for various grid widths. The variation coefficient rose from 0.0214 to 0.0342 as the
grid width increased. For grid widths of 75 and 100 mm, the variation coefficient dropped
and subsequently climbed, reaching its lowest value at 15 rpm. For grid widths of 125 and
150 mm, the variation coefficient was lower, and it alternated with rotation speed, reaching
a minimum at 30 rpm.

3.4.3. Effect on Compressive Force

For varying grid widths, Figure 6d shows how the compressive force of pill particles
varied with the rotation speed of the discharge wheel. With the increase in grid width
and rotation speed, the average compressive force of the particles increased steadily from
528.2 to 634.4 N. At a grid width of 125 mm and a rotation speed of 30 rpm, the maximum
particle compressive force was 1456.24 N.

3.4.4. Discussion of Grid Number

When the number of grids was 8, the filling density increases with the grid width, but
this effect gradually diminished as the grid width went to a particular range, according to
the filling process study. The filling density reduced as the wheel rotated faster, and this
impact grew as the wheel rotated faster.
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The variation coefficient was low, and the pill discharge was more uniform when the
grid number was 8 and the grid widths were 75 and 100 mm, according to the results of
the discharge process. The pill discharge process performed best when the rotation speed
was between 10 and 15 rpm, which corresponds to the existing structural specifications
of the discharge wheel. As a result, the grid width had a bigger influence on the total pill
dispensing procedure.

The compressive force of the pill particles was calculated to illustrate that as the grid
width rose, the possibility of the pill particles becoming trapped between the wheel and
the outer wall increased, resulting in a higher compressive force. As a result, increasing the
grid width increased the risk of pill particle fracture.

The performance of the filling amount, filling density, discharge variation coefficient,
and compressive force of the particles during the operation of the discharge wheel was
optimal when the grid number was 8, the grid width was 75 mm, and the rotation speed of
the discharge wheel was 15 rpm, according to a comprehensive analysis of the effects of the
grid number and width.

4. Conclusions

This research presented a simulation analysis of the working performance of the pill
discharge device and the mechanical behavior of the pill particles during the pill discharge
process using DEM in order to optimize the process of casing annular corrosion in oil and
gas fields. The Hertz–Mindlin contact mechanics model was used to study the working
process of the discharge device, analyze the contact between pill particles and the discharge
device, and analyze the flow process and mechanical behavior of pill particles, due to the
non-adhesive characteristics of pill particles. We discovered that the model accurately
reproduced the dynamic properties of the pill particle population during discharge device
operation. The simulation model and its parameters could more correctly mimic and
anticipate the operating process and performance of the discharge device when compared
to the actual test results.

In this paper, it was discovered that increasing the number of grids and decreasing
the grid width of the discharge wheel, while having a minor effect on the filling amount
and filling density, could reduce the time of a single discharge in the discharge process,
lowering the variation coefficient of the pill discharge and ensuring that the pill was
discharged uniformly and steadily. The discharge variation coefficient tended to drop and
then increase as the rotation speed of the discharge wheel increased, and the compressive
force of the pill particles gradually increased. As a result, lowering the rotation speed of
the discharge wheel could increase pill discharge stability while also reducing particle
breakage. The study’s findings revealed that the best combination of grid number, grid
width, and discharge wheel rotation speed was 8, 75 mm, and 15 rpm.

The findings of this research can be used to develop novel simulation models, design
theories, and parametric guidance for future wellbore casing annular hollow corrosion
protection agent addition devices in oil and gas fields, considerably simplifying the design
process. It offers the groundwork for quickening the process of changing the way oil
and gas field wellbore casing annular hollow corrosion protection is handled, as well as
increasing oil and gas field wellbore integrity management capabilities, among other things.
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Abstract: Methyl isobutyl ketone (MIBK) is a highly valuable product in the chemical industry. It is
widely used as an extracting agent for heavy metals, antibiotics, and lubricating oils. Generally, MIBK
can be produced by three-step and one-step liquid-phase methods. These methods are expensive
and energy-demanding due to the high pressure and low conversion of acetone. A novel nano-
Pd/nano-ZnCr2O4 catalyst was developed to produce MIBK with high conversion and selectivity
of 77.3% and 72.1%, respectively, at 350 ◦C and ambient pressure, eliminating the need for high
pressure in conventional MIBK processes. This study is the first that proposes a newly developed
process of methyl isobutyl ketone (MIBK) production using the low-pressure one-step gas-phase
selective hydrogenation of acetone. In this work, a novel process flow diagram has been developed
for the production of MIBK using the developed nano-catalyst. The process was heat integrated,
resulting in a 26% and a 19.5% reduction in the heating and cooling utilities, respectively, leading to
a 12.6% reduction in the total energy demand. An economic analysis was performed to determine
the economic feasibility of the developed process, which shows that the process is highly profitable,
in which it reduced both the capital and operating costs of MIBK synthesis and showed a return on
investment (ROI) of 29.6% with a payback period of 2.2 years. It was found that the ROI could be
increased by 18% when the reactor temperature is increased to 350 ◦C. In addition, the economic
sensitivity analysis showed that the process is highly sensitive to product prices and least sensitive to
utility prices, which is due to the versatility of the process that requires only a low amount of energy.

Keywords: methyl isobutyl ketone (MIBK); acetone self-condensation; selective hydrogenation;
process development; heat integration; economic analysis; nano-Pd/nano-ZnCr2O4 catalyst

1. Introduction

Methyl isobutyl ketone (MIBK) is an industrially important chemical worldwide. It can
be used in a wide variety of important applications, including protective surface coating,
vinyl, and acrylic resins, the extraction of metallic salts, and the removal of paraffin from
mineral oils [1–5]. It is also used in the production of paints and rubber, as well as a solvent
in a variety of pharmaceuticals and adhesives [6,7].

The global production of MIBK was 430,000 metric tons in 2020 [8]. The market
for MIBK is expected to grow at a compound annual growth rate (CAGR) of more than
6% by 2026. This is due to the increasing demand for MIBK, especially in the synthesis
of antioxidant additives for rubber, and the growing demand for solvents in chemical
processes [9].

In addition to MIBK, a crucial byproduct is also produced, which is isopropyl alcohol
(IPA). It has tremendous industrial, medical, and hygienic applications, including alcohol
wipes, hand sanitizers, disinfectants, and swabs, which increases the prospects of applying
the MIBK process with minimal waste. According to the Centers for Disease Control and

37



Processes 2022, 10, 1992

Prevention (CDC) in the United States, alcohol-based hand sanitizers and cleansing wipes
contain between 60% and 90% of alcohol, and the use of 70% of IPA is recommended [10].
Medical IPA was scientifically proven as a disinfectant that inactivates viruses such as the
COVID-19 virus.

MIBK can be produced by several processes, but essentially by a three-step [11] method
and a single-step method [12–17]. Each of these processes can be carried out with different
catalysts, raw materials, and reaction conditions [12]. The three-step method involves aldol
condensation of acetone over homogeneous aqueous-based catalysts, such as sodium and
calcium hydroxide, forming diacetone alcohol (DAA), which is subsequently dehydrated
to mesityl oxide (MO). The final step is the selective hydrogenation of the C=C bond of MO
to MIBK using Cu or Ni catalysts [18,19]. The most commonly occurring side reactions are
over-condensation and unselective hydrogenation [20].

The three-step process produces a considerable amount of wastewater containing
acidic impurities due to the homogeneous catalyst, which creates a corrosive environment
associated with high capital and operating costs for the neutralization process, acetone
condensation, and product purification [18,19,21]. Alternatively, the one-step process
using a metal-supported catalyst was demonstrated to be more efficient [22–28]. The
support catalyzes acetone condensation to mesityl oxide (MO), an α,β-unsaturated ketone,
followed by in situ catalytic reductions to MIBK using palladium on acidic ion-exchange
resins [18,29,30], while there are other processes that use Pd/zirconium phosphate [31].
In the one-step liquid-phase process, hydrogen and acetone are passed over metal base
catalysts at moderate temperature and high pressure to produce MIBK in a single step,
saving enormous costs that are required in the three-step method [32]. Under these reaction
conditions, aldol condensation and dehydration are reversible [33], but the catalyst shifts
the equilibrium toward MO, irreversibly hydrogenating it toward MIBK [28].

Despite the many advantages offered by the liquid-phase one-step process, it suffers
from high pressure, ranging from 3 to 10 MPa [13], which significantly increases the capital
and operating costs. This is in addition to the large recycle flow rate due to the low
conversion of acetone, which increases the size of equipment in the recycle loop as well as
the additional energy that is needed for recovering the unreacted acetone in the distillation
column. Therefore, it is an industrial objective to reduce the pressure and increase the
conversion and selectivity to make the process more profitable.

Recently, Qianling et al. reported a bifunctional catalyst TiO2/Al2O32 and Pd/Cor for
one-pot liquid-phase synthesis of MIBK from acetone, which provides acetone conversion
of (35–45)% with a selectivity of (80–90)% to MIBK at 150 ◦C and 2.0 MPa [34]. However, the
process still suffers from the high-pressure requirement with moderate acetone conversion.
Baining et al. proposed an alternative support with high thermal stability and adjustable
acid-base property using phosphor-doped h-BN that catalyzes the aldol condensation
and dehydration to provide an acetone conversion of 58.24% and selectivity of 68.39%
to MIBK [35]. In addition, various kinds of support, including metal oxides [19,36,37]
and sulfonated graphene [38,39], have also been a prime focus in the development of the
process.

In this context, a novel nanocrystalline zinc chromite-supported nanopalladium (nano-
Pd/nano-ZnCr2O4) catalyst was developed by Bagabas et al. and Al-Rabiah et al. [20,40,41],
which enables the production of MIBK in a one-step gas-phase reaction at atmospheric
pressure. This can overcome the infirmities that the conventional process suffers from.
However, the process requires a temperature of (200–350) ◦C, which is higher than the
conventional process, which uses a temperature of (120–160) ◦C [15].

The reaction involves base–acid coupling of acetone to form mesityl oxide (MO),
followed by its hydrogenation to methyl isobutyl ketone (MIBK). The products with this
catalyst are methyl isobutyl ketone (MIBK) as the main product, isopropyl alcohol (IPA) as
the main byproduct, and diiasobutyl ketone (DIBK), mesityl oxide (MO), and mesitylene
(M) are also formed [20,40,41]. The MIBK produced by low-pressure one-step gas-phase
acetone condensation has an acetone conversion of (20–78)% and MIBK selectivities of
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(40–73)% for reaction temperatures of 200–350 ◦C with a hydrogen-acetone molar feed ratio
of 1 to 6 [20,40,41].

This research work focuses on the development of a novel process for the production
of methyl isobutyl ketone (MIBK) from hydrogen and acetone in a one-step gas-phase
reaction at ambient pressure using a novel nano-Pd/nano-ZnCr2O4 catalyst. Heat inte-
gration is conducted to reduce the process utilities. In addition, this work investigates
process economics to measure the profitability and the impact of market volatility on the
profitability of the process.

2. MIBK Process Development

The developed process flow diagram for the production of methyl isobutyl ketone is
shown in Figure 1. A process simulation was conducted using CHEMCAD v.7.1 software
based on a production of 30,000 metric tons of MIBK per annum with 30 days assigned for
maintenance. The thermodynamic model chosen was UNIFAC as a cubic equation of state.
The reactor conversion, selectivity, and feed ratio used in the simulation were based on the
aforementioned experiment.
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Figure 1. Developed process flow diagram (PFD) of the MIBK process.

The fresh acetone feed (stream 1) enters the process at 70 ◦C and 1.8 atm in a liquid
phase and is mixed with the recycled acetone (stream 14), which enters at 74 ◦C and 1.8 atm.
Before entering the reactor R-101, the mixed stream is heated to 300 ◦C. The hydrogen
feed is mixed with recycled hydrogen (stream 11) before being heated to 300 ◦C and fed
into reactor R-101. Both reactor feeds pass through valves, V-101 and V-102, to reduce the
pressure in the reactor. The hydrogen–acetone molar feed ratio is maintained at 2:1, as
recommended [40,41]. The reaction proceeds isothermally in the gas phase at 300 ◦C and
1 atm in a fixed bed catalytic reactor (R-101). The conversion of acetone is 66%, with a
selectivity of 69.4% to methyl isobutyl ketone (MIBK). Other products, such as isopropanol
(IPA) and diiasobutyl ketone (DIBK), are also produced. The selectivity of each of these
substances was determined based on the experimental work, which is shown in Table 1.
The reactor effluent will then be compressed to 6.5 atm to compensate for pressure losses
through the pipelines and to enhance the separation of hydrogen without major product
losses from the process stream at low pressure and high temperature, preventing the use of
cryogenic conditions. MIBK losses at 1 atm are approximately 6 kmol/h. Consequently,
compression is mandatory to avoid cryogenic conditions. At 6.5 atm, the losses drop to
about 0.7 kmol/h of MIBK. After compression, the stream is cooled to 35 ◦C in E-103
before being fed into the flash drum F-101. The overhead stream from flash drum F-101
contains nearly 99.996% of the unreacted hydrogen, which is recycled and mixed with the
fresh hydrogen. The bottom stream from flash drum F-101 (stream 12) is then throttled to
1.8 atm in V-103 before entering the distillation column, T-101. Nearly 99% of the unreacted
acetone is recovered in the overhead stream of T-101, using 48 stages, before being mixed
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with the fresh acetone. The acetone/water system forms an azeotropic mixture at higher
compositions; therefore, about 0.04 of the entered water into the column is recovered into
the top stream to maintain the mixture in the column below the azeotropic point. The
bottom stream from T-101 is cooled to 70 ◦C in E-106 before being sent to a water decanter,
D-101, where 90% of the water is removed. The second outlet stream from the decanter
enters the distillation column, T-102, which consists of 34 stages, where 99.28% of the
isopropanol (IPA) is recovered. The remaining water is also separated with IPA in the
distillate stream, and the mixture is then cooled to 40 ◦C in E-109. The purity of IPA in the
top stream of T-102 is almost 68%, which is highly recommended to be used as sanitizer
in the medical industry, and therefore, there is no need to install a further distillation
column for increasing the purity of the IPA. The bottom stream from T-102 enters another
distillation column, T-103, which consists of 67 stages where 99% of the MIBK is recovered
in the overhead stream with a purity of 99.83 wt.%, achieving the product specifications [14].
The MIBK stream is then cooled to 40 ◦C in E-110 before being sent to the storage tank. The
bottom stream from T-103, which contains the heavy components (e.g., DAA, MO, M, and
DIBK), is cooled to 40 ◦C in E-111.

Table 1. The conversion and selectivity of the MIBK process at different temperatures [20,40,41].

Temperature
(◦C)

Acetone
Conversion%

Selectivity

MIBK DIBK MO M IPA DA & Others

200 20.1 40.6 10.2 6.1 2.1 40.7 0.3
250 40.7 53.9 12.3 4.4 2.5 25.8 1.1
300 66 69.4 12.4 2.1 2.6 11.2 2.3
350 77.3 72.1 13.5 2.2 2.7 5.4 4.1

3. Heat Integration in the MIBK Process

Heat integration is an essential part of the process development. The reduction
in energy usage not only reduces the operating costs but also prevents harmful carbon
emissions in the environment. The required heating and cooling utilities were identified
for the process as shown in Figure 1. Each process stream was drawn with a tail and a
head representing the supplied temperature and the target temperature, respectively. The
final heat exchanger network is shown in Figure 2, where the red and blue lines denote the
hot and cold streams, respectively. The constructed network utilizes the energy content
and high temperature of the reactor effluent to heat up the feed streams. The acetone feed
(stream 2) leaving mixer M-101 will first be heated by the reactor effluent from 74.3 ◦C to
242 ◦C, in which no further heating can occur due to the process constraint prohibiting
phase change before the inlet of the compressor. The reactor effluent will be further cooled
by the hydrogen feed (stream 5) until it reaches a minimum temperature approach of
10 ◦C to avoid an excessive large area. The outcome of the heat integration, as shown in
Figure 3, is a reduction in the heating and cooling utilities by 26% and 19.5%, respectively.
The reduction in the total utility demand is about 12.6%. In terms of economics, the
implemented heat integration has resulted in an increase in the annualized capital cost
by $12,134/year (for 10 years of operation). However, operating costs have decreased by
$611,852/year, indicating a highly plausible energy utilization that satisfies both technical
and economic aspects.

The blue columns in Figure 3 represent the utility demand before the heat integration,
while the green columns represent the current value of the utility demand in the MIBK
process after heat integration. In addition, the figure is divided into three sections, starting
from the total utility demand, including the combined heating and cooling utilities, then
the heating utility in the middle, while the cooling utility is placed on the right side. The
process was re-simulated after the heat integration using CHEMCAD v.7.1. The developed
flowsheet after heat integration is shown in Figure 4. The material balances for the key
streams of the developed MIBK process are shown in Table 2.
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Table 2. Material balance of key streams for the developed MIBK process.

Streams
Acetone

Mixed Feed
(S-2)

Hydrogen
Mixed Feed

(S-16)

Reactor
Effluent

(S-6)

Acetone
Recycle
(S-19)

Hydrogen
Recycle
(S-14)

Waste-Water
(S-22)

(IPA +
Water)

Product
(S-25)

MIBK
Product
(S-28)

(DIBK,
DAA, MO,
M) Product

(S-30)

Temperature
(◦C) 74.29 34.74 300 61.49 35 70 40 40 40

Pressure
(atm) 1.8 5.9 1 1.8 5.9 1.4 1.4 1.9 2.4

Enthalpy
(MJ/h) −37,473.6 −2720.4 −35,506.3 −10,788 −2695.83 −12,968.1 −5515 −12,209.8 −3039.6

Molar vapor
fraction 0.29 1 1 1 1 0 0 0 0

Molar flow
rate

(kmol/h)
160.11 342.63 443.12 50.13 283.34 45.94 18.02 37.46 8.25

Mass flow
rate (kg/h) 9224.8 1266.14 10,491 2837.35 1146.63 827.54 −5515 3748.6 1054.04

Component flow rates (kmol/h)

Hydrogen 0.0109 331.31 272 0.0109 272 0 0 0 0
Acetone 158.3 7.64 56.4 48.27 7.64 0 0.49 0 0

MIBK 0 0.75 38.75 0 0.75 0 0.2492 37.37 0.38
Water 1.84 2.36 55.24 1.84 2.36 45.94 5.1 0 0
DAA 0 0.0012 1.26 0 0.0012 0 0 0 1.26
MO 0 0.0115 1.16 0 0.0115 0 0 0.0065 1.15
M 0 0.0148 0.9637 0 0.0148 0 0 0 0.9489

IPA 0.00645 0.5225 12.79 0.0065 0.5225 0 12.18 0.0883 0
DIBK 0 0.0155 4.54 0 0.0155 0 0 0 4.53

4. Economic Analysis

An economic analysis was performed to verify the profitability of the process based
on several economic indicators, including the return on investment, payback period, net
present worth, and discounted cash flow rate of return.

The return on investment (ROI) is expressed on an annual basis, and it is defined as the
average net profit divided by the total fixed capital investment as shown in Equation (1) [42].

ROI =
Yearly net profits

Fixed capital investement
(1)

The payback period (PBP) is defined as the required time to recoup the original
depreciable fixed capital investment as shown in Equation (2) [42].

PBP =
Depreciable fixed capital investment

Avg. profit/yr + avg. depreciation/yr
(2)

The net present worth (NPW) is defined as the difference between the present value of
the annual cash flow and the initial required investment as shown in Equation (3).

NPW =
Net cash flow at time t

(1 + interest rate)time of cash flow (3)

The discounted cash flow rate of return (DCFRR) represents the maximum inter-
est rate that a project can afford to pay for its total capital investment [43] as shown in
Equation (4) [42].

NPW =
n=T

∑
n=1

Cash flow at time t
(1 + DCFRR)n − Total capital investment = 0 (4)

In order to determine the economic indicators, the following should be calculated:
(i) the cost of the equipment; (ii) the costs of raw materials and utilities; (iii) the total capital
cost; and (iv) the total production cost.
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4.1. Purchase Cost

In order to determine the purchase costs, the process equipment sizes must first be
calculated; the process simulator was used for this purpose. In addition, the costs were
estimated using the CHEMCAD costing package, adjusting all the costs to 2022 using the
Chemical Engineering Plant Cost Index (CEPCI) [44]. Figure 5 depicts the distribution
of the process equipment costs. Note that the condensers and reboilers of the distillation
columns are compiled with heat exchangers. The cost distribution of the process equipment
indicates that the distillation columns account for the largest share of fixed capital costs
of around 40% as the most expensive units of the process, which is due to the byproducts
generated by the process.
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4.2. Raw Material and Utility Costs

Besides the fixed capital costs, the raw materials and utility costs are major components
of the production cost. The prices of the raw materials, utilities, and products are shown in
Table 3.

Table 3. Cost input for the developed MIBK process [45,46].

Item Price Unit

Raw Materials
Acetone $790/ton

Hydrogen $2500/ton
Utilities

High-pressure steam (hps) $5.66/GJ
Medium-pressure steam (mps) $4.77/GJ

Low-pressure steam (lps) $4.54/GJ
Boiler feed water $1.532/1000 kg

Cooling water (cw) $15.7/1000 m3

Electricity $0.0674/kWh
Products

Methyl isobutyl ketone (MIBK) $2120/ton
Isopropanol (IPA) $1540/ton

(DAA, DIBK, MO, M) $1300/ton

The distribution of the utility costs is depicted in Figure 6. It shows that electricity
represents 35% of the total utility cost, which is due to its high prices. Low-pressure
steam is the second most cost-intensive required utility that is used in the reboiler of T-101.
Although cooling water is the most consumed in terms of volume, it accounts for only 5%
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of the total utility cost, which is due to the low price of cooling water compared to the other
utilities.
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4.3. Total Capital Cost

The total production cost comprises all of the direct, indirect, and general expenses [42].
The direct costs are estimated as a fraction of the purchased equipment costs and include
all the prices of the delivery and installation of the purchased equipment, installed instru-
mentation and control systems, installed piping, electrical systems, yard improvement,
buildings, and service facilities [42]. The direct cost of the developed MIBK process is
$18.34 million per annum. The indirect cost was calculated as a fraction of the direct cost
provided in Plant Design and Economics for Chemical Engineers by Peter and Timmer-
haus [42]. It includes the engineering and supervision costs, construction, legal, contractor,
and contingency expenses, which represent $7.34 million [42]. The fixed capital investment
is the summation of the direct and indirect costs [42]; it is $25.68 million for the MIBK
process. The total capital investment is a combination of the fixed capital investment and
the working capital. The working capital was taken as 0.15 of the total capital cost for the
fluid processing plant [42]. The total capital investment in the developed MIBK process is
$30.21 million.

4.4. Total Product Cost

The total product cost represents all of the annual expenses that are required for
production. It includes raw material prices, utility costs, operating labor, maintenance and
repairs, operating supplies, laboratory charges, royalties, taxes, financing, insurance, rent,
depreciation, plant overhead, administration, distribution and selling, and research and
development expenses, all of which are fractions of the fixed capital investment provided
by Peter and Timmerhaus [42]. The total production cost, excluding depreciation, for the
developed MIBK process is $55.78 million annually.

4.5. Profitability Evaluation

The process profitability can now be evaluated after obtaining all of the necessary
information. The total raw material cost is $42.71 million per year, which accounts for
76.7% of the total product cost. The total product price is $83.81 million yearly, which
shows a positive profit margin. Therefore, fluctuations in the raw material or product prices
may have a considerable influence on the process profitability; consequently, a sensitivity
analysis is required for the price fluctuation. The plant has shown its feasibility in being
commercially applied; the return on investment for the plant is 29.6%/y, with a payback
period of 2.2 years. Furthermore, the plant could generate $28.93 million profits in 10 years
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of operation. The discounted rate of return on investment of the plant is 26.6%. Table 4
summarizes the economic performance of the MIBK process.

Table 4. The economic performance for the developed MIBK process.

Factor Value

Total Raw Material Cost $42.71 million/y
Total Utility Cost $1.646 million/y

Fixed Capital Investment (FCI) $25.68 million
Total Capital Investment (TCI) $30.22 million

Depreciation MACRS, 5 years recovery period
Total Product Cost $55.78 million/y

Revenue $83.81 million/y

Return on Investment (ROI) 29.6%/y
Payback Period 2.2 y

Net Present Worth (at i = 15%) $28.93 million
Discounted Cash Flow Rate of Return (DCFRR) 26.6%

4.6. Economic Sensitivity Analysis

The petrochemical industry is a highly volatile market that has experienced many
ups and downs throughout its market history [47,48]. Therefore, to account for these
perturbations, raw material costs, product costs, utility costs, and fixed capital costs were
varied by ±15% of their current prices. Figure 7 shows the overall sensitivity analysis
of the above factors at a constant production rate and 10 years of operation. It shows
that the process is highly dependent on the product prices, in which a 10% increase could
make the process an extremely lucrative process with an ROI of 54.3%. However, a 15%
decrease could make the process unprofitable with an ROI of 4.1%. The fluctuation in the
product prices gave maximum and minimum values of ROI in the sensitivity analysis,
which represents the importance of reducing the MIBK losses throughout the process. On
the other hand, raw material prices come in as a second large contributor to the process
profitability, in which a 15% increase in the raw material prices decreases the ROI to
12.7%, whereas a 15% reduction in the raw material prices increases the ROI to 46%. This
highlights how crucial it is to properly recover unreacted raw materials (e.g., acetone
and hydrogen), in addition to the great influence that the higher selectivity can have on
the process profitability. The fixed capital investment was found to be the third largest
contributor, with an ROI of 23.5% if its cost increased by 15% and an ROI of 37.7% if
its cost decreased by 15%. This also highlights that even though recovering more of the
product and raw materials can increase the TCI, it has a lower negative influence on the
process profitability than losing them. In addition, it is worth noting that the utility cost,
as expected, has an insignificant impact on the ROI as the current utility cost is $1.646
million per year, representing only 2.95% of the total product cost, which is due to the
low-pressure requirement in the process compared to the conventional process, which is
directly associated with the electricity consumption.
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4.7. Effect of Reaction Temperature on the Process Profitability

The temperature for reactor operation proposed by Al-Rabiah et al. [40,41] is in the
range of (200–350) ◦C. The conducted sensitivity analysis has shown that it is appealing
to increase the conversion and selectivity of the process. In the current study, the used
temperature is 300 ◦C. When the reactor temperature is increased to 350 ◦C, the conver-
sion and selectivity are increased from 66% and 69.4% to 77.3% and 72.2%, respectively.
Consequently, less acetone is required, and more MIBK is produced. Nevertheless, this
also increases the heating requirement needed for the feed stream as well as the reactor
cooling system. In order to determine the optimum temperature in terms of profitability,
the process was simulated at 350 ◦C. All costs were determined in the same manner as
previously done. Figure 8 shows that as the reactor temperature increases, the fixed capital
investment decreases, which is due to the lower volume of the distillation column T-101 that
is needed to separate acetone from the process stream. In addition, the rest of the columns’
size remained almost the same as the production rate was fixed. In addition, the cost of the
compressor decreased because the numbers of unreacted moles of acetone and hydrogen
were lower. On the other hand, the heating utility that is required to maintain the reactor
temperature was increased by about 10%. In addition, more heating utility was required
for E-102 because the minimum temperature approach was increased from 10 ◦C to 30 ◦C
to prevent a phase change prior to the compressor. It is worth noting that even though
the inlet temperature to E-105 was increased from 164 ◦C to 180 ◦C, the heat duty was
about 11% less due to the lower flow rate entering the heat exchanger. The condenser and
reboiler heat loads of T-101 were also lower due to the lower amount of unreacted acetone.
An overall assessment of energy consumption is shown in Figure 8, which indicates that
increasing the temperature from 300 ◦C to 350 ◦C reduces the overall energy consumption
of the process. Furthermore, the ROI increased to 34.3%, and the payback period decreased
to 2 years.
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In terms of profitability, the return on investment for the process when operating at
350 ◦C is 35.1%/y, which is 18% higher while the net present worth has upsurged by 12%.
Figure 9 depicts the cash flow diagram of both process conditions.
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to the heat deficit streams, resulting in a 12.6% reduction in the total energy demand. A 
comprehensive economic analysis of the developed process was conducted and has 
shown that the process is highly profitable with a return on investment (ROI) of 29.6% 
and a payback period of 2.2 years. It is shown that when the process is operated at a tem-
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Figure 9. The cumulative cash flow diagram for both reactor temperatures.

5. Conclusions

Methyl isobutyl ketone (MIBK) is a chemical intermediate and an important solvent.
It is used in several important applications in the chemical market. There are several
methods to produce MIBK, either by the three-step process or by the one-step liquid-
phase reaction method, which is commercially preferred. However, these methods require
very high pressure, which is expensive and energy consuming. In contrast, a promising
nano-Pd/nano-ZnCr2O4 catalyst was developed to produce MIBK in a one-step gas-phase
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reaction under ambient pressure, overcoming the drawback of the conventional process. In
this work, a novel process flowsheet has been developed and simulated. The developed
process was heat integrated by matching the process streams to deliver the surplus heat
to the heat deficit streams, resulting in a 12.6% reduction in the total energy demand. A
comprehensive economic analysis of the developed process was conducted and has shown
that the process is highly profitable with a return on investment (ROI) of 29.6% and a
payback period of 2.2 years. It is shown that when the process is operated at a temperature
of 350 ◦C, the economics improved, and the ROI increased to 34.3%.
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Abstract: A Generalized Additive Model (GAM) is proposed to predict the pressure drop in a gas–
liquid two-phase flow at horizontal, vertical, and inclined pipes based on 21 different dimensionless
numbers. It is fitted from 4605 points, considering a fluid pattern classification as Annular, Bubbly,
Intermittent, and Segregated. The GAM non-parametric method reached high prediction capacity
and allowed a great degree of interpretability (i.e., it helped to visualize and test statistical inference),
considering that each predictor’s marginal effects could be described, unlike in other Machine
Learning (ML) methods. The prediction capacity of the GAM model for the pressure gradient
obtained an adjusted R2 and a mean relative error of 99.1% and 12.93%, respectively. This capacity is
maintained even when ignoring Bubbly flow in the training sample. A regularization technique to
filter some variables was used, but most of the predictors must maintain the model’s high predictive
ability. For example, dimensionless numbers such as the Reynolds, Froude, and Weber numbers
show p-values of less than 0.01% to explain the pressure gradient in the different flow patterns. The
model performs adequately on 500 randomly sampled data points not used to fit the model with an
error lower than 15%. The variable importance for the model and the relationship with the pressure
gradient is evaluated based on the obtained splines and p-values.

Keywords: pressure gradient; gas–liquid two-phase flow; flow patterns; Generalized Additive Model;
dimensionless numbers

1. Introduction

Transporting fluids in the Oil and Gas Industry, for instance, from the well to the
processing plant (upstream sector), represents a challenge. This challenge requires a
complex configuration of pipes that contain multiphase mixtures of gases and liquids at
different inclinations and operating conditions. The design of this two-phase configuration
includes essential parameters for operators such as pressure gradient or void fraction,
which are avoided in single-phase flows, in which reliable methods to calculate frictional
pressure drop are available (e.g., the Moody chart or Colebrook-White equation). For
two-phase flow, there are complex dynamics between the gas and liquid within the pipe
that makes these predictions much more challenging [1].

Several approaches estimate or predict the frictional pressure drop in two-phase flows
based on empirical correlations such as the ones proposed by Hagedorn and Brown [2] or
Beggs and Brill [3]. These correlations depend strongly on the data used and the conditions
under which they were built; therefore, their application range is restricted. For example,
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Hagedorn and Brown’s [2] original correlations’ were not based on conservation and mo-
mentum balances, although the development of the original paper’s correlation followed
some physical phenomena present in the system. The mechanistic modeling approaches for
different pipe configurations were developed later using mass and momentum balances.
Overall, most of these models depend on how flow patterns are classified, allowing assump-
tions about the geometry of the cross-sectional area distribution of the phases, which are
necessary to study their interfacial properties. For instance, Xiao, Shonham, and Brill [4]
proposed a pressure drop model for Annular, Bubbly, Intermittent, and Stratified flow
patterns using the continuity and momentum equations by assuming uniform liquid height
in the film zone, which they stated is good enough for most practical applications.

Despite these efforts, mechanistic models such as those by Hasan and Kabir, and
Ansari, among others still need to select from various closure laws to work them properly
given to their limitations to apply different two-phase flow correlations [5]. Mechanistic
models cannot explain some phenomena, so some empirical correlations need to be intro-
duced, and since these closure laws are empirically based, they undermine the objective
of mechanistic modeling [5]. An alternative approach uses drift flux models [6], which
consider the mixture as a whole rather than two separated phases [7]. In this direction, drift
flux models follow a more rigorous approximation than the two-phase mechanistic models;
however, they assume homogeneous flow, which can be a strong assumption when the
difference of density between fluids is significantly enough like in the case of oil-water
systems [8]. Moreover, there are different available empirical flow pattern transition maps
based on the phases’ superficial velocities (e.g., Taitel and Dukler [9]), which depend on
the flow being near horizontal or vertical. These maps help visualize the most likely flow
pattern of the mixture and are essential for any mechanistic model that aims to describe the
two-phase flow dynamics. These maps have been improved considering that statistical and
machine learning tools such as Neural Networks (NN) and kernels have been considered
from a probabilistic-based approach. Overall, Machine Learning (ML) implements data
with statistical learning methods and algorithms to “learn” based on some predefined la-
beled (supervised) or unlabeled (unsupervised) features. Within the supervised approaches
they are classification or regression models, whereas in the case of unsupervised learning
algorithms for clustering or dimensionality reduction. In this regard, data recollection plays
a relevant role to develop these kind of approaches as in work done in the Tulsa Unified
Fluid Flow Project (TUFFP) by Zhang et al. [10]. For instance, Amaya-Gómez et al. [11]
dealt with the flow pattern classification problem using k-nearest neighbors and a Bayesian
approach based on a relevant experimental database. There are other examples that have
implemented Machine Learning approaches for two-phase or multiphase related to pattern
flow recognition, flow dynamics, liquid hold-up calculation, including Refs. [5,12–15].

Hybrid approaches combining a probabilistic or a machine learning method with a
mechanistic model can help to obtain better estimations of both void fraction and pressure
gradient. For example, the probabilistic method proposed by Amaya-Gómez et al. [11]
can be implemented jointly with the TUFFP model [10]. The flow pattern classification
could be handled with the probabilistic approach, while the momentum and continuity
equations would be employed to calculate the pressure gradient. Other alternatives include
predicting the flow patterns and pressure gradients based on linear regression or prob-
abilistic methods. For example, Kanin et al. [5] used Random Forest, Gradient Boosting
Decision Trees, Support Vector Machines, and Artificial Neural Networks to predict flow
patterns, void fraction, and pressure gradients in a three-stage model. Compared to the
mechanistic models proposed by Ansari et al. [16], Xiao, Shonham, and Brill [4], and the
TUFFP Unified [10,17], the results reported lower prediction errors. Another interesting ex-
ample is reported by Hernández et al. [18], where the authors use decision trees to identify
which phenomenologically based correlations are best to predict in specific flow patterns.
The approach of Hernández et al. [18], which selects closure relationships or even different
ML models, can also be improved by optimization tools; for example, Mohammadi, Papa,
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Pereyra, and Sarica [19] show that using a genetic algorithm can improve a mechanistic
model 277% by selecting closure relationships.

Although these statistical and machine learning methods may have good predictions,
they also lack in-depth interpretability, considering that most of these methods follow a
black-box approach that may not provide deep insights into the available data. Conse-
quently, this study seeks to predict the total pressure drop in gas–liquid two-phase flow
using statistical methods that facilitate the results’ interpretation. Here, the interpretation
is associated with the possibility of evaluating p-value tests, displaying predictors contri-
butions, and estimating predictors’ confidence intervals. These features allow identifying
the risk built in the model. For example, confidence intervals can be used to see where the
splines effects are dubious because of the lack of observations. Furthermore, p-values can
tell which predictors are statistically insignificant and should not be considered. Follow-
ing these requirements, Generalized Additive Models and Regression Splines would be
considered. This strategy retains interpretability and statistical inference capability while
having a functional prediction capacity when it is continuous and smooth [20]. Generalized
Additive Models (GAM) are a middle ground tool for prediction and can be used to gener-
alize general linear models. GAMs are a tool for both prediction and statistical inference
based on a standard generalized model with a link function consisting of a mix of linear or
parametric functions of the covariates and other non-parametric non-linear functions. They
have been implemented in different fields such as agriculture and medicine. See Hastie
and Tibshirani [21] for some applications. Overall, a GAM can be used in any case where
linear or logistic regression fits the objective’s scope. GAM can find non-linear relationships
between predictors and the response in both the classification and regression settings in ad-
dition to the statistical background of linear or logistic methods. The predictors correspond
with different well-known dimensionless numbers and the response with the pressure
gradient for this work.

Previous Uses of Dimensionles Numbers

In multiphase flow literature, numerous cases implemented dimensionless numbers
as inputs for correlation or mechanistic models. Their use is attractive because available
databases usually have a limited range of reported substances. Hence, considering cor-
relations based on known dimensionless quantities allows the model to be expanded for
different substances if there are sufficient records of the corresponding dimensionless num-
ber. One of the most famous models in the two-phase flow, where dimensionless numbers
are contemplated, is the Taitel and Dukler [9] mechanistic model for near horizontal in-
clinations. They manipulate the momentum and mass balance equations mathematically
to express them on known dimensionless quantities known as the Lockhart–Martinelli
parameter and a dimensionless hydrostatic pressure drop for stratified flow. The correlation
works by solving the equations that depend on these dimensionless numbers to obtain the
liquid film height, which is then used with geometrical assumptions to find the rest of the
interest variables.

The use of dimensionless numbers in mechanistic models is still prevalent. For
example, the Ansari, Sylvester, Shoham, and Brill [16] models used the Lockhart–Martinelli
parameter, the two-phase mixture Reynolds number, and the friction factors based on
the development’s superficial velocities of their model. The mechanistic model of Petalas
and Aziz [22] used the Reynolds number of both the gas and liquid phases based on the
hydraulic diameters, the Froude number of the liquid phase, and other dimensionless
quantities, considering the relationship with parameters to be found, such as liquid film
height or wetted perimeter. The model of Zhang et al. [10] implemented dimensionless
numbers, both in determining the unified flow model and supporting closure laws. Namely,
the closure laws they used for the liquid entrainment in the gas core are based on the gas
Weber, Froude, and both liquid and gas Reynolds. Furthermore, they depend on the
dimensionless ratio of the densities and viscosities of the phases.
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Recent statistical approaches such as Artificial Neural Networks (ANN) or ensem-
bled decision trees also have considered dimensionless numbers as inputs since they
improve predictive ability and generalizability for validation. For example, Ozbayoglu and
Ozbayoglu [23] published an ANN model to predict frictional pressure losses and flow
patterns based on the superficial Reynolds number of both phases as inputs. Other exam-
ples include the machine learning approach proposed by Kanin et al. [5] which implements
dimensionless features such as the Reynolds and Froude numbers and additional proposed
dimensionless quantities. These features train multiple Machine Learning (ML) algorithms,
which they cross-compare and obtain high R2 values in their predictions.

This article is organized as follows: Section 2 presents the theoretical framework of the
GAM and how flow patterns are mainly classified. Section 3 describes the implemented
database and the main dimensionless numbers used as predictors. Section 4 presents the
proposed methodology. Section 5 summarizes the essential findings using the GAM model.
Finally, Section 6 shows some concluding remarks.

2. Theoretical Basis
2.1. Generalized Additive Models (GAM)

In the case of regression with a continuous response (normal distribution), the model
with k covariates, j− 1 of them with linear effects and k− j with non-linear forms, has the
following general expression:

Y = β0 + β1x1 + · · ·+ β j−1xj−1 + f j(xj) + · · ·+ fk(xk) + ε (1)

where functions f j(xj) may describe flexible relations estimated non-parametrically, and ε
is the model’s error, representing the intrinsic random variability. Generalized Additive
Models are no different from generalized linear models (e.g., logistic regression) except for
non-parametric parts of the function. However, instead of assuming a linear relationship
between predictors and linked response, some smooth function is found that represents
well the effect of the non-parametric terms on the variable to be predicted. Please note
that additivity implies that each of the independent variables has a functional effect on the
response Y, and the addition of the terms composes the joint multivariate function. The
resulting model has the advantage of being interpretable in the effects of each covariate.
This happens because each function is the central effect of the respective variable on
the response. When the function is not additive, the high order interactions hide the
interpretation, given that margins cannot separate the multivariate function. Please note
that interpretability in this model means that each covariate’s effect on the response may
be separated; however, if a margin is non-parametrically estimated, there is no analytical
expression of the function in general. Moreover, the estimators are defined pointwise and
are easier to describe graphically. Another sense in which interpretability is advantageous
is that the model can be used to construct p-values and confidence intervals. These can
be used to assess the risk of bias and overfitting in the model. In this sense, the modeler
can know which covariates have a high degree of confidence in their estimates and if the
pressure gradient can be explained more accurately.

The general function in Equation (1) allows including flexible dependence of the
response on the covariates. Some smoothness restrictions must be imposed to control that
each marginal function truly reflects the relation’s central tendency and is not too influenced
by the random error ε. This process is called regularization and avoids over-fitting to the
data. It does not mean that the resulting estimator is necessarily a smooth function, but that
the function’s total variation is controlled. As a result, another advantage is that the model,
in general, has better predictive performance if it is used to predict the mean response on
data points that are out of the sample used to estimate the model, which is a consequence
of the non-linear nature of the relationship with the response. Simultaneously, the additive
form imposes a structural restriction on the mean multivariate function that avoids the
deterioration of the estimations when the number of variables increases, a characteristic of
non-parametric methods usually referred to as the curse of dimensionality.
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However, this flexibility comes at the cost of finding how to represent the non-
parametric functions in some way and choosing how “smooth” they should be [24]. The
problem of representation is generally solved by using a finite number of basis functions
for each function f j(xj). The following equation defines the non-parametric term as:

f j(xj) =
B

∑
b=1

bjb(xj)β jb (2)

where bjb(xj) is the b-th base function for the covariate xj and β jb are their corresponding
coefficients. The most straightforward approach is to use a polynomial basis; nevertheless,
this approach has the problem implied by the Taylor theorem, which states that the basis will
be a good fit in the neighborhood of a single specified point but not a good representation
of the global function. A convenient approach to solve this problem is to use basic functions
that are more local, such as a piecewise function defined by a certain number of knots.
Figure 1 shows an example of a piecewise linear function with two knots (spline basis with
degree 1). A spline basis is a generalization of this idea; in each interval, a polynomial
function is defined, requiring that continuity and smoothness are imposed on the knots.
With this type of basis, the estimated function’s flexibility may be controlled by the number
of knots and each piecewise polynomial degree.

Figure 1. Piecewise linear regression fit on the regression of Gas Velocity to predict Pressure Gradient.
Using the data of Alsaadi [25].

A more convenient alternative for calibrating the GAM, i.e., selecting the appropriate
degree of flexibility in each non-parametric function, considers a penalization term on the
estimation by ordinary least squares, on which f j(xj) is limited in order to avoid too much
variation (wiggliness). A common penalization is the squared second derivative, for which
the estimation (β̂0, . . . , β̂ j−1, f̂ j, . . . , f̂k) results of minimizing:

n

∑
i=1

(
yi − β0 − · · · − β j−1xj−1,i − f j(xji)− fk(xki)

)2
+

k

∑
h=j

λh

∫
f ′′h (xh)

2dxh (3)

where yi and xji represents the i-th observation of the response variable and the j-th
covariate, respectively. The parameters λh must be calibrated to use the optimal degree
of flexibility.

Since the smoothness parameters of the splines are unknown at the start of the algo-
rithm, they are initialized, assuming they do not affect the response. The algorithm cycles
find the smoothing parameter (λh) of each of the non-parametric terms until they reach a
stable value. This algorithm is known as backfitting [21]. The convergence of the method is
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not only fast but guaranteed, with the only restriction that the splines for each covariate xj
are centered [26]:

n

∑
i=1

f j(xji) = 0 (4)

This condition implies that the splines do not represent the variable’s marginal effects
on the response but on the centered response (the mean is subtracted). This situation
influences the interpretation of the statistical inference results but not the model’s predictive
capability. The primary advantage of GAM models is interpretability and hypothesis testing.
For example, the following hypothesis can be considered:

Ho: Variable X is in the model.

Ha: Variable X is not in the model.

This can be done, as in linear regression, using the F partial test as follows [20]:

F =

SSEreduced − SSE f ull

d freduced − d f f ull

MSE f ull
(5)

where SSE and MSE represent the sum and mean of the reduced and the entire model’s
square residuals; moreover, df represents the degrees of freedom of each model (the number
of parameters used in it). The F statistic can be interpreted as any statistical test. If it has a
higher value than a specified significance level in the corresponding accumulated density
distribution, then the null hypothesis can be rejected. There can also be a hypothesis made
on the nature of the parameter, as shown below:

Ho: Variable X has a linear effect.

Ha: Variable X has a nonparametric effect.

These tools are a definite advantage that improves the model’s interpretability com-
pared to other machine learning approaches such as Neural Networks or ensembled trees.

2.2. Flow Patterns Considered

Flow pattern classification can be ambiguous, depending on the methodology of each
author. For example, Aggour [27] classified patterns between annular (froth and mist),
bubble (froth), Slug, Slug Froth, and transitions between slug-bubble and slug-annular.
Brito [28] classified them between Annular, Bubble, Intermittent Flow, which combines
Slug Flow and Elongated Bubble, and Stratified Wavy. In the database used, each author
has their way of naming each flow pattern. Therefore, to have a consistent classification
and broader categories, the categories shown in Table 1 are considered.

The classification proposed in Table 1 is consistent with previous works in the liter-
ature such as those by Amaya-Gómez et al. [11], Brito [28], Fan [29], and Mantilla [30].
Furthermore, transitions between flow patterns can be seen, especially from intermittent to
annular and intermittent to bubble. Figure 2 shows the flow patterns used in this document
and illustrates their characteristics. It can be seen in Figure 2 that bubbly flow refers to
small spherical bubbles of gas, which are dispersed in the liquid phase. Intermittent flow is
comprised of large and elongated bubbles of gas that form liquid pistons of considerable
length. Stratified flow is a typical flow with a well-defined interface between the fluids is
formed for any cross-sectional cut of the pipe. Stratified Flow disappeared for an inclina-
tion greater than 70◦ (upward direction). Annular flow occurs at high void fractions and
generally is comprised of a high-velocity gas phase that pushes the liquid phase outwards.
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Table 1. Classification of flow patterns for prediction.

Flow Pattern Considered

Annular Flow (A) Bubbly Flow (BF) Intermittent Flow (IT) Segregated Flow (SG)

Original
description

-Annular -Bubble -Intermittent/Annular -Stratified
-Annular/Intermittent -Bubble/Intermittent -Intermittent/Bubble -Stratified Wavy
-Annular Froth -Bubble Froth -Slug Churn
-Annular Mist -Slug Flow
-Annular Wavy -Slug Froth
-Churn Annular

Figure 2. Illustrative shape of the flow patterns used in this work. (a) Bubbly Flow. (b) Intermittent
Flow. (c) Segregated Flow. (d) Annular Flow.

3. Materials: Database and Dimensionless Numbers
3.1. Database Presentation

This work implements the data reported at the TUFFP database, including 43,565 records,
out of which 5011 registered both a flow pattern and total pressure drop. There are
4605 cases of pipes inclined upwards and 406 cases of pipes inclined downwards. A nega-
tive ∆P sign implies the pipe gains pressure instead of losing it because of a drop in the
potential energy. The database used in the development of the proposed model consists of
these 5011 points; these records are described in more detail in Table 2.

This database comprises 18 references, out of which some of them are commonly
used to validate different mechanistic models and correlations experimentally, such as
the data of Andritsos [31] being used to validate the model of Zhang et al. [17]. Table 2
shows the maximum and minimum values for the primary measurements of the database,
including the diameter, length-to-diameter (L/D), superficial velocities (VS

L and VS
G), the

angle of inclination of the pipe (θ), the flow pattern classifications they contain, temperature,
pressure, and pressure gradient. From these variables, the last one is to be predicted. Flow
patterns are classified in the database as 22.31% annular, 6.41% bubbly, 44.12% Intermittent,
and 27.16% segregated.

Figure 3 presents the distribution of the liquids and gases used in the database. There
are more substances in the liquid phase, but around two thirds of the records used water or
glycerin dilutions. The gas phase is composed mainly of air and should not be generalizable
for lighter or denser gases. This problem can be solved using dimensionless numbers, as
will be described in this work.
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Figure 3. Distribution of phases in the database, (a) Liquids, and (b) Gases.

Figure 4 shows the distribution of the pipes’ diameter, L/D relation, superficial veloc-
ities, temperature, and pressure of the pipe. It can be seen in Figure 4 that the database
cases have temperature readings in conditions near ambient temperature. This is a long,
vertically inclined, water-air pipe. Regarding the pressure, most of the records reported
near-standard pressure, but there are also pressurized pipes.

Figure 4. Distributions of essential variables in the database. The dotted line corresponds with the
sample’s mean.

Figure 5 depicts the pipe inclinations, obtaining that 29.81% of the records had vertical
upward pipes (i.e., 90◦) and 3.2% vertical downward pipes (i.e., −90◦), 44.3% horizontal
pipes, and 22.7% inclined pipe cases. More downward cases should be included to improve
the database. Figure 5 shows there must be precautions to generalize the final model as a
tool for predicting pressure drop in any condition, especially considering the inclination
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distribution and the overrepresentation of water and air mixtures in the database. However,
dimensionless numbers are the chosen strategy to draw broader conclusions from the
model proposed in this work.

Table 3. Dimensionless numbers considered in this work as predictors.

Dimensionless Number Symbol Equation Relationship Explained

Gas Quality wG
ṁG

ṁG + ṁL
(6) Gas mass flow rate to total flow rate

Gas Reynolds ReG
ρG VS

G D
µG

(7)
Inertial forces to viscous forces

Liquid Reynolds ReL
ρL VS

L D
µL

(8)

Mixture Reynolds ReM
ρM VS

M D
µM

(9)

Gas Weber WeG
ρG VS

G
2 D

σ
(10)

Inertial forces to surface tension

Liquid Weber WeL
ρL VS

L
2 D

σ
(11)

Mixture Weber WeM
ρM VS

M
2 D

σ
(12)

Gas Froude FrG
VS

G√
g D

(13)
Intertial forces to gravity

Liquid Froude FrL
VS

L√
g D

(14)

Mixture Froude FrM
VS

M√
g D

(15)

Gas friction factor fG C Re−n
G (16)

Friction factors as in single-phase flow *.

Liquid friction factor fL C Re−n
L (17)

Interfacial friction factor f I fG


1 + 14.3

√
1− wG



√

VS
G ρG

ρ0G




 (18)

Interfacial friction factor approximation for segregated/
annular flow.

Froude Rate Ft

(
w3

G(ṁG + ṁL)
2

ρ2
G g D(1− wG)A2

)0.5

(19)
Vapor Kinetic Energy to the energy required to lift the
liquid

Y Tailel Dukler Number YTD
2D(∆ρ)g sin (θrad)

fG ρG VS
G

2 (20) Hydrostatic pressure loss to gas frictional pressure loss
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Table 3. Cont.

Dimensionless Number Symbol Equation Relationship Explained

Eötvös Eo
g D2(ρL − ρG)

σ
(21) Gravitational to capillary forces.

Lockhart Martinelli χ
fL ρL VS

L
2

fG ρG VS
G

2 (22) Frictional liquid loss to Frictional gas loss.

Viscous number Nµ
VS

M µL

g D2 ∆ρ
(23) Viscous forces to gravitational forces

Length Diameter Ratio L/D
L
D

(24) Pipe geometry

Dimensionless Temperature T̃
T
T0

(25)

Dimensionless Pressure P̃
2Po

fG ρG VS
G

2 (26) The initial pressure of pipe to gas pressure loss.

* C is 16, and n is 1 for Re < 3000 (Laminar). C is 0.046, and n is 0.2 for Re ≥ 3000 (Turbulent). As used by Taitel
and Dukler.

Figure 5. Distribution of the inclinations of the pipe in the database.

3.2. Dimensionless Numbers

This work aims to propose a sufficiently robust pressure drop predictive model,
seeking to use less training data to be commercially viable. Therefore, it is essential to use
known dimensionless numbers as predictors in the database, such as those presented in
Table 3.

In Table 3, there are present some mixture properties. All of them are defined the same
way; for example, mixture density is defined as:

ρM = wGρG + (1− wG)ρL (27)

Every mixture property is defined as in the last equation except mixture velocity
because it is traditionally defined in two-phase flow literature as:

VS
M = VS

G + VS
L (28)
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3.3. Notes on the Dimensionless Numbers Selected

There are multiple ways to define dimensionless numbers; mechanistic models for
two-phase flow can also be enriched using geometrical parameters such as the hydraulic
diameter or wetted perimeter. Since this work follows a statistical-based model, the dimen-
sionless numbers selected contemplated only those based on easily measured variables. In
this regard, geometrical considerations were not considered. Some considerations of the
dimensionless shown in Table 3 are described below:

• Gas Quality wg serves as a proxy for the void fraction of the model. While the void
fraction can give more information about the two-phase flow system, it would require
a two-step model to be calculated. This two-step model can be contemplated as a
future improvement of the proposed model.

• The Reynolds Re, Weber We, and Froude Fr numbers are defined using superficial
velocities and the nominal diameter. Although this is a simple definition for two-phase
flow, the statistical model can find non-linear relationships and does not need to have
as detailed information as in a mechanistic model. To include both phases’ infor-
mation, the superficial velocities of the liquid, phase, and mixture are contemplated
(Equation (28)). Therefore, three different dimensionless numbers (liquid, gas, and
mixture) are based on the velocity used. Multiple mechanistic models and statistical
models have used these numbers to calculate two-phase flow dynamics.

• The friction factors of the liquid and gas phases are defined as reported by Taitel
and Dukler [9]. The interfacial friction factor expression uses the expression used by
Zhang et al. [10], which is a closure law of that mechanistic model.

• The Froude rate Ft has been used in different studies to calculate void fraction.
Graham et al. [43] obtained a correlation for the void fraction using the Froude rate
and the Lockhart–Martinelli parameter χ in the stratified flow pattern and nearly
horizontal pipes. The idea behind their inclusion is to incorporate further information
about the void fraction.

• The Y Taitel–Dukler number was used in Taitel’s and colleagues’ 1976 correlation Taitel
and Dukler [9]; they found this grouping was relevant for nearly horizontal gas–liquid
flow. The Lockhart–Martinelli parameter also appears as a relevant dimensionless
grouping in the same study. The idea to adimensionalize the loss of the hydrostatic
pressure based on the gas pressure loss is used in this document when defining the
dimensionless pressure P̃.

• The Eötvös number Eo is relevant for small diameter pipes because it captures the
system’s capillary forces well. The dominance of the surface tension can help to predict
flow pattern maps where superficial tension dominates. Brauner and Moalem [44]
found surface tension maps and used the Eötvös number to define where superficial
tension dominated as part of their analysis.

• The viscous number Nµ is a dimensionless grouping used by Al-Safran et al. [45]
to develop an empirical model that tries to correlate liquid hold-up using different
dimensionless groupings for two-phase slug flow.

• The length to diameter ratio and dimensionless temperature are used since there is
information available in the database used in this model.

4. Methodology

The distribution of the dimensionless numbers throughout the database is smoother
than the non-processed parameters. Furthermore, the ranges of applicability of the model
can be interpreted in the ranges of the dimensionless numbers, which substantially im-
proves the model’s generalizability. Figure 6 shows the histograms of some of these
dimensionless numbers.
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Figure 6. Distribution of some of the dimensionless numbers presented in Table 3. Note: Reynolds
and Froude are calculated for the liquid phase.

Figure 7a shows the distribution of the response variable (i.e., the pressure gradient).
This histogram is left-skewed (e.g., the mean is left to the main peak), so using the correct
transformation can improve the normality of the data, which for GAM is not a requirement,
but it still can help improve the prediction. The proposed transformation is a cubic root
as depicted in Equation (29), which can be used even for negative numbers, unlike a
logarithmic transformation. The obtained transformation for the variable response is
shown in Figure 7b. Please note that it improves the shape of the histograms. Most of the
dimensionless numbers used have similar histogram distributions. As shown in Figure 7b,
the cubic root transformation centers the data distribution and reduces skewness. This
transformation helps the regression method.

Y =
3

√
∆P
L

(29)

Figure 7. Distributions of Response Variable for Regression. (a) Histogram of pressure loss. (b) Histogram
of transformed response.
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Additionally, most collinear predictors (i.e., more correlated variables) were removed
to reduce the set of predictors from Table 3 using the findCorrelations function in the
caret package in R-3.6.3. For this purpose, a correlation threshold of 0.85 high was used
to prevent valuable information from being removed from the model. Predictors with a
higher correlation than the threshold were the gas Reynolds and the mixture Froude, so
they were discarded from the model.

The model assumes that all splines are non-parametric thin-plate splines, yet since
these splines are penalized, some of them can end having linear relations with the response.
In the final model, to be precise, 19 dimensionless numbers were used, so the model was
comprised of 57 non-parametric different covariates since each dimensionless number
and flow pattern interaction is considered and since Bubbly flow was merged with the
Intermittent flow. The proposed methodology is shown in Figure 8, following a data
collection, model training, and using the model to predict the pressure drop.

Figure 8. Scheme of the Proposed methodology.

The GAM was fitted using the mgcv library in R, built by Simon Wood [24]. It has
been used in multiple applications in different fields [24]. For each of the covariates with
non-linear relation, the basis representations used were thin-plate regression splines that
are low-rank smoothers, meaning that they have fewer coefficients than data to smooth.
The main idea of this approach is to use a penalized model as the one represented in
Equation (3), on which the resulting basis representation is in the form of splines with knots
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placed on each of the observed points xi. The mgcv library uses different computational
approaches to fit the splines in a fast and efficient way. As described in Section 2.1,
the calibration of smoothing parameters is performed by generalized cross-validation
(GCV). This method is very close to leave-one-out cross-validation (LOOCV), on which
the prediction performance is measured on each data point that is left out of the sample.
LOOCV fits the model on all the points except one, then evaluates the model performance
on that point. Then, LOOCV takes each point in the sample and repeats the procedure,
averaging each out-of-sample point’s mean square error. GCV is a less computationally
demanding but accurate approximation.

5. Results and Discussion
5.1. Predictive Capability

There are multiple ways to calibrate a GAM; both the predictors and the complexity of
each spline must be found in a way the model performs better on a test dataset. Section 1
shows that the splines could be calibrated using the back-fitting algorithm and the thin-
plate spline definition. Marra and Wood [46] conducted a study on variable selection. The
conclusion was that shrinkage approaches perform significantly better than competing
methods in terms of predicting ability. The best-performing methods of variable selection
were the double penalty and the eigenvalue shrinkage approaches. Because of the more
straightforward interpretability of the double penalty approach, it is considered for this
study. In either case, both approaches were the best methods for variable selection, just as
compared by Marra and Wood [46].

The double penalty method works using all the predictors from Table 3 except the
ones removed due to their high correlations under a regularization method such that
fewer essential predictors are taken out of the model. The double penalty method is
similar to LASSO (Least Absolute Shrinkage and Selection Operator) variable selection in
which the optimization objective function is changed so that models with fewer variables
are preferred. It is a double penalty method because both the thin-plate splines and the
objective function are penalized. Some splines are taken out of the model, and the ones
staying are not too complex.

Figure 9. Results of the best model using double penalty regularization and all the dimensionless
numbers proposed. A: Annular, BF: Bubbly Flow, IT: Intermittent, SG: Segregated. (a): Observed
vs. Predicted plot on all the datasets with 15% error lines. (b): Observed vs. Predicted plot on a
500-points sample taken as a validation set, with 15% error lines

Figure 9a shows the results obtained by the GAM using all the predictors with the
double penalty approach. Figure 9b shows the case where the GAM is calibrated with all
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the data except for 500 points randomly sampled from the original data set, then validating
the results on these points such that the predictive capability of the model is shown for new
data. Please note that the model follows closely the mean and is contained in the 15% error
lines on downward (negative) and upward (positive) cases.

The relative error (RE) is defined as the absolute difference between the response
and predicted values over the original or observed response. The mean relative error
(MRE) for each flow pattern will then be used to illustrate the model’s predictive capa-
bility (Equation (30)) where mj is the total number of observations in the corresponding
flow pattern.

MRE =

mj

∑
i=1

|Yi
obs −Yi

pred|
mj Yi

obs
, ∀j ∈ {A, BF, IT, SG} (30)

Furthermore, for model comparison, AIC, or the Akaike information criterion based
on the model’s likelihood function, was considered. The measure tries quantifying a
trade-off between goodness of fit and the number of parameters in the model, penalizing
overfitting. Then the AIC can be compared between models, where a smaller value means
better quality.

This relative error is similar to models such as the one proposed by Zhang et al. [10]
or correlations such as those by Andritsos, Williams, and Hanratty [47]. The total deviance
explained by the model is 99.2%, and the adjusted R2 is 99.1%, which both mean the
model already explains the total variance practically in the data and that it will perform
adequately in a test sample, as shown both in Figure 9 and Table 4. The distribution of
standardized residuals shown in Figure 10 has no identifiable patterns, and the histogram
suggests normality in the residuals, indicating that the model is correctly specified. It has a
light skewness to the left, meaning the model can sometimes underpredict the pressure
drop. However, this is on a small subset of the whole sample and should not be a concern
considering the model’s predictive capability. Furthermore, the model performs adequately
both in downward and upward cases. Residuals which are used in Figure 10a,b are defined
using the standardized residuals expression:

Residuals =
Yi

obs −Yi
pred√

∑n
i=1 Yi

obs −Yi
pred

n− 1

(31)

Table 4. MSE and relative error results on the train and test dataset used for the GAM calibrated with
the shrinkage approach.

Set Pattern MSE Mean Relative Error (%)

Train

Total 0.9239 11.720
A 12.404 11.860
BF 0.1661 1.330
IT 12.919 10.390
SG 0.2474 16.290

Test

Total 17.473 11.080
A 41.118 9.660
BF 0.2860 2.340
IT 16.122 10.960
SG 0.3680 14.020

Deviance Exp. 99.20% AIC 13,110.21
A: Annular, BF: Bubbly Flow, IT: Intermittent, SG: Segregated.
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Figure 10. Distribution of residuals of GAM with double penalty regularization. A: Annular, BF:
Bubbly Flow, IT: Intermittent, SG: Segregated. (a) Predicted vs. residuals scatterplot. The discon-
tinuity between the two clusters in this plot is the division between upward and downward cases.
(b) Histogram of residuals.

This model’s critical weakness is using most of the predictors, although some of
them are removed considering the tool proposed by Marra and Wood [46] for a total of
19 dimensionless numbers as predictors in the GAM with a double penalty. Considering
the four different flow patterns, 76 different splines need to be calibrated for the trained
model. This situation makes interpretability difficult because it is required to review all the
significant predictors’ responses. Since the appeal of the GAM is a compromise between
predictive capacity and interpretability, this is a weakness that should be addressed.

The first approach to reduce the number of features in the model considered analyzing
the information in Table 4, specifically, the relative error in each flow pattern. This table
suggests that the model is beneficial to predict the bubbly flow. Therefore, the proposed
trade-off would reduce the model’s capability to predict bubbly flow and reduce the
number of features, which should improve the interpretability and confidence interval of
each spline. For this purpose, the model was trained to ignore bubbly flow cases, assuming
they were intermittent flow cases since intermittent flow is the most prevalent in the
database. This assumption means that the model does not distinguish between bubbly
flow and intermittent flow on a dataset. The hypothesis is that if the model can predict the
pressure drop in intermittent flow cases correctly, then it will continue to predict the bubbly
flow cases correctly in a test dataset. This approach’s advantage was the reduction from
76 initial predictors to 57 predictors (i.e., 19 are immediately removed) before the double
penalty regularization is done since a whole flow pattern was removed from the training
process. The results of the model without bubbly flow are shown in Table 5.

Table 5 shows that a GAM that predicts correctly intermittent flow can still have
excellent bubbly flow performance. The AIC increased only by 3.3%, but only 50 splines
remained to be interpreted after double penalty regularization, which is statically relevant
with a 5% significance level. Nevertheless, 50 splines are still much information to consider,
but the model could significantly reduce predictive capacity seeking to prune more. The
problem with this model is that it starts predicting less accurately segregated flow pattern
cases, as shown in Table 5, where the MSE of the segregated flow is the smallest in this case.
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Table 5. Results on train and test set for the GAM without bubbly flow training.

Set Pattern MSE Mean Relative Error (%)

Train

Total 0.983 12.347
A 10.590 11.028
BF 1.335 3.579
IT 12.584 9.221
SG 0.4062 19.269

Test

Total 1.237 12.926
A 12.971 9.420
BF 13.553 4.413
IT 15.585 10.557
SG 0.6087 19.977

Deviance Exp. 99.20% AIC 13,562.47
A: Annular, BF: Bubbly Flow, IT: Intermittent, SG: Segregated.

Another way to improve each flow pattern’s relative error is by calibrating a GAM for
each flow pattern using all the dimensionless numbers and the double penalty approach.
The problem with this approach is that it is more sensible to flow pattern misclassification
since the splines are not built based on the other flow patterns but only on the application.
Furthermore, since 4% relative error is still acceptable for bubbly flow, only three models
were constructed, and the intermittent flow model was used to predict bubbly flow cases.
However, the results of the three models combined on the same train and test datasets are
the following:

As shown in Table 6, using a different model for each flow pattern has similar results to
the best model found. However, as seen in the MSE of the annular flow pattern, it can have
worse results on a test data set since it has fewer data to train each model. Furthermore,
statistical metrics such as AIC are not comparable to previous models since the training
samples are different.

Table 6. Results on train and test set by using three models, one for annular, one for stratified, and
one for intermittent.

Set Pattern MSE Mean Relative Error (%)

Train

A 0.9160 9.842
BF 13.517 3.593
IT 12.828 9.288
SG 0.2522 17.401

Test

A 67.762 13.042
BF 13.400 4.246
IT 15.485 10.389
SG 0.3411 17.623

A: Annular, BF: Bubbly Flow, IT: Intermittent, SG: Segregated.

5.2. Results of the GAM

This section presents the results that do not distinguish between the intermittent and
bubbly flow. The results of the full GAM model with all the flow patterns are shown in the
annexes. The results of the methodology that fitted one GAM for each flow pattern are also
presented. The statistical significance results of the GAM can be seen in Tables 7 and 8.
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Table 7. Parametric coefficients of the GAM. The base case is the annular flow pattern, and the bubbly
flow is mixed with intermittent flow.

Parametric Coefficients
Estimate Std. Error t Statistic p-Value

Intercept (A) 6.433 13.185 0.488 0.626
IT 3.749 13.191 0.284 0.776
SG −9.939 31.325 −0.317 0.751

A: Annular, IT: Intermittent, SG: Segregated.

Table 8. Results of the non-parametric tests of the GAM. Estimated degrees of freedom is proportional
to the complexity of each spline.

Approximate Significance of Smooth Terms:

Spline E. dof R. dof F Statistic p-Value Spline E. dof R. dof F Statistic p-Value

s(wG):A 0.975 9 4.346 <0.0001 s( f I):A 4.082 9 11.453 <0.0001
s(wG):IT 3.286 9 2.531 <0.0001 s( f I):IT 3.730 9 20.569 <0.0001
s(wG):SG 0.000 9 0.000 0.4610 s( f I):SG 2.798 9 1.648 0.0001
s(ReL):A 5.499 19 3.505 <0.0001 s(Ft):A 5.797 9 5.18 <0.0001
s(ReL):IT 14.410 19 10.184 <0.0001 s(Ft):IT 5.089 9 5.532 <0.0001
s(ReL):SG 0.897 16 0.543 0.0009 s(Ft):SG 0.301 9 0.048 0.1159
s(ReM):A 10.790 18 23.061 <0.0001 s(YTD):A 10.100 17 10.531 <0.0001
s(ReM):IT 14.220 19 12.224 <0.0001 s(YTD):IT 15.630 19 85.988 <0.0001
s(ReM):SG 10.740 19 5.336 <0.0001 s(YTD):SG 1.028 7 7.34 <0.0001
s(WeG):A 12.710 19 6.471 <0.0001 s(Eo):A 3.483 5 7.002 <0.0001
s(WeG):IT 3.498 19 1.065 <0.0001 s(Eo):IT 4.953 5 150.699 <0.0001
s(WeG):SG 13.680 18 26.050 <0.0001 s(Eo):SG 3.967 5 122.387 <0.0001
s(WeL):A 7.581 18 3.293 <0.0001 s(χ):A 0.939 19 0.803 <0.0001
s(WeL):IT 10.290 19 4.777 <0.0001 s(χ):IT 8.757 18 4.911 <0.0001
s(WeL):SG 0.000 10 0.000 0.5311 s(χ):SG 0.000 19 0 0.2248
s(WeM):A 6.757 9 11.820 <0.0001 s(Nµ):A 15.690 19 32.64 <0.0001
s(WeM):IT 4.515 9 6.304 <0.0001 s(Nµ):IT 12.700 19 101.09 <0.0001
s(WeM):SG 1.294 8 0.535 0.0149 s(Nµ):SG 6.823 17 1.929 <0.0001
s(FrG):A 4.958 19 1.166 <0.0001 s(L/D):A 4.719 6 14.115 <0.0001
s(FrG):IT 13.680 19 13.242 <0.0001 s(L/D):IT 5.775 6 127.099 <0.0001
s(FrG):SG 14.750 19 21.040 <0.0001 s(L/D):SG 5.413 6 61.614 <0.0001
s(FrL):A 14.550 19 13.200 <0.0001 s(T̃):A 6.231 9 9.122 <0.0001
s(FrL):IT 12.270 19 48.426 <0.0001 s(T̃):IT 8.404 9 13.493 <0.0001
s(FrL):SG 4.008 15 1.655 <0.0001 s(T̃):SG 6.269 9 51.724 <0.0001
s( fG):A 0.671 5 0.407 0.0533 s(P̃):A 8.509 15 11.022 <0.0001
s( fG):IT 9.217 19 7.514 <0.0001 s(P̃):IT 17.080 19 9.897 <0.0001
s( fG):SG 4.554 10 9.246 <0.0001 s(P̃):SG 9.002 17 11.042 <0.0001
s( fL):A 0.000 16 0.000 0.5305
s( fL):IT 0.001 15 0.000 0.4237
s( fL):SG 1.419 19 0.213 0.0450

R-sq (adj) 99.10% Deviance Explained 99.10% Scale Estimated 10.738

A: Annular, IT: Intermittent, SG: Segregated. E.dof: Estimated degrees of freedom of each spline. R.dof: Reference
degrees of freedom for each spline.

Tables 7 and 8 show that the parametric terms only comprise the flow pattern, which
is a categorical variable. The baseline level is the annular flow pattern; it only changes
how the model is interpreted but not the results in any way. The flow patterns are not
significant based on their p-values on the response’s mean but are significant as they change
the splines’ shape. In Table 8, the need to use a different spline for each flow pattern
is revealed since each spline’s estimated degrees of freedom are different for the same
dimensionless number. The reference degrees of freedom are the maximum the splines can
have. The back-fitting algorithm optimizes the best-estimated degrees of freedom in this
range that perform better in theory based on metrics such as generalized cross-validation.
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The reference degrees of freedom are arbitrarily selected, but they should be large enough
to prevent under smoothing, considering that too large degrees of freedom may have
computational costs. The p-values are based on the cumulative F distribution, and they
are the probability accumulated in the right tail. If this probability is low, it means that
the term has a statistically significant non-linear effect on the pressure gradient. In this
model, most non-parametric terms significantly affect the response, even after the double
penalty approach. So, filtering the variables more could reduce the performance of the
model significantly. As can be seen, the adjusted R2 is the same as the deviance, which is a
clear indication that most of the variables are necessary to explain the variance in the model.
They are also both near the unity and show that the model predicts the pressure gradient.

Figure 11. Splines of the cube root of the dimensionless numbers against the pressure gradient’s
centered cube root. A: Annular, IT: Intermittent, SG: Segregated. (a): Gas Quality. (b): Liquid
Reynolds. (c): Mixture Reynolds. (d): Gas Weber. (e): Liquid Weber (f): Gas Weber.

Figures 11–13 show the splines of the model. These figures could provide attractive
insights since each dimensionless effect on the pressure drop can be compared, considering
flow patterns. Figure 11 shows some of the insights that can be drawn from the GAM
methodology. For example, it is known that liquid entrainment can have an impact on
stratified flow. The gas weber number is related to how liquid droplets can enter the gas
phase and start a transition between flow patterns. For example, Zhang, Wang, Sarica,
and Brill [10] used a liquid entrainment empirical correlation for stratified flow. This can
explain the strong dependence on the gas weber number for the stratified case, as shown in
that spline, comparing it to intermittent and annular flow.
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Figure 12. Splines of the cube root of the dimensionless numbers against the pressure gradient’s
centered cube root. A: Annular, IT: Intermittent, SG: Segregated. (a): Gas Froude. (b): Liquid
Froude. (c): Gas friction factor. (d): Interfacial friction factor. (e): Froude Rate. (f): Y Taitel and
Dukler parameter.

Figure 13. Splines of the cube root of the dimensionless numbers against the pressure gradient’s
centered cube root. A: Annular, IT: Intermittent, SG: Segregated. (a): Eötvös Number. (b): Lockhart–
Martinelli parameter. (c): Viscous number. (d): Length diameter ratio. (e): Dimensionless Tempera-
ture. (f): Dimensionless Pressure.
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The splines shown in Figures 11–13 demonstrate the relationship between the cube
root of the dimensionless predictors and the cube root of the pressure gradient. The splines
are plotted in a window such that they comprise the mean of the dimensionless predictor
and two standard deviations. These plots also show the model’s limitations since points
outside the showed window should not be predicted with confidence. Nonetheless, all the
dimensionless numbers have a large window for prediction.

In some cases, the relations are as expected, such as in the liquid Reynolds, which is
inversely proportional to the pressure gradient in annular and intermittent flow. Similar to
the single-phase flow case, friction losses decrease in a turbulent flow. However, mixture
Reynolds shows the inverse relationship in annular, which can be explained by the gas
phase’s drag experienced or the gas’s compressibility, and because the annular flow has the
more considerable void fraction typically.

5.3. Performance on the Authors’ Datasets

The predicted vs. observed plot of the model on the data of the most prevalent author
of each flow pattern is showed: Rezkallah [39] for annular flow; Aggour [27] for bubbly
flow; Kokal [37] for intermittent flow, and Andritsos [31] for stratified flow.

Figure 14 displays the excellent agreement of the model to the authors’ data. Again,
stratified flow is the one with the worst performance. It was shown that fitting different
GAMs for each flow pattern could solve this problem. Furthermore, stratified flow is the
one that can be easier to predict because of the well-defined liquid height so that a hybrid
model approach could be used—for example, using a mechanistic model for stratified flow
and the GAM for the other flow patterns.

Figure 14. Observed vs. predicted plot with 15% error lines for the four authors mentioned. (a):
Rezkallah [39] (6.868% relative error). (b): Aggour [27] (2.691% relative error). (c): Kokal [37] (13.05%
relative error). (d): Andritsos [31] (17.04% relative error).

5.4. Performance against Mechanistic and Black-Box Models

After describing the proposed approach’s prediction capabilities, it was compared in
terms of predictive performance against both mechanistic and statistical-machine learning
tools. In this regard, the Tulsa Unified Model proposed by Zhang et al. [10], which is a

72



Processes 2022, 10, 1009

mechanistic model for all types of flow patterns and inclinations, and a gradient boosting
model (GBM) approach, which is an application of the work done by Kanin et al. [5] on the
database described in Section 3, which is a machine learning model with high predictive
capacity were compared with the proposed GAM. Figure 15 shows the mean relative error
and mean square error of the three approaches for each dataset recollected

To calibrate Kanin et al.’s [5] GBM, the R xgboost library was used. It was calibrated
by margins following the same sequence as in the original work. Two GBM were built, one
using the same predictors as the authors of the model and using the same dimensionless
numbers used in this model. The one with more predictors, which uses the dimensionless
numbers of this work, is the one with lower test-MSE, so that result is considered.

Figure 15 shows that the GAM has excellent results in all of the author’s datasets,
and that results are consistent across the datasets. While the Tulsa model has a problem
fitting some of the authors’ results, it can be noted that both the GAM and the GBM are
competitive when both are calibrated correctly. Nevertheless, as stated in this document,
the GAM offers a greater degree of tools such as p-values and confidence intervals as a risk
measure and graphical splines to corroborate the predictors’ effect. Moreover, although the
mechanistic model offers much more information about fluid dynamics, it cannot predict
the pressure gradient with the same level of accuracy as at both Machine Learning models.

Figure 15. Model comparison using root mean square error for each author in the database. For the
ML models, an out-of-sample test is used.

6. Conclusions and Future Work

This study proposed a Generalized Additive Model based on 21 recognized dimen-
sionless numbers to predict the pressure drop of gas–liquid two-phase flow based on 5011
records in the Tulsa Unified Fluid Flow Project (TUFFP) database. The prediction results
were satisfactory, obtaining a mean relative error of at most 19.98% for stratified flow and
12.93% for all the data points in a randomly sampled test set. The adjusted R2 was 99.1%,
which is the same as the deviance explained in the model. The GAM can also predict
bubbly flow with a 4.3% relative error without even being trained to know the flow pattern,
assuming the cases are mixed with intermittent flow. A regularization methodology was
implemented to reduce the dimensionality, but the number of features did not change
significantly. The dimensionless numbers used are probably the simplest ones since they
use superficial velocities and nominal diameters.

This approach could be improved considering hybrid model approaches to calculate
geometrical considerations such as hydraulic diameters, wetted perimeter, or mean ve-
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locities. Using these quantities in the input dimensionless numbers of the GAM should
condense the information better and reduce the number of features. Finally, it is restated
that GAM can also be used to improve the mechanistic model approach. Replacing closure
laws with GAM-based methodologies could give a new dynamism and ideas to propose
phenomenological reasons for data behavior.

7. Supporting Information

Based on the model proposed in this paper, we developed an app known as DropTool
that is available at the following link: https://droptool.shinyapps.io/Pressure_Drop_App/
(accessed on January 2021). This app describes the GAM model’s central core regarding
the experimental data, dimensionless numbers, and method implemented. This app allows
the user to estimate the pressure drop based on essential fluid and operation properties for
the liquid-gas phase flow. As mentioned above, the model requires the flow pattern, and
the user needs to choose from Annular, Bubble, Intermittent, or Segregated flow patterns.
DropTool incorporates the tool ProPatt: Probabilistic approach of a flow pattern map for horizontal,
vertical, and inclined pipelines, which is based on the work of Amaya-Gómez et al. [11].
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Nomenclature

β linear regression coefficient
χ Lockhart Martinelli Parameter
∆ρ liquid density minus gas density [kg/m3]
∆P Pressure Gradient [Pa/m]
ṁ mass flow rate [kg/s]
ε relative error
µ Viscosity [Pa · s]
ρ density [kg/m3]
σ superficial tension [N/m]
θ pipe inclination [deg]
A pipe cross-sectional area [m2]
D pipe internal diameter [m]
Eo Eötvös Number
f Friction factor
Ft Froude Rate
Fr Froude Number
g gravitational acceleration [m/s2]
L pipe length [m]
Nµ Viscous number
P Pressure [Pa]
Re Reynolds Number
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T Temperature [◦C]
V Velocity [m/s]
We Weber Number
Y response variable, cube root pressure gradient [(Pa/m)1/3]
YTD Taitel Dukler dimensionless number
AIC Akaike information criterion
E.dof Estimated degrees of freedom of each spline
R.dof Reference degrees of freedom for each spline
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Abstract: Based on the linear stability analysis, a mathematical model for the stability of a viscous
liquid jet in a coaxial twisting compressible airflow has been developed. It takes into account the
twist and compressibility of the surrounding airflow, the viscosity of the liquid jet, and the cavitation
bubbles within the liquid jet. Then, the effects of aerodynamics caused by the gas–liquid velocity
difference on the jet stability are analyzed. The results show that under the airflow ejecting effect,
the jet instability decreases first and then increases with the increase of the airflow axial velocity.
When the gas–liquid velocity ratio A = 1, the jet is the most stable. When the gas–liquid velocity ratio
A > 2, this is meaningful for the jet breakup compared with A = 0 (no air axial velocity). When the
surrounding airflow swirls, the airflow rotation strength E will change the jet dominant mode. E has a
stabilizing effect on the liquid jet under the axisymmetric mode, while E is conducive to jet instability
under the asymmetry mode. The maximum disturbance growth rate of the liquid jet also decreases
first and then increases with the increase of E. The liquid jet is the most stable when E = 0.65, and
the jet starts to become more easier to breakup when E = 0.8425 compared with E = 0 (no swirling
air). When the surrounding airflow twists (air moves in both axial and circumferential directions),
given the axial velocity to change the circumferential velocity of the surrounding airflow, it is not
conducive to the jet breakup, regardless of the axisymmetric disturbance or asymmetry disturbance.

Keywords: jet stability; swirl; twist; dominant mode

1. Introduction

A liquid jet is a common phenomenon in various fields, including rainfall in nature,
pesticide spraying in agriculture, and fuel injection of internal combustion engines in
engineering, and so on. Therefore, the instability mechanism of the liquid jet has an
important academic significance and engineering value.

At present, many studies have confirmed that the liquid jet in a coaxial high-speed air-
flow can achieve efficient mixing of the liquid jet and the surrounding gas. Compared with
the liquid jet in a stationary gas, the liquid jet in the high-speed airflow is more conducive
to atomization, and some research works have been obtained about the stability of a liquid
jet in a coaxial airflow [1–8]. Sometimes, in the process of spraying and atomization, it is
often accompanied by the swirling of the surrounding airflow [9,10]. Actually, the swirling
movement of the surrounding airflow has a complex effect on the jet instability, which has
gradually become a research hotspot [11–20]. Jog and Ibrahim [11] studied the swirling
effect with the neglect of airflow compressibility. Lin et al. [12] studied the swirling effect
with the neglect of the liquid viscosity and the airflow compressibility. Du et al. [14,15]
studied the swirling effect with the neglect of the twisting motion and compressibility of
the surrounding airflow. Strasser and Battaglia [16] studied the swirling effect and the
compressibility of the jet based on the large-eddy simulation. Lü et al. [17,18] studied the
swirling and compressibility effect of the surrounding airflow with the neglect of the liquid
viscosity and the twisting motion of the surrounding airflow.
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In addition, the effect of liquid viscosity on jet stability cannot be ignored [20–22].
Chandrasekhar [23] and Decent [24] studied the effect of fluid viscosity on the stability
of liquid jet, and found that the fluid viscosity played an important role in promoting jet
instability. Lin [25] mainly considered the viscosity of the liquid jet and analyzed the jet
stability under different liquid viscosities. Yan [26,27] considered both the fluid viscosity
and the airflow compressibility in order to analyze the jet stability. However, both of them
neglected the swirling of the surrounding airflow. In addition, in the process of liquid
injection, such as fuel injection in the internal combustion engines, cavitation bubbles
always exist in the fuel jet leaving the nozzle [17,18]. Cavitation bubbles turn the liquid jet
into a gas–liquid two-phase flow, which increases the instability of the liquid jet. Therefore,
the study of the effect of cavitation bubbles on jet instability is of significance.

However, because of the complexity of all of these problems, scholars often neglect
the coupling effect of the twist (movement both in axial and circumferential direction) and
compressibility of the surrounding airflow, the viscosity of the liquid jet, and the cavitation
bubbles within the liquid jet, which makes the research results deviate from the actual
conditions.

According to current research situations and existing problems, on the premise of a
comprehensive consideration of the twist and compressibility of the surrounding airflow,
the viscosity of the liquid jet, and the cavitation bubbles within the liquid jet, the dispersion
equation for the stability of a viscous liquid jet in a coaxial twisting compressible airflow
has been developed. On this basis, the effects of airflow ejection, airflow swirling, and
airflow twist on the stability of the liquid jet are discussed.

2. Mathematical Model
2.1. Physical Model and Initial Flow Field

A bundle of viscous liquid is injected into a coaxial twisting compressible gas medium
from a cylindrical nozzle with a radius of a. The cylindrical coordinate system is established
at the outlet of the nozzle, and the jet direction is opposite to the z-axis direction. The liquid
jet is assumed to have a radius a and initial velocity U0, while the surrounding gas has
velocity in the z-axis direction U2 and airflow rotation strength W0, as shown in Figure 1.
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Based on the above physical model, the following assumptions are made:

(1) The surrounding gas is a compressible Newtonian fluid;
(2) Ignore the influence of the viscosity, gravity, and temperature of the surrounding gas;
(3) The liquid jet does not swirl, and the surrounding gas has a coaxial twisting velocity;
(4) There is no slippage between the cavitation bubbles and the liquid jet, and there is no

interaction between the cavitation bubbles;
(5) The mixed phase consisting of uniformly distributed cavitation bubbles and liquid jet

is a continuous medium.
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In the coordinate system shown in Figure 1, the basic flow field (liquid jet velocity, the
surrounding airflow velocity, the pressure difference between the liquid jet and the sur-
rounding airflow, jet density, jet viscosity, and sound velocity in the liquid jet) is established
based on the above assumptions, as follows:

V1 = (0, 0,−U1) (0 ≤ r ≤ a) (1)

V2 = (0, W0/r,−U2) (a < r < ∞) (2)

p2(r)− p1 = pσ + pint = − σ
a + 1

2 ρ2W2
0

(
1
a2 − 1

r2

)
(a < r < ∞) (3)

ρ1 = αρv + (1− α)ρl (4)

µ1 = αµv + (1− α)µl (5)

where p2(r) represent the surrounding gas pressure; p1 represent the liquid jet pressure;
pσ is the surface tension; pin is the gas phase inertia; σ is the surface tension factor at the
interface; ρ2 is the gas density; ρ1 is the liquid jet density; W0 is the gas rotation strength;
ρv and ρl are cavitation bubble density and liquid density, respectively; µv and µl are
the cavitation bubble viscosity and liquid viscosity, respectively; α is the bubble volume
fraction, α = 4πr3

vN/3; rv is the cavity average radius; and N is the number of cavitations
per unit volume.

2.2. Establishment and Solution of Mathematical Model

The equation is based on the linear stability analysis method, which is based on the
establishment of the airflow and liquid fluid disturbance governing equations and the
determination of the boundary conditions, using the linear small disturbance method
to ignore the high-order small quantities to linearize the equation, build and solve the
equations, and then carry out research.

(1) Disturbance governing equations of compressible twisting airflows
Consider the compressibility and neglect the viscosity and gravity of the surrounding

airflow, the airflow satisfies the following continuity equation and Euler equation [28]:

Dρ2

Dt
+ ρ2

(
1
r

∂

∂r
(rvr2) +

1
r

∂vθ2

∂θ
+

∂vz2

∂z

)
= 0 (6)





Dvr2
Dt −

v2
θ2
r = − 1

ρ2

∂p2
∂r

Dvθ2
Dt + vr2vθ2

r = − 1
ρ2r

∂p2
∂θ

Dvz2
Dt = − 1

ρ2

∂p2
∂z

(7)

where subscript 2 represents airflow parameters, and vr, vθ , and vz are the radial, circum-
ferential, and axial velocities, respectively.

Perturbation analysis and linearization of Equations (6) and (7), we can get the sur-
rounding airflow disturbance governing equations as the following form:

∂
(

p′2/c2
2
)

∂t
+

W0

r2
∂
(

p′2/c2
2
)

∂θ
−U2

∂
(

p′2/c2
2
)

∂z
+ ρ2

(
v′r2

r
+

∂v′r2

∂r
+

1
r

∂v′θ2

∂θ
+

∂v′z2

∂z

)
= 0 (8)





ρ2

(
∂v′r2

∂t + W0
r2

∂v′r2
∂θ −U2

∂v′r2
∂z −

2W0v′θ2
r2

)
= − ∂p′2

∂r

ρ2

(
∂v′θ2

∂t + W0
r2

∂v′θ2
∂θ −U2

∂v′θ2
∂z

)
= − 1

r
∂p′2
∂θ

ρ2

(
∂v′z2

∂t + W0
r2

∂v′z2
∂θ −U2

∂v′z2
∂z

)
= − ∂p′2

∂z

(9)

where the apostrophe indicates a small disturbance parameter.
Equations (8) and (9) include four equations, but contain five unknown parameters.

In order to close the four equations, use ∂p′2/∂ρ′2 = c2
2 to relate the disturbance density

79



Processes 2021, 9, 918

and pressure with the speed of sound. At this point, the airflow disturbance governing
equations are established.

(2) Disturbance governing equations of viscous liquid jets
Consider the viscosity and neglect the compressibility and gravity of the liquid jet, the

liquid jet satisfies the following continuity equation and momentum equation [28]:

1
r

∂

∂r
(rvr1) +

1
r

∂vθ1

∂θ
+

∂vz1

∂z
= 0 (10)





Dvr1
Dt −

v2
θ1
r = − 1

ρ1

∂p1
∂r + ν1

(
∇2vr1 − vr1

r2 − 2
r2

∂vθ1
∂θ

)

Dvθ1
Dt + vr1vθ1

r = − 1
ρ1r

∂p1
∂θ + ν1

(
∇2vθ1 +

2
r2

∂vr1
∂θ −

vθ1
r2

)

Dvz1
Dt = − 1

ρ1

∂p1
∂z + ν1∇2vz1

(11)

where subscript 1 represents the liquid jet parameters and ν1 is the liquid jet kinematic
viscosity.

From the perturbation analysis and linearization of Equations (10) and (11), we can
obtain the following disturbance governing equations of the liquid jet:

v′r1

r
+

∂v′r1

∂r
+

1
r

∂v′θ1

∂θ
+

∂v′z1

∂z
= 0 (12)

∂v′r1

∂t
−U1

∂v′r1
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= − 1

ρ1

∂p′1
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+ ν1

(
∇2v′r1 −
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r2 −
2
r2
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)
(13)

∂v′θ1

∂t
−U1

∂v′θ1

∂z
= − 1

ρ1r
∂p′1
∂θ

+ ν1

(
∇2v′θ1 +

2
r2

∂v′r1

∂θ
− v′θ1

r2

)
(14)

∂v′z1

∂t
−U1

∂v′z1

∂z
= − 1

ρ1

∂p′1
∂z

+ ν1∇2v′z1 (15)

(3) Boundary conditions
At the interface between the liquid jet and the surrounding gas, the boundary condi-

tions include the kinematic boundary conditions and the dynamic boundary conditions:

vri =
∂η

∂t
+

vθi
r

∂η

∂θ
+ vzi

∂η

∂z
(16)

p1 − p2 = 2µ1
∂vr1

∂r
− σ

(
1
r1

+
1
r2

+
1
a

)
+

1
2

ρ2W2
0

(
1
a2 −

1

(a + η)2

)
(17)

where η is the perturbation on the liquid jet at the interface.
Perturbation analysis and linearization of Equations (16) and (17) can obtain the

following boundary conditions:

vri + v′ri =
∂η

∂t
+

vθi
a + η

∂η

∂θ
+ vzi

∂η

∂z
(18)

a4(p′1 − p′2
)
= 2a4µ1

∂v′r1

∂r
− a2σ

(
η + a2 ∂2η

∂z2 +
∂2η

∂θ2

)
+ ρ2W2

0 aη (19)

(4) Dispersion equation
Through the above disturbance governing Equations (8), (9), (12)–(15) and boundary

conditions (18)–(19), a homogeneous linear algebraic equations is established:

AX = 0 (20)

where X = [a11, a12, d11, d22, η0]T, and A is a 5 × 5 coefficient matrix containing k, ω, m,
and other jet parameters:
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A =




A11 A12 A13 A14 A15
A21 A22 A23 A24 A25
A31 A32 A33 A34 A35
A41 A42 A43 A44 A45
A51 A52 A53 A54 A55




The expressions for each element in matrix A are shown in the Appendix A.
The condition for the existence of a non-zero solution of the Equation (20) is that the

determinant of the coefficient matrix is 0:

|A| = 0 (21)

Equation (21) is the dispersion equation describing the stability of a viscous liquid jet
in a compressible twisting airflow. In view of the complexity of the dispersion equation,
this paper gives the following abbreviated form:

f (k, ω, m, We, Re1, E, A, Ma2, Q) = 0 (22)

where k = kr + iki, kr is the wave number in the z direction, and the relationship with
the wavelength λ is kr = 2πa/λ, ki is the disturbance spatial growth rate; ω = ωr + iωi,
ωr is the disturbance temporal growth rate and ωi is the wave frequency; m is the wave
number in the θ direction; We = σ/(αρv + (1− α)ρl)U2

1 a, note that We is the reciprocal
of the Weber number and signifies the ratio of the surface tension to the inertial force;
Re1 = U1a/ν1 is the liquid jet Reynolds number, which reflects the ratio of inertial force
to viscous force; E = W0/(U0a) is the non-dimensional rotational strength; A = U2/U1, is
the gas–liquid axial velocity ratio; Ma2 = U0/c2 is the surrounding gas Mach number; and
Q = ρ2/(αρv + (1− α)ρl) is the gas–liquid density ratio.

The effects of the liquid jet viscosity, cavitation bubbles within the liquid jet, and
the twist and compressibility of the surrounding airflow are considered in the above
established dispersion Equation (22). In addition, the secant method is used to solve this
dispersion equation.

The mathematical modal is based on a simplified mathematical model that assumes
(as valid) a modal and stability analysis. Through theoretical analysis, the mechanism of
jet breakup and atomization can be explained fundamentally. However, there is a certain
difference compared with the actual jet column; the next step will be studied through direct
numerical simulations or experiments. Furthermore, the bubble volume fraction bubble
has a certain value range. If α > 0.2, it will not be used as a continuum, and the dispersion
equation in this paper will be inapplicable.

2.3. Verification and Solution

For a special case where an inviscid liquid jet without cavitation bubbles is injected
into an untwisted and incompressible airflow under axisymmetric mode, m = 0, Re1 = 0,
E = 0, A = 0, Ma2 = 0, and α = 0, then the dispersion Equation (22) is reduced to the following:

(ω− ik)2I0(k)
I1(k)

+
Qω2K0(k)

K1(k)
+ kWe

(
k2 − 1

)
= 0 (23)

The reduced dispersion Equation (23) is the same as the dispersion equation derived
by Lin and Lian [18].

For another special case where only the compressibility of the surrounding airflow
and the cavitation bubbles within the liquid jet are neglected, that is, Ma2 = 0, α = 0, then
the dispersion Equation (22) is reduced to the following:

a1

(
I′m(k)
Im(k)

)(
I′m(λ)
Im(λ)

)2

+ a2

(
I′m(λ)
Im(λ)

)2

+ a3

(
I′m(k)I

′
m(λ)

Im(k)Im(λ)

)
+ a4

(
I′m(k)
Im(k)

)
+ a5

(
I′m(λ)
Im(λ)

)
+ a6 = 0 (24)
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The reduced dispersion Equation (24) is consistent with the one derived by Lin [29],
and the formal difference is due to the definition of the axial direction and wave frequency.

The comparison of the above two specific cases can prove the correctness of the
dispersion equation to some extent.

In order to verify the correctness of the numerical solution method, the calculating
conditions and original data from [24] are compared with the present calculation results in
this paper. The comparison results are shown in Figure 2.
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The reduced dispersion Equation (24) is consistent with the one derived by Lin [29], 
and the formal difference is due to the definition of the axial direction and wave fre-
quency. 

The comparison of the above two specific cases can prove the correctness of the dis-
persion equation to some extent. 

In order to verify the correctness of the numerical solution method, the calculating 
conditions and original data from [24] are compared with the present calculation results 
in this paper. The comparison results are shown in Figure 2. 
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Figure 2. Comparison of the calculation results with the data in [24]. 

3. Results and Discussions 

Figure 2. Comparison of the calculation results with the data in [24].

The authors of [24] provide an example that a viscous liquid jet is injected into the
stationary gas under the axisymmetric disturbance. As shown in Figure 2, the calculation
results in this paper are in good agreement with the data in the literature, which indicates
that the numerical solution method of the dispersion equation is reasonable and effective.

3. Results and Discussions

In this paper, diesel was chosen as the liquid jet and air was chosen as the surrounding
gas, and the relevant parameters used are shown in Table 1.

Table 1. Calculating parameters.

Parameters Units Values

Liquid density kg/m3 848
Surface tension N/m 2.689 × 10−2

Gas density kg/m3 1.193
Kinematic viscosity m2/s 7.6658 × 10−6

Jet speed m/s 10
Nozzle radius m 1 × 10−4

Temperature K 300
Sound speed in gas m/s 348

The dispersion Equation (22) can reflect the effects of the liquid jet viscosity, cavitation
bubbles within the liquid jet, and the twist and compressibility of the surrounding airflow
on jet instability. Here, we only investigate the aerodynamic effects caused by the sur-
rounding airflow ejection (axial speed), swirl (circumferential speed), and twist (both the
axial and circumferential speed) on the stability of the liquid jet when the other parameter
values are given as We = 0.0032, Re1 = 130, Ma2 = 0.029, and Q = 0.0014.
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3.1. Effect of Ejecting Airflow on the Stability of Viscous Liquid Jet

This section analyzes the effect of ejecting airflow on the stability of a viscous liquid
jet. A = U2/U1 is the gas–liquid axial velocity ratio, which can be used to characterize the
ejecting airflow velocity size. A = 1 means that the axial velocity of liquid jet is equal to the
axial velocity of the surrounding airflow. According to the value of the gas–liquid axial
velocity ratio A, the surrounding airflow ejection is divided into strong ejection and weak
ejection. When gas–liquid axial velocity ratio A ≤ 2, it is classified as a weak ejection. A > 2
is classified as the strong ejection in this paper.

Figure 3 shows that the disturbance growth rate changes with the axial wave number
in the axisymmetric disturbance (m = 0) under the weak airflow ejection.
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As shown in Figure 3, when the surrounding airflow ejection exists, and gas–liquid
axial velocity ratio A ≤ 2, the disturbance growth rate of the liquid jet decreases first and
then increases with the increase of the gas–liquid velocity ratio A (from 0 to 2). When the
air axial velocity is equal to the liquid axial velocity (A = 1), the disturbance growth rate
is the smallest, and the liquid jet is the most stable. When gas–liquid axial velocity ratio
A = 2, the disturbance growth rate of the liquid jet is basically the same as when A = 0
(no air axial velocity); it is also observed that the disturbance growth rate curve basically
coincides when A = 0.5 and A = 1.5. So, we can get that when the absolute value of (A − 1)
is the same, the resulting aerodynamic effect on the liquid jet stability is basically the same.
Therefore, the ejection of the surrounding airflow can suppress the breakup of the liquid
jet when A ∈ [0, 2] compared with no air axial velocity.

Figure 4 shows the comparison of the disturbance growth rates versus axial wave
numbers under the strong airflow ejection (A > 2) in the axisymmetric disturbance mode
(m = 0) and the asymmetry disturbance mode (m = 1), respectively.

It can be seen from Figure 4a that the disturbance growth rates increase sharply
with the increase of the gas–liquid velocity ratios, and the range of the unstable axial
wave numbers is significantly widened. This indicates that the increase in the airflow
axial velocity can increase the aerodynamic effect and then promote the instability of the
liquid jet when A > 2. From the inverse proportional relationship between the axial wave
number and the droplet size, it can be concluded that the increase of the airflow axial
velocity will reduce the droplet size and get the stronger atomization effect under the
strong airflow ejection.

A comparison of Figure 4a,b shows that the effect of airflow ejection on the jet stability
in the axisymmetric and asymmetry mode is similar. In addition, the maximum disturbance
growth rate of the axisymmetric mode is always bigger than that of the asymmetry mode,
but the gap between the two modes is gradually narrowing with the increasing of the
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gas–liquid speed ratios, which suggests that the airflow ejection may change the dominant
mode of the liquid jet.
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3.2. Effect of Swirling Airflow on the Stability of Viscous Liquid Jet

Some research results have shown that the swirling airflow has a complex effect on
the jet stability, and it is different under the axisymmetric mode and asymmetry mode [30].
This section will analyze the influence of the aerodynamic caused by the swirl of the
surrounding airflow on the jet stability. E = W0/(U0a) represents the non-dimensional
airflow rotational strength.

Figure 5 shows the effects of the swirling airflow on jet stability under the axisymmetric
mode (m = 0) and asymmetry mode (m = 1). Note that the gas–liquid velocity ratio A = 0.
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As shown in Figure 5a, under the axisymmetric mode, with the increase of the sur-
rounding airflow rotation strength, the disturbance growth rates decrease obviously, and 
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Figure 5. Effects of the swirling airflow on jet stability under the axisymmetric and asymmetry mode.

As shown in Figure 5a, under the axisymmetric mode, with the increase of the sur-
rounding airflow rotation strength, the disturbance growth rates decrease obviously, and
the range of the axial wave numbers decrease significantly. When the airflow rotation
strength E = 1.5, the disturbance growth rate is very small, which is difficult to observe in
Figure 5a. As shown in Figure 5b, under the asymmetry mode, it is found that the effect of
the swirling airflow on the jet stability is completely opposite to that in Figure 5a, that is,
the disturbance growth rates increases sharply with the increasing of the airflow rotation
strength, which will increase the jet instability.
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Comparing Figure 5a with Figure 5b, it is found that when the airflow rotation
strength E = 0.5, the maximum disturbance growth rate of the axisymmetric disturbance
ki_max = 0.0162, while the maximum disturbance growth rate of asymmetry disturbance
ki_max = 0.0128, so the dominant mode is the axisymmetric mode. When the airflow rotation
strength E = 1, the maximum disturbance growth rate of the axisymmetric disturbance
ki_max = 0.0106, while the maximum disturbance growth rate of the asymmetry disturbance
ki_max = 0.0198, so the asymmetry mode is dominant. It is indicated that the coaxial
swirl of the surrounding airflow can change the dominant mode of the liquid jet stability,
and as the rotation strength E increases, the dominant mode changes from axisymmetric
mode to asymmetric mode. Table 2 shows the dominant modes under different airflow
rotation strengths.

Table 2. The dominant modes under different airflow rotation strengths.

E 0 0.5 1 3 5 7

m 0 0 1 2 6 10

In order to further analyze the effects of the swirling airflow on jet stability under
the dominant modes, Figure 6 gives the maximum disturbance growth rate under the
dominant mode versus the different airflow rotation strength.
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Figure 6. The maximum disturbance growth rate under the dominant mode versus the different
airflow rotation strength.

It can be seen from Figure 6 that the maximum disturbance growth rate is not propor-
tional to the airflow rotation strength. Similar to the law of airflow ejection, as the airflow
rotation strength increases, the maximum disturbance growth rate decreases first and then
increases sharply. The maximum disturbance growth rate is the smallest when the airflow
rotation strength is at point A (E = 0.65, ki_max = 0.1534). At this point, the aerodynamic
force is the smallest, and the liquid jet is the most stable. When point A is at its lowest, the
coaxial swirl of the surrounding airflow can change the dominant mode of the liquid jet
stability. Under axisymmetric disturbances, rotation strength is conducive to the stability of
the jet, while under asymmetry disturbances, it is conducive to the instability and splitting
of the jet. When the airflow rotation strength is at point B (E = 0.8425, ki_max = 0.1802),
the maximum disturbance growth rate just exceeds the case of no airflow rotation (E = 0).
According to the calculation conditions of this paper, when the surrounding airflow swirls,
the increase of the airflow rotation strength when E > 0.8425 is beneficial to the breakup of
the liquid jet.
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3.3. Effect of Twisting Airflow on the Stability of Viscous Liquid Jet

To our knowledge, few scholars have studied the influence of the coupling effect on
the jet stability when the surrounding airflow has both an axial and circumferential velocity.
This section will analyze the influence of the aerodynamic effect caused by the twist of the
surrounding airflow on the stability of the liquid jet.

Figure 7 shows the comparison of the effects of the twisting airflow on jet stability under
the axisymmetric mode (m = 0) and asymmetry mode (m = 1, 2, 3). Note that the surrounding
airflow has an axial velocity (A = 6) and has different rotation strengths (E = 0, 0.5, 1, and 1.5).
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Figure 7. Effects of twisting airflow on jet stability under the axisymmetric and asymmetry mode. 
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As shown in Figure 7, when the surrounding airflow twists and the gas–liquid axial
velocity ratio A is given, under the axisymmetric mode, the disturbance growth rates
decrease with the increase of the airflow rotation strengths, but the effects of the airflow
rotation strengths on the jet stability are relatively small. Under the asymmetry mode,
it is different from the case that m = 0. When the airflow rotation strengths increase, the
disturbance growth rates decrease obviously. Therefore, when the surrounding airflow
twists, the stability of the liquid jet is enhanced with the increase of the airflow rotation
strength both in the axisymmetric mode and in the asymmetry mode. According to the
calculation conditions of this paper, the twist of the surrounding airflow is not conducive
to the breakup of the liquid jet.

In addition, a comparison of Figures 5 and 7 shows that the effects of the twisting
airflow on jet stability are different compared with the effects of swirling airflow on jet
stability, which indicates that the gas–liquid axial velocity ratio A plays an important role
in jet stability.
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4. Conclusions

(1) Take into account the twist and compressibility of the surrounding airflow, the viscos-
ity of the liquid jet and the cavitation bubbles within the liquid jet, a mathematical
model for describing the stability of the liquid jet in a coaxial twisting compressible
gas flow was established, the model and its solving method were verified.

(2) The ejection of surrounding airflow is divided into weak ejection (A ≤ 2) and strong
ejection (A > 2). Under the weak ejection of the surrounding airflow, the maximum
perturbation growth rate of the jet decreases first and then increases with the increase
of the axial velocity of the airflow. When the gas–liquid axial velocity is the same
(A = 1), the maximum perturbation growth rate of the liquid jet is the smallest. When
the absolute value of (A − 1) is the same, the resulting aerodynamic effect on the
liquid jet stability is basically the same. Under the strong ejection of the surrounding
airflow, the maximum perturbation growth rate of the liquid jet increases sharply with
the increase in the air ejection velocity. It is concluded that the greater the gas–liquid
velocity, the more unstable the liquid jet becomes.

(3) When the surrounding airflow swirls, the swirling airflow plays a stable role on the liquid
jet in the axisymmetric mode, as opposed to the asymmetry mode. The dominant mode
changes from axisymmetric to asymmetry as the airflow rotation strength increases. For
a cylindrical liquid jet, when the airflow rotation strength is increased, the maximum
growth rate of the liquid jet decreases first and then increases. The liquid jet is the
most stable when E = 0.65, and the liquid jet begins to become easier to breakup when
E = 0.8425 compared with E = 0 (no swirling air). The increase in the airflow rotation
strength from 0.8425 is beneficial to the breakup of the liquid jet, and the airflow rotation
strength has a significant effect on the stability of the liquid jet.

(4) When the surrounding airflow twists, the stability of the liquid jet is enhanced with
the increase of the airflow rotation strength, both in the axisymmetric mode and in
the asymmetry mode. According to the calculation conditions of this paper, the twist
of the surrounding airflow is not conducive to the breakup of the liquid jet.
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Nomenclature

a cylindrical nozzle radius, m
A the gas-liquid axial velocity ratio
E the non-dimensional rotational strength
ki a the disturbance spatial growth rate
kr the wave number in the z direction
kv the bubble adiabatic index
m the wave number in the θ direction
Ma2 the surrounding gas Mach number
N the number of cavitation per unit volume
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p1 the liquid jet pressure, N/m2

p2 the surrounding gas pressure, N/m2

pin the gas phase inertia, N/m2

pσ the surface tension, N/m2

Q the gas-liquid density ratio
rv the cavity average radius, m
R the gas constant
Re1 the liquid jet Reynolds number
Tl the liquid jet temperature, K
U1 the liquid jet velocity, m/s
U2 the surrounding gas velocity in the z-axis direction, m/s
vr radial velocities, m/s
viθ circumferential velocities, m/s
viz axial velocities, m/s
W0 the surrounding gas rotation strength, m2/s
We the ratio of the surface tension to the inertial force
zv the bubble compressibility factor
α bubble volume fraction
η the perturbation on the liquid jet at the interface, m
µl liquid viscosity, Pa·s
µv cavitation bubble viscosity, Pa·s
ρ1 the liquid jet density, kg/m3

ρ2 the gas density, kg/m3

ρl the liquid density, kg/m3

ρv the cavitation bubble density, kg/m3

σ the surface tension factor at the interface, N/m
ωr the disturbance temporal growth rate
ωi the wave frequency
Subscripts
1 liquid jet parameters
2 airflow parameters

Appendix A

The expression of each element in matrix A.
A11 = I′m(n1);
A12 = m

n1
Im(n1);

A13 = k
ik−ω I′m(k);

A14 = 0;
A15 = ik−ω;
A21 = A22 = A23 = 0;
A24 = n2I′m(n2);
A25 = ω + imE− ikA;
A31 = 2n1

Re1
I′′ m(n1);

A32 = 2m
Re1

[
I′m(n1)− Im(n1)

n1

]
;

A33 = −
[
Im(k) + 2k2

Re1(ω−ik) I′′ m(k)
]
;

A34 = Q(ω + imE− ikA)Km(n2);
A35 = We

(
k2 + m2 − 1

)
+ QE2;

A41 = 2im
[
I′m(n1)− Im(n1)

n1

]
;

A42 = i
[

m2

n1
Im(n1)− I′m(n1) + n1I′′ m(n1)

]
;

A43 = 2im
ω−ik

[
Im(k)− kI′m(k)

]
;

A44 = A45 = 0;

A51 = i
(

k + n2
1

k

)
I′m(n1);

A52 = ikm
n1

Im(n1);
A53 = 2ik2

ik−ω I′m(k);
A54 = A55 = 0
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Abstract: As part of improving the quality of wash oil, the reduction of three kinds of nitrogen-
containing compounds (NCs), including quinoline (QU), iso-quinoline (IQU), and indole (IN), found
in wash oil was examined by liquid–liquid equilibrium extraction. The wash oil and an aqueous
solution of formamide were used as the raw material and the solvent, respectively. Increasing
the volume fraction of water in the solvent in the initial state (yw,0) resulted in a decrease in the
distribution coefficients of each NC, while inversely, the selectivity of each NC in reference to
2-methylnaphthalene increased. The selectivity ranges of QU, IQU and IN at yw,0 = 0.05~0.3 were
19~57, 19~56 and 50~79, respectively. Through five stages of equilibrium extraction performed under
the condition of yw,0 = 0.05, the concentrations of QU and IQU contained in the raffinate oil recovered
at the fifth stage were reduced by about 69% and 65% compared to those contained in the wash
oil. The concentration of IN in particular, a useful compound in the chemical industry, which is a
raw material for pharmaceuticals, dyes, and fragrances, was reduced by 93.4% through a five-stage
extraction operation. The formamide extraction method of this study was highly efficient in reducing
the NC present in the wash oil, showing the feasibility of this method.

Keywords: coal tar; wash oil; nitrogen-containing compounds; indole; formamide equilibrium extraction

1. Introduction

Wash oil produced from a distillation fraction (distilled temperature 500–550 K) of
coal tar contains a number of valuable nitrogen-containing compounds (NCs), such as a
quinoline (QU), iso-quinoline (IQU), quinaldine and indole (IN), which are used in the
production of pharmaceuticals, perfumes, pigments, dyes and pesticides [1–3]. Conversely,
the NCs mentioned above are undesirable impurities in wash oil due to their contribution to
air pollution and unpleasant odors. At present, QU and mixtures containing more than 0.1%
QU are classified as hazardous chemicals (carcinogens, skin irritants, etc.). Therefore, wash
oil containing about 1.4% QU is a hazardous chemical, so there are many restrictions on its
transportation, handling, etc. For the above reasons, the improvement of wash oil quality
according to the reduction of NCs and the review of the purification of useful components,
such as IN, using a crude NC mixture recovered through the quality improvement process
are considered to be very meaningful from the viewpoint of recycling resources.

To date, since the crude separation of NC from the coal tar fraction is a reaction extrac-
tion using an acid and a base, the operation is complicated, and has the disadvantage that
it is impossible to recover and reuse the solvent [4]; thus, the development of a simpler and
more efficient separation method is required. Extraction using ionic liquids [5–7], supercrit-
ical extraction [8,9], azeotropic distillation and traditional extraction methods [1–4,10–13]
using various organic solvents, such as methanol, ethanol and formamide, have been
studied for the reduction of NCs contained in the coal tar fraction. Among them [4,11,13],
it has been reported that NCs present in the coal tar fraction can be reduced in a convenient
and efficient manner by using an aqueous solution of methanol as a conventional extraction
method. However, this methanol extraction method is not satisfactory from a separation
point of view because of the low selectivity of NCs.
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In a previous study [3], we examined the effects of experimental factors on the re-
duction of NCs using eight kinds of traditional extraction solvents and a model coal tar
fraction consisting of nine kinds of components. In this review, it was reported that the
aqueous solution of formamide is the optimal solvent in terms of the balance between the
distribution coefficient and the selectivity of NCs.

This study was conducted to improve the quality of wash oil by reducing the NCs
contained within it. In this review, we investigated the effect of the volume fraction of
water in the solvent in the initial state (yw,0) on the reduction of NCs present in wash oil
using the aqueous solution formamide. In addition, to confirm the efficacy of reducing NCs
through the batch multistage extraction under fixed extraction conditions, we performed a
five-stage equilibration extraction.

2. Materials and Experimental Methods
2.1. Materials

As a raw material of this study, wash oil was supplied by OCI Company Ltd.
(Seoul, Korea). Naphthalene (NA, 99% purity), QU (98% purity), IQU (97% purity),
IN (≥99% purity), quinaldine (≥95% purity), 2-methylnaphthalene (2MNA, 97% purity),
1-methylnaphthalene (≥95% purity), biphenyl (BP, ≥99.5% purity), dibenzofuran (DBF,
98% purity) and fluorene (98% purity), which were used for the GC identification or
quantification of the constitutive components of the wash oil, were purchased from Sigma-
Aldrich, Seoul, Korea. Formamide (≥99.5% purity), used as a solvent in this study, was
also purchased from Sigma-Aldrich, Seoul, Korea. In this study, the above-mentioned
11 kinds of commercial reagents were used without further purification.

2.2. Experimental Method

A schematic diagram for the extraction method used in this study is presented in
Figure 1 [2]. To make a solvent of a certain concentration, the formamide was mixed with
tap water. Erlenmeyer flasks of 1 L containing a certain amount of the feed (R0: the wash
oil, R1–R4: the raffinate phase recovered from each stage) and the fresh solvent (S1–S5) were
placed in a shaking water bath maintained at the experimental temperature and vibrated
for a certain time to reach a liquid–liquid equilibrium. After reaching the equilibrium,
the mixture was settled for an aliquot of time, and the raffinate phase and the extract
phase were separated using a 1 L separatory funnel, and then the mass of each phase
was measured. The separated raffinate phase and a fresh aqueous solution of formamide
were used as a raw material and a solvent at the next stage, respectively. Irrespective of
the number of stages, 400 mL of the fresh solvent was charged in a 1 L Erlenmeyer flask.
The raffinate phases and the extract phases recovered from the equilibrium extraction of
each stage were analyzed by adding a small amount of acetone, and their compositions
were determined. The analysis of two phases was carried out by a gas chromatograph
(GC, Hewlett Packard Co., Houston, TX, USA, HP 6890: capillary column, HP-1 (60 mL,
0.32 mm I.D.)) equipped with flame ionization detector (FID). The analysis conditions
of the samples were as follows: carrier gas, N2; volume flow rate, 1 mL/min; injection
temperature, 523 K; sample volume, 1 µL; splitting ratio, 0.025; column temperature,
maintained at 383 K for 3 min, then increased at a rate of 5 K/min to 523 K, then 14 K/min
to 593 K; detector temperature, 593 K.

2.3. Material Systems and Experimental Conditions

The material systems used for this study and the experimental conditions are sum-
marized in Table 1. The wash oil (400 mL R0), and the raffinate phases (R1–R4), which
were recovered from each stage after reaching liquid–liquid equilibrium, were used as the
raw materials. The fresh aqueous solution of formamide (400 mL S1–S5) was used as a
solvent. The volume fraction of the solvent to a raw material in the initial state (S1/R0), the
operating temperature (T) and the volume of the fresh solvent added to each stage were
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fixed and constant. The number of equilibrium extractions (n), the volume fraction of water
in the solvent in the initial state (yw,0) and the liquid–liquid contact time (t) were changed.

Figure 1. Schematic diagram for extraction method [2]. R: raffinate phase, E: extract phase, i: component i,
1, 2, 3, 4, 5: number of equilibrium extraction.

Table 1. Material systems and experimental conditions.

System

Feed: wash oil and raffinate phases
Solvent: aqueous solution of formamide

Experimental Conditions

Liquid–liquid contact time, t (h) 12~96
Number of equilibrium extractions, n (-) 1~5
Operating temperature, T (K) 303
Volume of fresh solvent (mL) 400
Volume fraction of water in solvent in initial state, yw,0 (-) 0.05~0.3
Volume ratio of solvent to feed in initial state, S1/R0 (-) 1

3. Results and Discussion
3.1. Gas Chromatogram of Wash Oil

Figure 2a presents the gas chromatogram of the wash oil and the component names
of the identified compounds. They were identified through analysis by adding a small
amount of 10 standard reagents purchased from Sigma-Aldrich, Korea, as mentioned above.
From the GC identification, we can see that the wash oil contains a relatively small amount
of NC, but a large amount of bicyclic aromatic compounds (2MNA, 1-methylnaphthalene)
and BP. The compositions of the six compounds quantified in this study are shown in
Table 2. The compositions of QU, IQU and IN, which are the components of which this
study aims to reduce the concentrations, were about 1.4%, 1.7% and 4.4%, respectively.

Table 2. Composition of feed (wash oil).

Component Mass Fraction (-)

Naphthalene (NA, C10H8) 0.033
Quinoline (QU, C9H7N) 0.014
Iso-quinoline (IQU, C9H7N) 0.017
Indole (IN, C8H7N) 0.044
2-Methylnaphthalene (2MNA, C11H10) 0.335
Biphenyl (BP, C12H10) 0.087
Others 0.470

93



Processes 2021, 9, 1869

1 

 

 

   
Retention time (min)                       Retention time (min)                         Retention time (min)                

(a)                                     (b)                                        (c)                         
                                                                       

ㅍ    

Figure 2. Gas chromatogram of (a) feed (wash oil), (b) mixed extract phase recovered through by n = 1⁓5 (∑ 𝐸௡)ହ௡ୀଵ , and (c) raffinate phase (R5) recovered 
by n = 5. Experimental conditions: yw,0 = 0.05, S1/R0 = 1, T = 303 K, t = 72 h. Peak number 1: naphthalene, 2: quinoline, 3: iso-quinoline, 4: indole, 5: 2-
methylnaphthalene, 6: quinaldine, 7: 1-methylnaphthalene, 8: biphenyl, 9: dibenzofuran, 10: fluorene. 

Figure 2. Gas chromatogram of (a) feed (wash oil), (b) mixed extract phase recovered through by n = 1~5 (∑5
n=1 En) and

(c) raffinate phase (R5) recovered by n = 5. Experimental conditions: yw,0 = 0.05, S1/R0 = 1, T = 303 K, t = 72 h. Peak number 1:
naphthalene, 2: quinoline, 3: iso-quinoline, 4: indole, 5: 2-methylnaphthalene, 6: quinaldine, 7: 1-methylnaphthalene, 8: biphenyl,
9: dibenzofuran, 10: fluorene.

3.2. Batch Equilibrium Extraction
3.2.1. Definition Equation

The distribution coefficient of component i obtained at the nth stage, (mi)n, is
defined as:

(mi)n = (yi)n/(xi)n (1)

where (yi)n and (xi)n, respectively, denote the mass fraction of component i in the extract
phase and that in the raffinate phase recovered after the nth stage contact run.

The selectivity of component i in reference to 2MNA at the nth stage, (βi,2MNA)n,
which is defined as the ratio of the distribution coefficient for component i to that for
2MNA, was calculated by Equation (2).

(βi,2MNA)n = (mi)n/(m2MNA)n (2)

The residual rate of component i in the raffinate phase recovered from the nth stage
(Ri)n and residual rate of the raffinate phase (Rr)n, respectively, are defined as:

(Ri)n = Rn × (xi)n/{R0 × (xi)0} × 100% (3)

(Rr)n = (Rn/R0) × 100% (4)

where R0, Rn and (xi)0 refer to the mass of a raw material (wash oil), that of the raffinate
recovered after the nth stage contact run, and the mass fraction of component i in a raw
material (wash oil), respectively.

3.2.2. Review of Mass Balance and Reproducibility

As a result of calculating Equation (5) by substituting the measured values from this
study to both sides of the mass balance equation, expressed as follows, the values of both
sides were almost the same.

Rn−1 × (xi)n−1 − Rn × (xi)n = En × (yi)n − Sn × (yi)0 (5)

where Sn and (yi)0 represent the mass of the fresh solvent put into the nth stage and the
mass fraction of component i, respectively. The values of (yi)0 for all components in this
study are zero, regardless of the number of the equilibrium extraction. From this result, it
was estimated that the measured values through the entire experiment in this study were
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very satisfactory. In addition, the experiments were replicated twice or three times under
the same conditions to confirm the reproducibility of the measured value. The range of
mass variation of component i in the raffinate phase or the extract phase was very good,
within ±5%.

3.2.3. Confirmation of Equilibrium Arrival Time

To confirm the time of reaching the equilibrium, the raffinate phases and the extract
phases recovered through contact (contact time: 12 h, 24 h, 72 h, 96 h) with a raw material
and a solvent were analyzed. The compositions of the raffinate phase and the extract phase
recovered through contact for more than 48 h were almost the same, regardless of the
contact time. Therefore, the liquid–liquid contact time of this study was maintained at 72 h.

3.2.4. Reduction Performance

Figure 3a,b, respectively, represent the effects of yw,0 on (mi)1 and (βi,2MNA)1 in the
first stage (n = 1) under fixed conditions (S1/R0 = 1, T = 303 K, t = 72 h). Increasing yw,0
resulted in decreasing (mi)1 because the polarity of an extract phase increases with an
increase in its moisture. Therefore, (mi)1, accordingly, decreased sharply as yw,0 increased.
The (mi)1 (i = QU, IQU, IN) of three kinds of NC were much higher than those of NA,
2MNA and BP. This indicates that the polarities of three kinds of NC are much higher
than those of the other components of the three kinds. As shown from the definition
equation of (βi,2MNA)1 and the above-mentioned results of (mi)1, the (βi,2MNA)1 of three
kinds of NC, inversely, increased with an increase in yw,0. The values of (βQU,2MNA)1 and
(βIQU,2MNA)1 were observed to be almost the same, and it was difficult to separate between
those components. The sequence of (βi,2MNA)1 for the entire component of this study was
IN > QU = IQU > NA > BP. In yw,0 = 0.05~0.3, the ranges of (βi,2MNA)1 for QU, IQU and
IN, which are the components of which this study aims to reduce the concentrations, were
19~57, 19~56, and 50~79, respectively.

Figure 3. Changes in (a) (mi)1 and (b) (βi,2MNA)1 according to yw,0. Experimental conditions:
S1/R0 = 1, T = 303 K, t = 72 h.

Figure 4a,b, respectively, show the changes in (mi)n and (βi,2MNA)n according to the
number of equilibrium extractions obtained through the five-stage extraction performed
under yw,0 = 0.05, selected in this study considering the balance of (mi)1 and (βi,2MNA)1 for
the NCs in Figure 3. Regardless of the number of equilibrium extractions, (mi)n in all of the
components in this study showed almost the same value. Therefore, we could not recognize
a change in (mi)n according to the number of equilibrium extractions. The sequence of
(mi)n was IN > QU = IQU > NA > BP > 2MNA. The same as the above-mentioned tendency
of (mi)n, the (βi,2MNA)n of three kinds of NC (QU, IQU, IN) was much greater than that of
other the three kinds of compounds (NA, BP, 2MNA), and (βQU,2MNA)n and (βIQU,2MNA)n
were almost the same. Through this, we could see that formamide extraction is effective in
reducing NCs from the wash oil, but it is difficult to separate QU and IQU. The selectivity
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of QU, IQU and IN were about 21, 20 and 57, respectively, regardless of the number
of equilibrium extractions. It was found that the formamide extraction method used in
this study showed particularly high selectivity to IN among the NC components. The
sequence of selectivity for all of the components of this study was the same as that of the
above-mentioned (mi)n.

Figure 4. Changes in (a) (mi)n and (b) (βi,2MNA)n according to number of equilibrium extractions (n).
Experimental conditions: yw,0 = 0.05, S1/R0 = 1, T = 30 ◦C, t = 72 h.

Figure 5a–c presents the changes in (xi)n, (Ri)n and (Rr)n according to the number
of equilibrium extractions, respectively. The n = 0 shown in these figures refers to the
wash oil used as a raw material in this study. As predicted by Figure 3a, three kinds of
NC with large polarity are extracted into the extraction phase, and it can be seen that the
(xi)n of three kinds of NC in raffinate phase decrease rapidly as the number of equilibrium
extractions increases. Conversely, the other three components, aside from the three kinds
of NC, showed a tendency to increase slightly as the number of equilibrium extractions
increases. This is because the compositions of the three kinds of NC contained in the wash
oil are very low, so even if a large amount of the NC with large polarity is extracted as the
equilibrium extractions proceed, the composition change in components such as 2MNA in
the raffinate phase is not significantly affected. At n = 5, the (xi)n of each NC, which are the
target components for concentration reduction in this study, was significantly lower than
that of each NC contained in the wash oil used as a raw material in this study. Through this,
the effect of reducing NC in the wash oil by formamide extraction could be reconfirmed.
Conversely, it can be seen from Figure 5b that the (Ri)n of the three kinds of NC present in
the raffinate oil decreases rapidly as the equilibrium extraction progresses, but the (Ri)n of
the other three kinds of components decreases very slowly. The (Ri)n of QU, IQU and IN at
n = 5 were about 31%, 35% and 6.6%, respectively. Considering the (Ri)n of QU, IQU and
IN obtained from a five-stage equilibrium, it is expected that the raffinate oil containing
little amounts of NC will be recovered when the extraction operation is performed using a
tower-type multistage apparatus under optimal extraction conditions. As the equilibrium
extraction proceeds from Figure 5c, it can be seen that (Rr)n decreases, indicating about
86% in n = 5. It was found in particular that the formamide extraction method, which has a
very high selectivity for NC compared to other components, presented a very high residual
rate of the product (raffinate oil) with improved quality.
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Figure 5. Changes in (a) (xi)n, (b) (Ri)n, and (c) (R)n according to number of equilibrium extractions
(n). Experimental conditions: yw,0 = 0.05, S1/R0 = 1, T = 303 K, t = 72 h.

3.2.5. Comparison of Gas Chromatogram

Figure 2b,c, respectively, show the gas chromatograms of a mixed extract phase
(∑5

n=1 En) and the raffinate phase (R5) recovered from n = 5. When the gas chromatogram
of the mixed extract phase in Figure 2b was compared with that of the wash oil in Figure 2a,
the peak heights of four kinds of NC (peak numbers 2, 3, 4, 6) were considerably increased,
but those of the other compounds were considerably decreased. The gas chromatogram of
the raffinate phase (R5) of Figure 2c was also very different from that of the wash oil. Four
kinds of NC were extracted through a five-stage extraction, so that the peak height of each
NC decreased, but the peak heights of other compounds were much higher. Through these
gas chromatograms, it was possible to reconfirm the effect of formamide extraction on the
reduction of NCs present in the wash oil.

When comprehensively considering the results of this study, as described above, the
formamide extraction method is expected to be one of the most useful methods in reducing
NCs in the wash oil.

3.2.6. Reduction Process of NC from Wash Oil

The process for the reduction of NCs from wash oil was investigated using the ex-
perimental results obtained from the formamide extraction [2]. The proposed process is
composed of one extraction tower, one washing tower and two distillation towers, as shown
in Figure 6. Tower 1 is an extraction column to separate NCs from all other compounds in
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the wash oil. Tower 2 is an atmospheric distillation column to remove water contained in
the extract phase and tower 3 is a vacuum distillation column to separate formamide and
the NC. Additionally, tower 4 is a washing column to remove the formamide present in the
raffinate phase.

Figure 6. Reduction process of NCs contained in wash oil [2]. Tower no. 1: extraction tower, tower
nos. 2, 3: distillation towers, tower no. 4: washing tower.

4. Conclusions

Until now, complex reaction extraction methods have been used to reduce NCs from
a coal tar fraction, but today, the development of a simpler and more efficient reduction
method is needed. From this perspective, this study experimentally performed a reduction
of NCs contained in wash oil by applying a batch equilibrium extraction. The formamide
extraction method, a quality improvement method of wash oil applied in this study,
produced very effective results in reducing the NCs of wash oil, and it is expected to be an
alternative to the complex reaction extraction methods that have been applied thus far.

Funding: The research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available within the article (tables
and figures).

Conflicts of Interest: The author declares no conflict of interest.

References
1. Kim, S.J. Separation and Purification of Indole in Model Coal Tar Fraction of 9 Compounds System. Polycycl. Aromat. Compd.

2019, 39, 60–72. [CrossRef]
2. Kang, H.-C.; Kim, S.J. Comparison of Methanol with Formamide on Separation of Nitrogen Heterocyclic Compounds from Model

Coal Tar Fraction by Batch Cocurrent Multistage Equilibrium Extraction. Polycycl. Aromat. Compd. 2016, 36, 745–757. [CrossRef]
3. Kim, S.J.; Chun, Y.J. Separation of Nitrogen Heterocyclic Compounds from Model Coal Tar Fraction by Solvent Extraction.

Sep. Sci. Technol. 2005, 40, 2095–2109. [CrossRef]
4. Egashira, R.; Nagai, M. Separation of Nitrogen Heterocyclic Compounds Contained in Coal Tar Absorption Oil Fraction by

Solvent Extraction. J. Jpn. Pet. Inst. 2000, 43, 339–345. [CrossRef]
5. Xu, D.; Zhang, M.; Gao, J.; Zhang, L.; Zhou, S.; Wang, Y. Separation of heterocyclic nitrogen compounds from coal tar fractions

via ionic liquids: COSMO-SAC screening and experimental study. Chem. Eng. Commun. 2019, 206, 1199–1217. [CrossRef]
6. Jiao, T.; Zhuang, X.; He, H.; Zhao, L.; Li, C.; Chen, H.; Zhang, S. An ionic liquid extraction process for the separation of indole

from wash oil. Green Chem. 2015, 17, 3783–3790. [CrossRef]

98



Processes 2021, 9, 1869

7. Zhang, L.; Xu, D.; Gao, J.; Zhou, S.; Zhao, L.; Zhang, Z. Extraction and mechanism for the separation of neutral N-compounds
from coal tar by ionic liquids. Fuel 2017, 194, 27–35. [CrossRef]

8. Sakanishi, K.; Obata, H.; Mochida, I.; Sakaki, T. Capture and Recovery of indole from methylnaphthalene oil in a continuous
supercritical CO2 extraction apparatus over a fixed bed of anion-exchange resin. Ind. Eng. Chem. Res. 1996, 35, 335–337. [CrossRef]

9. Sakanishi, K.; Obata, H.; Mochida, I.; Sakaki, T. Removal and Recovery of quinoline bases from methylnaphthalene oil in a
semicontinuous supercritical CO2 separation apparatus with a fixed bed of supported aluminum sulfate. Ind. Eng. Chem. Res.
1995, 34, 4118–4121. [CrossRef]

10. Uemasu, I. Effect of methanol-water mixture solvent on concentration of indole in coal tar using β-cyclodextrin as complexing
agent. J. Jpn. Pet. Inst. 1991, 34, 371–374. [CrossRef]

11. Ukegawa, K.; Matsumura, A.; Kodera, Y.; Kondo, T.; Nakayama, T.; Tanabe, H.; Yoshida, S.; Mito, Y. Solvent extraction of nitrogen
compounds from a coal tar fraction. (Part 1). Effect of extraction conditions on the extraction rate and the selectivities of nitrogen
compounds. J. Jpn. Pet. Inst. 1990, 33, 250–254. [CrossRef]

12. Egashira, R.; Salim, C. Solvent Extraction of nitrogen heterocyclic compounds contained in coal tar absorption oil fraction.
improvement of separation performance by addition of aluminum chloride to solvent. J. Jpn. Pet. Inst. 2001, 44, 178–182.
[CrossRef]

13. Kodera, Y.; Ukegawa, K.; Mito, Y.; Komoto, M.; Ishikawa, E.; Nakayama, T. Solvent extraction of nitrogen compounds from coal
liquids. Fuel 1991, 70, 765–769. [CrossRef]

99





Citation: Al-Rabiah, A.A.; Almutlaq,

A.M.; Bashth, O.S.; Alyasser, T.M.;

Alshehri, F.A.; Alofai, M.S.; Alshehri,

A.S. An Intensified Green Process for

the Coproduction of DMC and DMO

by the Oxidative Carbonylation of

Methanol. Processes 2022, 10, 2094.

https://doi.org/10.3390/pr10102094

Academic Editor: Jean-Claude Assaf

Received: 20 September 2022

Accepted: 13 October 2022

Published: 16 October 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

processes

Article

An Intensified Green Process for the Coproduction of DMC
and DMO by the Oxidative Carbonylation of Methanol
Abdulrahman A. Al-Rabiah 1,* , Abdulaziz M. Almutlaq 1, Omar S. Bashth 2 , Taher M. Alyasser 1,
Fayez A. Alshehri 1, Mohammed S. Alofai 1 and Abdulelah S. Alshehri 1,3

1 Chemical Engineering Department, College of Engineering, King Saud University,
Riyadh 11421, Saudi Arabia

2 School of Biomedical Engineering, University of British Columbia, Vancouver, BC V6T 1Z3, Canada
3 Robert Frederick Smith School of Chemical and Biomolecular Engineering, Cornell University,

Ithaca, NY 14853, USA
* Correspondence: arabiah@ksu.edu.sa; Tel.: +966-11-4676844; Fax: +966-11-4678770

Abstract: Dimethyl carbonate (DMC) is an eco-friendly and sustainable compound with widespread
industrial applications. Various extensive routes have been exploited in the chemical industry to
produce DMC. However, these routes have several environmental and energy drawbacks. In this
study, a promising novel industrial scheme for the synthesis of DMC via the oxidative carbonylation
of vaporized methanol with dimethyl oxalate (DMO) as a byproduct is investigated. A methanol
conversion of 81.86% and a DMC selectivity of 83.47% were achieved using an isothermal fixed-bed
reactor at 130 ◦C. The DMC is withdrawn at a purity of >99 mol% via pressure-swing azeotropic
distillations. Heat integration was performed to optimize energy consumption, reducing the energy
requirements by 28%. An economic evaluation was performed for estimating the profitability via
cash-flow diagrams, predicting a payback period of 3.7 years. The proposed green process exhibits
several benefits, including high profitability and being environmentally friendly. It also eliminates
the use or production of hazardous materials, and it enhances safety characteristics.

Keywords: dimethyl carbonate; dimethyl oxalate; oxidative carbonylation; azeotropic distillation;
heat integration; profitability analysis

1. Introduction

Increasing attention has been paid to the sustainable development of new environ-
mentally benign chemicals for replacing widely used toxic reagents to alleviate the compli-
cations of harmful exposure and waste [1,2]. Dimethyl carbonate (DMC) is a promising
eco-friendly chemical with a wide range of industrial applications [3]. With flammability
as its sole hazard, the use of DMC eliminates the complications and precautions associ-
ated with the highly toxic phosgene and dimethyl sulfate and the carcinogenic methyl
halides [4,5].

Given the eco-friendly properties and extensive applications of DMC, its demand has
led to rapid annual growth, and the industry failed to satisfy the market needs. Much of
the demand for DMC originates from the production of polycarbonate, a polymer that is
mainly consumed in the medical-equipment and automotive industries [6]. Furthermore,
owing to its nontoxicity, biodegradability, and physicochemical properties, DMC is viewed
as a potential eco-friendly fuel additive that minimizes combustion-generated pollutants
by inhibiting soot formation in engines [7]. Despite the commercial unavailability of DMC
as a fuel additive, it exhibited similar effects to those of the oxygenate methyl tert-butyl
ether (MTBE) for improving the octane performance while reducing the harmful emissions
by >50% [6]. Additionally, the projected growth in demand extends to the use of DMC
as a chemical reagent in methylation or carbonylation processes and as an ecofriendly
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electrolyte solvent in different energy-storage devices, such as high-power density double-
layer capacitors and lithium batteries [8,9].

Various viable routes have been commercially exploited for synthesizing DMC using
a wide range of technologies and raw materials. Traditionally, DMC was produced via the
phosgenation of methanol (MeOH), which involves phosgene—a hypertoxic raw material.
Phosgene is used industrially as a reagent and an intermediate for producing various
materials, such as polyurethane12. However, its toxicological effects, mainly on the lungs
and pulmonary system, led to its classification as a class (A) poison by the US Department
of Transportation [10,11]. In spite of the high yield of the phosgene route, researchers have
been working to develop inherently safer alternative routes, such as the methanolysis of
urea, to mitigate the risks associated with the phosgenation production method [12]. The
transesterification of both urea and ethylene carbonate (EC), along with the carbonylation
of MeOH, has also been established as alternative pathways to produce DMC [13]. At
present, the transesterification routes are the main industrial production methods for
DMC. However, the high cost of feedstock for such routes limits the use of DMC as an
eco-friendly fuel additive. Hence, the development of a profitable, sustainable, and safe
route is paramount for unlocking the potential of the green compound for widespread
applications [6].

Homogeneous catalysts such as cuprous chloride can be used to produce DMC in a
slurry phase. However, such a route renders the separation of the catalyst and product
difficult and energy-intensive [14]. To overcome the problems of homogeneous catalysts,
a gas-phase oxidative carbonylation route was introduced by Curnutt and Mich [15]. A
carbon-supported cupric chloride heterogeneous catalyst was used for this one-step gas-
phase route to produce the DMC. The gas phase one-step process is economically more
attractive when compared with the slurry phase process. There are many heterogeneous
catalysts that have been investigated in the literature, and most of them are cu-based
catalysts. For instance, Cu2O, Cu/SAC, and Cu/Y-zeolite catalysts were tested in the lab
for the DMC synthesis [16–18].

Herein, a novel process scheme for the synthesis of DMC via the oxidative carbonyla-
tion of vapor-phase MeOH in the presence of a CuCl2 catalyst is presented. Fang and Cao
established the adequacy of the intrinsic double-rate kinetic scheme through experiments,
variance tests, and residue analysis [14]. Although the use of Cu-based catalysts increases
the complexity of the carbonylation reaction and introduces byproducts, such catalysts are
favorable owing to their heterogeneity, which allows for the bypassing of the difficult sepa-
ration of homogenous catalysts and the liquid-phase batch operation [14]. The byproduct
formed by the foregoing catalytic route is dimethyl oxalate (DMO), which is a versatile
feedstock to produce numerous chemicals [19]. DMO can be catalytically hydrogenated
to produce a vast array of essential chemicals, such as ethylene glycol (EG) that is widely
consumed in the manufacturing of polyester and coolant products as well as an organic
solvent [20–22]. Furthermore, this novel process has the advantage of creating an industrial
carbon cycle, as the feedstock can be directly derived from sustainable resources such as
carbon dioxide and biomass. MeOH and carbon monoxide (CO) can be produced from
carbon dioxide via the hydrogenation of formates and carbonates and the reaction with
manganese, respectively [23,24].

The objective of this study is to develop a novel process for the production of DMC
and DMO via the oxidative carbonylation of vaporized MeOH and CO. The technical
assessment is built on experimental kinetics to prepare a conceptual design for modeling
the process. The technical assessment is coupled with economic analysis for optimizing
the separation sequence and energy requirements of the process. The process safety of this
highly exothermic oxidative process is investigated.
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2. Thermodynamics and Physical Properties

Valid thermodynamic properties are paramount in the process system. Their impor-
tance is increased by the presence of the DMC-H2O and DMO-H2O azeotropes in the
separation section, which depends heavily on the prediction of reliable thermodynamic
data [25]. The vapor–liquid equilibrium (VLE) can be accurately estimated via the group-
contribution thermodynamic method (Universal Functional Activity Coefficient, UNIFAC).
This method can handle the strongly non-ideal interactions between components in the
system [26]. For the computation of such interactions, CHEMCAD was used to implement
the UNIFAC model in this study.

The ternary diagram in Figure 1 shows the UNIFAC predictions of two binary azeotropes
together with a map of the residue curves to the azeotropic nodes. The residue-curve
map represents a collection of the liquid residue curves for a one-stage batch starting from
different initial points. Combining the knowledge of the thermodynamic properties and
the residue-curve map is essential for the flowsheet development and the synthesis of the
separation train [27].
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3. Reaction Kinetics and Reactor Design
3.1. Reactions and Kinetic Model

Two reactions occur on the surface of the CuCl2 catalyst: the main reaction is for the
production of DMC and H2O, and the side reaction is for the production of the byproduct,
i.e., DMO, and H2O. Both reactions consume reactants, i.e., methanol (MeOH), CO, and O2,
with different stoichiometric ratios. The two reactions are expressed as follows [14]:

2CH3OH+
1
2

O2+CO→ (CH 3 O)2CO + H2O (1)

2CH3OH+
1
2

O2+2CO→ (CH 3 COO)2+H2O (2)
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The kinetic model for these two reactions was developed by Fang et al. with the help
of a modified Gauss–Newton method to construct the intrinsic kinetic reaction given in
Equations (3) and (4). The kinetic parameters are presented in Table 1. Variance tests and
residue analysis were performed to validate the model [14].

r1 = k1.e(
−E1
RT ).p1MeOH

a,1.p1CO
b,1.p1O2

c,1 (3)

r2 = k2.e(
−E2
RT ).p2MeOH

a,2.p2CO
b,2.p2O2

c,2 (4)

Table 1. Parameters of reaction kinetic models [14].

Reaction No.
Constant Rate of

Reaction
k (mol g−1h−1)

Activation Energy,
E (J·mol−1)

Power Exponents
a
b
c

1 0.3674 × 107 0.1589 × 105
1.402
0.953
0.005

2 0.1613 × 105 0.4038 × 104
0.728
1.031
0.172

An investigation of the thermodynamics of the two reactions revealed their equilibrium
constants to be extremely large. Consequently, backward reactions can be safely neglected,
together with any side reactions under the specified conditions. The above intrinsic reaction
rates were modified in this study by introducing the effectiveness factor, which accounts
for the mass transfer effect of the material inside the pores of the catalyst. Fang et al.
recommended the use of a copper chloride (CuCl2)-based catalyst with activated carbon
(AC1) as the first support and heteropoly acid as the second support [13]. The DMC
selectivity was maximized when the reaction was conducted at a temperature of 130 ◦C
and a pressure of 2 MPa [14].

3.2. Fixed-Bed Reactor Design

As shown in Figure 2, a fixed-bed reactor (FBR) was modeled under the assump-
tions of steady-state continuous, isothermal, and non-isobaric operation. The oxidative
carbonylation main and side reactions are highly exothermic, with reaction enthalpies of
−123.6 kJ/mol for reaction (1) and −379.2 kJ/mol for reaction (2). The reactor is operated
isothermally at a temperature of 130 ◦C and a pressure of 2 MPa. Hence, a boiler feed water
coolant inside a jacket is needed to achieve the isothermal operation at 130 ◦C. The actual
rate of reaction (ract) was modified using the effectiveness factor to consider the diffusion
of reactants and products inside the pores of the catalyst, as shown in Equations (5) and (6).

r1
act = r1.η1 (5)

r2
act = r2.η2 (6)

where η is the overall effectiveness factor, and r1 and r2 are the intrinsic reaction rates in
Equations (3) and (4), respectively. The material balance equations for each component are
given as follows:

dFCO

dV
= (−r1 − 2r2)(1−Φ)(1− ε)ρc (7)

dFO2

dV
=

(
−1

2
r1 −

1
2

r2

)
(1−Φ)(1− ε)ρc (8)

104



Processes 2022, 10, 2094

dFMeOH

dV
= (−2r1−2r2)(1−Φ)(1− ε)ρc (9)

dFH2O

dV
= (r1 + r2)(1−Φ)(1− ε)ρc (10)

dFDMC

dV
= (r1)(1−Φ)(1− ε)ρc (11)

dFDMO

dV
= (r2)(1−Φ)(1− ε)ρc (12)

where (Φ) is the porosity of the catalyst, which was assumed to be 0.65, and (ε) is the
reactor’s voidage, which is estimated to be 0.85 owing to the rapid reaction inside the
packed bed. A further assumption is made that the catalyst particles have spherical shapes
in order to approximate the overall effectiveness. The obtained equation is as follows [25]:

ηi =
1
ϕi




1
tan 3ϕi

− 1
3ϕi

1+ϕi
βi

(
1

tan 3ϕi
− 1

3ϕi

)


 (13)

where ϕi is the Thiele modulus, and βi is the Biot number. These terms are calculated using
the following formulas [25]:

βi =
kc,i

Dp
6

De,i
(14)

ϕi =
Dp

6

√
ki

De,i
(15)

where Dp is the diameter of the particles, which is taken here to be 0.0007 m [14]. For
the Thiele modulus evaluation and simplification, the constant rate of the reaction (ki) in
Equation (15) is assumed to be first order in CO and MeOH for both reactions. kc,i and De,i
are the mass transfer coefficient and the effective diffusivity, respectively. The mass transfer
coefficient is approximated using the following Thoenes–Kramers correlation [26]:

kc,i= DabRee
1
2 Sc

1
3
γ (1− ε)

Dppε
(16)

Here, Sc is the Schmidt number, γ is the shape factor, and Ree is given by Equation (17),
where Re is the Reynolds number. The effective diffusivity, De,i, is estimated using the
following Knudsen diffusion equation [27]:

Ree =
Re

γ (1− ε)
(17)

De,i =
ΦDab,i

τ
(18)

The tortuosity (τ) is assumed to be 3, and the mass diffusivity (Dab) is calculated as a
function of the pore diameter (Dpor), Reynolds number, temperature, and molecular weight
(MW), as follows [27]:

Dab,i =
Dpor

3

√
8RT
πMw,j

(19)
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Since the process is non-isobaric, the momentum balance is applied for the calculation
of the pressure drop inside the FBR using the following Ergun equation [28]:

dP
dV

=
Bo(1−Φ)

Ac
.
Po

P
.

FT

FTO

(20)

where Bo is a constant that depends on the particle diameter and the reactor voidage. It is
given by the following equation [28]:

Bo =
G(1− ε)
ρogcDp

[
150(1− ε)µ

Dp
+1.75G

]
(21)

Equations (5)–(21) were solved and validated using simulation software to determine
the reactor volume and effluent composition. The pressure drop through the FBR was
estimated to be 80 kPa. After the data points were validated using the kinetic model, the
volume of the reactor needed to allow the limiting reactant, i.e., O2, to be almost completely
consumed was identified as approximately 1.3 m3. Figure 3 displays the mole fraction of the
components with respect to the reactor volume used in the process flowsheet, indicating
a complete conversion of O2. Under these conditions, the per-pass MeOH conversion
and DMC selectivity were approximately 81.86% and 83.47%, respectively. The MeOH
conversion and DMC selectivity were calculated as follows:

XM =
Fin, MeOH − Fout, MeOH

Fin, MeOH
(22)

SDMC =
Fout, DMC − Fin, DMC

(Fout, DMC − Fin, DMC) + (Fout, DMO − Fin, DMO)
(23)
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4. Flammability Analysis

A flammability study was performed on the reactor influent due to the reduction in
flammability hazard as the reactions consume oxygen to produce DMC and DMO, leaving
only traces of oxygen in the reactor outlet stream. The fuel mixture in the diagram solely
consists of MeOH and CO, as shown in Table 2. The table also provides the lower and
upper flammability levels at the standard temperature and pressure (25 ◦C and 0.101 MPa,
respectively) and at 130 ◦C and 2 MPa for each component and the fuel mixture. The
analysis was conducted using the empirical equations (Equations (24)–(26)), which provide
estimates of the effects of the temperature and pressure on the flammability limits [29]:

LFL(T) = LFL(25 ◦C )− 0.75
∆Hc

(T− 25) (24)

UFL(T) = UFL(25 ◦C )− 0.75
∆Hc

(T− 25) (25)

UFL(P) = UFL(25 ◦C ) + 20.5 (log P + 1) (26)

where LFL(T) is the lower flammability limit (vol. %), UFL(T) is the upper flammability
limit (vol. %), T is the temperature (K), ∆Hc is the net heat of combustion (kcal/mol), and
P is P is the pressure (MPa).

Table 2. Results of flammability analysis for reactor influent.

Component Vol.% Yi LFL%
at 25 ◦C

UFL%
at 25 ◦C

LFL%
at 130 ◦C

UFL%
at 130 ◦C

LFL%
mix.

UFL%
mix.

MeOH 31.21 0.36 7.3 36.00 6.74 36.56 - -
CO 55.52 0.64 12.5 74.00 11.34 75.16 - -
O2 6.37 - - - - - - -
N2 6.90 - - - - - - -

Total 100 - - - - - 9.10 83.62

After the predictions of the flammability limits for the different components were
calculated, a correlation for approximating the flammability levels of mixtures was applied,
as follows [30]:

LFLmix =
1

∑n
i=1

(
Yi

LFLi

) (27)
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UFLmix =
1

∑n
i=1

(
Yi

UFLi

) (28)

where Yi is the mole fraction of component i on a combustible basis, and n is the number of
species.

Figure 4 shows the flammability diagram for the fuel/oxygen/nitrogen mixture that
flows into the reactor at a temperature of 130 ◦C and 2 MPa, with the flammability zone
indicated by red. In Figure 4, the top point on the right side, i.e., the operating point,
represents the composition of the reactor feed, which is well above both the flammability
region and the limiting oxygen concentration (LOC) line. Combustion is not possible for
any fuel concentration above the LOC line. The dilution of oxygen with an inert gas (in
this case, nitrogen) not only improves the reaction yield of the DMC but also affords a lean
mixture by maintaining the reactor influent composition outside the flammability region.
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fuel mixture is solely composed of MeOH and CO.

5. Process Development

Under the adopted reaction route, the DMC process comprises three key sections: oxida-
tive carbonylation, conventional distillation, and pressure-swing azeotropic distillation. The
block flow diagram (BFD) represents the compilation of the three sections, as shown in Figure 5.
In the first section, the reaction is conducted in the presence of a heterogeneous catalyst.

The process feed consists of vaporized MeOH, CO, O2, and N2, and general plant
support requires power generation and cooling water. In the conventional distillation
section, MeOH and DMO are separated in the two columns from the reactor effluent
stream. MeOH is recycled back to the reactor, and the DMO is purified as a byproduct. The
following section describes the azeotropic separation between DMC and H2O for satisfying
the target purity of DMC. The desired purities of both products—DMC and DMO—were
set as >99 mol%.
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lation of MeOH.

5.1. Process Flowsheet Simulation

The flowsheet of the process shown in Figure 6 was developed and simulated using
CHEMCAD with UNIFAC as the thermodynamic model. UNIFAC is a widely utilized
thermodynamic model that exploits structural groups for estimating component interac-
tions [31].
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carbonylation of MeOH.

The fresh feed streams are mixed with recycled MeOH and recycled gases (CO and
N2) and combined in stream 6. Prior to heating the feed, the pressure of both the liquid and
gases is increased to 2 MPa using the pump (P-101) and compressor (C-101), respectively. A
heat exchanger (E-101) is used to heat the feed to the desired temperature of 130 ◦C (403 K),
in accordance with the experiment performed by Fang et al. [14].

An inert gas N2 is essential for diluting the gaseous components, as indicated [14]. If
N2 is fed with the raw materials, a purge is needed to avoid the buildup in the vessel as the
inert is not consumed in the process. However, a purge stream would consist of toxic CO.
Therefore, N2 is introduced to the reactor only once (in the beginning) and is then recycled
within the process to avoid purging.

Subsequently, the reactor effluent is cooled and sent to a flash drum (V-101), where
non-condensable gases are separated from products and MeOH. The non-condensable
gases are recycled back and mixed with the fresh gaseous stream. The condensate stream,
which contains DMC, MeOH, H2O, and DMO, is sent to the first distillation column. MeOH
is separated as an overhead product in the first distillation column (T-101) and recycled
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back to be mixed with the fresh feed. The bottom stream is sent to a heat exchanger (E-105)
before entering the second distillation. In the second distillation column (T-102), DMO is
separated in the bottom stream with a purity of 99.9 mol%. The DMO is then cooled to be
sent to a storage tank.

5.2. Separation of Azeotropic Mixture

As shown in Figure 6, the pressure-swing technique is employed for the separation
of the azeotropic mixture of DMC and H2O. DMC is separated as a bottom product in the
distillation column (T-103), with a purity of approximately 99.78 mol%, while H2O is purified
in the distillation column (T-104) in the bottom stream, with a purity of 99.96 mol%. The high
purity of both streams eliminates the need for further purifications. The water stream is then
sent to a wastewater treatment unit. The presence of azeotropes complicates the separation
of mixtures by narrowing the feasible operation region of the vapor–liquid envelope.

In the first distillation column (T-101), an azeotropic mixture is formed between
DMC and MeOH posing a common difficult and energy-intensive separation problem [32].
However, the availability of DMO and H2O in the stream entering the distillation column
breaks the distillation boundaries restricted by the DMC-MeOH azeotrope and allows
for extractive distillation. Additionally, DMC and H2O form an azeotropic mixture that
requires the application of unconventional distillation techniques, such as pressure swing,
to attain the desired separation [33].

In this process, the azeotrope between DMC and H2O occurs at 19 bar at a DMC
composition of 19 mol%, as shown in Figure 7A. To perform the separation of DMC from
H2O, the pressure must be reduced significantly (to <0.6 bar) for avoiding azeotropic
separation, as illustrated in Figure 7C. However, this is impractical, as it would require
vacuum distillation, which is mostly expensive to operate. The implementation of the
pressure-swing technique is depicted in Figure 7. The technique allows for achieving a
DMC purity of >99 mol% at the bottom of the distillation column (T-103), which is operated
at 19 bar. The remaining DMC in the distillate stream (stream 22) has a mole fraction of
approximately 19.3 mol%, which is slightly above the azeotropic point located around
19 mol% at 19 bar. This requires the distillation column to be followed by a valve for
reducing the pressure of the mixture to a 10 bar, shifting the azeotropic point to a new
composition of DMC at 20.50 mol%, as shown in Figure 7B. By shifting the azeotropic point,
this pressure swing causes the DMC to act as the heavy component in column (T-103), and
as the light key in the following column (T-104). The DMC- H2O mixture is then sent to
another distillation column (T-104), which separates water in the bottom stream with a high
purity of approximately 99.96 mol%. The overhead of the distillation column (T-104) is
recycled back to the distillation column (T-103) after its pressure is increased back to 19 bar.
A full stream table of the process is provided in Table 3. The main design variables and
specifications for each of the DMC plant components are presented in Table 4.

Table 3. Stream information of the DMC and DMO coproduction process.

Stream No. 1 2 3 7 9 11
Temperature (◦C) 25 25 25 130 30 38.4

Pressure (bar) 1 1 1 20 19.2 20.3

Vapor mole fraction 1 1 0 1 0.6059 1

Total flow (kg/h) 3830.4 1878.8 7525.1 27,208 27,208.1 12,346.6

Total flow (kmol/h) 136.8 58.7 234.9 920.5 725 439.4
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Table 3. Cont.

Component flow rates (kmol/h)

O2 0 58.7 0 58.7 0 0

N2 0 0 0 63.6 63.6 63.6

H2O 0 0 0 0.5 118 0.4

CO 136.8 0 0 510.2 373.4 373.4

DMC 0 0 0 0.6 98.6 0.6

DMO 0 0 0 0 19.4 0

MeOH 0 0 234.9 286.9 52 1.4
Stream No. 12 13 14 17 18 20

Temperature (◦C) 55.3 164.2 30 225.2 208.3 1.5

Pressure (bar) 20.3 20.3 19.2 19.7 19.7 20

Vapor mole fraction 0 0 0 0.948 0 0

Total flow (kg/h) 9150.6 1625.5 14,861.5 13,236 10,948.4 2287.6

Total flow (kmol/h) 285.6 50.8 285.6 234.9 215.5 19.4

Component flow rates (kmol/h)

O2 0 0 0 0 0 0

N2 0 0 0 0 0 0

H2O 0.1 0.1 117.5 117.4 117.4 0

CO 0 0 0 0 0 0

DMC 0 0 98 98 98 0

DMO 0 0 19.4 19.4 0 19.4

MeOH 285.5 50.7 50.7 0 0 0
Stream No. 21 22 24 27 29

Temperature (◦C) 81.9 201.1 30 170.9 30

Pressure (bar) 19 19 1.5 19 1.5

Vapor mole fraction 0 0 0 0 0

Total flow (kg/h) 16,895.4 8065.5 8829.8 5949.2 2116.3

Total flow (kmol/h) 348 249.8 98.2 132.6 117.3

Component flow rates (kmol/h)

O2 0 0 0 0 0

N2 0 0 0 0 0

H2O 195.6 195.4 0.2 78.2 117.3

CO 0 0 0 0 0

DMC 146.2 48.3 98 48.2 0

DMO 0 0 0 0 0

MeOH 6.2 6.2 0 6.2 0
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Table 4. Process main equipment design specifications.

Components Variables Specifications

Reactor (R-101)

Type FBR

Volume 1.3 m3

Length 1.5 m

Diameter 0.53 m

Distillation column (T-101)

Reflux ratio 4.709

Number of stages 44

Condenser duty −7508 MJ/h

Column diameter 1.18 m

Distillation column (T-102)

Reflux ratio 0.4794

Number of stages 28

Condenser duty −9326 MJ/h

Column diameter 0.82 m

Distillation column (T-103)

Reflux ratio 6.18

Number of stages 73

Condenser duty −57,863 MJ/h

Column diameter 0.95 m

Distillation column (T-104)

Reflux ratio 0.52

Number of stages 24

Condenser duty −6684 MJ/h

Column diameter 0.6 m

6. Heat Integration

To address a new avenue for cost savings in this study, a preliminary heat integra-
tion study using the online pinch analysis tool developed by Umbach and Nitsche was
investigated [34]. The pinch method involves a thermodynamic analysis of the process
that determines the temperature above or below the degree of which heating and cooling
utilities should be avoided in the process. The pinch temperature depends on the tem-
perature difference between streams, as well as the flow rate of utilities and the process
configuration [35].

The analysis is employed to build a network for exchanging heat between streams
for minimizing the overall utility costs [36]. The underlying considerations for identifying
the pinch temperature include the following: no heat passes over the pinch point, external
heating input is only allowed above the pinch point, and external heating output is only
permissible below the pinch point [37].

Using the online pinch analysis tool [34], the pinch temperature of the system was
determined to be 213 ◦C (486.15 K). An allowable temperature difference (∆Tmin) of 10 ◦C.
(∆Tmin) was measured to determine the minimum driving force allowed for the heat
transfer; hence, this criterion defines the energy requirement of the process [38]. Figure 8A,B
present composite curves of cold and hot streams with ∆Tmin = 10 ◦C. Both curves were
shifted by ±5 ◦C to generate the pinch point. The grand composite curve in Figure 8C
indicates the minimum required heating utilities (QHmin) and the minimum required
cooling utilities (QCmin). The implementation of heat integration delivers energy savings of
up to 28%. Further optimization of ∆Tmin can be applied to enhance the overall process
integration. The utility cost can be further reduced if each stream is used more than once in
stream-matching. Additionally, this preliminary heat integration does not incorporate the
capital cost for the piping and heat exchanges required for the heat integration.
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7. Profitability Analysis

In examining the viability of this new DMC production process, the capital cost was
combined with the operating cost to determine the overall process cost and to evaluate
the financial performance over a 10-year plant lifetime. Most methods for estimating
the purchase cost (C

◦
p) are for the ambient operating pressure, with carbon steel as the

construction material. For correcting the purchase cost in this scheme, two factors (FM and
FP) were considered for the construction materials and operating pressures. Both factors
were approximated using multiple established correlations [39].

Operating-cost calculations based on 330 working days per year with 35 days of shut
down for maintenance and service (yearly working hours) were performed. To include
the effect of economic inflation, the Chemical Engineering Plant Cost Index (CEPCI) was
applied to scale the cost with respect to time. CEPCIs of approximately 607.5 for 2019 were
assumed to account for inflation [40]. The fixed capital investment of this process is about
USD 10.8 million and the cost of manufacturing is about USD 51.59 million.

A 10-year profitability analysis of the proposed process was performed, with the
assumption of two years of construction before the plant is operated. The fixed capital
investment (FCI) was divided equally between the first and second years of construction.
By the end of the construction period, the working capital cost, which was assumed to be
15% of the FCI, was added. Starting from the third year, a five-year period of depreciation
of the equipment was considered using the modified accelerated cost recovery system.

For an interest rate of 7%, a discounted cumulative cash flow (DCCF) diagram with
respect to time was constructed, as shown in Figure 9. The plot also shows a comparison of
the profitability of the process before and after the heat integration. The discounted payback
period (DPP) represents the time when the initial investment will be recovered [39]. The
implementation of heat integration caused the DPP to decrease significantly from 7 years
to three years and seven months, as shown in Figure 9.
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Furthermore, the net present value (NPV) increased from USD 5.48 million to USD
35.46 million by the end of the 10th year. An analysis of the profitability before and after
the heat integration is presented in Table 5.

This includes the discounted cash flow rate of return (DCFROR), which represents
the interest rate at which the project would break even. Table 5 also shows the present
value ratio (PVR), which is the ratio between the positive and negative discounted cash
flows. The economic evaluations indicate that the DMC production process is a profitable
venture, and it highlights the impact of heat integration in optimizing the process through
the minimization of the operating costs.
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Table 5. Process profitability analysis.

Index Before Process Integration After Process Integration

NPV USD 5.48 million USD 35.46 million
Payback period 7 years 3.7 years

DCFROR 17% 56.4%
PVR 1.4 4

8. Conclusions

A novel configuration for the production of DMC via the oxidative carbonylation of
MeOH with DMO as byproducts is proposed. A techno-economic evaluation of the process
was performed to assess its applicability and feasibility. The analysis results suggest that
this process achieves the target purities of the final products while generating high returns
on the invested capital. A process flowsheet was developed and simulated using UNIFAC
as the thermodynamic model. DMC and DMO were produced on a copper chloride catalyst
in an isothermal FBR, reaching a MeOH conversion rate of 81.86% and a DMC selectivity
of 83.47%. DMO was purified through conventional distillation at 99.9 mol%, and a 99.78
mol% pure DMC product was obtained via the pressure-swing technique, which was
employed to separate the DMC-H2O azeotropic mixture. A profitability analysis for a
10-year plant lifetime indicated an NPV of USD 5.48 million and a payback period of
seven years. To optimize the utility consumption, a preliminary heat integration was
implemented, resulting in a 28% energy savings in the utilities and a reduction in the
payback period to three years and seven months. The new process is considered green
since it is environmentally friendly, produces a green byproduct in addition to the main
product, and avoids the use of hazardous materials, as in the case of the phosgenation
production method.
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Nomenclature

Ac Cross-sectional area of the reactor (m2)
Bo Constant that depends on the properties of the fixed bed (MPa/m)
CBM Bare module cost
Dp Diameter of particles in the bed (m)
De,i Effective diffusivity (m2/s)
E Activation energy (J/mol)
Fi Molar flow rate for each component (kmol/h)
FTO Total inlet flow rates (kmol/h)
FT Total outlet flow rate (kmol/h)
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G Superficial mass velocity
(

kg/m2.s )

kn Constant rate of reaction
kc,i Mass transfer coefficient (m/s)
P Final pressure (MPa)
pi,n Partial pressure of components (MPa)
Po Initial pressure (2 MPa)
rn Reaction rate (mol·g−1 h−1)
ract

n Actual rates of reaction (mol·g−1 h−1)
R Universal gas constant (8.314 J·mol−1 K−1)
T Reaction temperature (403.15 K)
V Volume of the reactor (m3)
Greek letters
η Overall effectiveness factor
Φ Porosity of the catalyst
βi Biot number
ε Voidage of the reactor
µ Viscosity of the mixture (Pa·s)
ρc Inlet mixture density
Indices
i Component
a, b, c Power exponents of the reaction rate equations
n Reaction number
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Abstract: The production and use of biolubricants as replacements for mineral lubricants align
with the promotion of sustainable development goals, contributing to the sustainable economic
growth of developing countries as well as the preservation of the environment. The implementation
of biorefineries (where the production of biolubricants through transesterification could play an
important role) is becoming important for these purposes, using natural feedstocks such as rapeseed,
which is an interesting crop that can adapt to different climates under extreme weather conditions.
The aim of this research work was to study the design of a reactor to produce rapeseed biolubricant
through double transesterification of the corresponding vegetable oil. Thus, the kinetics to design a
reactor was studied, sizing it according to the properties of the biolubricant and the demand in Spain.
As a result, a SAE 10W30 biolubricant was obtained, which was suitable for Diesel engines. A batch
reactor was selected for the production of this biolubricant at a national level, with a pseudo-first
reaction order and a reactor volume of 9.66 m3.

Keywords: Brassica Napus; fatty acid methyl esters; 2-Ethyl-2-hydroxymethyl-1,3-propanediol;
viscosity; batch reactor; kinetics

1. Introduction

A biolubricant is a lubricant that is neither detrimental to health nor harmful to the
environment. Their main advantages, compared to the use of conventional lubricants, are
their adaptation to green chemistry, biodegradability, sustainability and compliance with
current legislation and customers’ needs, focused on environmentally friendly products [1].
Apart from that, other physical properties that are improved compared to mineral lubricants
are: better lubricity, higher flash and combustion points, or higher viscosity index, among
others. However, there are some disadvantages such as their lower oxidative stability and
cold flow properties [2]. Nevertheless, the use of additives like antioxidants can improve
the performance of this product [3].

The main raw materials for biolubricant production are vegetable oils, such as rape-
seed, sunflower, soybean, safflower, etc., which are mainly composed of triglycerides. In
that sense, rapeseed is an interesting oil crop, as it is resistant to cold and hot climates in
drylands, having short vegetation periods and a fatty acid composition that is suitable for
food use, among others. Moreover, one interesting characteristic of this crop is its long tap
root, which makes it suitable to take part in crop rotations [4]. Finally, its high oleic acid
content (with one single double bond, which makes it less prone to oxidation compared
to linoleic or linolenic acid) could contribute to the stability of the final products obtained
through transesterification, such as biodiesel or biolubricants. Indeed, the influence of
the raw material on these products has been widely studied in the literature, presenting
different viscosity or oxidative stability values depending on the fatty acid profile [5,6].
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There are several processes to obtain products (from vegetable oils) that can be used
as biolubricants, such as selective hydrogenation, estolide formation, epoxidation or dou-
ble transesterification [3,7]. Concerning epoxidation, consisting of the interconnection of
unsaturated C–C bonds by an oxygen atom (at low reaction temperatures), the biolubri-
cants obtained presented better lubricity and thermo-oxidative stability. However, pour
point increased, whereas viscosity index was reduced. Regarding transesterification, it
is the reaction of an ester and an alcohol to produce another ester through alkyl group
exchange. Normally, the biolubricants obtained have good low temperature properties
and high thermo-oxidative stability, whereas high reaction temperatures are required [3].
Figure 1 shows this process. As it can be seen, the first transesterification implies the use
of triglycerides and methanol to produce fatty acid methyl esters (FAMEs, biodiesel) and
glycerol. For the second transesterification, FAMEs react with a superior alcohol to produce
the corresponding ester, releasing methanol.

Figure 1. Double transesterification for biolubricant production. R1 = alkyl group of fatty acids. R2 =
alkyl group of the superior alcohol.

As a consequence, double transesterification could provide plenty of products and
by-products that can be valuable during biolubricant production. The whole process
shows a high atom economy, as most by-products can be re-used in this same process or
valued for market purposes, which is a considerable advantage. In that manner, there
are many positive aspects in this process that can be suitable for the implementation of
biorefineries [8]:

• Use of natural and renewable sources.
• Production of valuable products (like biodiesel and biolubricant).
• Generation of exploitable by-products (such as glycerol, with a wide range of uses

depending on its purity [9]).
• Reutilization of by-products (like methanol).

This way, biorefineries can contribute to the economic growth of many developing
countries or less-industrialized areas. In that sense, the Extremadura region is a tradi-
tionally agricultural area in Spain, which can profit from circular economy and current
environmental policies, where the installation of biorefineries can perfectly fit, as pointed
out in previous studies [10].

However, the implementation of biorefineries might be a challenge, as many factors
have to be taken into account, such as raw materials, technologies, processing routes,
products, and technical, economic or environmental aspects [8]. This way, the design of
different components for biorefineries can help assess the feasibility of the implementation
of these facilities. As far as we know, few specific studies have been carried out in order
to prove the feasibility of biorefinery implementation based on vegetable oils through the
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design of its components (such as reactors), determining the kinetics and production for a
certain area or region depending on the consumption of the products obtained.

The aim of this study was to assess the role of rapeseed oil as a starting point for a
biorefinery, focusing on biolubricant production through double transesterification. Thus,
the kinetics of the second transesterification as well as the reactor design and sizing
(according to a specific production of the final biolubricant) were carried out.

2. Materials and Methods
2.1. Biodiesel and Biolubricant Production

Rapeseed oil was produced in CICYTEX (Centro de Investigaciones Científicas y
Tecnológicas de Extremadura) by the Department of Energy and Extensive Crops. The
oil had high-quality parameters such as low free fatty acid content (<1%), only requiring
filtration after mechanical extraction. Afterwards, the oil was stored in 25-L opaque
containers for further treatments and analysis.

Rapeseed biolubricant was obtained through double transesterification with different
alcohols. Thus, the steps were the following (see Table 1 for the main chemical conditions):

• First transesterification with methanol. For fatty acid methyl ester production (biodiesel),
the chemical conditions were based on previous studies [11].

• Second transesterification with 2-ethyl-2-hydroxymethyl-1,3-propanediol (Sigma-
Aldrich, Saint Louis, MO, USA; solid state; molar mass, 134.18 g·mol−1; density,
1.08 g·cm−3; melting point, 56–58 ◦C; vapor pressure, 67 hPa at 200 ◦C; flash and
combustion points, 180 and 367 ◦C, respectively). The biolubricant production was
optimized in order to obtain high yields, exceeding 95%. For that purpose, experimen-
tal sets at different FAME/alcohol ratios (1:1/3; 1:1/2, 1:1 and 1:2), temperatures (100,
110 and 120 ◦C) and catalyst concentrations (1.0, 1.5 and 2.0% w/w) were carried out.
These experiments were also used for the kinetic determination and reactor design.
Once the reaction took place, the sample was purified by vacuum filtration, separating
the surplus alcohol.

Table 1. Transesterification conditions for biolubricant production.

Reaction Reaction
Time, min

Reaction
Temperature,

◦C

Alcohol/Oil
Ratio 1

Catalyst
Concentration 2,

%

First transesterification 150 60 6:1 1.5
Second transesterification 90 120 1:1 1.5

1 The alcohol used for the first transesterification was methanol, whereas for the second transesterification
2-ethyl-2-hydroxymethyl-1,3-propanediol was used. 2 The catalyst used in both cases was sodium methylate.

2.2. Biodiesel and Biolubricant Characterization

Both biodiesel and biolubricant were characterized according to the UNE-EN 14,214
standard [12], as explained in previous studies [2,11,13]. Density was determined by
using a pycnometer, correcting the value at 15 ◦C. Viscosity was measured by using
Ostwald’s viscometer at 40 and 100 ◦C, obtaining with these data the viscosity index.
Flash and combustion points were obtained through the open-cup Cleveland method.
Moisture was determined by using a Metrohm 870 KF Trinitro Plus (Metrohm, Herisau,
Switzerland). Acid and iodine numbers were determined following the corresponding
volumetric determination, according to the standard and cold filter plugging point (CFPP)
was obtained (when necessary) for the samples obtained [13–15]. Regarding the yield of
the reactions and fatty acid methyl ester profile of biodiesel, gas chromatography was used,
following the conditions explained elsewhere [16]. Thus, the yield of the biolubricant was
obtained by the decrease in FAMEs. Equally, the reaction evolution was also assessed by
FAME decrease. Finally, oxidative stability was calculated through the Rancimat method,
obtaining the induction point (expressed in hours) [17].
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2.3. Kinetic Study and Volume Reactor Determination

In order to design a reactor for biolubricant production from biodiesel, different factors
were taken into account, as follows:

• Characterization of the biolubricant, which determines its use in industry, paying
special attention to viscosity at 40 and 100 ◦C and viscosity index and comparing with
traditional lubricants.

• Determination of the order of reaction of the second transesterification process, ob-
taining the main kinetic parameters. For that purpose, the decrease in FAMEs from
biodiesel to biolubricant production at different reaction times (0, 5, 15, 25 and 90
min) was measured to determine the reaction evolution. Different parameters like
temperature and catalyst addition were studied.

• Calculation of biolubricant production at a national level (in this case, Spain), compar-
ing with the equivalent lubricant production at the same level.

• Selection of the suitable reactor depending on production, obtaining the design equa-
tion by a mass balance.

• Reactor volume determination.

3. Results and Discussion
3.1. Biodiesel Characterization

First, a characterization of the biodiesel used as a starting point for biolubricant
production was carried out. As it can be observed in Table 2, this biofuel complied with
almost all the parameters established in the UNE-EN 14,214 standard, except for the
oxidative stability. Thus, the chemical conditions were suitable to obtain a high-yield
product, showing a high flash point, which implies safety during its storage.

Table 2. Main features of rapeseed biodiesel and comparison with the standard (green tick =
compliance; wrong red cross = non-compliance).

Property Units Rapeseed
Biodiesel

EN-14214 Limit Compliance with
the StandardLower Upper

FAME content % 98.4 96.5 -
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production was carried out. As it can be observed in Table 2, this biofuel complied with 
almost all the parameters established in the UNE-EN 14,214 standard, except for the ox-
idative stability. Thus, the chemical conditions were suitable to obtain a high-yield 
product, showing a high flash point, which implies safety during its storage. 

Table 2. Main features of rapeseed biodiesel and comparison with the standard (green tick = com-
pliance; wrong red cross = non-compliance). 

Property Units 
Rapeseed 
Biodiesel 

EN-14214 Limit Compliance 
with the 
Standard Lower Upper 

FAME content % 98.4 96.5 -  
Moisture mg/kg 250 - 500  

Density at 15 °C kg/m3 868 860 900  
Viscosity at 40 °C mm2/s 4.90 3.50 5.00  

Flash point °C 194 101 -  
Oxidative stability h 5.37 8 -  

Acid number mg KOH/g 0.35 - 0.50  
Iodine number g I2/100g 105 - 120  

Methyl linolenate % (m/m) 9.1 - 12  
CFPP  °C -4 -10 0  

Moisture mg/kg 250 - 500
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ture was determined by using a Metrohm 870 KF Trinitro Plus (Metrohm, Herisau, 
Switzerland). Acid and iodine numbers were determined following the corresponding 
volumetric determination, according to the standard and cold filter plugging point 
(CFPP) was obtained (when necessary) for the samples obtained [13–15]. Regarding the 
yield of the reactions and fatty acid methyl ester profile of biodiesel, gas chromatography 
was used, following the conditions explained elsewhere [16]. Thus, the yield of the bio-
lubricant was obtained by the decrease in FAMEs. Equally, the reaction evolution was 
also assessed by FAME decrease. Finally, oxidative stability was calculated through the 
Rancimat method, obtaining the induction point (expressed in hours) [17]. 

2.3. Kinetic Study and Volume Reactor Determination 
In order to design a reactor for biolubricant production from biodiesel, different 

factors were taken into account, as follows: 
• Characterization of the biolubricant, which determines its use in industry, paying 

special attention to viscosity at 40 and 100 °C and viscosity index and comparing 
with traditional lubricants. 

• Determination of the order of reaction of the second transesterification process, ob-
taining the main kinetic parameters. For that purpose, the decrease in FAMEs from 
biodiesel to biolubricant production at different reaction times (0, 5, 15, 25 and 90 
min) was measured to determine the reaction evolution. Different parameters like 
temperature and catalyst addition were studied. 

• Calculation of biolubricant production at a national level (in this case, Spain), com-
paring with the equivalent lubricant production at the same level. 

• Selection of the suitable reactor depending on production, obtaining the design 
equation by a mass balance. 

• Reactor volume determination. 

3. Results and Discussion 
3.1. Biodiesel Characterization 

First, a characterization of the biodiesel used as a starting point for biolubricant 
production was carried out. As it can be observed in Table 2, this biofuel complied with 
almost all the parameters established in the UNE-EN 14,214 standard, except for the ox-
idative stability. Thus, the chemical conditions were suitable to obtain a high-yield 
product, showing a high flash point, which implies safety during its storage. 

Table 2. Main features of rapeseed biodiesel and comparison with the standard (green tick = com-
pliance; wrong red cross = non-compliance). 

Property Units 
Rapeseed 
Biodiesel 

EN-14214 Limit Compliance 
with the 
Standard Lower Upper 

FAME content % 98.4 96.5 -  
Moisture mg/kg 250 - 500  

Density at 15 °C kg/m3 868 860 900  
Viscosity at 40 °C mm2/s 4.90 3.50 5.00  

Flash point °C 194 101 -  
Oxidative stability h 5.37 8 -  

Acid number mg KOH/g 0.35 - 0.50  
Iodine number g I2/100g 105 - 120  

Methyl linolenate % (m/m) 9.1 - 12  
CFPP  °C -4 -10 0  

Density at 15 ◦C kg/m3 868 860 900
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ture was determined by using a Metrohm 870 KF Trinitro Plus (Metrohm, Herisau, 
Switzerland). Acid and iodine numbers were determined following the corresponding 
volumetric determination, according to the standard and cold filter plugging point 
(CFPP) was obtained (when necessary) for the samples obtained [13–15]. Regarding the 
yield of the reactions and fatty acid methyl ester profile of biodiesel, gas chromatography 
was used, following the conditions explained elsewhere [16]. Thus, the yield of the bio-
lubricant was obtained by the decrease in FAMEs. Equally, the reaction evolution was 
also assessed by FAME decrease. Finally, oxidative stability was calculated through the 
Rancimat method, obtaining the induction point (expressed in hours) [17]. 

2.3. Kinetic Study and Volume Reactor Determination 
In order to design a reactor for biolubricant production from biodiesel, different 

factors were taken into account, as follows: 
• Characterization of the biolubricant, which determines its use in industry, paying 

special attention to viscosity at 40 and 100 °C and viscosity index and comparing 
with traditional lubricants. 

• Determination of the order of reaction of the second transesterification process, ob-
taining the main kinetic parameters. For that purpose, the decrease in FAMEs from 
biodiesel to biolubricant production at different reaction times (0, 5, 15, 25 and 90 
min) was measured to determine the reaction evolution. Different parameters like 
temperature and catalyst addition were studied. 

• Calculation of biolubricant production at a national level (in this case, Spain), com-
paring with the equivalent lubricant production at the same level. 

• Selection of the suitable reactor depending on production, obtaining the design 
equation by a mass balance. 

• Reactor volume determination. 

3. Results and Discussion 
3.1. Biodiesel Characterization 

First, a characterization of the biodiesel used as a starting point for biolubricant 
production was carried out. As it can be observed in Table 2, this biofuel complied with 
almost all the parameters established in the UNE-EN 14,214 standard, except for the ox-
idative stability. Thus, the chemical conditions were suitable to obtain a high-yield 
product, showing a high flash point, which implies safety during its storage. 

Table 2. Main features of rapeseed biodiesel and comparison with the standard (green tick = com-
pliance; wrong red cross = non-compliance). 

Property Units 
Rapeseed 
Biodiesel 

EN-14214 Limit Compliance 
with the 
Standard Lower Upper 

FAME content % 98.4 96.5 -  
Moisture mg/kg 250 - 500  

Density at 15 °C kg/m3 868 860 900  
Viscosity at 40 °C mm2/s 4.90 3.50 5.00  

Flash point °C 194 101 -  
Oxidative stability h 5.37 8 -  

Acid number mg KOH/g 0.35 - 0.50  
Iodine number g I2/100g 105 - 120  

Methyl linolenate % (m/m) 9.1 - 12  
CFPP  °C -4 -10 0  

Viscosity at 40 ◦C mm2/s 4.90 3.50 5.00
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ture was determined by using a Metrohm 870 KF Trinitro Plus (Metrohm, Herisau, 
Switzerland). Acid and iodine numbers were determined following the corresponding 
volumetric determination, according to the standard and cold filter plugging point 
(CFPP) was obtained (when necessary) for the samples obtained [13–15]. Regarding the 
yield of the reactions and fatty acid methyl ester profile of biodiesel, gas chromatography 
was used, following the conditions explained elsewhere [16]. Thus, the yield of the bio-
lubricant was obtained by the decrease in FAMEs. Equally, the reaction evolution was 
also assessed by FAME decrease. Finally, oxidative stability was calculated through the 
Rancimat method, obtaining the induction point (expressed in hours) [17]. 

2.3. Kinetic Study and Volume Reactor Determination 
In order to design a reactor for biolubricant production from biodiesel, different 

factors were taken into account, as follows: 
• Characterization of the biolubricant, which determines its use in industry, paying 

special attention to viscosity at 40 and 100 °C and viscosity index and comparing 
with traditional lubricants. 

• Determination of the order of reaction of the second transesterification process, ob-
taining the main kinetic parameters. For that purpose, the decrease in FAMEs from 
biodiesel to biolubricant production at different reaction times (0, 5, 15, 25 and 90 
min) was measured to determine the reaction evolution. Different parameters like 
temperature and catalyst addition were studied. 

• Calculation of biolubricant production at a national level (in this case, Spain), com-
paring with the equivalent lubricant production at the same level. 

• Selection of the suitable reactor depending on production, obtaining the design 
equation by a mass balance. 

• Reactor volume determination. 

3. Results and Discussion 
3.1. Biodiesel Characterization 

First, a characterization of the biodiesel used as a starting point for biolubricant 
production was carried out. As it can be observed in Table 2, this biofuel complied with 
almost all the parameters established in the UNE-EN 14,214 standard, except for the ox-
idative stability. Thus, the chemical conditions were suitable to obtain a high-yield 
product, showing a high flash point, which implies safety during its storage. 

Table 2. Main features of rapeseed biodiesel and comparison with the standard (green tick = com-
pliance; wrong red cross = non-compliance). 

Property Units 
Rapeseed 
Biodiesel 

EN-14214 Limit Compliance 
with the 
Standard Lower Upper 

FAME content % 98.4 96.5 -  
Moisture mg/kg 250 - 500  

Density at 15 °C kg/m3 868 860 900  
Viscosity at 40 °C mm2/s 4.90 3.50 5.00  

Flash point °C 194 101 -  
Oxidative stability h 5.37 8 -  

Acid number mg KOH/g 0.35 - 0.50  
Iodine number g I2/100g 105 - 120  

Methyl linolenate % (m/m) 9.1 - 12  
CFPP  °C -4 -10 0  

Flash point ◦C 194 101 -
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Switzerland). Acid and iodine numbers were determined following the corresponding 
volumetric determination, according to the standard and cold filter plugging point 
(CFPP) was obtained (when necessary) for the samples obtained [13–15]. Regarding the 
yield of the reactions and fatty acid methyl ester profile of biodiesel, gas chromatography 
was used, following the conditions explained elsewhere [16]. Thus, the yield of the bio-
lubricant was obtained by the decrease in FAMEs. Equally, the reaction evolution was 
also assessed by FAME decrease. Finally, oxidative stability was calculated through the 
Rancimat method, obtaining the induction point (expressed in hours) [17]. 

2.3. Kinetic Study and Volume Reactor Determination 
In order to design a reactor for biolubricant production from biodiesel, different 

factors were taken into account, as follows: 
• Characterization of the biolubricant, which determines its use in industry, paying 

special attention to viscosity at 40 and 100 °C and viscosity index and comparing 
with traditional lubricants. 

• Determination of the order of reaction of the second transesterification process, ob-
taining the main kinetic parameters. For that purpose, the decrease in FAMEs from 
biodiesel to biolubricant production at different reaction times (0, 5, 15, 25 and 90 
min) was measured to determine the reaction evolution. Different parameters like 
temperature and catalyst addition were studied. 

• Calculation of biolubricant production at a national level (in this case, Spain), com-
paring with the equivalent lubricant production at the same level. 

• Selection of the suitable reactor depending on production, obtaining the design 
equation by a mass balance. 

• Reactor volume determination. 

3. Results and Discussion 
3.1. Biodiesel Characterization 

First, a characterization of the biodiesel used as a starting point for biolubricant 
production was carried out. As it can be observed in Table 2, this biofuel complied with 
almost all the parameters established in the UNE-EN 14,214 standard, except for the ox-
idative stability. Thus, the chemical conditions were suitable to obtain a high-yield 
product, showing a high flash point, which implies safety during its storage. 

Table 2. Main features of rapeseed biodiesel and comparison with the standard (green tick = com-
pliance; wrong red cross = non-compliance). 

Property Units 
Rapeseed 
Biodiesel 

EN-14214 Limit Compliance 
with the 
Standard Lower Upper 

FAME content % 98.4 96.5 -  
Moisture mg/kg 250 - 500  

Density at 15 °C kg/m3 868 860 900  
Viscosity at 40 °C mm2/s 4.90 3.50 5.00  

Flash point °C 194 101 -  
Oxidative stability h 5.37 8 -  

Acid number mg KOH/g 0.35 - 0.50  
Iodine number g I2/100g 105 - 120  

Methyl linolenate % (m/m) 9.1 - 12  
CFPP  °C -4 -10 0  

Oxidative
stability h 5.37 8 -

Processes 2021, 9, x FOR PEER REVIEW 4 of 16 
 

 

ture was determined by using a Metrohm 870 KF Trinitro Plus (Metrohm, Herisau, 
Switzerland). Acid and iodine numbers were determined following the corresponding 
volumetric determination, according to the standard and cold filter plugging point 
(CFPP) was obtained (when necessary) for the samples obtained [13–15]. Regarding the 
yield of the reactions and fatty acid methyl ester profile of biodiesel, gas chromatography 
was used, following the conditions explained elsewhere [16]. Thus, the yield of the bio-
lubricant was obtained by the decrease in FAMEs. Equally, the reaction evolution was 
also assessed by FAME decrease. Finally, oxidative stability was calculated through the 
Rancimat method, obtaining the induction point (expressed in hours) [17]. 

2.3. Kinetic Study and Volume Reactor Determination 
In order to design a reactor for biolubricant production from biodiesel, different 

factors were taken into account, as follows: 
• Characterization of the biolubricant, which determines its use in industry, paying 

special attention to viscosity at 40 and 100 °C and viscosity index and comparing 
with traditional lubricants. 

• Determination of the order of reaction of the second transesterification process, ob-
taining the main kinetic parameters. For that purpose, the decrease in FAMEs from 
biodiesel to biolubricant production at different reaction times (0, 5, 15, 25 and 90 
min) was measured to determine the reaction evolution. Different parameters like 
temperature and catalyst addition were studied. 

• Calculation of biolubricant production at a national level (in this case, Spain), com-
paring with the equivalent lubricant production at the same level. 

• Selection of the suitable reactor depending on production, obtaining the design 
equation by a mass balance. 

• Reactor volume determination. 

3. Results and Discussion 
3.1. Biodiesel Characterization 

First, a characterization of the biodiesel used as a starting point for biolubricant 
production was carried out. As it can be observed in Table 2, this biofuel complied with 
almost all the parameters established in the UNE-EN 14,214 standard, except for the ox-
idative stability. Thus, the chemical conditions were suitable to obtain a high-yield 
product, showing a high flash point, which implies safety during its storage. 

Table 2. Main features of rapeseed biodiesel and comparison with the standard (green tick = com-
pliance; wrong red cross = non-compliance). 

Property Units 
Rapeseed 
Biodiesel 

EN-14214 Limit Compliance 
with the 
Standard Lower Upper 

FAME content % 98.4 96.5 -  
Moisture mg/kg 250 - 500  

Density at 15 °C kg/m3 868 860 900  
Viscosity at 40 °C mm2/s 4.90 3.50 5.00  

Flash point °C 194 101 -  
Oxidative stability h 5.37 8 -  

Acid number mg KOH/g 0.35 - 0.50  
Iodine number g I2/100g 105 - 120  

Methyl linolenate % (m/m) 9.1 - 12  
CFPP  °C -4 -10 0  

Acid number mg KOH/g 0.35 - 0.50
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ture was determined by using a Metrohm 870 KF Trinitro Plus (Metrohm, Herisau, 
Switzerland). Acid and iodine numbers were determined following the corresponding 
volumetric determination, according to the standard and cold filter plugging point 
(CFPP) was obtained (when necessary) for the samples obtained [13–15]. Regarding the 
yield of the reactions and fatty acid methyl ester profile of biodiesel, gas chromatography 
was used, following the conditions explained elsewhere [16]. Thus, the yield of the bio-
lubricant was obtained by the decrease in FAMEs. Equally, the reaction evolution was 
also assessed by FAME decrease. Finally, oxidative stability was calculated through the 
Rancimat method, obtaining the induction point (expressed in hours) [17]. 

2.3. Kinetic Study and Volume Reactor Determination 
In order to design a reactor for biolubricant production from biodiesel, different 

factors were taken into account, as follows: 
• Characterization of the biolubricant, which determines its use in industry, paying 

special attention to viscosity at 40 and 100 °C and viscosity index and comparing 
with traditional lubricants. 

• Determination of the order of reaction of the second transesterification process, ob-
taining the main kinetic parameters. For that purpose, the decrease in FAMEs from 
biodiesel to biolubricant production at different reaction times (0, 5, 15, 25 and 90 
min) was measured to determine the reaction evolution. Different parameters like 
temperature and catalyst addition were studied. 

• Calculation of biolubricant production at a national level (in this case, Spain), com-
paring with the equivalent lubricant production at the same level. 

• Selection of the suitable reactor depending on production, obtaining the design 
equation by a mass balance. 

• Reactor volume determination. 

3. Results and Discussion 
3.1. Biodiesel Characterization 

First, a characterization of the biodiesel used as a starting point for biolubricant 
production was carried out. As it can be observed in Table 2, this biofuel complied with 
almost all the parameters established in the UNE-EN 14,214 standard, except for the ox-
idative stability. Thus, the chemical conditions were suitable to obtain a high-yield 
product, showing a high flash point, which implies safety during its storage. 

Table 2. Main features of rapeseed biodiesel and comparison with the standard (green tick = com-
pliance; wrong red cross = non-compliance). 

Property Units 
Rapeseed 
Biodiesel 

EN-14214 Limit Compliance 
with the 
Standard Lower Upper 

FAME content % 98.4 96.5 -  
Moisture mg/kg 250 - 500  

Density at 15 °C kg/m3 868 860 900  
Viscosity at 40 °C mm2/s 4.90 3.50 5.00  

Flash point °C 194 101 -  
Oxidative stability h 5.37 8 -  

Acid number mg KOH/g 0.35 - 0.50  
Iodine number g I2/100g 105 - 120  

Methyl linolenate % (m/m) 9.1 - 12  
CFPP  °C -4 -10 0  

Iodine number g I2/100g 105 - 120
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ture was determined by using a Metrohm 870 KF Trinitro Plus (Metrohm, Herisau, 
Switzerland). Acid and iodine numbers were determined following the corresponding 
volumetric determination, according to the standard and cold filter plugging point 
(CFPP) was obtained (when necessary) for the samples obtained [13–15]. Regarding the 
yield of the reactions and fatty acid methyl ester profile of biodiesel, gas chromatography 
was used, following the conditions explained elsewhere [16]. Thus, the yield of the bio-
lubricant was obtained by the decrease in FAMEs. Equally, the reaction evolution was 
also assessed by FAME decrease. Finally, oxidative stability was calculated through the 
Rancimat method, obtaining the induction point (expressed in hours) [17]. 

2.3. Kinetic Study and Volume Reactor Determination 
In order to design a reactor for biolubricant production from biodiesel, different 

factors were taken into account, as follows: 
• Characterization of the biolubricant, which determines its use in industry, paying 

special attention to viscosity at 40 and 100 °C and viscosity index and comparing 
with traditional lubricants. 

• Determination of the order of reaction of the second transesterification process, ob-
taining the main kinetic parameters. For that purpose, the decrease in FAMEs from 
biodiesel to biolubricant production at different reaction times (0, 5, 15, 25 and 90 
min) was measured to determine the reaction evolution. Different parameters like 
temperature and catalyst addition were studied. 

• Calculation of biolubricant production at a national level (in this case, Spain), com-
paring with the equivalent lubricant production at the same level. 

• Selection of the suitable reactor depending on production, obtaining the design 
equation by a mass balance. 

• Reactor volume determination. 

3. Results and Discussion 
3.1. Biodiesel Characterization 

First, a characterization of the biodiesel used as a starting point for biolubricant 
production was carried out. As it can be observed in Table 2, this biofuel complied with 
almost all the parameters established in the UNE-EN 14,214 standard, except for the ox-
idative stability. Thus, the chemical conditions were suitable to obtain a high-yield 
product, showing a high flash point, which implies safety during its storage. 

Table 2. Main features of rapeseed biodiesel and comparison with the standard (green tick = com-
pliance; wrong red cross = non-compliance). 

Property Units 
Rapeseed 
Biodiesel 

EN-14214 Limit Compliance 
with the 
Standard Lower Upper 

FAME content % 98.4 96.5 -  
Moisture mg/kg 250 - 500  

Density at 15 °C kg/m3 868 860 900  
Viscosity at 40 °C mm2/s 4.90 3.50 5.00  

Flash point °C 194 101 -  
Oxidative stability h 5.37 8 -  

Acid number mg KOH/g 0.35 - 0.50  
Iodine number g I2/100g 105 - 120  

Methyl linolenate % (m/m) 9.1 - 12  
CFPP  °C -4 -10 0  

Methyl
linolenate % (m/m) 9.1 - 12
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ture was determined by using a Metrohm 870 KF Trinitro Plus (Metrohm, Herisau, 
Switzerland). Acid and iodine numbers were determined following the corresponding 
volumetric determination, according to the standard and cold filter plugging point 
(CFPP) was obtained (when necessary) for the samples obtained [13–15]. Regarding the 
yield of the reactions and fatty acid methyl ester profile of biodiesel, gas chromatography 
was used, following the conditions explained elsewhere [16]. Thus, the yield of the bio-
lubricant was obtained by the decrease in FAMEs. Equally, the reaction evolution was 
also assessed by FAME decrease. Finally, oxidative stability was calculated through the 
Rancimat method, obtaining the induction point (expressed in hours) [17]. 

2.3. Kinetic Study and Volume Reactor Determination 
In order to design a reactor for biolubricant production from biodiesel, different 

factors were taken into account, as follows: 
• Characterization of the biolubricant, which determines its use in industry, paying 

special attention to viscosity at 40 and 100 °C and viscosity index and comparing 
with traditional lubricants. 

• Determination of the order of reaction of the second transesterification process, ob-
taining the main kinetic parameters. For that purpose, the decrease in FAMEs from 
biodiesel to biolubricant production at different reaction times (0, 5, 15, 25 and 90 
min) was measured to determine the reaction evolution. Different parameters like 
temperature and catalyst addition were studied. 

• Calculation of biolubricant production at a national level (in this case, Spain), com-
paring with the equivalent lubricant production at the same level. 

• Selection of the suitable reactor depending on production, obtaining the design 
equation by a mass balance. 

• Reactor volume determination. 

3. Results and Discussion 
3.1. Biodiesel Characterization 

First, a characterization of the biodiesel used as a starting point for biolubricant 
production was carried out. As it can be observed in Table 2, this biofuel complied with 
almost all the parameters established in the UNE-EN 14,214 standard, except for the ox-
idative stability. Thus, the chemical conditions were suitable to obtain a high-yield 
product, showing a high flash point, which implies safety during its storage. 

Table 2. Main features of rapeseed biodiesel and comparison with the standard (green tick = com-
pliance; wrong red cross = non-compliance). 

Property Units 
Rapeseed 
Biodiesel 

EN-14214 Limit Compliance 
with the 
Standard Lower Upper 

FAME content % 98.4 96.5 -  
Moisture mg/kg 250 - 500  

Density at 15 °C kg/m3 868 860 900  
Viscosity at 40 °C mm2/s 4.90 3.50 5.00  

Flash point °C 194 101 -  
Oxidative stability h 5.37 8 -  

Acid number mg KOH/g 0.35 - 0.50  
Iodine number g I2/100g 105 - 120  

Methyl linolenate % (m/m) 9.1 - 12  
CFPP  °C -4 -10 0  

CFPP ◦C −4 −10 0
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(CFPP) was obtained (when necessary) for the samples obtained [13–15]. Regarding the 
yield of the reactions and fatty acid methyl ester profile of biodiesel, gas chromatography 
was used, following the conditions explained elsewhere [16]. Thus, the yield of the bio-
lubricant was obtained by the decrease in FAMEs. Equally, the reaction evolution was 
also assessed by FAME decrease. Finally, oxidative stability was calculated through the 
Rancimat method, obtaining the induction point (expressed in hours) [17]. 

2.3. Kinetic Study and Volume Reactor Determination 
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• Characterization of the biolubricant, which determines its use in industry, paying 

special attention to viscosity at 40 and 100 °C and viscosity index and comparing 
with traditional lubricants. 

• Determination of the order of reaction of the second transesterification process, ob-
taining the main kinetic parameters. For that purpose, the decrease in FAMEs from 
biodiesel to biolubricant production at different reaction times (0, 5, 15, 25 and 90 
min) was measured to determine the reaction evolution. Different parameters like 
temperature and catalyst addition were studied. 

• Calculation of biolubricant production at a national level (in this case, Spain), com-
paring with the equivalent lubricant production at the same level. 

• Selection of the suitable reactor depending on production, obtaining the design 
equation by a mass balance. 

• Reactor volume determination. 

3. Results and Discussion 
3.1. Biodiesel Characterization 

First, a characterization of the biodiesel used as a starting point for biolubricant 
production was carried out. As it can be observed in Table 2, this biofuel complied with 
almost all the parameters established in the UNE-EN 14,214 standard, except for the ox-
idative stability. Thus, the chemical conditions were suitable to obtain a high-yield 
product, showing a high flash point, which implies safety during its storage. 

Table 2. Main features of rapeseed biodiesel and comparison with the standard (green tick = com-
pliance; wrong red cross = non-compliance). 

Property Units 
Rapeseed 
Biodiesel 

EN-14214 Limit Compliance 
with the 
Standard Lower Upper 

FAME content % 98.4 96.5 -  
Moisture mg/kg 250 - 500  

Density at 15 °C kg/m3 868 860 900  
Viscosity at 40 °C mm2/s 4.90 3.50 5.00  

Flash point °C 194 101 -  
Oxidative stability h 5.37 8 -  

Acid number mg KOH/g 0.35 - 0.50  
Iodine number g I2/100g 105 - 120  

Methyl linolenate % (m/m) 9.1 - 12  
CFPP  °C -4 -10 0  

Regarding FAME content of biodiesel, the main components were methyl oleate
(66.4%), linoleate (16.6%), linolenate (9.1%) and palmitate (3.8%). The higher content in
methyl oleate, which is a mono-unsaturated compound, could explain the higher oxida-
tive stability compared to other biodiesel samples found in the literature, needing lower
amounts of antioxidant additives to comply with the standard [18–20].
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3.2. Reaction Optimization

Concerning the optimization of the second transesterification reaction, Figures 2–4
show the different conversion evolution depending on the different parameter changes
(FAME/2-ethyl-2-hydroxymethyl-1,3-propanediol ratio; temperature and catalyst concen-
tration, respectively). In the case of FAME/alcohol ratio, Figure 2 shows the main results,
obtaining similar yields for 1:1 and 1:2 ratios. As the amount of alcohol increased, the
reaction rate increased for the initial stages. The 1:2 ratio was discarded, as it implied
higher costs and operational difficulties (due to the filtration process, which was more
difficult as the amount of surplus alcohol was higher), selecting 1:1 ratio for further studies,
as in the case of previous studies with similar alcohols (2,2-dimethyl-1,3-propanediol) [10].

Figure 2. Effect of different FAME/alcohol ratios (1:1, 1:2; 1:1/2 and 1:1/3) on converScheme 100 ◦C;
catalyst concentration, 1%; stirring rate, 500 rpm; reaction time, 90 min).

Regarding temperature, Figure 3 shows the differences between the reaction tempera-
tures selected for this experience. Thus, as temperature increased, the reaction took place at
a faster rate, achieving high conversions (exceeding 80%) in 15 min, reaching a balance at
25 min for all cases. This behavior was also observed for other biolubricants (obtained from
rapeseed biodiesel and 2-ethyl-1-hexanol), where temperature considerably increased the
reaction rate at initial stages [2]. For the final production of biolubricant, the temperature at
which the highest yield was obtained (exceeding 94%) was selected, that is, 120 ◦C, which is
a relatively low reaction temperature compared to other biolubricant production processes
observed in the literature, reaching 150 ◦C [18].

Figure 3. Effect of temperature. (FAME:alcohol ratio, 1:1; catalyst concentration, 1%; stirring rate,
500 rpm; reaction time, 90 min).

Finally, Figure 4 shows the effect of catalyst concentration. As expected, the rate
of the reaction was higher as the catalyst addition was higher (and the equilibrium was
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achieved at shorter reaction times), reaching similar final conversions for 1.5 and 2.0% w/w.
Consequently, an intermediate catalyst addition (1.5%) was selected, following economic
criteria. Again, similar trends were obtained according to the literature, where the use of
catalysts promoted the generation of products at faster reaction rates [2,10]. This way, it
was proved that the use of catalysts is vital to make these processes competitive compared
to traditional productions based on mineral products.

Figure 4. Effect of catalyst concentration (FAME:alcohol ratio, 1:1; reaction temperature, 100 ◦C;
stirring rate, 500 rpm; reaction time, 90 min).

3.3. Biolubricant Characterization

In order to produce the final biolubricant, the best chemical conditions observed in
the previous section (included in Table 1 for the second transesterification) were used, and
the conversion evolution was included in Figure 5.

Figure 5. Conversion evolution during the second transesterification to obtain rapeseed biolubricant
(FAME:alcohol ratio, 1:1; reaction temperature, 120 ◦C; catalyst concentration, 1.5%; stirring rate, 500
rpm; reaction time, 90 min).

Thus, conversion exceded 99%, with a considerable increase during the first 20 min
of reaction (with around 97% at 15 min), obtaining a high-yield biolubricant under these
chemical conditions. The main characteristics of the purified biolubricant are included in
Table 3. According to the viscosity values obtained for 40 and 100 ◦C, this biolubricant could
be comparable to a SAE10W30 lubricant (some characteristics of commercial lubricants
are included in this table), which will be taken into account for the reactor design in
following sections. Viscosity index, the resistance to viscosity changes over temperature,
was relatively high compared to other products [21,22]. Flash and combustion points were
high, within the range of other values found in the literature, which implies increased
safety during storage [23,24]. According to data obtained for a SAE10W30 commercial
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lubricant (see Table 3), viscosity index and flash point were lower compared to these
samples, although in the same order of magnitude.

Table 3. Main features of rapeseed biolubricant.

Feature 1 Units Rapeseed
Biolubricant

Commercial
Lubricant 1

(SAE 10W30)

Commercial
Lubricant 2

(SAE 10W30)

Conversion % 99.41 n.d. 2 n.d.
Density at 15 ◦C kg/m3 949 859 869

Moisture % 0.03 n.d. n.d.
Acid number mg KOH/g 0.28 n.d. n.d.

Viscosity at 40 ◦C mm2/s 75.5 66 69.8
Viscosity at 100 ◦C mm2/s 10.7 10.4 10.5

Viscosity index Dimensionless 128 145 137
Flash point ◦C 210 232 228

Combustion point ◦C 222 n.d. n.d.
Oxidative stability h 4.94 n.d. n.d.

1 All these determinations were carried out following the UNE-EN 14,214 standard. 2 n.d. = not determined.

3.4. Reactor Design

The choice of a continuous or discontinuous reactor mainly depends on the demand
of the product obtained. In this case, a continuous reactor (steady state stirred tank reactor)
was chosen, as it can be seen in Figure 6.

Figure 6. Main components of a continuous reactor.

The equation for reaction design is obtained through a mass balance. Figure 7 shows
the basis for the design of a continuous reactor.
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Figure 7. Scheme of a continuous reactor.

Where FA0 and FA represent the mole flow of the limiting reagent at the reactor inlet
and outlet, respectively; TE and TS are the temperatures of the stream at the reactor inlet
and outlet, respectively; CA0 and CA are the concentrations of the limiting reactive at the
reactor inlet and outlet, respectively.

If the balance of the limiting reactive is done, Equation (1) is obtained:

FA0 = FA + (−rA)VR +
dNA

dt
(1)

were −rA is the reaction rate and dNA/dt is the accumulation of the limiting reagent. As
the process is isothermal (there is not any density change) and it takes place in a steady
state operation (dNA/dt = 0), Equation (1) can be written in the form of Equation (2), where
XA represents the conversion of reactive A.

VR =
FA0 − FA

−rA
= FA0·

XA

−rA
(2)

In order to determine the volume of the reactor, it is necessary to know the flow
of reactive A at the reactor inlet or outlet, the reaction kinetics and the final conversion.
Regarding conversion, it was considered to be 99.41%, that is, XA = 0.9941.

To determine FAo, some data about biolubricants were considered. According to
ASELUBE, 111,000 tonnes of lubricants for automotive industry were sold [25]. On the
other hand, according to other sources, the percentages of sales of SAE10W30 lubricants
was 5% [26]. As a consequence, and considering that the obtained biolubricant is similar to
SAE10W30 characteristics (according to data provided in Table 3), a production of 5550
tm/year was established, in order to cover the market demand in Spain.

To determine the mole flow of reagent A (biodiesel or fatty acid methyl ester), it is
necessary to know the average molecular weight of biodiesel through biodiesel composition.
Table 4 shows these data, obtaining an average molecular weight for rapeseed biodiesel of
284.29 g/mol.

Table 4. Average molecular weight of rapeseed biodiesel.

Methyl Ester Percentage (%) Molecular Weight
(g/mol)

Weighted Molecular
Weight (g/mol)

Oleate 66.4 296.49 196.87
Linoleate 16.6 294.48 48.88

Linolenate 9.10 292.50 26.62
Palmitate 3.80 270.46 10.28
Stearate 0.55 298.50 1.64

Total 96.45 - 284.29
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Taking into account that the conversion of the process can be considered as 1 in
practical terms, Table 5. shows the mass, volumetric and mole flows of biodiesel, 2-ethyl-2-
hydroxymethyl-1,3-propanediol (alcohol) and sodium methoxide (catalyst). These data
were obtained according to a yearly typical production of SAE10W30 lubricant in a chemical
plant located in Extremadura region [25]. Accordingly, biodiesel, alcohol and catalyst flows
were calculated according to the optimum reaction conditions found in this experience
(Biodiesel/alcohol mole ratio, 1/1 and catalyst concentration, 1.5%).

Table 5. Flows at the inlet of the reactor.

Reactives Mass Flow(tm/Year) Volumetric Flow
(m3/Year)

Mole Flow
(kmol/Year)

Biodiesel 5293.12 6098.07 18,618.75
Alcohol 2498.26 2313.21 18,618.75
Catalyst 116.87 120.49 2163.07

Total 7908.26 8531.76 39,400.56

3.5. Kinetic Study

The kinetic determination was carried out by applying the data analysis integral
method. The reaction can be described according to Equation (3), where A is FAMEs,
B is 2-ethyl-2-hydroxymethyl-1,3-propanediol, C is the biolubricant obtained and D is
methanol.

A +
1
3

B
Catalyst→ 1

3
C + D (3)

The reaction rate is given by Equation (4), where k is the kinetic constant, CA is
biodiesel concentration, CB is alcohol concentration and α and β are the reaction orders for
A and B.

− rA = −dCA

dt
= k·Cα

A·Cβ
B (4)

Taking into account the relationship between the reactant and its conversion and the
stoichiometry of the reaction, θB can be defined as follows (Equations (5)–(7)):

CA = CA0·(1− XA) (5)

CB = CA0·(θB −
1
3

XA) (6)

θB =
CB0

CA0
(7)

where CA0 and CB0 are the initial concentration of A and B, and XA is FAME conversion.
Replacing Equations (5)–(7) in Equation (4), the following expression is obtained (Equation
(8)).

dXA

dt
= k·Cα+β−1

A0 ·(1− XA)
α·(θB −

1
3

XA)
β

(8)

This equation is differential, whose integration after establishing the following limits
(t = 0, XA = 0) and (t = t, XA = XA) was (Equation (9)):

XA∫

0

dXA

(1− XA)
α·
(
θB − 1

3 XA

)β =
∫ t

0
k·Cα+β−1

A0 ·dt (9)

The solution of this equation depends on α and β values. Although there are many
possibilities, in the case of transesterification (as described in the literature) a first-order
reaction regarding both reactants can be considered. Thus, α and β = 1. On the other hand,
for most experiments, a θB value of 1 was selected, which implies that the alcohol concentra-
tion was three times higher than the stoichiometric value. Under these circumstances, the
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concentration of this reagent can be considered constant and the kinetic model, originally
of 1 + 1 order, can be considered a pseudo-first order reaction, that is, a model where the
starting kinetic equation is shown in Equation (10), where k* is a complex constant that
includes catalyst and alcohol concentration effects.

− rA = −dCA

dt
= k∗·CA (10)

Equation (10) can be expressed as a function of conversion, obtaining Equation (11):

dXA

dt
= k∗(1− XA) (11)

As a result of the integration of Equation (11), Equation (12) is finally obtained, which
is a linear equation, so the slope of the line is k*.

ln
[

1
1− XA

]
= k∗·t (12)

Equation (12) has been tested with the experimental results obtained. For instance,
Figure 8 shows the representation for one of the experiments carried out. Thus, the linear
trend was observed for the first stages of the reaction, as the transesterification balance
was achieved quickly and, under these circumstances, the net reaction rate (that is, the
difference between the direct and inverse reaction rate) is close to zero. As a consequence,
the reaction model represented in Equation (3), which assumes an irreversible reaction,
does not make any sense at longer times, where the reversible reaction could take place.

Figure 8. Linear representation of Equation (12) for the following chemical conditions: FAME/alcohol
mole ratio, 1:1; catalyst concentration, 1.5% w/w; temperature, 100 ◦C; reaction time, 90 min; stirring
rate, 500 rpm.

Thus, through least squares adjustment, Table 6 shows the pseudo-kinetic constant,
which was obtained from the slope of the linear representation observed in Figure 8, and
the coefficient of determination, corresponding to experiments with different catalyst
concentration.

Table 6. Adjustment of data depending on catalyst concentration. Pseudo-first reaction order.

Units 1% 1.5% 2%

k*,min−1 0.1213 0.1315 0.2512
R2 0.9869 0.9946 0.9242
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As it can be observed, the pseudo-first reaction order fits reasonably, as long as the
reaction time considered is short (for the first 15–20 min).

As it was pointed out, k* is a complex constant, including catalyst and alcohol concen-
trations. If the order of reaction of alcohol and catalyst is assumed to be the unit, k* would
be expressed by Equation (13), and according to this equation, a representation of k* versus
catalyst concentration should imply a line passing though the origin.

This representation is included in Figure 9, which shows a linear trend (with a low R2

value), passing through the origin as the kinetic model predicted.

k∗ = k·Ccat·CB (13)

Figure 9. Dependence of k* with catalyst concentration (pseudo-first reaction order).

An important aspect in every kinetic study is the dependence of kinetic constants
on temperature. To determine this dependence, experiments at 100, 110 and 120 ◦C
were carried out, adjusting the evolution of the reaction to a pseudo-first reaction order.
Thus, Table 7 shows the kinetic constants (k*) and R2 coefficients corresponding to this
experimental set. The adjustment is reasonable, especially for the two first experiments,
whereas in the case of the experiment carried out at the highest temperature the adjustment
was worse, due to the fact that the balance was achieved earlier (at shorter reaction times)
and, therefore, fewer experimental values were suitable to carry out the adjustment. Thus,
points at longer reaction times (30–90 min) cannot be considered as the inverse reaction
started to be considerable (which is not assumed in the kinetic model included in this
study).

Table 7. Adjustment data for different reaction temperatures. Pseudo-first reaction order.

Units 100 ◦C 110 ◦C 120 ◦C

k*,min−1 0.1213 0.1269 0.1359
R2 0.9869 0.9984 0.8819

Although k* is a complex constant, it is possible to assess its dependence on tem-
perature. Thus, considering Equation (13), k constant would be the real kinetic constant.
Assuming that k presents a dependence on temperature given by the Arrhenius equation,
Equation (14) can be obtained from Equation (13), where all the terms that remain constant
with temperature were regrouped, obtaining (Cte).

k∗ = k·Ccat·CB = ko.e−
E

RT .Ccat·CB = (Cte)e−
E

RT (14)
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Calculating the Napierian logarithm, Equation (15) is obtained:

ln k∗ = −E
R
· 1
T
+ ln(Cte) (15)

where E is the activation energy, R is the ideal gas constant, T is absolute temperature and
(Cte) is a constant where all the constant terms are included, including the pre-exponential
factor k0.

From Equation (15), through a least square adjustment of data corresponding to the
experiments carried out at different temperatures, it is possible to determine the activation
energy of the process. Table 8 shows the adjustment data, the activation energy and R2

value. It should be pointed out the low activation energy, which is in accordance with the
fact that it is a catalytic reaction carried out at relatively high temperatures (100–120 ◦C).
This low activation energy value implies a very low dependence of the reaction rate on
temperature. Thus, in the temperature range that has been studied, the reaction rate is not
very sensitive to temperature. In any case, and even though according to previous results
an optimization of reaction temperature would be justified, the reactor design, as explained
in the following section, was carried out for a reaction temperature of 120 ◦C.

Table 8. Arrhenius equation. Adjustment data at 100, 110 and 120 ◦C by using Equation (15).

Slope (−E/R) Intercept Activation Energy R2

−831.7 0.1151 6.91 kJ/mol 0.9821

Finally, considering the kinetic data obtained, the theoretical conversion corresponding
to the final chemical conditions was determined. Thus, in Figure 10, a comparison between
the experimental and theoretical data is included, pointing out a good convergence and
ratifying the reliability of the kinetic data obtained. As it can be seen, the adjustment is
especially good at the beginning of the reaction, for the first 10 min, where high conversions
were observed. As a consequence, the kinetic model proposed could be suitable for the
subsequent reactor design, as explained in further sections.

Figure 10. Theoretical and experimental conversions for the final experiment (FAME/alcohol mole
ratio, 1/1; catalyst concentration, 1.5%; reaction temperature, 120 ◦C; reaction time, 90 min; stirring
rate, 500 rpm).

Thus, the reactor design will be carried out with the abovementioned chemical con-
ditions corresponding to the final biolubricant production, that is, 1:1 mole ratio, 1.5%
catalyst concentration, 120 ◦C, a reaction time of 90 min and a stirring rate of 500 rpm.
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3.6. Reactor Volume

Reactor volume was determined by Equation (2). In order to apply this equation, FA0,
XA and –rA should be known. FA0 was previously determined (18,618.75 kmol/year). If
expressed in international units, 0.5904 mol/s are obtained. For XA, the conversion obtained
in the final experiment was considered (0.9941). In order to calculate –rA, Equation (10) was
used, which implies the calculation of CA and k*. CA value, that is, the concentration of
fatty acid methyl esters at the reactor outlet, can be obtained from Equation (5), previously
obtaining CA0 with total volumetric (and mole) flow (included in Table 5). This way, CA0 =
2182.3 mol/m3 and CA = 12.9 mol/m3. Finally, k* was obtained by using Equation (12) as
previously explained. Table 9 shows the calculations made.

Table 9. Reactor volume determination.

Variable Variable Calculation, Units

Inlet mole flow, FAo FAo = 18,618.75 kmol·year−1= 0.5904 mol·s−1

Conversion, XA XA = 0.9941 (obtained from final experiment)
Inlet concentration, CAo CAo = FAo/FVtotal = 2182.3 mol/m3

Outlet concentration, CA CA = CAo(1- XA) = 12.9 mol/m3

Pseudo-first reaction order constant, k* k* = 0.2827 min−1 = 4.7117.10−3·s−1

Reaction rate, −rA −rA = k* CA = 4.7117·10−3·12.9 = 6.078·10−2 mol/m3.s

Reactor volume, VR
VR= FAo·XA/−rA = 0.5904·0.9941/6.078·10−2 =

9.6564 m3

According to the reactor volume, a 20% oversizing of the equipment was considered.
Therefore, the reactor should have a volume of 12 m3.

4. Conclusions

The main findings were the following:

• Rapeseed biodiesel complied with almost all the standard requirements, highlighting
the high flash and combustion points (exceeding 190 ◦C). However, oxidative stability
did not comply with the standard (5.37 h), although it was relatively high compared
to other equivalent samples found in the literature.

• The optimum chemical conditions to obtain high yields of rapeseed biolubricant were
biodiesel/alcohol (2-ethyl-2-hydroxymethyl-1,3-propanediol) mole ratio: 1/1; catalyst
(sodium methoxide) concentration, 1.5% w/w; reaction temperature, 120 ◦C; reaction
time: 90 min. Under these circumstances, high yields (exceeding 99%) were obtained.

• The characteristics of the biolubricant were calculated, being equivalent to a SAE
10W30 lubricant, suitable for Diesel engines.

• For the reactor design, due to the operating conditions, the kind of reaction and
desired production, a continuous reactor was selected.

• The kinetics of the process could be considered a pseudo-first order reaction, obtaining
an activation energy of 6.91 kJ·mol−1.

• According to the annual production (once the kinetics was known), a reactor volume
of 9.66 m3 was obtained (12 m3 if oversizing is considered).
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Nomenclature

CAo Inlet concentration
CA Outlet concentration
FAo Inlet mole flow
FA Outlet mole flow
k* Pseudo-first reaction order constant
−rA Reaction rate
TE Inlet temperature
Ts Outlet temperature
VR Reactor volume
XA Conversion
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Abstract: Self-excited oscillation pulse jet technology is widely used to clean sediment from oil storage
tanks. Its successful application is dependent on jet performance. As the cleaning requirements of
the oil industry increase, it is necessary to optimise the structure of self-excited oscillation pulsed jet
nozzles (SOPJNs) to optimise cleaning and energy efficiencies. In this study, the jet performance of a
SOPJN is modelled and analysed based on computational fluid dynamics with consideration of a
large eddy simulation and homogeneous cavitation. The modelling results are highly consistent with
experimental results. The effects of the SOPJN’s inlet diameter, cavity diameter, cavity length, wall
reflection angle, and inlet pressure on the jet’s peak velocity, oscillation frequency, and cavitation
number were analysed. The results show that the oscillation frequency decreases with the increase of
the inlet diameter d1, cavity diameter D, cavity length L and reflection angle of wall α. Optimisation
of the SOPJN inlet diameter, cavity length, and wall reflection angle produced a jet with a high peak
velocity and strong cavitation. The optimal nozzle cavity diameter strengthens cavitation, while the
peak velocity fluctuates as the cavity diameter increases. The peak velocity increases with the inlet
pressure, while the increasing rate of the peak velocity decreases. The results of this study can be
used in the design and optimisation of similar nozzle structures for improved pulse jet cleaning.

Keywords: self-excited oscillation pulse jet; nozzle; large eddy simulation; peak velocity; cavita-
tion number

1. Introduction

Crude oil storage is an essential part of oil and gas processing. Long-term storage of
crude oil in a tank will result in the formation of sediment at the bottom. If not promptly
removed, this sediment can seriously affect the quality of the oil and accelerate corrosion
of the inner wall of the tank floor, which could potentially lead to an oil spill, fire, or other
severe accident. Therefore, tank-cleaning technology is key to safe oil and gas storage [1,2].
The main tank-cleaning methods include heating of the whole tank, chemical cleaning,
heat oil circulation, and crude oil injection. Problems associated with these methods
include long work periods, high energy consumption and environmental pollution [3–6].
Compared with the above methods, self-excited oscillation pulsed jet cleaning technology
has many advantages, such as being low-cost, energy-efficient, safe, and environmentally
friendly. A current topic of interest is the improvement of self-excited oscillation pulse
jet cleaning technology, which can provide lower cost and higher efficiency than existing
methods. The self-excited oscillation pulsed jet nozzle (SOPJN) is the core component
of such systems. The structure of the nozzle directly affects the cleaning performance
and cost, so it is important to analyse the effects of nozzle geometry and dynamics on jet
performance.

There have been many studies on SOPJNs, which have mainly focused on three topics.
(1) The mechanism of self-excited oscillation pulsed jets has been researched. (2) The
influences of various factors on jet velocity and oscillation frequency have been analysed.
(3) The influences of different factors on the cavitation capability of the nozzle have been
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analysed. For example, Thomas et al. [7–9] used theoretical analysis and numerical sim-
ulation to explain the mechanism of self-excited oscillation pulsed jets. By combining
large eddy simulation with experiments, Fang et al. [10] studied the three-dimensional
cavitation turbulence flow inside a Helmholtz oscillator. The results show that there is
a close relationship between the vortex-cavitation interaction and the flow mechanism.
Liu et al. [11] designed a self-excited aspiration pulsed jet device based on a traditional
low-frequency self-excited oscillation pulsed jet device and revealed its impacts, charac-
teristics, and pulse mechanism through experiments. Wang et al. [12–14] analysed the
effects of the structural parameters of nozzles on the jet’s peak velocity and oscillation
frequency through numerical simulations and experiments and obtained optimised SOPJN
structural parameters. Tamaki et al. [15–17] determined the main influences on an SOPJN’s
cavitation capability through numerical simulations and experiments. Xiang et al. [18]
researched the periodical dynamics induced by the geometric parameters and operational
variables of a self-excited pulsed cavitation jet under optimum experimental conditions.
They revealed the mechanism of cavitation jet occurrence by considering the jet shape,
striking force, and cavity pressure. Huang and Li et al. [19,20] analysed the influences of
oscillating cavity parameters on the rock-breaking performance of an oscillating pulsed
jet through experiments and simulations. Together, these studies found that the jet perfor-
mance of a nozzle can be evaluated by examining the peak velocity, oscillation frequency,
and cavitation capability. A limitation of existing research is that only one or two indicators
of jet performance have been analysed. Most researchers have only studied the relation-
ships between nozzle structural parameters and SOPJN performance qualitatively and not
quantitatively. Accordingly, the present study aims to obtain better jet performance from
nozzles by comprehensively and quantitatively analysing the influences of their structural
parameters on jet performance.

The CFD method is used widely in the research on cavitating jets. At present, there are
three main numerical simulation models of such turbulence: Direct numerical simulations
(DNS), Reynolds-averaged Navier–Stokes (RANS) models and large eddy simulations
(LES). A DNS can obtain accurate information of the turbulent field and is an effective way
to study turbulence mechanisms. However, existing computational resources are often
insufficient for high-Reynolds-number flow simulations, which limits their application.
The RANS models can calculate complex flows with high Reynolds numbers but cannot
reflect the detailed information of the flow field. The LESs are based on the mechanism
of turbulent kinetic energy transmission. They can directly calculate the motion of large-
scale vortices and describe the influence of small-scale vortices on large-scale vortices via
modelling. They not only obtain more dynamic information than RANS models, such as
the structure and properties of large-scale vortices but also have higher computational
efficiency than DNS. It is considered to be one of the best potential turbulent flow numerical
simulation methods. Many experts have used LES and the homogeneous flow model to
predict turbulent flow cavitation. The results of LES are highly consistent with those of
experiments [21–28]. Thus, we chose to use the LES approach in our research. In Section 2,
we will explain the main factors affecting the performance of self-excited oscillation jets
in detail. We then describe the CFD method, explain the control equation, and present a
two-dimensional calculation model based on fluid properties and boundary conditions.
Lastly, we experimentally and theoretically verify the results of the numerical model. In
Section 3, we compare the impacts of different nozzle structural parameters on the jet’s peak
velocity, oscillation frequency, and cavitation number. And we examine the jet performance
of the optimised nozzle under different operating parameters. In Section 4, we discuss the
main conclusions of this investigation.
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2. Numerical Models and Evaluation Indexes of Jet Performance
2.1. Numerical Analysis Model
2.1.1. Governing Equations

Numerical simulation is used in this paper as it can clearly monitor the internal
and external flow field characteristics of the nozzle. In addition, the effects of different
conditions and different nozzle structure parameters on the jet flow field can be analysed
and discussed in an all-round way. Compared with the experiments, it greatly reduces
the research cost and time. Therefore, the numerical simulation is also applied in this
research. To clearly understand the mechanism of a self-excited oscillation pulse jet and
the characteristics of cavitation bubbles and hydrodynamics, an LES model was used to
analyse the flow field of the nozzle with consideration of the transition between gas and
liquid.

1. LES control equations

In LES equations, flow field variables are divided into large-scale pulses and small-
scale pulses. To obtain control equations for large-scale pulses, filtering is adopted to
eliminate small-scale pulses from the turbulent flow. Then, the additional stress of the
sub-grid scale is introduced into the control equation to solve the Navier–Stokes equation.
Finally, the small-scale pulses are solved by additional equations. The large-scale pulses
and small-scale pulses are respectively defined as the solvability scale and grid scale of the
turbulence flow.

(1) Navier–Stokes equations

Navier–Stokes equations are used to describe the pulse jet. After dimensionless
processing, the fluid density ρ is equal to 1 and the reciprocal of the Reynolds number is
the viscosity coefficient ν. The altered Navier–Stokes equations are shown in Equation (1).





∂ui
∂t

+ uj
∂ui
∂xj

= ν
∂2ui

∂xj∂xj
− 1

ρ

∂p
∂xi
− F

∂ui
∂xi

= 0
(1)

(2) Filter functions

Under the LES framework, a physical quantity f can be divided into two parts in the
two-dimensional incompressible turbulent flow field. The component f is the large-scale
pulse and component f ′ is the small-scale pulse. The relationship between f, f and f ′ is
described by Equation (2). The expression of f is found in Equation (3). The Gaussian filter
function Gi(xi,xi

′) is in the xi-direction and its expression is shown as Equation (4). The grid
length ∆i is in the xi-direction.

f = f + f ′ (2)
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∏
i=1

Gi
(
xi, x′i

)
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{
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(
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)2

∆2
i

}
(i = 1, 2) (4)

(3) LES control equations
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After dimensionless processing, the Navier–Stokes equations are filtered to obtain
the LES turbulence Equation (5). The sub-grid scale stress τij is the filtered momentum
transport that is generated by the small- and large-scale pulses.





∂ui
∂t

+ uj
∂ui
∂xj

=
1

Re
· ∂

∂xj

∂ui
∂xj
− ∂τij

∂xj
− ∂p

∂xi
∂ui
∂xj

= 0
(5)

(4) The sub-grid scale model

The Smagorinsky eddy viscosity model is adopted as the sub-grid scale model in this
paper and is expressed as Equation (6). The eddy viscosity coefficient υτ can be solved by
Equation (7).

τij = 2υτSij = υτ

(
∂ui
∂xj

+
∂uj

∂xi

)
(6)

υτ = (Cs∆)2


1

2

(
∂ui
∂xj

+
∂uj

∂xi

)2



1/2

(7)

2. Homogeneous Equilibrium Model

A homogeneous equilibrium model (HEM) is used to analyse cavitation flow. In
the HEM, a gas-liquid two-phase fluid can be considered to be a mixed homogeneous
and variable-density single-phase fluid. βl is the volume fraction of the liquid and βν is
the volume fraction of liquid vapour. For a control volume βl, the value of βν can range
between 0 and 1, with their sum being 1. There is no cavitation phenomenon when βl = 1
and there is complete cavitation when βl = 0. ρ is the mixture’s density and µ is the
mixture’s dynamic viscosity.

ρ = βlρl + βvρv (8)

µ = βlµl + βvµv (9)

Under the precondition of isothermal homogeneous flow, the compressibility of the
liquid and vapour are low in the cavitation flow, and they can be considered to be an
incompressible fluid [29–31]. Based on the above assumptions, the control equations of the
two-phase turbulent flow in the nozzle are as follows:

(1) Continuity equation:

∂ρ

∂t
+∇

(
ρ
→
u
)
= 0 (10)

(2) Momentum equation:

∂(ρ
→
u )

∂t
+∇

(
ρ
→
u
)
= −∇p +∇

[
µ

(
∇→u +∇→u Γ

)]
+ ρg + F (11)

(3) Volume fraction equation:

∂βv

∂t
+∇

(
βv
→
u
)
=

βlρl
ρ

4πnr2

1 + 4πnr3/3
dr
dt

(12)

(4) Rayleigh established the Rayleigh–Plesset Equation (13) on the condition of incom-
pressible flow. The equation can be used to calculate the process of bubble movement,
growth, and collapse.
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r
d2r
dt2 +

3
2
(

dr
dt
)

2
=

pvap − p
ρ

− 2σ

ρr
− 4µ

ρr
· dr

dt
(13)

2.1.2. Calculation Model

1. Nozzle geometry and calculation setup

Figure 1 shows a SOPJN consisting of three main parts: the inlet nozzle, self-excited
oscillation cavity (SOC), and outlet nozzle. The SOC is marked in blue with a red boundary
in Figure 1. When a high-pressure water jet is injected into the SOC at high speed, the jet
produces an unstable shear layer in the SOC, and many vortex rings are generated around
the shear layer [32]. In this paper, the flow characteristics in the SOC of the self-excited
oscillation pulsed jet nozzle are explored.

Processes 2021, 9, x FOR PEER REVIEW 5 of 22 
 

 

2
2

2

3 2 4
( )

2

vapp pd r dr dr
r

dt r r dtdt

 

  


      (13) 

2.1.2. Calculation Model 

1. Nozzle geometry and calculation setup  

Figure 1 shows a SOPJN consisting of three main parts: the inlet nozzle, self-excited 

oscillation cavity (SOC), and outlet nozzle. The SOC is marked in blue with a red bound-

ary in Figure 1. When a high-pressure water jet is injected into the SOC at high speed, the 

jet produces an unstable shear layer in the SOC, and many vortex rings are generated 

around the shear layer [32]. In this paper, the flow characteristics in the SOC of the self-

excited oscillation pulsed jet nozzle are explored. 

 

Figure 1. Schematic diagram of the self-excited oscillation pulsed jet nozzle. 

The main characteristic parameters of the SOC are described in Figure 2a. They are 

the inlet diameter d1, cavity diameter D, cavity length L, wall reflection angle α, and outlet 

diameter d2. Considering the nozzle model to be axisymmetric, a two-dimensional com-

putational model is used, as shown in Figure 2b. To reduce calculation errors caused by 

the outlet boundary condition, a large external flow field is established in the computa-

tional model. As shown in Figure 2b, the area surrounded by the red line is the extended 

external flow field. The boundary conditions and computational grids are described in 

detail in Figure 2b. The fluid domain is made up of 225,097 cells. A domain mesh refine-

ment scheme is used in the central region of the calculation model and the minimum size 

is 0.2 mm. 

 

(a) 

 

(b) 

Figure 2. (a) Geometry and (b) gridding model and boundary conditions of the self-excited oscilla-
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Figure 1. Schematic diagram of the self-excited oscillation pulsed jet nozzle.

The main characteristic parameters of the SOC are described in Figure 2a. They
are the inlet diameter d1, cavity diameter D, cavity length L, wall reflection angle α, and
outlet diameter d2. Considering the nozzle model to be axisymmetric, a two-dimensional
computational model is used, as shown in Figure 2b. To reduce calculation errors caused by
the outlet boundary condition, a large external flow field is established in the computational
model. As shown in Figure 2b, the area surrounded by the red line is the extended external
flow field. The boundary conditions and computational grids are described in detail in
Figure 2b. The fluid domain is made up of 225,097 cells. A domain mesh refinement scheme
is used in the central region of the calculation model and the minimum size is 0.2 mm.
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Figure 2. (a) Geometry and (b) gridding model and boundary conditions of the self-excited oscillation
cavity (SOC).

2. Boundary conditions and fluid properties
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It is well-known that establishing appropriate boundary conditions is important in
ensuring the convergence and accuracy of simulations. In our case, the boundary conditions
for the computation are shown in Figure 2b. Pressure boundary conditions are applied
at the inlet and outlet edges. The boundary conditions of the walls are defined as being
impermeable and not allowing slip. Symmetry conditions are employed at the symmetric
boundary. The inlet pressure is set to range between 0 MPa and 3 MPa and atmospheric
pressure is used at the pressure outlet.

The fluid in the simulations and experiments is water. The saturation pressure is
set to 3540 Pa, the surface tension coefficient is 0.0717 N/m, and the vapour density is
0.02558 kg/m3.

3. Calculation Settings

A monitoring point is selected on the centre axis of the calculation model, which is
50 mm apart from the exit of the outlet nozzle. The monitoring parameters include velocity,
pressure, and vapour volume fraction. Based on the monitoring results, the cavitation
numbers can be calculated by Equation (2).

2.2. Computational Model Validation
2.2.1. Experimental Verification

A principle diagram of the self-excited oscillation pulsed jet experiment is shown
in Figure 3, in which (a) is a schematic diagram of the experimental system and (b) and
(c) are the enlarged view of the region outlined by the red dotted line. The experimental
purpose was to obtain the pressure and force at the monitoring point. The pressure and
the force were measured by the same experimental system, but the measuring sensors
were different. The pressure was measured by the pressure sensor, while the force was
measured by the load cell. When the pressure was measured, the pressure sensor was
installed in the experimental system, or the load cell was installed in the experimental
system. The monitoring point of the maximum pressure and force are located at the centre
of the end cover, which is 50 mm from the exit of the outlet nozzle, as respectively indicated
in Figure 3b,c. In this experiment, the inlet diameter, cavity diameter, cavity length, angle
of reflection of the wall, and outlet diameter of the nozzle are 8 mm, 100 mm, 35 mm, 60◦

and 11 mm, respectively. The experimental system is shown in Figure 4, which included
a plunger pump, control cabinet, throttle valve, pressure gauge, pressure sensor, water
tank, steel plate, and the SOPJN. The experiment measured the pressure and force at the
monitoring point at inlet pressures of 1 MPa, 1.5 MPa, 2 MPa, 2.5 MPa and 3 MPa. The inlet
pressure for each group was tested three times and the average value taken as the result.
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Figure 4. High-pressure water jet measurement system.

Figure 5 compares experimental and calculated results to verify the calculation model.
Figure 5a,b show that the maximum pressure errors between the two results are <8.8%
and the force errors are <6.6%, indicating high consistency. This demonstrates that the
numerical calculation model can be used to analyse the jet performance of the nozzle.
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Figure 5. Errors between the experimental and calculated values of (a) maximum pressure and
(b) force.

2.2.2. Mechanism Validation

According to boundary layer and vortex theory, vortex disturbance waves are gener-
ated in the separation zone when the jet passes through the SOC. The centre pressure of the
vortex disturbance wave is low. For the self-excited oscillation pulsed jet to be generated,
certain conditions must be satisfied within the oscillation cavity [24]. As shown in Figure 6,
there is a process of change in pressure in the SOC. As shown in Figure 6a, the vortex
disturbance wave is generated at the exit of the inlet nozzle, which is then amplified as it
transmits downward. Next, the vortex disturbance wave impinges upon the collision wall
and is reflected effectively. Finally, new vortex disturbance waves are generated at the exit
of the inlet nozzle. These five conditions are shown in Figure 6 and demonstrate that the
results of the computational model are robust.
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Figure 6. Pressure contours in the SOC at different times. (a) Generation of vortex disturbance
waves (b) Amplification of vortex disturbance waves (c) Amplification of vortex disturbance waves
(d) Interaction between wall and disturbance waves (e) Reflection of disturbance waves (f) Generation
of new vortex disturbance waves and steam pocket.
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Figure 7 clearly shows that disturbance waves, steam pockets, vortex rings, and pulses
are generated in the SOC. The calculation results are consistent with the conclusions of
previous studies [25,26]. The mechanism of the self-excited oscillation pulsed jet is shown
in Figure 7. The vortex disturbance waves are generated by differences between the jet
velocity and the SOC’s inner fluid velocity. Some of the disturbance waves are amplified
by the downward flow in the unstable shear layer. Next, the disturbance waves impinge
upon the collision wall, then some are reflected effectively while others flow downwards
with the jet. The reflected waves interact with the jet, which causes the impedance of fluid
to cause periodic changes in the SOC; thus, pressure pulses occur in the flow. This process
forms the self-excited oscillation pulsed jet.
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Figure 8 shows the volume fraction of vapour in the computational model. It shows
that a steam pocket and a series of bubbles are generated in the nozzle. According to vortex
theory, bubbles are generated in the shear layer when the centre vortex pressure is lower
than the saturated vapour pressure. Meanwhile, the number of bubbles is proportional to
the number of vortices, because each vortex is characterized by a single cavity. Therefore,
a greater number of bubbles corresponds to a larger number of vortices and a higher
oscillation frequency [12,33].
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A temporal behavior of velocity at the monitoring point is researched. Figure 9 is the
curve of velocity over time. As described in Figure 9, the axial velocity at the monitoring
point oscillates around 40 m/s over time. This is an obvious pulsed jet characteristic.
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2.3. Jet Performance Evaluation Indexes

The main evaluation indices of jet performance are peak velocity, cavitation number K
and oscillation frequency ω.

1. Peak velocity

Jet velocity primarily consists of axial velocity and feedback velocity. Feedback velocity
is a variable velocity induced by feedback disturbance waves. This paper assumes that
the axial velocity has a base value and that the feedback velocity is the range of velocity
amplitude. Fluctuation in the flow impedance appears in the SOC when the feedback
disturbance waves interact with the jet and transforms it into a pulse jet. Higher feedback
velocity results in a larger amplitude range and a greater oscillation effect. Peak velocity
mainly affects the decontamination ability, with a higher peak velocity resulting in a greater
decontamination effect.

2. Oscillation frequency

The expression of oscillation frequency is shown in Equation (14) [12], which shows
that the oscillation frequency decreases with increases in inlet diameter, cavity diameter,
and cavity length.

ω =
ad0

2π
·

√
1 + 1.63(d2/d1)

2

D
√

L
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3. Cavitation number

When the local pressure drops below the saturation pressure of the fluid, cavitation
occurs, where bubbles go through a process of formation, development, and collapsing
inside the fluid or at the liquid-solid interface. The cavitation number K is a dimensionless
parameter that can be used to describe the cavitation state and features. It can also be
used to determine the intensity of cavitation and to judge whether cavitation happens
in the fluid or at the liquid-solid interface. The cavitation number is usually defined by
Equation (15) and is a very large number at the initial stage of cavitation [34]. As cavitation
develops further, the cavitation number gradually decreases. The critical cavitation number
is defined as K0. Cavitation will not occur unless K is less than K0. A larger value of K0
translates to a stronger capacity for cavitation.

K =
pi − ps

ρu2
i /2

(15)

3. Results and Discussion
3.1. Influences of Structural Parameters on Jet Performance
3.1.1. Influence of Inlet Diameter on Jet Performance

1. Influence of inlet diameter on peak velocity and oscillation frequency.
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With all other factors held constant in the computational model, the structure of the
nozzle can be defined as d1 (Inlet diameter, mm), D (Cavity diameter, mm), α (Reflection
angle of wall, ◦), L (Cavity length, mm), d2 (Outlet diameter, mm). In the analysis of
influences of the inlet diameter d1 on the jet performance, only inlet diameter d1 is changing
while the other structure parameters D, α, L, d2 are kept constant. Here, the cases are
respectively analysed when d1 = 6 mm, 7 mm, 8 mm, 9 mm, 10 mm and 11 mm and the
other structure parameters D = 100 mm, α = 60◦, L = 35 mm, d2 = 11 mm. The cases are
uniformly denoted as d1-100-60-35-11 (where d1 = 6 mm, 7 mm, 8 mm, 9 mm, 10 mm and
11 mm respectively, and D = 100 mm, α = 60◦, L = 35 mm, d2 = 11 mm).

Figure 10 shows the change curves of peak velocity and feedback velocity with the
inlet diameter d1, while the cavity diameter d2 is constant. The inlet flow rate and the
velocity difference between the inlet jet and the fluid in the self-excited oscillation cavity are
the two main factors affecting the formation and development of the disturbance wave. The
larger the velocity difference is, the easier the disturbance wave will be formed. However,
if the inlet flow rate is small and there is no sufficient energy, the disturbance wave is
easy to collapse. Therefore, with increases in d1/d2 from 0.545 to 0.818, the inlet flow
increase. It is beneficial to the development of the disturbance wave and then the feedback
velocity increase at this stage. However, when the inlet diameter d1 further increases, the
velocity difference between the inlet jet and the fluid in the self-excited oscillation cavity
is small. It results in the difficulty of the formation of disturbance waves. In addition,
then the feedback velocity gradually decreases. On one hand, with increases in d1/d2, the
feedback velocity first increases and then decreases. On the other hand, based on the fluid
similarity network theory and the research of Li, the self-excited oscillation system has
obvious resonance characteristics [32]. Therefore, with increases in d1/d2, the peak velocity
has a similar sinusoidal variation. As shown in Figure 10, when d1/d2 is 0.545 and 0.818,
the peak velocity is large. However, when d1/d2 is 0.545, the feedback velocity is very
small, and the jet pulse effect is poor. Therefore, the optimal value of d1/d2 is 0.818. In this
situation, both the peak velocity and feedback velocity reach their peak values and the
oscillation effect is optimal.
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Figure 11 shows the influence of inlet diameter d1 on the steam pocket region. It shows
that as the inlet diameter d1 increases, the serial bubbles and steam pocket region decrease.
The initial results show that fewer serial bubbles result in a lower oscillation frequency.
Therefore, with the increase of inlet diameter d1, the oscillation frequency of the self-excited
oscillation pulse jet nozzle decreases gradually.
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Figure 11. Steam pocket regions of the nozzle with different inlet diameters.

2. Influence of inlet diameter on cavitation number

To intuitively deduce the cavitation at the monitoring point, this paper assumes that
when the vapour content of the monitoring point is greater than 0, the volume fraction of
vapour will be set to 1; otherwise, the volume fraction of vapour is set to 0. According to
this rule, the curves of the vapour volume fraction and cavitation number vary with time
as shown in Figure 12. This leads to the conclusion that the value of K0 is the maximum
cavitation number. A greater value of K0 means the system will be prone to easier cavitation.
Figure 12 expresses that the critical cavitation number peaks at 1.42 when the inlet diameter
is 9 mm, during which time the cavitation capability of the nozzle is the strongest.

3.1.2. Influence of Cavity Diameter on Jet Performance

1. Influence of cavity diameter on peak velocity and oscillation frequency

The influences of cavity diameter D on the jet performance were analysed using cases
with dimensions 9-D-60-35-11 (where D = 85 mm, 90 mm, 100 mm, 105 mm and 110 mm
respectively, and d1 = 9 mm, α = 60◦, L = 35 mm, d2 = 11 mm). The curves of peak velocity
and feedback velocity vs cavity diameter are shown in Figure 13. The figure shows that as
the cavity diameter D increases, the feedback velocity first increases and then decreases. It
can be explained according to the changes of steam pocket shown in Figure 14.

Figure 14 shows that the steam pocket region is affected by the cavity diameter D.
When D/d2 increases from 7.73 to 9.09, the steam pocket and serial bubbles both decrease.
In addition, more energy is converted into the kinetic energy of the disturbance wave,
then the feedback velocity gradually increases. When D further increases, a larger cavity
diameter results in more fluid being contained within the cavity. If the inlet velocity
and flow is the same, the total energy is the same. Then more fluid is contained in the
steam pocket, which reduces the feedback velocity. Therefore, as the cavity diameter D
increases, the feedback velocity increases first and then decreases. Feedback velocity and
peak velocity peaks when D/d2 is approximately 9 and the oscillation effect is the greatest.

2. Influence of cavity diameter on cavitation number

Figure 15 shows curves of the vapour volume fraction and cavitation number vs time.
The graphs indicate that as the cavity diameter increases, K0 initially increases and then
decreases. K0 peaks at 1.42 with a cavity diameter of 100 mm.
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3.1.3. Influence of Cavity Length on Jet Performance

1. Influence of cavity length on peak velocity and oscillation frequency

The jet performance of the nozzle was analysed using cases with the structural pa-
rameters of 9-100-60-L-11 (where L = 25 mm, 30 mm, 35 mm, 40 mm, 45 mm and 50 mm
respectively, and d1 = 9 mm, D = 100 mm, α = 60◦, d2 = 11 mm). Figure 16 shows that as
the cavity length L increases, the peak velocity and feedback velocity first increase and
then decrease. At L/d2 values of 3–3.5, the peak velocity and feedback velocity are both
higher. As L/d2 increases from 2.27 to 3.18, the disturbance wave develops more and more
fully in the disturbance layer, and the feedback velocity of the disturbance wave increases
gradually. However, as the further increase of L/d2, when L/d2 > 3.18, the path of the
disturbance wave increases, and more energy is spread to the vortex ring. It leads to the
gradual decrease of the feedback velocity.
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Figure 17 shows that the steam pocket region is affected by the length of the cavity.
When the cavity length increases, the steam pocket gradually increases. However, if the
cavity length is too short, the disturbance wave cannot fully develop in the shear layer,
which prevents the feedback velocity from reaching its peak.
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2. Influence of cavity length on cavitation number

Figure 18 shows the curves of the vapour volume fraction and cavitation number with
time. The figure demonstrates that the critical cavitation number peaks at a cavity length
of 35 mm.
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3.1.4. Influence of the Angle of Reflection of the Wall on Jet Performance

1. Influence of wall reflection angle on peak velocity and oscillation frequency

The jet performance of the nozzle was analysed using cases with the structural param-
eters of 9-100-α-35-11 (where α = 50◦, 60◦, 70◦, 80◦, 90◦ or 100◦ respectively, and d1 = 9 mm,
D = 100 mm, L = 35 mm, d2 = 11 mm). Figure 19 shows that as the wall reflection angle in-
creases, the peak velocity first increases and then decreases. The peak velocity is maximum
when α = 60◦. The feedback velocity increases with the increase in α, and becomes stable
when α is greater than 60◦. This is because when α increases from 50◦ to 60◦, the low-speed
fluid in the oscillating cavity gradually decreases. Under the same inlet jet energy, the
low-speed fluid consumes less disturbed wave energy, and the feedback velocity of the
disturbed wave gradually increases. When α is greater than 60◦, although the low-velocity
fluid in the oscillating cavity decreases gradually, the steam pocket in the oscillating cavity
becomes larger significantly as shown in Figure 20. The larger steam pocket will absorb
more energy of the disturbed wave. Under the comprehensive function of the two factors,
the feedback velocity of the disturbed wave gradually becomes stable.
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Figure 19. Curves of peak velocity and feedback velocity with wall reflection angle.
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Figure 20. Steam pocket regions of the nozzle with different wall reflection angles.

Figure 20 shows that the steam pocket region is affected by the wall reflection angle.
As the angle increases, the steam pocket increases gradually and the serial bubbles decrease.
Therefore, the oscillation frequency gradually decreases with increases in angle.

2. Influence of wall reflection angle on cavitation number

Curves of vapour volume fraction and cavitation number with time are shown in
Figure 21. The critical cavitation number peaks at an angle of 60◦.

3.2. Synthesis of Results and the Influence of Operating Parameters on Jet Performance

1. Synthesis of results

By analysing the influences of the structural parameters on jet performance, it was
found that the peak velocity is greatest when the value of d1/d2 is 0.818. The cavitation
capability is the strongest when d1/d2 = 0.818. Considering the cleaning requirements,
the optimal value of d1/d2 is 0.818. When the value of D/d2 is 9.09, the nozzle has better
cavitation capability, a better oscillation effect, and a greater peak velocity. The peak velocity
and feedback velocity are highest when L/d2 = 3–3.5. The critical cavitation number peaks
when L/d2 = 3–3.5. The nozzle has a good cavitation capability and oscillation effect at a
wall reflection angle of 60◦. At 70◦, the peak velocity reaches its maximum value but the
cavitation capability is very weak. Therefore, the angle should be set to 60–70◦.
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2. Influence of inlet pressure on jet performance

As noted above, the nozzle has optimal jet performance when its structural parameters
are 9-100-60-35-11. The velocity contours under different inlet pressures are shown in
Figure 22. The figure shows that as the inlet pressure increases, the peak velocity gradually
increases and, at the same time, the velocity enhancement decreases. This is because as the
inlet pressure increases in the cavity, there is an increase in the loss of kinetic energy, which
leads to a gradual reduction in the peak velocity enhancement. After this, the disturbance
wave and its velocity are rapidly increased and there is an increase in the inlet pressure.
As the inlet pressure increases, the number of the disturbance wave increases significantly
and its velocity increases. Then the disturbance frequency of the disturbance wave on the
axis velocity increases, which finally results to the increase of the oscillation frequency of
the pulsed jet.
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4. Conclusions

This paper first analysed the factors influencing jet performance. Then, the flow
field of the nozzle was analysed by numerical simulation, the results of which had high
consistency with the experimental results. Finally, to determine the nozzle with optimal
oscillation and cavitation capability, the influences of structural and operating parameters
on jet performance were analysed. The following conclusions were obtained via analysis of
the models:

(1) A self-excited oscillating pulse jet formation mechanism was described. The results
show that the number of serial eddies in the disturbance layer is proportional to the
oscillation frequency. When the serial eddies remain the same, there is a larger steam
pocket and lower oscillation frequency.

(2) The influences of the key structural parameters of self-excited oscillating nozzles on
peak velocity, oscillation frequency, and critical cavitation number were revealed.
With increases in inlet diameter, cavity diameter, cavity length, and wall reflection
angle, the oscillation frequency decreases. Peak velocity fluctuates with changes in the
cavity diameter, while the critical cavitation number increases with cavity diameter.
As the inlet pressure increases, the peak velocity gradually increases and the peak
velocity enhancement decreases.

(3) The working performance of a self-excited oscillating nozzle is influenced by its
structural parameters and working pressure. The nozzle has a better cavitation
capability, oscillation effect and greater peak velocity when d1/d2 = 0.818, D/d2 is
approximately 9, L/d2 = 3–3.5, and the angle α= 60–70◦. Then, in this situation,
the self-excited oscillating nozzle has better cleaning ability at a constant working
pressure. However, the increase in working pressure is beneficial to increasing the
peak velocity and enhancing the cleaning ability of the self-excited oscillating nozzle.
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Nomenclature

ν Viscosity coefficient, dimensionless, ν = 1/Re
Re Reynolds number, dimensionless
F Body force, N
P Fluid pressure, Pa
u Velocity, m/s
∆i Length of grid, m
τij Grid dimension stress, N
υτ Eddy viscosity coefficient, dimensionless
Cs Smagorinsky constant, Cs = 0.1
Sij Tensor of deformation rate
∆ Filtering width, m, ∆ = (∆x2 + ∆y2)1/2

ρ Mixture density, kg/m3

µ Mixture dynamic viscosity, Pa·s
→
v Velocity, m/s
t Time, s
n Number of bubbles
r Radius of the bubble, m
σ Surface tension of the fluid, N
pvap Pressure within the bubble, Pa
D Cavity diameter, m
L Cavity length, m
α Reflection angle of wall, degree
d0 Pipe diameter, m
a Wave velocity, m/s
K Cavitation number, dimensionless
pi Absolute pressure of fluid, Pa
ps Saturation pressure of fluid, Pa
∆x, ∆y The width of grid along with the X axis and Y axis direction, m
ρl, ρν Liquid density, Vapour density, kg/m3

µL, µν Liquid dynamic viscosity, Vapour dynamic viscosity, Pa·s
βl, βν Volume fraction of liquid, Volume fraction of vapour, %
d1, d2 Inlet diameter, Outlet diameter, m
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Abstract: Shale gas gathering and transportation pipeline poses significant risk due to special
geographical conditions and different climatic conditions in high consequence areas such as Sichuan
and Chongqing. The risks become critical as gas pipelines run through high consequence areas
such as hospital, market, and scenic areas. This study presents a risk classification method for the
pipelines running through high consequence areas. The proposed method considers different failure
scenarios including third-party damage, corrosion, design and construction defects, mis-operation,
and natural disasters. The method uses subjective and objective data from different sources. To
minimize the subjectivity and data uncertainty, an improved fuzzy analytic hierarchy process was
used to process data. The estimated risk is used to classify different risk zones. After the failure
of shale gas pipelines in HCAs, in order to reduce the adverse impact of emergencies, personnel
should immediately organize an evacuation to a safe area, focusing on the diagnosis and analysis of
risk factors that are more likely to lead to pipeline leakage. The developed classes are verified using
field data. The study observes that risk levels classified using the proposed method provide realistic
assessments of hazard zoning. Risk zoning will help develop effective risk management strategies.

Keywords: pipeline safety; risk classification; pipeline failure; fuzzy analytic hierarchy process;
pipeline risk assessment; shale gas pipelines

1. Introduction

China has a high accident rate in oil and gas pipelines compared to European and
American countries. According to statistics, there have been over 1000 pipeline safety
accidents since 1995 [1]. The pipeline accidents in High Consequence Areas (HCAs)
will have severe impact. The pipeline is considered as main mode of transportation.
As per 2017 data, oil and gas pipelines reached 133,100 km in China [2]. Adding each
kilometer of pipeline increases potential risks, thus a detailed methodology to analyze and
characterize the risk of potential pipeline accidents is needed more importantly in high
consequence areas.

HCAs are classified based on geographical conditions, population, quality of pipeline
ontology, and other factors. The United States was one of the first countries to study HCAs
in terms of development [3]. In 1988, Onisawa first proposed to transform Fuzzy Possibility
Score (FPS) into Fuzzy Possibility (FP) in order to calculate pipeline risks in HCAs [4]. In
2016, Lam and Zhou studied the distribution of pipeline accidents in the United States
based on database, including installation year, regional grade, failure cause, and other
parameters, and their research laid a foundation for the quantitative risk assessment of
pipeline HCAs [5]. Compared with foreign countries, domestic research on HCAs started
late, but it also has made some achievements. In 2010, Zhang Peng et al. proposed a
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multi-hierarchy grey relational analysis method for oil and gas pipelines for the first time;
however, they did not specifically point out HCAs [6]. In 2015, Wang Xiaolin et al. proposed
to divide HCAs into three types for the first time [7], namely population density, important
facilities, and environmental sensitivity. In recent years, a quantitative evaluation model
and scoring index for classification of HCAs were developed. These method attributes
include distance, vulnerability of the region, ecological sensitivity, population density,
and the number of other sensitive receptors. In 2014, Dong Shaohua et al. conducted
a systematic study on upgrading regional grades in China. They started from pipeline
risks and learned from the laws and regulations on upgrade management for foreign
pipeline companies and proposed measures to be taken after upgrading. However, there
was no specific study on upgrade management and risk assessment methods of pipeline
regional grades [8]. In 2016, Shan Ke and Shuai Jian applied three-stage process evaluation
methods to the upgraded gas transmission pipeline in the region and put forward the
risk management measures for regional upgraded gas transmission pipelines from two
aspects, including technical transformation and regular maintenance [9]. In 2017, Yao Anlin
et al. formulated corresponding management procedures for gas pipelines with different
risk levels in combination with the regional grade change conditions of gas transmission
pipelines. They established a risk assessment model for natural gas pipelines in upgraded
areas. According to the possibility of upgrading gas pipelines, relevant principles for
risk control were proposed [10]. Based on relevant domestic research, the study of HCAs
has lagged behind that of foreign countries for at least ten years. The formulation of
relevant standard and specifications mostly refers to the foreign standard system, which is
inconsistent with the domestic current situation, the adoption rate of standards is low, and
there are deviations in the actual application process. The above problems have become the
key factors restricting pipeline integrity management in China. Therefore, for research on
HCAs of shale gas gathering and transmission pipeline, hierarchical management should
be carried out under the guidance of national and enterprise standards and specifications
combined with regional current situation and geographical characteristics, which are very
important for a unified management of HCAs and pipeline integrity management.

China is focusing on the identification and classification of HCAs areas. As a new
generation of gas reservoirs is used, there are limited studies on shale gas pipelines running
through HCAs. The shale gas gathering and transportation pipelines are prone to accidents
due to their complex operation and severe operating conditions. This study presents a risk
classification method for the pipelines running through high consequence areas. The study
will help risk management and pipeline integrity management in HCAs.

2. Materials and Methodology

An improved fuzzy analytic hierarchy process (IFAHP) introduces the weight coeffi-
cient and triangular fuzzy number of experts and extends Analytic Hierarchy Processes
(AHP) to the field of group decision-making and fuzzy decision making. The calculation
process of IFAHP includes three parts. It establishes the evaluation index set and then
determines each index weight to obtain the comprehensive weight. Finally, a fuzzy com-
prehensive evaluation of pipeline risk grades in HCAs is performed. The specific process
of HCAs classification is shown in Figure 1.

(1) HCAs identification: determine the pipelines running through HCAs to be analyzed;
(2) Establish pipelines failure index system: identify different failure scenarios of shale

gas gathering and transmission pipelines and record the hierarchical relationship
between each failure factor;

(3) Single factor analysis: according to the secondary index of shale gas pipeline fail-
ure factors in HCAs and the principle of failure probability scoring, determine the
membership degree of each single factor;

(4) Determine index objective weight: combine with expert scoring and transform the
failure model of shale gas pipelines into Bayesian network. Minimize subjectivity and
data uncertainty;
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(5) Fuzzy comprehensive evaluation of HCAs: according to the weight of each index
obtained in the above steps to determine the comprehensive weight. It can be used
for risk classification and the evaluation of HCAs.

Processes 2022, 10, x FOR PEER REVIEW 3 of 15 
 

 

(4) Determine index objective weight: combine with expert scoring and transform the 

failure model of shale gas pipelines into Bayesian network. Minimize subjectivity and 

data uncertainty; 
(5) Fuzzy comprehensive evaluation of HCAs: according to the weight of each index 

obtained in the above steps to determine the comprehensive weight. It can be used 

for risk classification and the evaluation of HCAs. 

Step 2: Establish pipeline failure index 

system

Step 3: Single factor analysis of pipeline failure, identify failure modes

Step 5: Fuzzy comprehensive evaluation of HCAs

Expert investigation

Data gathering

Probability fuzzification

BN model construction Fuzzy probability assessment

 Step 4

Step 1: HCAs identification

Exist grade III 

or IV areas

Yes

No

P
ip

e
lin

e d
iam

e
ter 

a
n
d

 p
re

ssu
re 

>762mm

<6.9MPa

>273mm

<1.6MPa

200 m inside and 

outside of pipeline

Exist specific 

place

Yes

Non HCAs

No

 

Figure 1. Hierarchical management flow chart of HCAs. 

2.1. Establish Evaluation Index Set 

The total objective A is divided into m subindex sets, and their relationship meets the 

following conditions: 

1 2
,

m
A B B B= , ,

i j
B B i j      (1) 

where B is the subindex set, and they are independent of each other; m, i, and j are the 

number of subindexes. 

Use the nine-scale scoring principle combined with the triangular fuzzy number 

method to conduct fuzzy judgement of the index at all levels; the results are shown in 

Table 1. 

Table 1. Indicator scale table. 

Scale Definition 

1 Very unimportant 

Figure 1. Hierarchical management flow chart of HCAs.

2.1. Establish Evaluation Index Set

The total objective A is divided into m subindex sets, and their relationship meets the
following conditions:

A = B1, B2 · · · Bm, Bi ∩ Bj 6= ∅, i 6= j (1)

where B is the subindex set, and they are independent of each other; m, i, and j are the
number of subindexes.

Use the nine-scale scoring principle combined with the triangular fuzzy number
method to conduct fuzzy judgement of the index at all levels; the results are shown
in Table 1.

Table 1. Indicator scale table.

Scale Definition

1 Very unimportant
3 Slightly unimportant
5 General important
7 Slightly important
9 Very important

3, 4, 6, 8 Between 1–2 or 3–5 or 5–7 or 7–9
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Assuming that B is the parent index and that it has a membership relationship with
C1, C2, · · · , Cn, expert scores according to the index scale, the fuzzy judgement matrix Rw
is obtained, which is express as follows.

Rw = [r1r2 . . . rn]1×n (2)

In this expression, ri = (li, mi, ui), which is triangular fuzzy number, i = 1, 2, ···, n. In
comparison between Ci and superior B, li is the most pessimistic estimate, mi is the most
probable estimate, and ui is the most optimistic estimate. Rw represents the importance of
the sub-indicator, which is a 1 × n triangular fuzzy matrix.

2.2. Determine Each Index Weight

IFAHP is used to determine the importance weight of each index. To calculate the
subjective weight of factors, the event statistical objective weight is combined to obtain
the comprehensive weight of each factor. This method avoids the problem of traditional
AHP that is dependent on the experience of the expert and the difficulty of adjusting
the consistency of the judgment matrix. This method reflects the fuzzy decision making
of AHP. This method introduces the expert weight coefficient, combines fuzzy triangle
number with AHP, and modifies it with a Bayesian network. By minimizing subjectivity
and data uncertainty, IFAHP is used to process data and also improves consistency by
transforming the possibility of each index into real values to solve weight. This method not
only improves practicability, but also solves the problem of judgement matrix inconsistency
in AHP.

2.2.1. Determine Expert Scoring Weight

Traditional AHP relies too much on the experience level of experts, and it is difficult
to adjust the consistency of the judgment matrix; thus, IAHP is used to calculate the expert
rating weight of each factor [11], which is marked as αi. The method extends AHP to the
field of expert group strategy and takes full factors into account, such as expert’s personal
ability, experience, and level; thus, this minimizes subjectivity. In addition, by converting
the probability degree matrix of each index real value, the weight was solved, and the
steps of adjusting the consistency of judgment matrix by traditional AHP were optimized.
According to the scoring results of several different experts, combined with different expert
information, the comprehensive scoring value of each index is calculated and normalized,
as is shown in Appendix A. The expression of the expert weight coefficient is as follows.

Gk = ak × bk × ck × dk × ek (3)

βk = Gk/
s

∑
k=1

Gk (4)

In the expression, ak is expert popularity, bk is professional title, ck is educational
background, dk is problem familiarity, ek is evaluation confidence, and the expert weight
coefficient score is shown in Table 2.

Table 2. Expert weight coefficient score table.

Number Indicator Expert Category Score

1 Expert popularity National famous scholar, provincial and
ministerial scholar, other 3, 2, 1

2 Professional title Associate senior and above, intermediate, other 3, 2, 1

3 Educational
background Doctor, master’s degree, undergraduate 3, 2, 1

4 Problem familiarity Major, specialty-related, not related to the major 3, 2, 1

5 Evaluation
confidence Confident, less confident, general confident 3, 2, 1
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In order to compare the proximity of two triangular fuzzy numbers, the possibility
degree of a triangular fuzzy number is defined. The probability degree is converted into a
real numerical judgement matrix as follows:

V(M2 ≥ M1) = µM2(d) =





1 b2 ≥ b1

0 a1 ≥ c2

(a1 − c2)/[(b2 − c2)− (b1 − a1)] other

(5)

where M1 = (a1, b1, c1) and M2 = (a2, b2, c2); they are two arbitrary triangular fuzzy
numbers.

According to formula (5), the possibility value of C1, C2, · · ·Cn is calculated. Then,
make pairwise comparisons to obtain V, and the expression is as follows:

V =
(
γij
)

n×n =




1 V
(

S̃1 ≥ S̃2

)
· · · V

(
S̃1 ≥ S̃n

)

V
(

S̃2 ≥ S̃1

)
1 · · · V

(
S̃2 ≥ S̃n

)

...
...

. . .
...

V
(

S̃n ≥ S̃1

)
V
(

S̃n ≥ S̃2

)
· · · 1




(6)

where V is the possible degree matrix, and S̃i is normalized comprehensive judgement matrix.

2.2.2. Determine Each Index Weight

Bayesian network is a graphical model of probability, based on Bayesian formula.
By constructing fault tree and then transforming it into a Bayesian network, it makes up
for the limitation of quantitative analysis of fault trees [12]. A Bayesian network can use
the Bayesian theory and new information about event occurrence to update the failure
probability of events, realizing the dynamic analysis of the entire system. BN can be
expressed by using B = <N, P>, where N represents a structure graph constructed by
the network nodes having causality, and P represents the probability distribution of the
nodes [13].

Combined with the pipeline failure index model, the mapping and logic relationship
are unchanged by constructing the evaluation factor model and then transforming it into
a Bayesian network. On the basis of the prior probability of basic events and the failure
probability of shale gas pipelines, probabilistic inference on the prior probability of all
remaining non-root nodes in the accidental Bayesian network is performed. The probability
of shale gas pipelines leakage accidents in HCAs and the probability of each consequence
are obtained. It not only makes up for the shortcomings of fault tree methods, but also
makes the establishment of a Bayesian network model simple. It has positive significance
for shale gas pipeline hierarchical management and control.

2.2.3. Determine Comprehensive Weight

In order for the comprehensive weight to be as close as possible to both sides and
not biased to either sides, the comprehensive weight was obtained by optimizing the
model based on the principle of minimum identification information [14,15] and finding
the overall weight ωi. The expression is as follows:

ωi =

√
αiεi

j=1
∑
n

√
αiεi

(7)

where αi is expert scoring weight, and εi is probability weight. The comprehensive weight
vector is W = [ω1, ω2, · · · , ωn]

T.
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2.3. Fuzzy Comprehensive Evaluation of Pipeline Risk Grade in High Consequence Areas
2.3.1. Risk Identification of High Consequence Areas

To distinguish the severity of pipeline accidents in HCAs, the grade of HCAs is divided
as the classification Chinese Standard [16] and the characteristics of shale gas development
areas (mainly in Sichuan and Chongqing). The principle and grades of HCAs used for
shale gas gathering and transportation pipelines are shown in Table 3.

Table 3. Identification principle and grade of HCAs.

Category Pipe Diameter Precondition Subitems Serial Number

HCAs

Greater than 762 mm, and the
maximum allowable operating pressure

is more than 6.9 MPa (198 m) Radius of
influence area

Particular area 1 II
Particular area 2 II
Particular area 3 II

Less than 273 mm, and the maximum
allowable operating pressure is less than

1.6 MPa(35 m)

Particular area 1 I
Particular area 2 I
Particular area 3 I

Other pipe diameters
200 m inside and

outside the pipeline

Particular area 1 I
Particular area 2 I
Particular area 3 I

All the pipe diameters Level 3 areas II
Level 4 areas III

2.3.2. Build Comment Set

When shale gas gathers and is transported in pipelines across HCAs, there are leakage
risk factors. The comment set is a set of element evaluation results in factor set U that may
leak during the operation of the pipeline, which is usually represented by V. There are two
main aspects in the classification of shale gas gathering and transportation pipeline failure
risk: First, improve the accuracy of evaluation results; second, the calculation amount
should be reasonable. To ensure the objectivity of evaluation, the evaluation principle
should be based on reality. Therefore, the commonly used five-grade classification method
is adopted in this paper. The risk evaluation set V corresponds to five elements, and the
factor grade classification principle is shown in Table 4.

V = {lowest, low, medium, high, highest} (8)

Table 4. Failure probability scoring principle.

Principle Risk Description Grade

The pipeline has experienced similar failures several
times a year or is expected to fail within one year. Highest V

Similar failure of pipelines occurs every year or failure
is expected to occur within 1–3 years. High IV

Similar failure of pipelines occurs every year, or failure
is expected to occur within 3–5 years. Medium III

Similar failure has occurred in the enterprise or is
expected to occur within 5–10 years. Low II

Similar failures have occurred in the enterprise or are
expected to occur after more than 10 years. Lowest I

2.3.3. Sub-Factor Evaluation

For a sub-factor that may cause leakage, when shale gas is gathered and the trans-
portation pipeline passes through high consequence areas, according to the principle of the
comment set and actual conditions of the pipeline and based on historical data and expert
speculation, score each factor. In this manner, the membership degree of the factor to the
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comment set is determined, and the evaluation membership degree matrix R is established.
The sub-factor evaluation fuzzy set Ri can be expressed as follows:

Ri = [ri1, ri2, · · · , ri5], i = 1, 2, . . . , n , j = 1, 2, . . . , 5 (9)

where ui is single factor, and rij is the grade evaluation degree of ui.
The sub-factor evaluation fuzzy set of n factors forms R, which can be expressed

as follows:

R =




R1
R2
...

Rn


 =




r11 r12 · · · r15
r21 r22 · · · r25
...

...
. . .

...
rn1 rn2 · · · rn5


 (10)

where R is a comprehensive membership evaluation matrix.

2.3.4. Multi Factor Fuzzy Comprehensive Evaluation

The sub-factor evaluation result can only explain the influence of specific factor on the
evaluation index, and only by comprehensively considering the influence of all factors on
the evaluation target can a multi-factor fuzzy comprehensive evaluation be obtained; the
specific expression is as follows:

B = WT × R = [b1, b2, · · · , b5] (11)

where B is the comprehensive evaluation set, W is index weight factor, and R is a single
factor evaluation comprehensive membership matrix.

According to the principle of maximum membership degree and obtained comprehen-
sive evaluation set B, determine the comprehensive result vj corresponding to bj, which is
the largest element in B.

3. Application of the Proposed Methodology

Take the shale gas gathering and transportation pipeline of shale gas in a city as an
example. The horizontal length of the pipeline is 31,494.4 m, the real length is 31,891.5 m,
the pipe diameter is 508 mm, and the design pressure is 8.5 MPa. By comparison to shale
gas gathering pipeline HCAs identification principles and levels (Table 3), the pipeline
passes through three HCAs, and the basic situation is shown in Table 5. The proposed
above method combined IFAHP and Bayesian network updates to evaluate HCAs and to
classify the risk.

Table 5. Basic situation of HCAs.

Serial Number Feature Description Length (km) Grade of HCAs

HCAs1 Primary school and
residential area 2.20 III

HCAs2 Township 4.56 III

HCAs3 Crossing large and
medium rivers 0.43 I

3.1. Risk Assessment of Shale Gas Gathering and Transportation Pipeline

Shale gas gathering and transportation pipeline is faced with many hazards during
their operation. According to the European Gas Pipeline Incident Group (EGIG), the main
causes of pipeline failures include corrosion, third-party damage, mis-operation, design and
construction defects, and natural disasters [17]. If the pipeline risk management measures
are not executed thoroughly, it may cause severe accidents. The failure factors of pipeline
are shown in Table 6 based on a comprehensive analysis of the failure factors of shale
gas gathering and transmission pipelines, referring to the safety evaluation standards at
home and abroad, combining each region management experience of shale gas pipelines,
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and considering pipe body conditions, transmission mediums, the natural environment
condition, and artificial factor.

Table 6. The failure factor of pipeline.

No. Description No. Description

X1 Third party construction X14
Protective layer performance

failure

X2 Serious pipeline pressure X15
cathodic protection

measures failure
X3 Artificially vandalism X16 Stray current interference

X4
Effusion containing Cl−,

HCO3
− plasma X17 Unreasonable pipeline design

X5
Sulfate-bearing reducing

bacteria (SRB) X18 Manufacture defects

X6 Contain erosion X19 Material defect
X7 Inner protective layer failure X20 Construction defect
X8 Sulphide in soil X21 Operational mis-operation
X8 High salinity of soil X22 Maintenance mis-operation
X10 Low PH of soil X23 Flood damage
X11 Soil contains corrosive bacteria X24 Debris flow
X12 High soil redox potential X25 Landslide
X13 High soil moisture content X26 Earthquake disaster

3.2. Establish the Factors to Monitor Pipeline Failures

Based on the comprehensive analysis of the failure factor of shale gas gathering
and transportation pipelines, the evaluation index factor set is established considering
the pipeline condition, transportation medium, natural environmental conditions, and
human factors. A factor set is the set of evaluation indexes of a decision-making system:
U = {u1, u2, . . . , un}. In the multilevel evaluation model of shale gas pipeline failures,
the hierarchical system is divided into three layers: target layer T, parent factor layer, and
sub-factor layer. Layer T, the target layer, demonstrates the final objective of the entire
hierarchical structure, which is depicted in pipeline failure. The parent factor layer is
divided into six types of factors that affect the failure of pipelines, namely third-party
damage, internal corrosion, external corrosion, mis-operation, design and construction
defects, and natural disasters, which are denoted as M1, M2, M3, M4, M5, and M6. Sub-
factor layer is the 26 s-level indices established in the evaluation model, which are shown
in Table 6.

The evaluation factor model is established, as shown in Figure 2.
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3.3. Expert Weight Calculation

Based on IFAHP, 10 enterprise experts were invited to score each factor with triangular
fuzzy numbers, of which 10 were issued and 10 were recovered (all 10 were valid).
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According to those data, the weight and total weight results of each level were obtained.
According to the hierarchical data shown in the Figure 1, the judgment matrix of the parent
factor layer relative to the target layer is recorded as T, and its eigenvectors are denoted as
WT. The sub-factor layer judgment matrices are recorded as M1, M2, M3, M4, M5, and M6,
and the corresponding eigenvectors are recorded as W1, W2, W3, W4, W5, and W6. The total
weight result is expressed in Wa. According to Equation (1), the probability of each level is
converted into a real number judgment matrix, as shown in Tables 7–13. The calculation
results of eigenvectors are as follows:

WT = [0.21, 0.18, 0.18, 0.14, 0.14, 0.15]T;
W1 = [0.36, 0.31, 0.33]T;
W2 = [0.25, 0.23, 0.26, 0.26]T;
W3 = [0.11, 0.11, 0.09, 0.10; 0.10; 0.13; 0.12; 0.12; 0.11]T;
W4 = [0.22, 0.24, 0.23, 0.31]T;
W5 = [0.50, 0.50]T;
W6 = [0.25, 0.25, 0.26, 0.24]T.

Table 7. Judgment matrix of the parent factor layer to the target layer T.

Parent Factor of T M1 M2 M3 M4 M5 M6

M1 1 1 1 1 1 1
M2 0.66 1 1 1 1 1
M3 0.60 0.99 1 1 1 1
M4 0.35 0.35 0.72 1 1 0.98
M5 0.28 0.62 0.64 0.90 1 0.89
M6 0.36 0.72 0.73 1 1 1

Table 8. Judgment matrix of the parent factor layer to the target layer M1.

Sub-Factors of M1 X1 X2 X3

X1 1 1 1
X2 0.75 1 0.92
X3 0.81 1 1

Table 9. Judgment matrix of the sub-factor layer to the upper factor M2.

Sub-Factors of M2 X4 X5 X6 X7

X4 1 1 0.97 0.94
X5 0.86 1 0.84 0.80
X6 1 1 1 0.97
X7 1 1 1 1

Table 10. Judgment matrix of the sub-factor layer to the upper factor M3.

Sub-Factors of M3 X8 X9 X10 X11 X12 X13 X14 X15 X16

X8 1 1 1 1 1 0.46 0.88 0.73 0.99
X9 0.95 1 1 1 1 0.45 0.84 0.70 0.94
X10 0.78 0.82 1 0.93 0.91 0.26 0.68 0.52 0.77
X11 0.86 0.90 1 1 0.98 0.34 0.75 0.60 0.85
X12 0.88 0.92 1 1 1 0.36 0.77 0.62 0.86
X13 1 1 1 1 1 1 1 1 1
X14 1 1 1 1 1 0.63 1 0.87 1
X15 1 1 1 1 1 0.77 1 1 1
X16 1 1 1 1 1 0.52 0.90 0.76 1
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Table 11. Judgment matrix of the sub-factor layer to the upper factor M4.

Sub-factors of M4 X17 X18 X19 X20

X17 1 0.91 0.95 0.22
X18 1 1 1 0.37
X19 1 0.96 1 0.27
X20 1 1 1 1

Table 12. Judgment matrix of the sub-factor layer to the upper factor M5.

Sub-Factors of M5 X21 X22

X21 1 0.99
X22 1 1

Table 13. Judgment matrix of the sub-factor layer to the upper factor M6.

Sub-Factors of M6 X23 X24 X25 X26

X23 1 1 0.85 1
X24 0.94 1 0.77 1
X25 1 1 1 1
X26 0.91 0.97 0.75 1

According to the calculation results of the eigenvector, the total weight is calculated
as follows.

Wa = [0.07, 0.07, 0.07, 0.05, 0.0423, 0.045, 0.05, 0.02, 0.02, 0.02, 0.02, 0.02, 0.02, 0.02, 0.02,
0.02, 0.03, 0.03, 0.03, 0.04, 0.07, 0.07, 0.04, 0.04, 0.04, 0.04] T.

3.3.1. Objective Weight Calculation

Considering that regional characteristics and factors are not unified, the Bayesian
network model is used to modify, and the formula is used to normalize the probability
weight. The event probability refers to the relevant research literature [18–22], and the
probability of an intentional destruction factor refers to the literature [23,24]. The Bayesian
network diagram is shown in Figure 3.
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The statistical probability of failure events is also an important basis for determining
factor weight. According to OREDA [25], relevant statistics, literature [26–30], and empirical
data, the basic probability of events affected by the structure of Bayesian model can be
concluded. The posterior probability of Bayesian model can be inferenced according to
prior probability. Then, normalize the probability according to the posterior probability of
each factor in order to obtain an objective weight relative to minimized subjectivity. Prior
probability, posterior probability, and objective weight are shown in Table 14.

Table 14. Pipe failure factors prior probability, posterior probability, and objective weight.

Number Prior Probability
(km·a)

Posterior
Probability

Objective
Weight Number Prior Probability

(km·a)
Posterior

Probability
Objective

Weight

X1 3.0 × 10−3 3.2 × 10−2 3.0 × 10−2 X14 6.0 × 10−3 6.4 × 10−2 6.1 × 10−2

X2 1.3 × 10−3 1.4 × 10−2 1.3 × 10−2 X15 5.6 × 10−3 6.0 × 10−2 5.7 × 10−2

X3 5.0 × 10−3 5.3 × 10−2 5.1 × 10−2 X16 6.5 × 10−3 7.0 × 10−2 6.6 × 10−2

X4 4.8 × 10−3 5.1 × 10−2 4.9 × 10−2 X17 1.9 × 10−3 2.0 × 10−2 1.9 × 10−2

X5 6.5 × 10−3 6.9 × 10−2 6.6 × 10−2 X18 1.1 × 10−3 1.2 × 10−2 1.1 × 10−2

X6 6.6 × 10−3 7.0 × 10−2 6.7 × 10−2 X19 1.1 × 10−3 1.2 × 10−2 1.1 × 10−2

X7 6.0 × 10−3 6.4 × 10−2 6.1 × 10−2 X20 6.7 × 10−3 7.2 × 10−2 6.8 × 10−2

X8 4.8 × 10−3 5.1 × 10−2 4.9 × 10−2 X21 2.4 × 10−3 2.6 × 10−2 2.5 × 10−2

X9 4.5 × 10−3 4.8 × 10−2 4.6 × 10−2 X22 1.8 × 10−3 1.9 × 10−2 1.8 × 10−2

X10 3.0 × 10−3 3.2 × 10−2 3.1 × 10−2 X23 9.0 × 10−4 0.96 × 10−2 9.2 × 10−3

X11 4.8 × 10−3 5.1 × 10−2 4.9 × 10−2 X24 9.0 × 10−4 0.96 × 10−2 9.2 × 10−3

X12 3.5 × 10−3 3.7 × 10−2 3.6 × 10−2 X25 2.2 × 10−3 2.4 × 10−2 2.3 × 10−2

X13 6.0 × 10−3 6.4 × 10−2 6.1 × 10−2 X26 1.2 × 10−3 1.3 × 10−2 1.2 × 10−2

3.3.2. Modification of FAHP by Bayesian Network

In order to make the analysis result more in line with the actual situation, the FAHP
method is modified and determined by a Bayesian network. According to the expert scoring
weight Wa calculated by IFAHP and the probability weight converted from statistical
probability, it is recorded as Wb, and the comprehensive weight is calculated by Formula (3),
which is recorded as Wc.

Wc = [0.05, 0.03, 0.06, 0.05, 0.06, 0.06, 0.06, 0.03, 0.03, 0.02, 0.03, 0.03, 0.04, 0.04, 0.04,
0.04, 0.03, 0.02, 0.02, 0.06, 0.04, 0.04, 0.02, 0.02, 0.03, 0.02]T.

3.4. Fuzzy Comprehensive Evaluation of Risk in High Consequence Areas
3.4.1. High Consequence Areas Recognition

According to the identification criteria for high consequence areas of shale gas gather-
ing and transportation pipelines in Table 1, there are three sections of HCAs identified in
this pipeline, as shown in Table 5.

3.4.2. Sub-Factor Evaluation

For the identified three high-consequence pipe sections, five experts are invited to
adopt the evaluation principle in Table 2 to evaluate the failure factors of each high-
consequence pipe section with a risk grade score between 0 and 1, and the sum of member-
ship degrees of each index corresponding to each evaluation grade is 1. Then, five experts
were counted to judge the estimated values, and the average value was taken as the final
membership estimated values of each index. The evaluation grade and membership degree
are shown in Table 15. Only the evaluation results of HCAs1 are listed here, and HCAs2
and HCAs3 methods are consistent.
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Table 15. Sub-factors comprehensive weight ranking and membership estimation.

Factor
Weight Judge Level and Membership

Serial Number Numerical Value Low (I) Lower (II) Medium (III) Higher (IV) High (V)

X3 1 0.063 0.10 0.38 0.28 0.16 0.08
X6 2 0.062 0.38 0.28 0.22 0.08 0.04
X7 3 0.060 0.34 0.16 0.42 0.08 0.00
X20 4 0.059 0.36 0.24 0.20 0.12 0.08
X5 5 0.058 0.44 0.20 0.36 0.00 0.00
X4 6 0.053 0.14 0.28 0.56 0.02 0.00
X1 7 0.051 0.48 0.16 0.26 0.08 0.02
X21 8 0.045 0.30 0.38 0.10 0.14 0.08
X13 9 0.041 0.28 0.42 0.14 0.10 0.06
X16 10 0.041 0.20 0.26 0.36 0.12 0.06
X14 11 0.040 0.40 0.30 0.14 0.12 0.04
X15 12 0.039 0.30 0.24 0.32 0.10 0.04
X22 13 0.039 0.14 0.36 0.38 0.08 0.04
X8 14 0.035 0.20 0.38 0.36 0.06 0.00
X9 15 0.033 0.18 0.30 0.38 0.10 0.04
X25 16 0.033 0.36 0.28 0.32 0.04 0.00
X11 17 0.033 0.10 0.42 0.36 0.08 0.04
X2 18 0.031 0.30 0.24 0.36 0.10 0.00
X12 19 0.028 0.32 0.22 0.36 0.06 0.04
X17 20 0.027 0.10 0.30 0.50 0.06 0.04
X10 21 0.025 0.18 0.32 0.42 0.06 0.02
X26 22 0.023 0.30 0.24 0.28 0.12 0.06
X18 23 0.021 0.24 0.40 0.36 0.00 0.00
X19 24 0.021 0.30 0.36 0.24 0.06 0.04
X23 25 0.021 0.18 0.22 0.46 0.08 0.06
X24 26 0.020 0.18 0.56 0.26 0.00 0.00

3.4.3. Multi-Factor Fuzzy Comprehensive Evaluation

Evaluation matrix R is composed of the membership degrees of X1~X26 in Table 15,
which is the comprehensive membership degree matrix of sub-factors. The comprehensive
weight is Wc. According to Equation (8), the comprehensive evaluation result WHCAs1 of
pipeline failure sub-factors to the target layer is calculated as follows.

WHCAs1 = [0.27, 0.29, 0.32, 0.08, 0.04].
The comprehensive evaluation results obtained by HCAs2 and HCAs3 are as follows.
WHCAs2 = [0.26, 0.32, 0.30, 0.08, 0.04].
WHCAs3 = [0.27, 0.36, 0.24, 0.08, 0.04].

4. Discussion

According to the principle maximum membership, the risk level of HCAs1 is medium;
HCAs2 and HCAs3 in HCAs have lower risk levels. This is roughly consistent with the
actual situation in HCAs, during pipeline operation, HCAs1 has been leaked, while HCAs2
and HCAs3 in HCAs have relatively low risks.

The main causes of pipeline failure are M1, M2, and M3. Among them, the failure
probabilities of X1, X2, X3, X4, X6, and X7 rank within the top six; therefore, we need
to focus on them. They are the weak links in the field; it is, thus, necessary to focus on
monitoring and preventing them during the pipelines running through HCAs1. Under
the condition of limited resources, priority should be given to X1, X2, X3, and X7 when
developing prevention and control measures.

Therefore, in the actual operation process in addition to routine inspections, the
management for HCAs1 should strengthen and improve its safety precautions.
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5. Conclusions

An integrated methodology is used to calculate the expert scoring weight of the
factors causing the failure possibility of shale gas pipelines by incorporating improved
fuzzy analytic hierarchy process and Bayesian updating technique. The advantage of
this method is more prominent, which minimizes the subjectivity of experts’ scoring
weight. The purpose of this study is to classify risk levels in HCAs of shale gas pipeline
under the condition of uncertain data. Combined with the probability weight calculated
by the statistical probability of the failure possibility factors of shale gas pipelines, the
comprehensive weight is calculated to evaluate the failure possibility grade of shale gas
pipelines. The study observes that places within 200 m on both sides of the pipeline must
be considered as HCAs. This includes drinking water sources, large- and medium-sized
rivers, lakes, water reservoirs, nature reserves, and ecological sensitive areas.

This study applies an IFAHP and Bayesian network method for safety risk analysis
of pipelines running through HCAs. It is found that third-party damage and protective
layer failure account for the largest weight, and design and construction defects account
for the lowest weight. This result may be caused by the increase in population density or
regional development. Protective measures can be strengthened by using technical means.
The final result of the situation is retained by conducting a case study, which verified the
viability and effectiveness of the proposed methodology and offers an important reference
for hierarchical management of HCAs. Using this method, we can focus on the diagnosis
and analysis of the risk factors, which are more likely to cause pipeline leakage, in order to
prevent the occurrence of pipeline leakage accidents. The improved FAHP and Bayesian
Network method also have some limitations. In the terms of BN model construction
processes, they rely on domain experts. Our subsequent research will focus on automatic
knowledge acquisition and develop a real-time evaluation and decision support system for
shale gas gathering and transportation pipeline risk classification.
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Appendix A Normalization process

According to the scoring results of several different experts combined with different
expert information, the comprehensive scoring value of each index is calculated and
normalized. The expression is as follows.
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In the expression, s is the number of experts, k = 1, 2, ···, s, β is normalized expert
weight coefficient, and Rw and ri are the triangular fuzzy number matrix set and the
triangular fuzzy number after synthesizing the opinion of experts, respectively.
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In the expression, S̃i is the normalized value of index Ci, the normalized comprehen-
sive judgement matrix is Sw, and the expression is as follows.

Sw =
[

S̃1 S̃2 · · · S̃n
]

1×n (A3)
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Abstract: In the recent past, the world in general and Pakistan in particular faced a drastic fuel
price change, affecting the economic productivity of the country. This has drawn the attention
of empirical researchers to analyze the abrupt change in fuel prices. This study takes a lead and
investigates for the first time, in the literature related to Pakistan, the presence of multiple fuel price
bubbles, with the purpose of knowing if the price driver is due to demand or it is exuberant consumer
behavior that prevails and contributes to a sudden boom in fuel price series. The empirical analysis
is performed through a recently proposed state-of-the-art generalized sup ADF (GSADF) approach
on six commonly used fuel price series, namely, LDO (light diesel oil), HSD (high-speed diesel),
petrol, natural gas, kerosene, and MS (motor spirit). The bubble analysis for each of the six fuel
price series is based on monthly data from July 2005 to August 2020. The findings provide evidence
of the existence of multiple bubbles in all series considered. Specifically, four bubbles are detected
in each of the kerosene and natural gas price series, whereas three bubbles are noted in each of
the HSD, LDO, petrol and MS price series. The maximum duration of occurrence of bubbles is of
12 months for kerosene. The date-stamping of the bubbles shows that the financial crisis of 2008
contributed to the emergence of bubbles that pushed oil prices upward and caused a depreciation in
the national currency.

Keywords: price bubbles; bubble length; petroleum products; GSADF; Pakistan

1. Introduction

A bubble can be defined as a rapid increase in the price of a good, which increases due
to the exuberant behavior of the consumer or the market. Bubbles appear in the market
when the investor invests in market assets, securities, goods and so forth, in the interest
of profitability. This rapid price increase is much more than the productive capacity or
the actual value of an asset that no one on the market wants to buy. This leads to a sharp
decline in the price of an asset where everyone begins to sell their assets, creating economic
turbulence [1].

With the increase in output, oil is considered as an indicator that has determined the
economic development of a country. Oil is considered of prime importance for each country,
so its price affects the production of a country. An increase in the price of oil leads to an
increase in the cost of production, import bills, and price of petroleum goods, and thus
a reduction in the production capacity of a country due to high input cost, which results
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in low demand, low investment as well as poor economic growth and lower purchasing
power [2].

Caspi and Katzke [3] detected a bubble in US crude oil from the WTI monthly price
series using the generalized sup ADF (ADF) test procedure. The recursive identification
algorithms used in this analysis recognize several price exclusivities with macro variables.
Zhang and Yao [4] inspected the presence of bubbles in the crude oil, diesel and petrol
markets using the State–Space model and the log-periodic power law (LPPL) model. Su
and Li [5] detected the existence of multiple bubbles in West Texas Intermediate (WTI)
crude oil price by using the generalized sup Augmented Dickey–Fuller (GSADF) method
and found six bubbles from 1986 to 2016.

Perifanis [6] examined West Texas Intermediate (WTI) price bubbles, as well as the
length and causes of the bubble. The results of this paper indicate that there are speculative
episodes in the Brent oil price series, but not in the WTI price series. Li and Chevallier [7]
detected the presence of a bubble in the US, European, and Asian natural gas markets
by using the generalized sup ADF (GSADF) test, and the results indicate the presence of
bubbles. All of this literature review shows that there have been studies in the past that
have found multiple bubbles in the oil price series.

Thus, the following subsections show some historical bubbles that the world has
witnessed, which have been clarified as Tulip Mania, the South Sea Bubble, the Dotcom
Bubble, and the US Housing Bubble. Going back to history, the most significant speculative
bubble was the Tulip Mania that began in 1636 and early 1637 in Holland. Tulips of
different colors were introduced and people began to buy them in abundance. The demand
overwhelmed the supply of tulips to such an extent that its price reached a point where it
was sold at a cost where people mortgage their homes and businesses.

However, by the end of 1637, after reaching a peak, the price of tulips had fallen and
left tulip owners bankrupt. The South Sea Bubble, which had destroyed many investors
in 1720, was because of a joint stock company that was established in 1711 in London,
supplying slaves for Spanish plantations in Central and South America. In anticipation of
the success of East India Company, investors took the stock of South Sea Company. There
was an implausible boom in the company’s shares in 1720, but stock prices reached much
higher than the company’s profits, which drove the market to collapse in September. The
company’s stocks plummeted destroying many investors.

Due to the increasing popularity of the Internet in the 1990s, many investors invested in
Internet-based startups in the hope of earning profits. The confidence of investors that their
investments are going to generate profits created an environment, the NASDAQ composite
index, which contained shares of dot.com businesses, and which reached more than 5000
in 2000. However, the index fell quickly because investors neglected the traditional basic
investment matrices and caused a recession in the United States. Many economists believe
that due to the bursting dot.com bubble, many investors concluded that investing in real
estate was safer and better. They began investing in housing markets that doubled housing
prices in the United States between 1996 and 2006. In 2006, the value of homes in the US
increased and then began to fall, resulting in the average US home losing one-third of its
value in 2009. American homes soared and crashed, and the impact on mortgage-backed
securities resulted in the first global economic crisis since the Great Depression.

The Asian crisis that took place worldwide in 1997 affected Singapore, Malaysia, In-
donesia, Taiwan, the Philippines and South Korea. Later, there was the global financial
crisis in 2007–2008, when many financial institutions went bankrupt. The failure of these
institutions resulted in a global financial market freeze and required government interven-
tion on a global scale. The European debt crisis and unemployment in Greece and Spain
have had a major negative impact on the economy and the labor market. The collapse of
price bubbles on financial markets, such as foreign exchange markets, equity markets and
housing markets, has caused all these crises.

These events highlight the importance of bubble detection and have revealed its
implications. It has been shown that the bursting of a bubble can lead to the collapse of
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large financial institutions, bring countries to the brink of bankruptcy and lead to complete
financial and economic crises. Consequently, the detection of a bubble is very important
because a sudden eruption can cause a disruption of economic activity, which leads to
other disrupting factors such as unemployment, low wages, financial instability, and the
disruption of economic activity.

Most developed and developing countries produce electricity through alternate sources
such as renewables including wind, solar, water, etc.; however, Pakistan depends on oil for
the production of electricity, which is quite an expensive input. An increase in the oil prices
impacts the GDP of Pakistan, contributes to inflation, a rise in the budget deficit, and makes
import expensive by putting downward pressure on the exchange rate. Much work is avail-
able on bubble detection for the oil prices considering data of different countries; however,
no empirical work is available on bubble detection in commonly used fuels for Pakistan.
The present research takes a lead and fills this void, addressing this very significant issue
in Pakistan using the newly developed Phillips and Shi [8] approach—the generalized
supremum ADF (GSADF). The approach has several advantages over other strategies
generally used to detect bubble detection as it can detect periodically collapsing multiple
bubbles, whereas previous approaches were designed to detect only a single bubble. The
GSADF approach also provides the information on start and end dates of bubbles by using
its date-stamping strategy. Thus, the present study will be a good addition to the existing
literature, particularly for Pakistan.

The remainder of the paper is organized as follows. Section 2 provides a thorough
and critical summary of the literature. Section 3 looks at the theoretical and econometric
methodology. Section 4 contains the results and discussions, while Section 5 presents some
relevant policy proposals and the conclusion of the study.

2. Literature Review

The literature on bubble detection exists not only in oil price series, but also in various
financial markets, such as gold, agriculture, stocks, housing, etc. See, for example, Campbell
and Lo [9], Diba and Grossman [10], and Chang and Aye [11] for stock markets; Brooks and
Prokopczuk [12] for housing markets; Fantazzini [13] for oil prices; Flood and Garber [14]
for inflation; Caspi and Katzke [3] for commodity price bubbles.

With reference to the oil market, studies have been undertaken in different economies
covering WTI, BRENT, US, Asia, Europe, and many others, by employing different methods
of testing, such the usual right-tailed Augmented Dickey–Fuller (ADF) test, sup-ADF and
the generalized SADF tests.

Hall and Psaradakis [15] detect the collapse of the consumer price bubble and Ar-
gentina’s exchange rate in terms of monthly USD data. Time series data from 1983 to 1989
were tested by using the Dickey–Fuller test and Markov switching approach. The results
revealed that it is better to switch to the ADF approach to identify bubbles in the exchange
rate market; therefore, the null hypothesis, which endorses explosive behaviors in the data,
is rejected.

Yumashev and Ślusarczyk [16] speculated the presence of bubbles in the US stock
market by applying a momentum threshold autoregressive (MTAR) model, a non-linear
time series technique to detect bubbles. Time series from 1871 to 1999, together with
monthly data from 1871 to 2001, were used. The results of the analysis of two subsamples
of data (1871 to 1995) and a subsample of data (1871 to 2001) confirm the existence of
bubbles. General findings conclude that the market collapsed as a result of the presence of
a bubble in the 1990s.

In their study, An and Mikhaylov [17] developed a model which made it possible
to quantitatively determine whether a bubble exists in the gold market or not. They
calculated the difference between the market and the fundamental price. Data were taken
from August 2011 to September 2011 to determine if there exists a martingale or a local
martingale under the risk-neutral possibilities through random process. If the volatility
is too large as measured through a modified Florens–Zmirou estimator then there exists
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a bubble. However, the results concluded that gold price is a martingale and not a local
martingale, so there exists no bubble in the gold market during the testing period.

Fantazzini [13] argued that in 2014/2015, there was a negative bubble in oil prices,
reducing them above the extent warranted by economic fundamentals. Two sets for bub-
ble prediction methods have been corroborated: the first set consists of financial bubble
measures, while the second set consists of the log-periodic power law (LPPL) model for
negative financial bubbles. The data of daily nominal and real WTI (West Texas Interme-
diate) oil prices series were taken from January 2013 to April 2015. This time frame was
selected because the researcher concentrated on the price collapse that occurred at the end
of 2014. The results conclude that in the last months of 2014 and early 2015, the price of oil
experienced a financial bubble.

In their paper based on historical crude oil, Zhang and Yao [4] analyzed diesel and
gasoline market data taken from November 2001 to December 2015. The study used the
State–Space model and the log-periodic power law (LPPL) model to detect dynamic oil
price bubbles and predict the moment of their collapse. The results conclude that, first,
there are only oil market bubbles between November 2001 and July 2008, and bubbles are
the driving force behind the rise in crude oil and diesel prices. Secondly, the State–Space
model detects the bubbles in crude oil and diesel prices that differ in time. Finally, the crash
time of bubbles is well estimated by the LPPL model.

In their paper, Dinçer and Lisin [18] examined the existence of multiple bubbles in
West Texas Intermediate (WTI) crude oil price by using the generalized sup Augmented
Dickey–Fuller (GSADF) method proposed by Phillips and Shi [8]. Crude oil is considered
to be of primary importance in both the energy sector and the capital market. Data were
collected from January 1986 to April 2016 and multiple bubbles on the WTI oil market were
detected in 1990, 2005, 2006, 2008 and 2015. The results indicate that there were six bubbles
between 1986 and 2016 and that oil prices differ from their inherent value. The bubble
dates are consistent with particular events in the global and financial markets.

Caspi and Katzke [3] detected the existence of multiple bubbles by using the general-
ized sup ADF (GSADF) test procedure developed [8]. The researchers used monthly data
from 1876 to 2014 and classified explosive cycles of oil prices in comparison to the general
market level and stocks of oil in the US after 1876 and 1920, respectively. The recursive
identification algorithms used in this analysis recognize several periods of price exclusivity
and provide guidance for examining the macroeconomic effect of historic periods with
large increases in oil prices.

Liaqat and Nazir [19] used the GSADF to detect the existence of numerous bubbles at
the Pakistan Stock Exchange across different industrial sectors. Monthly data from 2007 to
2016 were used for the analysis and indicated that the industries where there are no stock
bubbles are investment, chemicals and textile spinning. They concluded in their analysis
that several bubbles were present in the KSE-100 index.

Perifanis [6] researched for a bubble in West Texas Intermediate (WTI) from the
periods (1 January 1947 and 1 September 2018). The main purpose of the study, besides the
identification of the existence and duration of the bubbles, was to understand the cause
behind each explosive bubble. The study used two methodologies including PWY (2011)
and PSY (2015) for bubble detection. The PWY (2011) date-stamping process detects only
two bubble periods in real WTI prices. In comparison, PSY (2015) suggests seven bubbles,
while the era of the 1978 oil crisis is implicated as an explosion period.

In their paper, Liz and Ruiz-Herrera [20] examined the presence of multiple bubbles
for WTI and BRENT oil price series by taking weekly data between 1990 and 2019 using
GSADF right tail tests initiated. The result of this paper indicates the presence of speculative
episodes in Brent oil price series but not in the WTI price series because the former is a
more united market and less vulnerable to speculative movements.

Fatima and Ahmed [21] tested for the existence of bubbles in the agricultural commodi-
ties of Pakistan. They used monthly data of agricultural commodities from January 2000 to
May 2018 (wheat, rice, cotton, sugar, maize, barley, and soybean) by applying the GSADF
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method. The analysis revealed the presence of 22 bubbles in agricultural commodities. Butt
and Ahmed [22] took the initiative to detect the presence of multiple bubbles in five distinct
sets of inflation rates such as the CPI, SPI, WPI, CPIG and CPIF by applying GSADF. The
observational results were built on data taken from the monthly time series from January
2006 to January 2019. The results led to the conclusion that a number of bubbles were
detected in the non-food WPI and CPI. For the remaining series, only a single bubble has
been detected.

Li and Chevallier [7] detected the origin and termination of housing bubbles in 140 US
cities during the period from 1989 to 2017. Many factors were examined in this study: first,
the existence of housing bubbles in US cities; second, the identification of the period of
housing bubbles and the determination of the origin of housing bubbles; and third, the
potential basis of regional variation in the existence of bubbles. The methodology used for
bubble detection is GSADF (2013) and the results of the study indicate bubbles in 40 cities
out of 140.

Li and Chevallier [7] detected bubbles in all three potential US, European and Asian
markets. Monthly data from January 1996 to June 2017 were taken for analysis and it was
found that the price bubble of the natural gas industry has a great impact on the economy at
micro and macro levels. The detection of gas price bubbles is necessary in order to develop
effective strategies to deal with the explosion of bubbles. The results indicate the presence
of bubbles between January 1996 and June 2017 in the European market, January 1996 and
June 2017 in the Asian market, and between January 1996 and June 2017 in the US market.

Li and Chevallier [7] examined volatility in asset prices due to the existence of bubbles.
He used the real stock prices and dividend data from 1871 to 1997, consisting of 122 ob-
servations. The methodology used was augmented Dickey–Fuller tests. The results of the
findings conclude that much of the deviation from the actual prices was due to the presence
of bubbles and the H0 hypothesis, which states that no bubble is rejected as the conclusion
shows that the deviation is frequently attributed to the presence of bubbles in the model,
which deviates the actual asset prices.

Hall and Psaradakis [15] detected the collapsing bubble in consumer prices and
the exchange rate of Argentina in terms of USD monthly data. Time series data for the
analysis was taken from 1983 to 1989. Data were tested using the Dickey–Fuller test and
by employing the Markov switching approach. The results show that it is better to switch
to the ADF approach to identify bubbles in the exchange rate market; therefore, the null
hypothesis, which endorses explosive behaviors in the data, is rejected.

Brooks and Prokopczuk [12] determine the occurrences of bubbles in the UK for
traded equity property stocks. The time series data have been taken from 1986 to 1998 by
employing a co-integration analysis. The methodology includes the dividend discount
and Gordon growth method as well as variance bound tests, which are used to detect the
presence of bubbles. However, the results of the findings conclude that bubbles existed in
the 1980s, but that no bubbles existed in the 1990s. Inclusively, these bubbles are short-lived.

Bohl [23] speculated the presence of bubbles in the US stock market by applying a
momentum threshold autoregressive (MTAR) model, a non-linear time series technique to
detect bubbles that cause sudden rise followed by an abrupt crash. Time series data from
1871 to 1999, as well as monthly data from 1871 to 2001, are analyzed. The results of the
analysis in two subsamples of data (1871 to 1995) suggested that there was no major bubble,
and a subsample of data (1871 to 2001) implied the existence of bubbles since the 1990s, so
the general findings conclude that the market crashed due to the presence of a bubble.

In their paper, Case and Shiller [24] analyzed whether there exist multiple bubbles in
the housing market or not. Their study was conducted through a survey supervised in
2003, of the people of four big cities (Los Angeles, San Francisco, Boston, and Milwaukee)
that bought houses. A random sample method was used for the survey. The results of the
survey show that several factors affect housing buying behavior and also tell us whether
a housing bubble exists or not. These factors include investment motives and the desire
for additional price increase, the need for urgency to purchase a home, and adherence to
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short-sighted hypotheses about the housing markets. However, the results showed that
there existed no bubble in 2003 as there was in 1988; the 2003 survey was a replica of the
1988 survey, with the difference that Milwaukee was added as a new case in 2003. These
results also indicate that these prices cannot be sustained at such high levels for long and
that a bubble is inevitable.

In their paper, Noussair and Tucker [25] considered future markets and the formation
of a bubble in the asset market, which differed from Smith et al.’s (1988) study where
they observed bubbles and crashes. The results of the study indicated that when future
markets are present, bubbles do not occur in the spot market because the future market
decreases the speculation and decision errors that seem to give rise to price bubbles in asset
markets. The data was taken from October 2002 to April 2003, involving 12 traders in each
of the sessions.

Wang and Fan [26] detected the rational bubble in the Korean stock market. The data
was taken from 1996 to November 2007; they used three integration tests, namely, the JJ,
KSS, and BN approaches. The findings of the traditional JJ test confirmed the existence of
rational bubbles, while both the nonlinear KSS test and the nonparametric BN test proved
that rational bubbles may not have been present in the capital market of Korea.

In their paper, Jarrow and Kchia [27] developed a model that can quantitatively
determine whether a bubble exists in the gold market or not. They calculated the difference
between the market and the fundamental price. The data were taken from 25 August 2011
to 1 September 2011. They analyzed it to determine if there existed a martingale or a local
martingale under the risk-neutral possibilities. If the volatility was too large as measured
through a modified Florens–Zmirou estimator, then there existed a bubble; however, the
results indicated that gold price is a martingale and not a local martingale, so there existed
no bubble in the gold market during the testing period.

Baur and Glover [28] established a study to determine bubbles in gold prices. They
used the method developed by Phillips and Shi [8]. They used different start dates and then
they were able to detect periods of significant and insignificant explosive price behaviors.
From 2002 to 2012, the results of the estimates indicate significant explosive price behaviors;
however, in 2008, this behavior was disturbed by the financial crisis. However, the results
show strong evidence of the bubble in gold prices.

Yiu and Yu [29] detected bubbles in the residential property market of Hong Kong.
Data was taken from March 1993 to March 2011 and the recently built PSY approach which
defines the asset price bubble in the residential real estate of the Hong Kong property
market. The findings show nine bubbles between 1994 and 2011, and the result shows the
speculative bubble in the Hong Kong property market in 1997, another positive bubble
from January to March 2004, which was short-lived, and lastly, our approach distinguishes
two bubbles, one from April to August 2009 and one from February to March 2011.

In their paper, Bouoiyour and Selmi [30] investigated whether Bitcoin is an income
or a speculative bubble. Their study’s main objective was to determine the main driving
force behind the Bitcoin price, business transaction, and consumer attractiveness. Data
used for Bitcoin price was taken on a daily basis through the blockchain website (ETR); the
user’s attractiveness to Bitcoin was collected through daily Bitcoin views on Wikipedia.
However, the results uncovered a few contrasts regarding the frequencies in question,
featuring the multi-faced nature of surveying what Bitcoin resembles and more trouble to
identify this developing cryptocurrency. This paper concludes that Bitcoin is a speculative
bubble without disregarding its convenience for monetary reasons.

Etienne and Irwin [31] tested the presence of bubbles in US future agricultural markets.
The data was taken from 1970 to 2011 and an ADF test was applied for testing. The results
concluded that multiple price explosiveness exists and most of the bubbles are momentary
and last less than ten days; moreover, the results also suggested that approximately one-
third of the bubbles are negative. All these factors include incompetent commodity markets,
increase trading volume, and technological advancement.
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Adämmer and Bohl [32] investigated corn, soya bean, and wheat prices in the US.
Data were taken from January 1983 to April 2011. The results indicate that bubbles exist in
wheat prices because it is a high energy-consuming commodity as compared to others and
has a large share in US exports, while for corn and soya bean, the results were inconclusive.

de Holanda Barbosa and da Silva Filho [33] tested bubble detection for hyperinflation
in Brazil. They used the time series tax revenue data from 1947 to 2003, using the ADF
approach. The results indicated that strong hyperinflation is rejected whereas weak hy-
perinflation is not rejected and the hypothesis that hyperinflation is caused due to bubble
presence is rejected.

Coskun and Jadevicius [34] detected bubbles in Turkey’s housing market by using the
GSADF approach. Data was taken on a monthly basis from January (2010) to June (2014).
The results of the observations oppose the existence of bubbles over the chosen duration of
time and also suggest that the theory that demand conditions have led prices to emerge
is true.

Greenaway-McGrevy and Phillips [35] examined the detection of housing bubbles in
the metropolitan centers in New Zealand. Therefore, they used data from 1993 to 2014, by
applying the bubble tests initiated by Phillips et al. The results indicate that the real estate
sector in Auckland City contributed to the rise of bubbles in the other centers by up to two
quarters in 2003, as well as other TAs in the Auckland area by a single quarter, which was
due to high cost of real estate

Gomez-Gonzalez and Gamboa-Arbeláez [36] examined the bubble detection in hous-
ing prices for 18 OECD countries. Data was taken quarterly from 1970 to 2013. The
methodology used was GSADF and the co-explosive technique suggested by Engsted and
Nielsen [37] to test for bubble detection. The results of the study show the explosiveness in
housing prices which supports the hypothesis of the bubble presence.

In their paper, Bevilacqua and Fassò [38] analyzed whether the Internet is facing
another bubble, keeping in mind the 1999–2000 dotcom bubble. He put forward four
criteria to determine whether there exists a bubble or not. The first criteria consist of the
determination of venture capital funding as it is the main culprit of a speculative bubble.
The second consists of initial public offerings. The third was the NASDAQ stock exchange
as it played a major role in the dotcom bubble phenomena. The last was to analyze different
external signals. However, the results concluded that the venture capital funding is very
high and the majority of the portion was taken by the technological industry, and soon
after, a downward trend showed that a bubble might be present. As far as IPO earning is
concerned, the data showed the companies went public before earing any profits as they
went public at the time of dotcom bubble, which shows that bubble might have existed on
its way to the tech company. As the external signals are concerned, they concluded that
according to their results, the venture capital index has declined, which may not confirm a
bubble; however, if there exists a bubble, it might burst very soon.

Arshanapalli and Nelson [39] detected bubbles through four econometric tools. The
variance bound test was used but, due to several errors in the test, a new test was developed,
named the West Test. The West Test could detect bubbles but it could not identify the start
and end dates. Another test called co-integration was used but it faced the same problem
as the West Test, so they then used a unit root test that was capable of detecting bubbles
present; however, it still could not detect multiple bubbles. To detect multiple bubbles, the
ADF test was developed by Phillips and Shi [8] which detects multiple bubbles as well as
detecting the start and end dates of a bubble. However, the author of the paper concluded
that the accessibility of such real-time monitoring instruments would encourage financial
specialists and portfolio directors to rebalance their portfolios during the existence of such
bubbles in the stock market.

Caramugan and Bayacag [40] analyzed exports, mainly rice, rubber, and palm oil, by
using monthly time series data from 1980 to 2015. They used GSADF and date stamps
for the initiation and end of bubbles. The results of the finding concluded that there exist
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multiple bubbles; numerous factors have backed price swells such as low stock, rising oil
prices, weak currency, and instability in commodity markets.

Alexakis and Bagnarosa [41] tested bubble detection in the prices of hog corn and
soybean future meals. They used monthly time series data from January 2001 to April
2016. Data series were analyzed using the BSDAF approach and co-integrated vector
autoregressive model. However, the results concluded that bubbles in feed do not co-
integrate with the price of the hog.

Greenaway-McGrevy and Phillips [35] established a study to identify bubbles in house
prices-to-rent ratios in Australian capital cities. To investigate whether the house price-to-
rent ratio in the national capital, Canberra, and any of the state capital cities (Adelaide,
Brisbane, Hobart, Melbourne, Perth, and Sydney) demonstrated explosive activity at any
point in time, they used the PSY research algorithm. The data used from December 1995
to August 2015 were sourced from SIRCA’s (2015) Core Logic RP online database. The
findings show proof of asset bubbles in many capital cities, many of which are broadly
consistent with the construction boom in the first half of the 2000s.

Liaqat and Nazir [19] used the GSADF model to detect the existence of numerous
bubbles in the Pakistan stock exchange through various industrial sectors. They used
monthly data from 2007 to 2016. The analysis reveals that the only industries in which no
stock bubbles are found are investment, chemical, and textile spinning, and concluded in
their analysis the presence of several bubbles in the KSE-100 Index, along with numerous
industrial sectors.

Zhang and Wang [42] detected multiple bubbles in the Chinese food market. Monthly
data were taken from January 1990 to December 2017 using the GSADF technique. The
results indicate that four explosive bubbles episodes prevailed. These bubbles occurred due
to various factors such as supply and demand differences, depreciation in USD, financial
crisis, and speculation.

Fatima and Ahmed [21] tested for the existence of bubbles in agricultural commodities
of Pakistan. This study led to the detection of bubbles in different agricultural commodities
of Pakistan. The statistics used were monthly data for the price of agricultural commodities
from January 200 to May 2018 (wheat, rice, cotton, sugar, maize, barley, and soybean) by
using the newly developed, state-of-the-art GSADF method developed by Phillips et al.
(2015). The analysis indicates that in all the price sequences, 22 bubbles were found in total.

In their paper, Wei and Li [43] detected housing bubbles in 140 US cities and also
endeavored to understand the bubbles’ origin and termination, during the period from 1989
to 2017. Many factors are examined in this study: first, the existence of housing bubbles in
US cities; second, the identification of the period of housing bubbles and the determination
of the origin of housing bubbles; and third, the potential basis of regional variation in the
existence of bubbles. The methodology used for bubble detection is (GSADF 2013) and the
results of the finding suggest 40 cities out of 140 cities where there is a bubble.

Elsayed and Danial [44] detected the presence of multiple bubbles in five separate
series of inflation rates including CPI, SPI, WPI, CPIG, and CPIF. They used the recently
developed methodology of GSADF. The observational results were built on data taken from
the monthly time series of January 2006 to January 2019. However, the findings concluded
that several bubbles were found in non-food WPI and CPI. For the remaining three series,
only a single bubble was detected.

Table 1 provides details of the studies that are performed specifically on oil price series
across the world.
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Table 1. Summary of existing studies on oil price series.

S. No. Author Country Time Period Data Series Methodology Results

1 Caspi et al.
(2015) United States 1876–2014 Oil prices GSADF Bubbles in the US

2 Fantazzini
(2016)

United States
WTI

January 2013 to
April 2015 Oil prices LPPL Negative financial

bubble

3 Zhang and Yao
(2016)

United States
WTI

November
2001–December

2015

Crude oil,
diesel, and

gasoline

state-space
model and

log-periodic
power law

(LPPL)

Bubble detection in
all three markets

4 Sua et al. (2017) U.S. WTI January 1986 to
April 2016 Crude oil price GSADF six bubbles from

1986–2016

5 Perifanis (2019) U.S. WTI January 1947 and
September 2018 Oil prices PWY (2011) and

PSY (2015),

Two bubbles
detected by PWY

and seven bubbles
by PSY

6 Christian et al.
(2019)

U.S. WTI and
BRENT 1990 and 2019 Oil price

SADF and
GSADF right

tail

Bubble in BRENT
oil market but not

in WTI

7 Li et al. (2020) U.S, Europe,
Asia

January 1996 to
June 2017 Natural gas GSADF Bubble exists in all

three markets

From the extensive literature review, it is concluded that some studies have been
conducted on bubble detection in other relevant areas, such as those by Liaqat, Nazir [19]
Butt and Ahmed [22] but no studies have been carried out on detecting oil prices in Pakistan.
Most of the papers reviewed used the methodology that were capable of detecting a single
bubble and were not able to identifying the exact date or hidden bubbles. These drawbacks
led us to use the latest methodology available to detect the presences of multiple bubbles.

In this study, however, an attempt is made to fill this gap by detecting the presence
of multiple bubbles in Pakistan’s fuel price series. The analytical results from this paper
will help investors and policy makers understand fuel price volatility of HSD, LDO, MS
RON, natural gas, petrol, and kerosene in the presence of a bubble. The results of the study
will be used by decision-makers to make future economic decisions aimed at preventing
financial risk and maintaining financial stability.

3. Methodology
3.1. Theoretical Background

The development of the commodity price bubble is widely certified by speculation and
the chaos of trading entities. Various theories relate to this phenomenon such as commodity
price theory, animal spirit, the greater fool theory, and extrapolation theory [45]. These
theories suggest that when economic agents are irrational, they distort the value of assets,
resulting in market volatility. All of these theories are rooted in the Keynesian concept of
irrational behavior.

The most commonly used theoretical framework developed by Pindyck and Rotem-
berg [46] is a rational theory of commodity prices. Within this framework, present value is
applied to rational commodity prices where pt is taken as the commodity cost that is con-
sidered by present and expected future payments denoted by yt + 1. It is highlighted that
yt + 1 is the convenience yield in this theory for storable item adjustments that accumulate
inventory as profits which, in turn, can be earned through deals and stock out avoidance,
whereas the convenience yield is the premium associated with possessing an underlying
commodity rather than related derivative security.
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The general arbitrage condition is:

Pt = Et

[
t−1

∑
i=1

1

(1 + D)i (yt + 1)

]
+ Et

1

(1 + D)t−1 Pt (1)

where D is the discount rate, The commodity price is Pt, and Yt + 1 is the profit earned
from sales of output or commodity.

The price of the commodity is identified by time ‘t’ through demand and supply,
whereas the second term in Equation (1) is bubble component that is diverged by market
fundamentals. If there is no existence of a bubble, then:

lim
N→∞

Et [
(Pt + N)

(1 + D)N ] = 0 (2)

This shows that when a bubble does not exist the price of commodities solely reflects
the fundamental dynamics of the market, then Equation (1) becomes:

P f
t =

∞

∑
j=1

1

(1 + D)i Et[yt+j] (3)

Equation (3) is known as the transversality condition. It means that without bubbles,
the fundamentals of the market depend solely on the price of the goods. Without the
implication of a transversality, the condition price of a commodity at t is simplified as:

Pt = Ft + Bt (4)

Here, Ft is the fundamental component, and Bt is a bubble component.
When Bt = 0 then Pt is defined by market fundaments Ft and Pt , with an integrated

process of order one. When Ft is integrated of order then Pt follows the same integrated
process.

3.2. Econometric Methodology

The approach employed in this research builds on the work undertaken by Phillips
and Shi [8] that was developed to overcome the weaknesses of the SADF approach devel-
oped [47]. The problem with SADF is that it can identify the existence of one bubble but
cannot detect multiple bubbles. To overcome this issue, GSADF has been developed to
detect the existence of multiple bubbles as well as the length of time. The regression model
that explains the SADF and GSADF process is as follows:

Qt = ρ + vQt−1 +
n

∑
k=1

θk∆Qt−k+ ∈t (5)

where Qt denotes the index price series of (petrol, HSD, LDO, kerosene, natural gas, MS),
ρ is intercepted, v is the coefficient of the first lag of Qt , coefficient of ∆Qt−k is θk, and
error at time ‘t’ with mean zero and constant variance is ∈t.

The objective of this study is to find explosive behavior in oil price series which is
completed by framing the null hypothesis as

H0: v = 1 (6)

Contrary to the right-tailed alternative:

H1: v > 1 (7)

Some notations have been added to understand the discussion. Firstly, we have
standardized the sample to change over into [0, 1] range. Let vs1,s2

and ADFs1,s2
denote the
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estimated coefficient of Qt−1 in [1] and the equivalent ADF statistic over the standardized
sample [s1, s2]. Further, let λs be the window size represented by λs = s2 − s1.

Before we explain the GSADF and SADF tests, it is important to understand the right-
tailed version of the unit root test. We consider s1, s2 the first and last observation of the
chosen sample, and the window size for example is λs = 1 which suggests that the critical
value of RTADF will be different from the standard ADF. When the estimated value of
RTADF is compared with the corresponding critical values which is 1%, 5%, and 10%. If
the measured value is found to be greater than the critical value, then we reject the null
hypothesis and conclude the existence of a bubble

The sup-ADF elaborates the ADF statistics with constant initial point and fluctuating
window size, i.e., λs. The window size is chosen as 0.01 + 1.8/

√
T which is proposed by

Philips et al. (2015). In the estimation of the window size, S1 is considered to be a starting
point that is S1 = 0 and S2 being the endpoint that is S2 = 1. According to negligible
window size S0 which is mentioned earlier as initial window size λs = S2. Regression
estimation is achieved by augmenting the window size s2 ∈ [s0, 1]. An ADF statistics
(ADFs2) is determined for each estimation by keeping one observation at a time. However,
the final estimation is carried on the whole sample (i.e., s2 = 1).

SADF (s0)= sup︸︷︷︸
s2∈ [s0,1]

{ADFS2} (8)

The generalized version of SADF that is the GSADF is widely accepted because of its
flexible variable window size. In this approach, the starting window size can adjust within
the given range of [0, s1 − s0]

GSADF (s0)=
Sup

s2 ∈ [s0 − 1]
s1 ∈ [0, s2 − s0 ]

{ADFs2
s1 } (9)

3.3. Date Stamping of Bubble

SADF and GSASF are used to date stamp bubbles, as both tests can systematically
determine the start and end period of a bubble. We can estimate the start and finish of a
bubble by rejecting the null hypothesis of one of these tests. To determine the starting and
ending point of each bubble at the time Tr2 , we have to compare each calculated value of
ADFs2 with its corresponding standard right-tailed ADF critical values. The starting point
( ˆsstart ) of the bubble is when ADFs2 is greater than the critical value (ADFs2 > CV); this is
the point of bubble emergence and the ending point ( ˆsend ) is when ADFs2 is lesser than
the critical value (ADFs2 < CV). Therefore, bubble estimates are defined as:

ˆsstart = in f︸︷︷︸
s2∈[s0,1]

{s2 : ADFs2 > critβT
s2 } (10)

ˆsend = in f︸︷︷︸
s2∈[ ˆsstart ,1]

{
s2 : ADFs2 < critβT

s2

}
(11)

where the critical value of the ADF is critβT
w2 is 100 (1 − βT)% which is based on observation

Tr2 . We can determine the bubble period of the GSADF procedure in a similar way which
is as follows:

ˆsstart = in f︸︷︷︸
s2∈[s0,1]

{s2 : BSADFs2(s0) > critβT
s2 } (12)

ˆsend = in f︸︷︷︸
s2∈[ ˆsstart ,1]

{
s2 : BSADFs2(s0) < critβT

s2

}
(13)
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where the critical value of the sup ADF statistics is critβT
s2 is the 100 (1 − βT)% built on

observations [Tr2]. The backward sup ADF statistic is BSADF (s0) for s2 ∈ [s0, 1], that
describes GSADF statistic denoted by

GSADF (s0)=
sup

s2 ∈ [s0, 1]
[BSADFs2(s0)] (14)

3.4. Data and Its Sources

This study considers the monthly price series from January 2010 to October 2020 for
MS (motor spirit), LDO (light diesel oil), HSD (high-speed diesel), and kerosene oil for
bubble detection, while for petrol and natural gas, data from July 2005 to February 2017
is used. Crude oil and other related oils are not considered due to the non-availability of
data or large number of missing values. Data have been collected through different sources
such as PSO, OGDCL and ORGA. Since there were fewer data available for natural gas
and gasoline compared to other series, a bubble comparison can be made to the kerosene,
HSD, LDO and MS. Table 2 shows the list of variables along with their description and
measuring unit.

Table 2. Variable details and measuring units.

S. No. Variable Name Measuring Unit

1 Natural gas PKR per cubic feet
2 Petrol PKR per liter
3 MS (motor spirit) PKR ml
4 LDO (light diesel oil) PKR centistoke
5 HSD (high-speed diesel) PKR centistoke
6 Kerosene PKR per liter

4. Results and Discussion

This section provides details of the empirical results covering basic summary statistics
of the data series under consideration followed by the results of GSADF test and finally
presenting date-stamping of bubbles in each of the fuel price series with information on
the bubble start and end dates. The detailed discussion of results is also provided. Table 3
presents descriptive statistics on the six oil price series (petrol, HSD, LDO, MSRON, natural
gas, and kerosene). Table 4 presents the RTDF, SADF and GSADF statistics for the six
series and rejects the null hypothesis of no bubble in the series. Table 5 shows the stamping
periods of the six oil price series of the selected period, their start and end dates as well as
their duration.

Table 3. Descriptive statistics.

MS PETROL KERO LDO HSD Natural
Gas

MEAN 79.294 90.91 66.338 62.385 81.380 85.75
SD 19.566 26.488 24.673 22.87 27.885 15.886
MEDIAN 74.8 80.52 62.25 60.00 82.0 83.85
IQR 34.26 40.13 46.02 40.18 43.92 29.07
SKEWNESS 0.3496 0.71498 0.14169 0.36459 0.2244 0.15295
KURTOSIS 1.865 2.088 1.5917 1.6786 1.9525 1.7632
MIN 48.94 54.33 29.53 27.84 31.74 60.27
MAX 117.83 143.9 108.13 101.24 132.467 115.33

Note: authors own calculation.
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Table 4. Results of GSADF statistics for oil prices series.

S. No. OIL PRICE RTADF SADF
STATISTICS

GSADF
STATISTICS

1 Natural gas 3.00 ***
(0.00)

0.29 ***
(0.37)

3.00 ***
(0.00)

2 HSD 4.50 ***
(0.00)

3.83 ***
(0.00)

5.45 ***
(0.00)

3 Kerosene 3.99 **
(0.00)

3.71 ***
(0.00)

5.04 ***
(0.00)

4 MS RON 3.41 ***
(0.00)

3.51 ***
(0.00)

4.36 ***
s(0.00)

5 LDO 4.59 ***
(0.00)

4.56 ***
(0.00)

6.19 ***
(0.00)

6 Petrol 4.80 ***
(0.00)

3.09 ***
(0.00)

6.41 ***
(0.00)

Note: The p-value of each statistic is presented in parentheses and **, ***, respectively denotes significance at 5%
and 1% significance level.

Table 5. Bubble date stamping of oil process.

Commodity Number of
Bubbles Start Date End Date Duration

(Months)

Natural gas 4

February 2012 June 2012 5
OCTOBER 2014 April 2015 7
December 2017 May 2018 6

May 2018 July 2018 3

HSD 3
February 2008 November 2008 10

November 2014 March 2015 5
January 2018 July 2018 7

MS 3
March 2008 August 2008 6

November 2014 March 2015 5
May 2018 July 2018 3

Petrol 3
March 2008 October 2008 8

February 2012 April 2012 3
November 2014 May 2015 7

LDO 3
March 2008 November 2008 9

November 2014 July 2015 9
April 2018 November 2018 8

Kerosene 4

March 2008 June 2008 4
June 2008 October 2008 5

November 2014 May 2015 7
January 2018 December 2018 12

Note: authors own calculation.

Table 5 illustrates that the greatest number of bubbles occurred in the natural gas and
kerosene price series. The date stamp for each price series was noted and indicates that
four bubbles were detected in the price of natural gas from February 2012 to June 2012 for
the duration of five months. The second bubble was from October 2014 to April 2015, the
third bubble period was from December 2017 to May 2018 and the fourth bubble started
from May 2018 to July 2018. Three bubbles were found in the HSD oil price series with the
longest duration of eleven months between February 2008 and November 2008. Likewise,
for the petrol price series, three bubbles were observed from March 2008 to October 2008
and the longest bubble was eight months. In the LDO, three bubbles were detected, the
first bubble was between March 2008 and November 2008 for a duration of nine months.
The second bubble occurred from November 2015 to July 2015 and the last bubble seen in
the LDO is from April 2018 to November 2018. Finally, in kerosene, the longest bubble was
observed during twelve months between January 2018 and December 2018. A total of five
bubbles were observed in the kerosene oil price series.
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The analysis indicates that, with the exception of natural gas, the other five oil prices
experienced a bubble in 2008 and it was a year of global recession. Oil prices surged and
the trend accelerated after the recession, as Pakistan is an import economy and dependent
on oil imports which influences the overall price of the country. In 2008, BRENT oil prices
rose significantly in January from USD 92/bbl to USD 139.83/bbl in June 2008 (Bloomberg).
The depreciation of the Pak rupee in dollars has led to very expensive imports and the
upward trend in oil prices has doubled the impact on domestic petroleum products. Both
reasons paved the way for a rise in oil prices.

The fluctuation of oil prices has a profound impact on the overall economic situation.
The supply and demand conditions in the oil market that determine oil prices. Price
volatility may be due to three reasons: (a) oil supply shocks normally occur in oil-exporting
countries such as the Middle East due to lack of investment and geopolitical tensions, (b)
due to exceptionally strong economic growth in developing countries or a relatively rapid
economic rebound in some countries in the aftermath of the financial crisis, (c) the specific
demand for oil caused by the temporal importance of oil among alternative energy sources
and the shifting perception of oil fundamentals. There is a consensus in the literature that
the oil demand shocks that were triggered by world economic activity were the major
drivers of the bubble in Pakistan’s fuel price series.

Figure 1a–f shows the general behaviors of a single bubble and multiple bubbles
during the duration of the sample and its rise and fall. To find a particular bubble, the
measured value of backward SADF is compared to the critical value. When the computed
value exceeds the critical value, the bubble exists and otherwise collapses. The graph shows
the start and endpoint clearly. This method is encouraging because it can detect multiple
bubbles and stamping the date of bubbles can be easily defined.

The results of our research are not directly comparable to existing studies because
of differences in the selected country and data, and the methodology employed in this
research is not the same as in many other studies. However, as a comparison, research has
been conducted on the detection of the oil price bubble. Caspi and Katzke [3] detected
the existence of multiple bubbles in US oil stocks by using the generalized sup ADF
(GSADF) test procedure developed by Phillips, Shi [8]. The methodology used allows the
identification of bubbles that break down periodically. Fantazzini [13] detected a negative
financial bubble in WTI oil prices. Zhang and Yao [4] detected a bubble in three financial
markets using the LPPL method. Su and Li [5] detected six bubbles in WTI oil prices using
a similar approach to that which we used in our paper (GSADF). Herrera and Tourinho [20]
also detected a bubble in BRENT oil prices using GSADF. Li amd Chevallier [7] detected
bubbles in three financial markets of Europe, Asia, and the US using the GSADF method.
However, Herrera and Tourinho [20] rejected bubble detection in WTI oil prices.
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petrol, (e) Bubble date stamping of LDO, (f) Bubble date stamping of kerosene. The green line in 
each sub-graph (a–f) indicates fuel price series. 
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far as inflation is concerned, oil prices have a strong impact on the price of goods based 
on oil. The trend in oil prices is increasing globally and domestically as it is in Pakistan. 
In Pakistan, the immediate problem of oil imports stems from foreign exchange reserves. 
The continued rise in foreign oil prices has adversely affected Pakistan’s balance of pay-

Figure 1. Bubble date stamping of fuel price series. (a) Bubble date stamping of natural gas, (b) Bubble
date stamping of HSD, (c) Bubble date stamping of MS RON, (d) Bubble date stamping of petrol,
(e) Bubble date stamping of LDO, (f) Bubble date stamping of kerosene. The green line in each
sub-graph (a–f) indicates fuel price series.

5. Conclusions and Policy Recommendation

A rise in oil prices is usually assumed to fuel inflation and limit economic growth; as
far as inflation is concerned, oil prices have a strong impact on the price of goods based on
oil. The trend in oil prices is increasing globally and domestically as it is in Pakistan. In
Pakistan, the immediate problem of oil imports stems from foreign exchange reserves. The
continued rise in foreign oil prices has adversely affected Pakistan’s balance of payments
and fiscal position. In 2008, Pakistan had the worst external deficit and a GDP inflation rate
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of around 17 percent. The reason for the price increase is due to higher sales in anticipation
of potential demand and currency depreciation. For the reasons mentioned, it is important
to determine what changes are happening in the oil price series in Pakistan.

Pakistan is heavily dependent on the import of oil and petroleum products to facilitate
its consumption needs, and this dependence hurts the economy when an unexpected
event occurs. The 1973 oil financial crisis, the 2007/2008 financial crisis and the Great
Recession negatively affected Pakistan’s economy. Not only does the financial crisis affect
the economy, but natural disasters such as the 2005 earthquake in Pakistan have shaken
the whole country and triggered inflation in just about every sector of the country. In 2011,
Pakistan suffered from major floods that destroyed economic stability.

These events led to higher import prices and a shortage of domestic-produced goods.
Most economies generate electricity from alternative sources such solar, wind, hydro, etc.
but Pakistan relies on oil for its electricity production, which is a fairly expensive input.
All these issues must be addressed because they directly affect oil prices that affect macro-
economic factors and create turmoil in the economy. Pakistan is rich in natural resources
and has great geographic importance; the Government of Pakistan should take advantage
of this by developing policies that ensure economic improvement.

More importantly, Pakistan should reduce its dependence on oil and petroleum-
related products, and use the resources available to it. It should depend on other sources
of production because world oil prices directly affect domestic oil prices and can lead to
the formation of a bubble. Oil consumption is critical for any economy; it can fuel growth,
but considerable attention is necessary for price regulation against oil shocks. A policy
plan should be considered by the regulator which is able to minimize oil price declines due
to panic sales because petroleum markets have an important impact on the non-energy
commodity market. Furthermore, the regulator should consider the possibility of both a
negative and a positive bubble.

The only limitation of the current research is unavailability of relevant time series data
on other important fuels commonly used in Pakistan such as LPG (liquefied petroleum gas)
and CNG (compressed natural gas). Future research can be carried out by incorporating
these two fuels as wells and also using longer time series data. The same analysis can be
extended for other countries.
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