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Heim
Influence of Processing Glass-Fiber Filled Plastics on Different Twin-Screw Extruders and Varying
Screw Designs on Fiber Length and Particle Distribution
Reprinted from: Polymers 2022, 14, 3113, doi:10.3390/polym14153113 . . . . . . . . . . . . . . . . 141

Antonio Castelo, Alexandre M. Afonso and Wesley De Souza Bezerra
A Hierarchical Grid Solver for Simulation of Flows of Complex Fluids
Reprinted from: Polymers 2021, 13, 3168, doi:10.3390/polym13183168 . . . . . . . . . . . . . . . . 153

v



Camilo Febres-Molina, Jorge A. Aguilar-Pineda, Pamela L. Gamero-Begazo, Haruna L.
Barazorda-Ccahuana, Diego E. Valencia, Karin J. Vera-López, et al.
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Preface to “Advanced Polymer Simulation
and Processing- Volume I”

Polymer-processing techniques are of the utmost importance for producing polymeric parts.

They must produce parts with the desired qualities, which are usually related to mechanical

performance, dimensional conformity, and appearance. Aiming to maximize the overall efficiency of

the polymer-processing techniques, advanced modeling codes along with experimental measurements

are needed to simulate and optimize the processes. Our objective with this reprint is to provide a

text that exploits the digital transformation of the plastics industry, both through the creation of more

robust and accurate modeling tools and the development of cutting-edge experimental techniques.

We would like to thank all those who have supported us in completing this work.

Célio Bruno Pinto Fernandes, Salah Aldin Faroughi, Luı́s L. Ferrás, and Alexandre M. Afonso
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Polymer processing techniques are of paramount importance in the manufacture of
polymer parts. The key focus is on producing parts with the desired quality, which usually
refers to mechanical performance, dimensional conformity, and appearance. To maximize
the overall efficiency of polymer processing techniques, advanced modeling codes are
needed along with experimental setups to simulate and optimize the processes.

To improve modeling codes for polymer processing techniques, Fernandes et al. [1]
developed an incompressible, non-isothermal finite volume method based on the arbitrary
Lagrangian–Eulerian formulation (ALE) to calculate the viscous flow of polymer melts
obeying the Herschel–Bulkley constitutive equation. The new method is employed to
compute the extrudate swell ratio for Bingham and Herschel–Bulkley flows (shear thinning
and shear thickening). Spanjaards et al. [2] numerically investigated the effect of thixotropy
on the swelling of a 2D planar extrudate for constant and fluctuating flow rates, and
the effect of thixotropy on the swelling behavior of a 3D rectangular extrudate for a
constant flow rate. It was concluded that the presence of a low-viscosity outer layer
and a high-viscosity core in the die has a pronounced effect on the swelling ratio for
thixotropic fluids. Marschik et al. [3] proposed new leakage–flow models that allow the
effect of flight clearance to be included in the analysis of the melt-conveying zones of the
extrusion process. They derived regression models to locally predict the shear-thinning
flow through the flight clearance. Castelo et al. [4] proposed a moving least squares
meshless interpolation technique to simulate Newtonian, generalized Newtonian, and
viscoelastic fluid flows. The code verification and testing were performed using numerical
stabilizers for the Oldroyd-B flow solution in a 2D cavity and for a Phan–Thien–Tanner
fluid in a complex 3D geometry. Faroughi et al. [5] developed a meta-model using a
stacking technique to accelerate the calculation of the drag coefficient of a spherical particle
moving through viscoelastic fluids. The meta-model combines random forest (RF), extreme
gradient boosting (XGBoost), and deep neural network (DNN) models and outputs a
prediction based on the individual learner’s predictions and a DNN meta-regulator. The
meta-model consistently outperformed the individual models in predicting the drag ground
truth, and it provided accurate prediction in just a fraction of time compared with the
conventional drag calculation. Huang et al. [6] proposed an artificial backpropagation
neural network (BPNN) to render result predictions for the injection molding process. By
inputting the plastic temperature, mold temperature, injection speed, holding pressure, and
holding time in the molding parameters, the end of filling pressure, maximum cooling time,
warpage, and shrinkage were accurately predicted by the BPNN. Baral et al. [7] proposed
an accurate ab initio molecular dynamics and density functional theory calculations to

Polymers 2022, 14, 2480. https://doi.org/10.3390/polym14122480 https://www.mdpi.com/journal/polymers1
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investigate the structure and properties of the arginine–glycine–aspartate (RGD) sequence.
The microscopic parameters determined from the quantum mechanical calculations proved
useful in defining the range and strength of the complex molecular interactions between
the RGD peptide and the integrin receptor. The study is also important in the context of
conditions prevailing in the human body and relevant to health issues.

With a view to improving experimental setups for polymer processing techniques,
Drozdov et al. [8] developed constitutive equations for the thermo-mechanical behavior of
poly(ether ether ketone) under uniaxial deformation based on experimental observations
made for uniaxial tensile tests, relaxation tests, and creep tests at various stresses in a
wide temperature range. The activation energies for the elastoplastic, viscoelastic, and
viscoelastoplastic responses adopt similar values at temperatures above the glass transition
point. Castéran et al. [9] used the extrusion process for the controlled thermo-mechanical
degradation of polyethylene in recycling applications. A Carreau–Yasuda model was
developed to predict the rheological behavior based on in-line measurements of the die
pressure of a reactive extrusion process. The linear viscoelastic behaviors were also used to
predict the molecular weight distributions of the final products by an inverse rheological
method. In addition, support vector machine regression (SVR) and sparse proper gen-
eralized decomposition (sPGD) techniques were chosen to predict the process outputs.
Hirsch et al. [10] experimentally and numerically investigated the anisotropic mechanical
behavior of a hybrid injection molding process using a continuous fiber-reinforced thermo-
plastic. The prediction of the mechanical behavior of the hybrid test structure under flexural
loading by numerical simulation was significantly improved, resulting in a reduction in
the deviation between the numerically predicted and experimentally measured flexural
strength. Torres-Alba et al. [11] developed a hybrid cooling model based on the use of
newly designed fluted conformal cooling channels combined with inserts of Fastcool mate-
rial. The obtained results are in line with the sustainability criteria for green molds, which
focus on reducing the cycle time and improving the quality of the complex molded parts.
Li et al. [12] proposed a method to predict the warpage of crystalline parts molded by the
rapid heat cycle molding process. Multi-layer models were created to predict the warpage
with the same thicknesses as the skin–core structures in the molded parts. The numerical
prediction results were compared with the experimental results, which showed that the
average errors between the predicted warpage and the average experimental warpage were
less than 10%. Lozano et al. [13] reviewed additive manufacturing (AM) technology to
produce customized products with more complex geometries and short life cycles (flexibil-
ity) to keep up with the new variables imposed by the manufacturing environment. They
address specific issues related to the characterization of the injection molding materials
and molds most commonly used in this type of technology, their mechanical properties
(part and mold), designs for all types of geometries, and costs. In addition, they highlight
the advantages of this alternative manufacturing process, which is considered a desirable
technology worldwide.

The editors are confident that this book will help researchers further understand the
principles of polymer processing techniques, such as extrusion and injection molding, from
both numerical and experimental perspectives. This book is also a useful resource for
readers interested in the latest technologies, such as additive manufacturing. It will further
advance the development of and improvements in data-driven algorithm research and
promote the overlap and integration with polymer processing techniques.

Author Contributions: Conceptualization, C.F.; writing, C.F.; review and editing, C.F., S.A.F., L.L.F.,
and A.M.A. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by FEDER through the COMPETE 2020 Programme and Na-
tional Funds through FCT—Portuguese Foundation for Science and Technology under the projects
UIDB/05256/2020 and UIDP/05256/2020. It was also funded by FCT through CMAT (Centre of
Mathematics of the University of Minho) through projects UIDB/00013/2020 and UIDP/00013/2020.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: The paper presents a hybrid cooling model based on the use of newly designed fluted
conformal cooling channels in combination with inserts manufactured with Fastcool material. The
hybrid cooling design was applied to an industrial part with complex geometry, high rates of
thickness, and deep internal concavities. The geometry of the industrial part, besides the ejection
system requirements of the mold, makes it impossible to cool it adequately using traditional or
conformal standard methods. The addition of helical flutes in the circular conformal cooling channel
surfaces generates a high number of vortexes and turbulences in the coolant flow, fostering the
thermal exchange between the flow and the plastic part. The use of a Fastcool insert allows an
optimal transfer of the heat flow in the slender core of the plastic part. An additional conformal
cooling channel layout was required, not for the cooling of the plastic part, but for cooling the
Fastcool insert, improving the thermal exchange between the Fastcool insert and the coolant flow. In
this way, it is possible to maintain a constant heat exchange throughout the manufacturing cycle of
the plastic part. A transient numerical analysis validated the improvements of the hybrid design
presented, obtaining reductions in cycle time for the analyzed part by 27.442% in comparison with
traditional cooling systems. The design of the 1 mm helical fluted conformal cooling channels and
the use of the Fastcool insert cooled by a conformal cooling channel improves by 4334.9% the thermal
exchange between the cooling elements and the plastic part. Additionally, it improves by 51.666%
the uniformity and the gradient of the temperature map in comparison with the traditional cooling
solution. The results obtained in this paper are in line with the sustainability criteria of green molds,
centered on reducing the cycle time and improving the quality of the complex molded parts.

Keywords: injection molding; conformal cooling; industrial design; sustainability; green channels;
numerical simulation; temperature maps

1. Introduction

The plastic injection molding process is today one of the most widespread manu-
facturing processes due in large part to its efficiency and its ability to manufacture parts
with a complex geometry at a competitive production cost [1]. The production process
of parts by molding is a cyclical process that consists of four well-differentiated phases:
the injection of the melt flow into the cavity, the packing of the plastic material until the
gate freezes, the cooling of the plastic part until it solidifies, and finally, the ejection of
the mold part [2]. Among these four phases, the cooling phase is the most influential in
the production cost of the part as well as in the geometric and dimensional quality. The
cycle time in the production of a mold is a measure of its productive efficiency [3]. A small
decrease in the industrial cycle time leads to a large decrease in the energy expenditure of
the injection molding process, making it more efficient and sustainable. However, achiev-
ing decreases in cycle time while maintaining the quality and requirements specified by
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the client is a highly complex process that involves studying in detail the heat-exchange
process between surface layers, internal areas of the piece, and the fluid that circulates
through the cooling channels.

The factors with the greatest influence on the heat exchange between molten plastic
and coolant are the geometry, the layout, and the dimensions of the cooling channels. Injec-
tion molding cooling channels are traditionally manufactured using subtractive technolo-
gies such as CNC. The use of these technologies requires the use of dimensional technical
specifications regarding the geometric design of the layout of the channels. In compliance
with these specifications, it is necessary to guarantee the structural integrity of the mold
against the high pressures and stresses to which it is subjected in its productive life.

Subtractive manufacturing technologies present high levels of material waste; there-
fore, unfortunately, they are not in line with current sustainability requirements [4,5]. The
SLM additive manufacturing process allows for the manufacture of conformal channels
adapted to the free shape of the geometric surface of the plastic part. In this way, it is
possible to eliminate or reduce the existence of hotspots caused by differences in thickness,
accumulations of material, or deep areas that are difficult to cool. The lack of uniformity
in the cooling and, therefore, on the surface and internal temperatures of the piece can
cause visible problems during its ejection or at a later time such as residual stresses, differ-
ential shrinkage, warpages, etc. In light of this, several authors have proposed different
solutions regarding the geometry of the conformal channels with the aim of decreasing
the cycle time, seeking energy savings in the process, and an improvement in the line of
sustainability [6–10].

The layout of the cooling channels, topology, and sizing has a great influence on the
variables of the heat-exchange process, such as pressure drop, cooling efficiency, coolant
flow speed, etc. In the case of conformal cooling channels, their design allows them to be
perfectly adapted to the requirements established by the geometry of the plastic part.

The spiral geometry is one of the most used topologies in the design of the layout in
conformal cooling channels [11]. Linear zigzag geometry [12,13] is used in cases where
spiral channels are difficult to implement. It should be noted that spiral geometry, in
comparison to zigzag topology, presents sharp turns—increasing pressure drops, slowing
the flow rate, and thus weakening the cooling efficiency. The application of the spiral-
shaped and zigzag conformal channels decreases as the difficulty of the geometric surface
of the plastic part to be manufactured increases. In these cases, mesh-topological conformal
channels [14] and vascularized conformal systems [15] inspired by the design of blood
vessels with complex topology and non-uniform diameter can be applied for complex
pieces. Unfortunately, the design of a lattice topology conformal cooling system requires
a detailed study regarding flow distribution and pressure drops since the usual design
rules are useful for channel geometries with uniform diameters and shapes. In line with
the admissible pressure drop in the layout, there is a minimum channel diameter below
which the channel cannot be divided into sub-branches [16]. In addition, from a functional
point of view, in the event of obstruction in the channels due to foreign bodies, it would be
difficult to remove it due to the communication of the channels with each other.

When comparing the conformal cooling channels with respect to the geometry of
their cross-section, it has been observed that the surface area of the conformal channels is
an important parameter in the reduction of the cooling time and the improvement of the
quality of the part [17]. Along these lines, although the circular cross-section is the most
common in the design of conformal channels, research has been carried out to develop
conformal channels with non-circular cross-sections such as square, rectangular, rhomboid,
elliptical, water drop, etc., [18,19]. Several authors have made use of a square section for
the cooling channels by making cooling slots in the mold [20,21]. The implementation of
this solution is viable through traditional methods; however, it is difficult to produce with
additive manufacturing since it requires supports that prevent the collapse of the material
in the upper zone of the channel. In order to avoid deviations with the circular surface
of the canal or even collapse in the upper zone, Kamat et al. [22] modified the circular
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section to a triangular self-supporting teardrop profile. The semicircular-shaped cooling
channels consist of two parts, a semicircular part and another straight part parallel to the
contour of the cavity. Unfortunately, although the semicircular conformal channel allows
better tracking of the surface of the piece compared to the circular conformal channel
and an improvement of heat dissipation [23,24], the sharp corner at the junction of the
semicircular part and the straight part can cause stress concentration and crack propagation.
Xi et al. [25], Wang et al. [26], and Jiang et al. [27] designed grooves on the inner surface
of square channels in general cooling applications outside of injection molding. The ribs
can enlarge the contact between the coolant and the channel surface. Along these lines,
Freitas et al. [28] proposed a finned design on the circular or square channels to further
expand the surface of the conformal channels; however, manufacturing the complex fin
shape poses difficulties in additive manufacturing.

The steel used in the manufacture of molds and dies has disadvantages due to its low
thermal conductivity regarding heat-transfer efficiency. Although increasing the coolant
flow rate can increase the cooling efficiency, this option may be limited by the design of the
mold, also leading to higher pumping costs [29]. Core cooling in molds can be performed
with straight or perforated baffles in the mold core inserts. This results in a hollow, and
consequently structurally weaker, core.

Another way to cool slender cores is to use inserts made of materials with high
thermal conductivity, including copper, beryllium-copper, or high-strength sintered copper
tungsten materials [30]. The high thermal conductivity of these materials increases the
production speed while maintaining the strength to corrosion and oxidation, which is key
for the lifetime of the mold [31]. Fastcool 50 is a hardened and tempered hot-work tool steel
that has been recently developed with the aim of providing a tool steel with high thermal
conductivity and high wear resistance at a reduced cost. Fastcool 50 material can go up to
54 Hrc while its thermal conductivity can reach almost twice that of conventional hot-work
tool steels with the same level of hardness. It is especially indicated in applications subject
to a high level of wear and in configurations in which the tool requires high thermal
conductivity at high hardness [32]. Additionally, Fastcool 50 material allows for very high
polish levels (mirror and higher), which are required in certain plastic injection molding
applications. This tool steel allows one to considerably increase the productivity of the
molding process as well as production problems related to the generation of hot/cold spots
and poor distribution of the surface temperature.

Cycle time is currently the most important parameter in measuring the efficiency
of the injection molding process [33–35]. The molding process is characterized by its
high productivity in such a way that any reduction in cycle time brings great economic
benefits to the company. The reduction of the cycle time depends to a great extent on the
adaptability of the cooling channels to the complexity of the part. For a system of conformal
channels located in problematic areas of the part, it is possible to reduce the cycle time by
up to 30% compared to the use of conventional channels [36,37].

For a complete conformal channel system for the mold, the cycle time reduction can
be more than 50% for parts with complex shapes and structures [38] or even 70% for some
specific cases [39]. Several authors have investigated the influence of the use of conformal
channels to reduce the cycle time. Shaifullah et al. [40] managed to reduce the cycle time
by 35% with shaped cooling channels compared to straight cooling channels. In [41], they
decreased the cycle time by 20% with a square section compared to conventional straight
cooling channels. Xu et al. [42] applied a model based on unit cells for the dimensioning of
conformal cooling, the results obtained by Xu indicated a 15% reduction of the cycle time.
Colmenero et al. [43] performed a method to maximize the efficiency of shaped cooling
channels manufactured by additive manufacturing. Research results showed that cooling
and cycle time can be reduced by more than 50%. Additive manufacturing can create
three-dimensional lattices and porous structures with specific mechanical and thermal
properties. Mercado et al. developed a method based on the use of lattice to reduce the
cycle time and improve the uniformity of the cooled part [44]. Using the design of porous
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structures, Brooks et al. [45] presented a study based on the use of shaped cooling layers
designed with unsupported unit cells. These results showed a 26% decrease in cooling time
compared to traditional cooling systems. Unfortunately, there are still major drawbacks in
using uniform porous structures to achieve shaped cooling because the pressure drop in
the porous structure is usually much greater than that of shaped cooling channels.

The design of a sustainable injection mold involves planning and optimizing its
design by working on several lines simultaneously. First, the mold must be designed
with the aim of minimizing the cycle time while maintaining uniformity in the surface
temperatures of the part. In this way, it is possible to reduce the energy cost of production
and rejections due to lack of quality. On the other hand, the mold must be designed and
manufactured using technologies that reduce production wastes. Finally, the plastic part
must use recycled plastic materials capable of meeting the requirements and specifications
of the designed part.

In light of the problems posed in the state of the art, this paper presents a hybrid
cooling model formed by a new design of fluted conformal channels in combination with
the use of inserts designed with Fastcool material. The hybrid cooling design presented
in the paper is shown as an alternative to traditional cooling design solutions with the
aim of achieving high energy savings while maintaining a high level of quality in the
manufacture of the part in line with the requirements of industrial sustainability. The
research presented analyzes the thermal influence of the geometry of the conformal layout
section for cases of complex geometry where the real space limitations given by the design
of the manufacturing tooling and the topology of the part complicate the layout of the
channels and the compliance with industry standards.

The hybrid cooling design developed in the paper was applied to an industrial piece
with complex geometry with high rates of variation in its thickness and deep concavities in
its internal area. Additionally, in the part presented, the design of the ejection system of
the mold complicating the placement of the cooling channels, making it impossible to cool
the part adequately by traditional methods. The results obtained in the research indicate
that the introduction of the design with helical flutes in the conformal cooling channels
improves the cycle time with respect to traditional cooling, above the geometries in circular,
spiral, and water drop. Likewise, the transient numerical analysis carried out in this paper
validates the combined use of fluted conformal cooling channels together with the use of
Fastcool inserts for the areas with greater thickness, improving the temperature profile.
The results obtained by the research are in line with the sustainability criteria in the design
of green molds, capable of reducing the cycle time and manufacturing quality pieces with
recycled plastic materials capable of meeting the high levels of quality and requirements
established by the industrial customer.

2. Materials and Methods
2.1. Geometrical Design and Analysis for the Plastic Parts Manufactured through the Injection
Molding Process

In this section, the geometrical, functional, and manufacturing features associated
with the plastic part under study are described. Technical details regarding the selection of
the plastic material for the injection molding manufacturing process, boundary conditions,
and geometrical features are also specified. The piece under study is characterized by
presenting a highly complex geometry, with a great influence on the performance of the
molding manufacturing process. The piece presented in the paper corresponds to a real
plastic piece of complex geometry manufactured industrially, belonging to a consumer
product with a high annual production ratio. In industrial parts manufactured by the
injection molding process, the parameters of cycle time and uniformity in cooling are
indicators of the efficiency of the production process and the sustainability of the process.
The injection molding process is a cyclical process; therefore, any decrease in cycle time
implies high economic savings for the company, as well as an improvement in sustainability
and energy savings.
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Figure 1 shows the geometry of the industrial part. The dimensions of the bounding
box of the part are 103 × 81 × 68 mm3. The piece has an interior area, characterized by the
inclusion of a small hexagonal section blind hole. The blind hole crosses the part almost
entirely; therefore, a reinforcement area is required in the upper area to avoid possible
warpages and fractures in the part. Unfortunately, the reinforcing geometry creates a
largely localized area over the thickness in the part due to material accumulation in that
problem region. The maximum thickness in the reinforcement zone is 7 mm, while the
rest of the piece has a general thickness of 2 mm (see Figure 1). Thus, the thickness ratio
obtained for this case study is 3.5:1. Manufacturing a part by molding with this thickness
gradient is a challenge since, as the thickness of the wall increases, so do the stresses
and displacements associated with the effects of shrinkage. Additionally, the material
accumulation zone has a greater heat accumulation due to a slower cooling process. This
variation in the temperature of the part results in a prolonged cooling time and an uneven
shrinkage, causing the part to warp heterogeneously. This accumulation of heat in the
part also affects the productivity of the manufacturing process, as it causes a considerable
increase in the total manufacturing cycle time. In addition, and as indicated in Figure 1, the
geometry of the part has another added complication, which is the difficulty of access of
the cooling to the problematic area. The reduced dimensions of the central hole of the piece
do not allow the inclusion of traditional cooling channels while maintaining the structural
integrity of the mold.

Figure 1. Description of the geometry of the plastic part. A-A section defined by A-A cutting plane,
B-B section defined by B-B cutting plane and C-C section defined by C-C cutting plane.

The geometric design of the injection mold cooling system for the analyzed case study
presents manufacturing difficulties for its main elements: perforated straight channels
and baffles. The design of a traditional mold requires that the channels meet dimensional
requirements that guarantee the structural integrity of the mold. These geometric require-
ments are related to the distance between channels, the distance to the ejectors, and the
distance to the surface of the mold. The drills in charge of housing baffle-type cooling
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devices in the core must, in turn, meet a set of dimensional requirements related to the
distance between channels, the surface of the part to be molded, and the ejectors of the
system. Figure 2 shows the current design of the two-cavity mold following traditional
manufacturing methods to manufacture the part under study. The mold cavity plate is
cooled by a set of 8 mm diameter drilled straight holes which are located unevenly with
respect to the surface of the mold, due to the requirements of traditional manufacturing
using computerized numerical control (CNC) (see Figure 2). Likewise, the core plate is
cooled using 6 mm diameter perforated straight channels and a 12 mm diameter and
40 mm deep baffle, located in the central part of the core of the plastic part (see Figure 2).
The separation distance between channels themselves and the channels and the piece meets
the criteria for sizing injection molds established by the industry, always being greater than
the minimum safety distance that ensures the structural integrity of the mold. Figure 3
shows the assembly drawing of the mold, where the location of the cooling elements next
to the ejectors is indicated. Figures 2 and 3 show how the need to include four ejectors to
extract the part from the mold greatly reduces the space available for cooling.

Figure 2. Mold of the plastic part injection area (a) and ejection area (b).

Figure 3. Mold cooling design using traditional straight channels and baffles.
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2.2. Green Conformal Cooling Channels Design

The cooling of concave cores in injection molds poses great difficulties in complex
parts due, in large part, to the number of geometric and technological requirements caused
by the manufacturing process. These requirements are sometimes difficult or impossible to
solve using traditional cooling elements or systems.

Conformal cooling channels solve these problems, taking advantage of the free space
between elements of the mold, reducing the distance to the surface of the plastic part
in areas of difficult access and proposing new geometric designs and sections in the
cooling channels.

Likewise, this manuscript analyzes in detail the influence that the geometry of the
cooling channel section has on the heat-exchange process in industrial parts with highly
complex geometric requirements. This manuscript presents a new conformal channel
design, based on the introduction of helical flutes along the circular surface of conformal-
type cooling channels. The objective of the flutes is to increase the turbulence of the coolant
flow inside the cooling channel, thus improving the heat exchange between the plastic part
and the coolant flow.

To evaluate the thermal performance of the fluted sections presented in this manuscript,
three additional configurations of conformal channels were designed based on the use of
circular, elliptical, and water drop geometries adapted to a spiral axis geometric sweep
topology with which the geometric CAD modeling of the conformal cooling channels was
carried out.

The dimensioning of the sections, the separation of the channels to the study piece,
and the distance between channels were carried out in accordance with the requirements
established in [46] and according to the topological requirements of the plastic piece.
Although the geometric contour of the sections is variable, the proposed sections were
designed in such a way that their hydraulic diameter Dh (see Equation (1) remains constant,
maintaining the same number of turns in all the proposed designs. The hydraulic diameter
Dh was calculated according to Equation [1], where As [m2] is the area of the cooling
channel section and P [m] the perimeter of the channel section.

Dh = 4·As

P
(1)

In this way, the thermal performance between the different geometric designs pro-
posed is compared. The sections presented in this manuscript meet all the necessary
requirements for their manufacture using additive technology. The dimensions and an-
gles in the geometric contours of the channels presented meet the sustainability criteria
regarding the design of green channels, avoiding the use of supports inside, as well as the
elastic and structural collapse of the metal material of the injection mold. Table 1 indicates
the values of the set of geometric and dimensional specifications used in the design of the
layout of the different cooling channels applied in the cavity area of the mold.

Table 1. Geometric and dimensional specifications used in the design of the layout of the different channels in the cavity
plate of the mold.

Nomenclature Units Circular Elliptical Water Drop Fluted Circular
1 mm

Fluted Circular
0.6 mm

As mm2 28.27 27.49 35.93 39.27 39.27
P mm 18.84 18.98 22.77 30.25 27.76

Dh mm 6 5.79 6.31 5.19 5.66
s mm 7 7 7 7 7
p mm 11 11 11 11 11

where As [mm2] represents the area of the cooling channel section, P [mm] represents the perimeter of the cooling channel, Dh [mm]
represents the hydraulic diameter of the cooling channel section, s [mm] represents the minimum distance between the center of the cooling
channel section and the surface of the plastic part, and p [mm] represents the distance between centers of the cooling channel sections.
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Figure 4 presents the design of the fluted conformal cooling channels located in the
cavity plate of the mold cavity. Figure 5 shows the design of the conformal channels with
circular, elliptical, and water drop sections, respectively.

Figure 4. Design of the fluted conformal cooling channels (a) 0.6 mm and (b) 1 mm.

Figure 5. Conformal cooling channel design (a) circular, (b) elliptical, and (c) water drop.
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Although conformal cooling is suitable for cooling complex areas, sometimes the
geometry of the plastic part has space limitations that make it difficult to place conformal
channels. This problem usually occurs when cooling thin areas and geometric regions with
deep cores. The plastic piece under study is framed within this last group, presenting great
geometric limitations characterized by internal areas of difficult access together with a
central hole of great depth and width 10 mm.

This geometry prevents the use of conformal green channels in the upper area with
a higher thickness ratio. Since, firstly, there is not enough space in the core to access
the channels, and secondly, the diameter of the channels would be too small to provide
functionality in cooling. Figure 6 shows the layout corresponding to the conformal channels
designed in the core area. Unfortunately, as seen in Figure 6 for geometric and dimensional
reasons, it is not possible to cool the internal area of the core using conformal type channels.

Figure 6. Design of conformal cooling channels in the core area.

To solve the problem posed, this manuscript presents a hybrid cooling design, based
on the use of Fastcool inserts in combination with conformal-type cooling systems. Fastcool
inserts are characterized by their high thermal transmission coefficient. This allows the
heat exchange in high-temperature regions in the plastic part to be greatly accelerated
and improved. However, the area of the mold in contact with the insert accumulates a
large amount of heat flow that the insert is not able to dissipate, generating local points
with a great accumulation of heat and high temperatures. The use of conformal cooling
channels, in these cases, can be very useful, not so much for cooling the plastic part directly
but for cooling the Fastcool insert itself, above all, in those plastic pieces in which the use
of conformal channels is not enough. In this way, it is possible to minimize the cooling
time of the part making the molding process sustainable, while maintaining the surface
quality of the molded part. Table 2 shows the geometric data of the conformal channel used
for core cooling and the Fastcool insert. Figure 7 presents the application of the hybrid
Fastcool-conformal cooling system presented in this manuscript. Figure 8 shows the final
design of the mold.

Table 2. Geometric parameters used in the design of conformal cooling channels.

Nomenclature Units Description Circular

As mm2 Section area 4.9
P mm Perimeter 7.85

Dh mm Hydraulic diameter 2.5
s mm Distance channel center—mold surface 7
p mm Pitch between channels 7
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Figure 7. Hybrid Fastcool-conformal cooling system for core cooling.

Figure 8. Final design of the mold including the hybrid cooling proposed in this paper. Mold of the
plastic part injection area (a) and ejection area (b).

2.3. Materials

The piece under study was designed to be manufactured with recycled PP 108MF10
thermoplastic material from the SABIC company. This plastic material is obtained from a
chemical recycling process. Therefore, the mechanical, thermal, and chemical properties of
the original plastic are maintained without compromising the sustainability of the injection
process. The magnitudes of the main properties of the material PP 108MF10 are indicated
in Table 3. Tables 4 and 5 show the features of the metal material of Fastcool and the
injection mold metal material. The material properties shown in these tables are provided
by their manufacturers. Furthermore, the presented cooling system design methodology is
universal; therefore, it can be applied to any thermoplastic material used in the manufacture
of plastic parts through the injection mold manufacturing process.

Table 3. Magnitude of the main properties of the material PP108MF10.

Nomenclature Units Description PP 108MF10

ρp Kg/m3 Density 905
Cp J/Kg·◦C Specific heat 2704
δp W/m·◦C Thermal conductivity coefficient 0.1998

Tmelt
◦C Melt temperature (normal) 230

Tmold
◦C Mold temperature (normal) 40

Teject
◦C Ejection temperature 100
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Table 4. Mechanical, physical, and thermal properties of Fastcool-50 at 44 HRC.

Description Units Fastcool-50

Density g/cm3 7.81
Yield strength 0,2% MPa 1070

Mechanical resistance MPa 1400
Elongation % 17

Specific heat capacity J/g·K 0.47
Thermal diffusivity mm2/s 13.5

Thermal conductivity (W/m·K) 50

Table 5. Mechanical, physical, and thermal properties of Steel alloy 1.2709.

Description Units Steel Alloy 1.2709

Density g/cm3 8000
Specific heat capacity J/g·K 450

Thermal conductivity coefficient (W/m·K) 20

3. Implementation and Results

The geometric designs of the different cooling channels proposed in this manuscript
were developed and analyzed numerically in the CAD design software Catia (V5-6R2020
version, Dassault Systèmes, Vélizy-Villacoublay, Francia) [47] and numerical analysis
Moldex3D (R17 version, CoreTech System Co., Ltd, Zhubei, Taiwán) [48] with an MSI
notebook (Micro-Star International, Co., Ldt, Taipei, Taiwán) with an Intel (R) Core (TM)
i-77700HQ CPU @ 2.80 GHz (Intel Corporation, Santa Clara, CA, US). The geometry of
the cooling channels, especially the design of the conformal cooling channels, was param-
eterized and adapted to the geometric features of the case study and the technical and
technological requirements imposed by the 3D additive manufacturing process by laser
sintering (SLS). This parameterization, together with the modeling of the layout of the
conformal cooling channels, was automated by generating an application in the program-
ming environment of the CAD software Catia (V5-6R2020 version, Dassault Systèmes,
Vélizy-Villacoublay, Francia) [47].

Modeling of Numerical Simulations for the Thermal Analysis of the Green Conformal Cooling System

In this section, we proceed to detail the pre-processing and modeling process of the
different analyses and numerical simulations, from which the thermal performance of
the designs of the conformal cooling channels and the rheological parameters associated
with the process are evaluated for the manufacturing of the plastic part under study.
Through this set of numerical analyses, the thermal and dynamic behavior of the coolant
flow along the cooling channels is analyzed, as well as the thermal exchange produced
between them, the plastic part, the Fastcool insert (see Figure 9), and the injection mold
during the cooling phase of the plastic part. In this way, it can be validated if the thermal
performance of the results obtained meets the technological requirements demanded by
the manufacturing process using plastic injection molds. The set of numerical, thermal,
and rheological analyses were carried out using the commercial simulation software CAE
Moldex3D (R17 version, CoreTech System Co., Ltd, Zhubei, Taiwán) [48]. First, to describe
the preprocessing modeling of this set of numerical analyses, five main 3D computation
domains must be established (see Figure 9), along with the selection of the material associ-
ated with each of these. Likewise, these computational domains are established: plastic
part (PP108MF10), feeding system (PP108MF10), cooling system (Water), injection mold
(Steel alloy 1.2709), and Fastcool insert (Fastcool-50 at 44 HRC). Table 3, Table 4, and Table 5
show the main physical, rheological, and thermal properties of the materials used for each
computational domain.
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Figure 9. Domains and boundary conditions definition for the numerical simulations, conformal cooling solution with
Fastcool insert.

Moreover, together with the definition of the 3D computational domains that makes
up the modeling of the numerical analyses, a series of main premises that complete the
pre-processing phase are determined:

• Since the complete cooling process of the plastic part is analyzed over time, the type
of numerical analysis used is “Cooling transient”.

• The total cooling time established for each numerical analysis is 90 s, with a time step
between each time step of 10 s. For each defined time step, the numerical analysis soft-
ware stores the solution obtained. Therefore, in each numerical simulation carried out,
the time until reaching the ejection temperature of the plastic part and the evolution
of the temperature map throughout the cooling phase can be precisely determined.

• The analysis of the behavior and evolution of the physical, dynamic and thermal
properties of the coolant flow along the channels of the cooling system was modeled
according to the “Run 3D cooling channels” configuration.

• The methodology used to configure the solver, in the resolution of each numerical
analysis carried out, is of the type maximum variation of mold temperature, whose
magnitudes established for the parameter temperature difference and maximum cycle
number are 1 and 10 ◦C, respectively.

• The turbulence model used for the development of the numerical analyses is estab-
lished using the roughness parameter. This parameter defines the interface surface
between the coolant flow and the surface of the cooling channels. The magnitude
defined for this technological parameter is equal to 0.02 mm

Next, we proceed to the discretization of the main geometry of the cooling channels,
plastic part, and injection mold (see Figures 9 and 10) in finite volumes. The commercial
software Moldex 3D R17 [48] has a Moldex Designer meshing module, from which the
main parameters of the mesh are configured and defined for each numerical analysis.
Table 6 shows the magnitude of the parameters defined for the meshing process, as well as
its configuration.
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Figure 10. Domains and boundary conditions definition for the numerical simulations, traditional cooling solution.

Table 6. Mesh statistics for the standard and conformal cooling meshes.

Description Units Value

Part mesh node count - 107,872
Part mesh element count - 236,119

Part mesh volume cm3 33.89
Runner mesh node count - 14,701

Runner mesh element count - 13,440
Runner mesh volume cm3 0.5

Plastic part precision (ε)—Mesh sizing mm 1.5
Element type - Tetrahedral (10 nodes)

Element type—Boundary layers - Prism (15 nodes)
Offset ratio—Boundary layers - 0.1

Figures 11 and 12 show in detail the typology of elements used to discretize, in finite
volumes, the 3D computation domains presented in Figures 9 and 10. The said elements
are of the second order tetrahedron type (SOLID 186); they present 10 nodes of control
of which, four are located at the vertices of the tetrahedron, and six are located at the
midpoints of the edges. Being a second-order element, each node has 3 degrees of freedom,
with translation in the main coordinate axes. The use of this type of element allows the
resulting temperature field to be modeled with greater precision.

Furthermore, in order to improve the precision of the numerical simulations, five
layers of second-order prismatic elements (SOLID 186) of the “Boundary Layer” type are
defined for the interface surfaces, along with the injection mold geometry “Mesh” (see
Figures 11 and 12). These elements have 15 nodes; six are located at the vertices of the
tetrahedron, and nine are located at the midpoints of the edges. Being a second-order
element, each node has 3 degrees of freedom, with translation in the main coordinate axes.
The magnitude of these elements is set by the offset ratio parameter, which is defined as a
percentage of the average size of the mesh element. Table 6 shows the mesh statistics for
the standard and green conformal cooling systems.
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Figure 11. Mesh details for the conformal cooling solution.

Figure 12. Mesh details for the traditional cooling solution.

For each numerical analysis performed, a set of boundary conditions related to the
technological parameters that determine the molten plastic front and the coolant flow at
the beginning of the plastic injection manufacturing process were established. For the
cooling channels, an inlet and outlet surface of the coolant flow is established, as well as
the magnitude of the technological parameters of inlet temperature and pressure of the
coolant flow (see Table 7). On the other hand, for the cooling system the input surface
of the molten plastic front is established, as well as the magnitude of the technological
parameters of temperature, pressure and flow of the molten plastic front (see Table 7). It
should be noted that, for the dimensioning of the coolant flow inlet pressure variable to the
refrigeration channels, a quantity was established that ensures and allows the coolant flow
front to develop in a turbulent regime. In other words, the Reynolds number of the coolant
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flow along the cooling channels is greater than 1.5 × 104. This condition was kept constant
for each of the numerical simulations carried out, maintaining in each of them a Reynolds
number equal to 5.0 × 104. Table 7 shows technological variables defined for the set-up of
the filling and cooling stage for numerical simulations, the magnitude of the technological
parameters presented are those recommended by the manufacturer of the plastic material.

Table 7. Technological variables defined for the setup of the filling and cooling stage for
numerical simulations.

Description Units Study Cases—PP 108MF10 (PP)

Filling time s 1.19
Packing time s 5.91
Cooling time s 90

Melt temperature ◦C 230
Mold temperature ◦C 40

Ejection temperature ◦C 100
Coolant temperature ◦C 40

Maximum injection pressure MPa 140

Packing pressure profile MPa
85 (0.0–3.5 s)
40 (3.5–4.7 s)
10 (4.7–5.9 s)

It should be noted that, to perform the validation of the numerical simulations carried
out, the technological parameters defined as an input during the preprocessing phase (see
Table 7) were determined, validated, and contrasted by means of experimental tests. These
tests were performed by the manufacturer and supplier of the thermoplastic material using
the standard manufacturing technique of plastic injection on industrial molds.

After describing the modeling process of each of the numerical simulations carried
out for the present case study, we proceeded to present the results obtained. From the
evaluation, analysis, and validation of the case study, the geometry of the conformal
cooling channel that optimizes the cooling phase of the plastic part and improves the
thermal performance of the cooling system can be established. Likewise, the improvement
in the efficiency and thermal performance obtained by using a Fastcool insert to cool the
core area of the plastic part which presents cooling difficulties due to its high temperatures
is verified. It should be noted that each of the configurations of conformal cooling systems
analyzed and proposed was numerically simulated including the Fastcool type for the core
area of the plastic part under study.

In the first place, Table 8 and Figures 13–15 show the results obtained for the parameter
time until reaching the ejection temperature of the plastic part, for each of the cooling
system configurations proposed.

Table 8. Time to reach ejection temperature for each proposed cooling system configurations.

Cooling System
Configurations

Time to Each
Ejection Temperature [s]

Time
Reduction [s]

Performance
Improvement [%]

Traditional 78.149 - -
Circular 57.426 20.723 26.5

Water drop 56.826 21.323 27.3
Elliptical 56.752 21.397 27.4

Fluted 0.6 mm 56.721 21.428 27.4
Fluted 1 mm 56.703 21.446 27.4
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Figure 13. Time to reach ejection temperature (s). (A) Traditional cooling. (B) Circular conformal cooling channels and
Fastcool insert.

Figure 14. Time to reach ejection temperature (s). (A) Elliptical conformal cooling channels and Fastcool insert. (B) Water
drop conformal cooling channels and Fastcool insert.

Figure 15. Time to reach ejection temperature (s). (A) Fluted 0.6 mm conformal cooling channels and Fastcool insert. (B)
Fluted 1 mm conformal cooling channels and Fastcool insert.

As can be seen in Table 8 and Figures 13–15, the configurations of the conformal cooling
systems that incorporate the Fastcool insert improve the time until reaching the ejection
temperature in the plastic part. In particular, the conformal cooling channel solution with a
fluted section of 1 mm is the one that minimizes this parameter because the time to reach
the ejection temperature is reduced by 21.446 s in comparison to the traditional solution
defined by straight drilled channels. This represents an improvement in the manufacturing
cycle time of the plastic part under study of 27.4%. In addition, the thermal performance of
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the conformal cooling channel with a fluted section of 1 mm improves on the rest of the
proposed conformal cooling solutions. This result is due to the geometry of the flutes along
the channels surface generating vortices and turbulence in the coolant flow, which help
and favor it to develop and constantly maintain a turbulent regime.

Table 9 and Figures 16–18 show the magnitude of the heat flow that is exchanged
between the computational domain of the cooling channels and the rest of the domains
defined for each of the numerical simulations performed.

Table 9. Heat flow for each proposed cooling system configurations.

Cooling System
Configurations

Cavity Cooling
[J/s·cm2]

Core Cooling
[J/s·cm2]

Fastcool Insert
[J/s·cm2]

Total
[J/s·cm2]

Total Improvement
[J/s·cm2]

Performance
Improvement

[%]

Traditional 0.004 0.059 - 0.063 - -
Circular 0.046 0.078 2.284 2.408 2.471 3722

Raindrop 0.195 0.085 2.333 2.613 2.550 4048
Elliptical 0.268 0.017 2.372 2.657 2.594 4118

Fluted 0.6 mm 0.206 0.103 2.359 2.668 2.605 4135
Fluted 1 mm 0.238 0.118 2.438 2.794 2.731 4335

Figure 16. Heat flow (J/s·cm2). (A) Traditional cooling. (B) Circular conformal cooling channels and Fastcool insert.

Figure 17. Heat flow (J/s·cm2). (A) Elliptical conformal cooling channels and Fastcool insert. (B) Water drop conformal
cooling channels and Fastcool insert.
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Figure 18. Heat flow (J/s·cm2). (A) Fluted 0.6 mm conformal cooling channels and Fastcool insert. (B) Fluted 1 mm
conformal cooling channels and Fastcool insert.

As can be seen in Table 9 and Figures 16–18, the design of some conformal-type cooling
channels together with the implementation of a Fastcool insert, used for cooling the plastic
part, represents a relevant improvement in the heat exchange that takes place between the
coolant flow and the plastic part. On the one hand, for the cavity plate of the injection
mold, the cooling channel geometry that exchanges the greatest amount of heat flow with
the plastic part is the 1 mm fluted channel. The definition of flutes along the surface of
the channel, with a dimension of 1 mm, favors the development of the coolant flow in a
turbulent regime and, therefore, the thermal exchange of said fluid. On the other hand,
for the core plate of the injection mold, the use of a Fastcool insert allows for the optimal
evacuation and transfer of heat flow in the core of the plastic part. However, the Fastcool
insert is not capable of maintaining, by itself, a constant heat exchange throughout the
manufacturing cycle of the plastic part. For this reason, a conformal type cooling channel
layout was defined, which allows establishing a thermal exchange between the Fastcool
insert and the coolant flow. In this way, it is determined that the design of the 1 mm fluted
type cooling channels together with the use of a Fastcool insert cooled by a conformal
type channel improves by 4335% and 2.731 [J/s·cm2] the thermal exchange between the
cooling elements and the plastic part, with respect to the configuration of the traditional
cooling system.

Finally, to complete the analysis of the results obtained in the different numerical
simulations carried out, the temperature map after the cooling phase for each proposed
cooling system is presented in Figures 19–21. Table 10 shows the maximum temperature
difference along the surface of the plastic part under study.

Figure 19. Cooling temperature (◦C). (A) Traditional cooling. (B) Circular conformal cooling channels and Fastcool insert.
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Figure 20. Cooling temperature (◦C). (A) Elliptical conformal cooling channels and Fastcool insert. (B) Water drop conformal
cooling channels and Fastcool insert.

Figure 21. Cooling temperature (◦C). (A) Fluted 0.6 mm conformal cooling channels and Fastcool insert. (B) Fluted 1 mm
conformal cooling channels and Fastcool insert.

Table 10. Mold temperature difference [◦C] for each proposed cooling system configurations.

Cooling System
Configurations

Mold Temperature
Difference [◦C]

Total Improvement
[◦C]

Performance
Improvement [%]

Traditional 44.728 - -
Circular 22.635 22.093 49.4

Water drop 22.432 22.296 49.8
Elliptical 22.450 22.278 49.8

Fluted 0.6 mm 21.644 23.084 51.6
Fluted 1 mm 21.619 23.109 51.7

From the results obtained for the temperature maps, it was established that the design
of a conformal type cooling system, accompanied by a Fastcool insert, improves the
uniformity and gradient of the temperature map along the geometry of the plastic part
object of study. Specifically, this improvement ranges from 49.4% to 51.7% and 22.093
to 23.109 ◦C, depending on the section of the defined conformal-type cooling channels.
Being the 1 mm fluted type cooling channel, the one with the greatest uniformity of the
temperature map and the lowest maximum temperature generated on the plastic piece was
studied in this manuscript.

It should be noted that, the performance improvement parameter (see Table 8, Table 9,
and Table 10) is computed as the percentage that represents the magnitude of the variables
time reduction [s] (see Table 8), total improvement [J/s·cm2] (see Table 9), and total im-
provement [◦C] (see Table 10), obtained for each cooling system design proposed in this
manuscript, on the magnitude of the numerical solution obtained for the traditional cooling
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system for each of parameters analyzed: Time to reach ejection temperature [s] (see Table 8),
Heat flow [J/s·cm2] (see Table 9), and Mold temperature difference [◦C] (see Table 10).

4. Conclusions

The paper presents a hybrid cooling model based on the use of newly designed
fluted conformal cooling channels in combination with inserts manufactured with Fastcool
material. The hybrid cooling design was applied to an industrial part with complex
geometry, high rates of thickness, and deep internal concavities. The geometry of the
industrial part, besides the ejection system requirements of the mold, makes it impossible
to cool it adequately using traditional or conformal standard methods.

The addition of helical flutes in the conformal cooling channel surface generates a
high number of vortexes and turbulences in the coolant flow, helping and fostering the
thermal exchange between the flow and plastic part. The use of a Fastcool insert allows
for the optimal evacuation and transfer of the heat flow in the slender core of the plastic
part. An additional conformal cooling channel layout was required, not for cooling the
plastic part, but for cooling the Fastcool insert improving the thermal exchange between
the Fastcool insert and the coolant flow. In this way, it is possible to maintain a constant
heat exchange throughout the manufacturing cycle of the plastic part.

A transient numerical analysis carried out validates the improvements of the hybrid
design, presenting reductions in cycle time by 27.442% and 21.446 s for the complex plastic
part analyzed in comparison with the results obtained from traditional cooling systems.
The design of the 1 mm fluted conformal cooling channels and the use of the Fastcool
insert cooled by a conformal cooling channel improves, by 4334.9%, the thermal exchange
between the cooling elements and the plastic part in comparison with traditional cooling
systems.

From the results of the plastic part temperature map, it was established that the
conformal cooling system accompanied by a Fastcool insert improves the uniformity and
gradient of the temperature map in ranges from 49.394% to 51.666% and 22.093 to 23.109 ◦C
in comparison to the traditional cooling solution. The design of a 1 mm fluted conformal
cooling channel allows the greatest temperature map uniformity and the lowest maximum
temperature on the plastic part studied in this manuscript.

The hybrid cooling design is shown as an alternative to traditional and standard
conformal cooling systems for complex geometrical parts. In this way, it is possible to
achieve a green mold with high energy savings and quality parts following the current
requirements of sustainability in the plastic industry. Although there are other authors who
have carried out experiments so far in the study of the application of conformal cooling
circuits to improve cycle time, these authors have focused on simple geometry pieces and
the use of standard conformal cooling circuits. These conformal designs are not suitable
for the parts of complex geometry as presented by the authors in their research.

The results obtained by the research are in line with the sustainability criteria for
green molds, centered on reducing the cycle time and improving the quality of the
molded parts using recycled plastic materials, meeting the requirements established by the
industrial customers.
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Abstract: The paper presents a new design of a triple hook-shaped conformal cooling channels
for application in optical parts of great thickness, deep cores, and high dimensional and optical
requirements. In these cases, the small dimensions of the core and the high requirements regarding
warping and residual stresses prevent the use of traditional and standard conformal cooling channels.
The research combines the use of a new triple hook-shaped conformal cooling system with the use of
three independent conformal cooling sub-systems adapted to the complex geometric conditions of the
sliders that completely surround the optical part under study. Finally, the new proposed conformal
cooling design is complemented with a small insert manufactured with a new Fastcool material
located in the internal area of the optical part beside the optical facets. A transient numerical analysis
validates the set of improvements of the new proposed conformal cooling system presented. The
results show an upgrade in thermal efficiency of 267.10% in comparison with the traditional solution.
The increase in uniformity in the temperature gradient of the surface of the plastic part causes an
enhancement in the field of displacement and in the map of residual stresses reducing the total
maximum displacements by 36.343% and the Von—Mises maximum residual stress by 69.280% in
comparison with the results obtained for the traditional cooling system. Additionally, the new design
of cooling presented in this paper reduces the cycle time of the plastic part under study by 32.61%,
compared to the traditional cooling geometry. This fact causes a very high economic and energy
saving in line with the sustainability of a green mold. The improvement obtained in the technological
parameters will make it possible to achieve the optical and functional requirements established for
the correct operation of complex optical parts, where it is not possible to use traditional cooling
channels or standard conformal cooling layouts.

Keywords: conformal cooling; sustainability; injection molding; industrial design; manufacturing;
numerical simulation

1. Introduction

The use of precision polymer optics is becoming an increasing necessity today as
products demand sophisticated light handling components to achieve desired results [1,2].
Even if the optical properties of materials such as glass are very stable, their manufacturing
process is especially complex considering the time limitations and requirements demanded
in the industry. Nevertheless, optical pieces manufactured in plastic are sturdy and low-
cost, produced in one only step despite the geometric complexity. These reasons make
plastic optical parts crucial for contemporary industrial development [3–5].

The diversity of optical products for the automotive sector caused the development of
geometries requiring high-thickness ratios. In the injection molding process, the thickest
area of the part presents heat accumulation because of slower cooling. This fact produces
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not only a slower cooling time but also an uneven shrinkage [6–8] that generates warping,
affecting the optical properties of the plastic part [9].

Compared to the most stringent technical parts, which require tolerances of tenths of
a millimeter, the requirements for optical components are up to 100 times higher, and not
only with regard to a certain dimension, but also along its entire surface thus guaranteeing
its correct operation. A designed geometry with a wide variation in the thickness ratios
can originate thermally induced residual stress during the injection cooling process [10].
Residual stress results in a slight local reduction of the optical properties, and therefore,
also of the transmitted light [11].

Achieving an even distribution of temperatures to eliminate residual stress using
conventional cooling channels is very difficult. In this line, conformal cooling channels
have greater flexibility to adapt their geometry to the complex topological requirements
of the plastic optical part [12,13]. The use of conformal cooling channels improves the
uniformity in the cavity surface temperature reducing in that way the residual stress
thermally induced throughout the cooling process [14,15]. Additive technology enables
the manufacturing of complex conformal cooling channels to best match the shape of the
cavity and core in the mold. In this way, a uniform cooling in areas where heat can be
difficult to trap, like hardly accessible and high thickness areas, can be achieved. Conformal
cooling channels allow uniform heat dissipation for optical parts as well as high cooling
efficiency [16].

Although some authors have made use of the advantages of employing conformal
channels for cooling pieces of diverse geometry, only a few have studied their application
for cooling optical parts with complex geometries. These works, mainly focus on the
cooling of optical lenses with complex geometry [17]. Chung [17] combines the analysis
of finite elements with an algorithm based on gradients and a robust genetic algorithm
to obtain the optimal design of the cooling channels for an optical lens. According to his
research, conformal channels can reduce the temperature differences on the mold surface,
as well as the ejection time, and the warping.

The design of molds for complex optical parts requires a great number of mobile
devices in order to manufacture all the topological part features. In complex cases, mobile
devices are responsible for molding a large part of the geometry of the piece, limiting the
space of the cavity plate [18]. This fact has a great influence on the design of the cooling lay-
out since the design of the cavity cooling is performed entirely on the side cores. Side cores
usually present complex geometry and reduced dimensions as they have to adapt to the ge-
ometry of the part. This precludes the design of a continuous cooling layout using straight
or standard conformal channels that completely surround the part [19–21]. Likewise, the
small dimensions of mobile devices limit the use of large diameter cooling channels divid-
ing channels into individual zones adapted to the requirements of each mobile device. This
fact greatly hinders the use of traditional channels since they require compliance with the
high design and sizing requirements of the CNC manufacturing process.

The high optical requirements force the design of optical parts of great depth, which
causes deep cores in the mold. These areas are highly difficult to cool, forcing the use of
baffles normally far from the internal surface of the part due to compliance with the manu-
facturing criteria of the CNC process. The use of baffles in optical pieces with deep cores
prevents the correct thermal exchange between coolant flow and plastic melting [22,23].

Conformal cooling channels provide greater design flexibility by reducing the distance
to the part, presenting more functional layouts for parts with complex geometries [24–26].
However, the use of standard conformal channels also presents limitations in cases with
a lack of accessibility and space for cooling. These boundary conditions force the use of
conformal channels with very small diameters, which can cause insufficient heat exchange
and obstructions due to interference from foreign objects.

The use of inserts manufactured with Fastcool [27] material is presented as an inno-
vative solution to deal with the lack of space in very deep and difficult access regions.
Nevertheless, the high conductivity of Fastcool inserts requires the use of specific layouts
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for their cooling, since the tool steel of the mold is not able to evacuate the heat produced by
the insert quickly enough to generate a uniformity of temperatures, achieving an efficient
cycle time. In this case, conformal cooling layouts are considered a feasible option to evacu-
ate the heat generated by these inserts in those areas of the mold with a lack of accessibility
and where the design requirements prevent the direct use of standard conformal channels.

To solve the problems proposed, the paper presents a new design of a triple hook-
shaped conformal cooling channels for application in optical parts of great thickness, deep
cores and high dimensional and optical requirements. In these cases, the small dimensions
of the core and the high requirements regarding warping and residual stresses prevent the
use of traditional and standard conformal cooling channels. The research combines the use
of a new triple hook-shaped conformal cooling system with the use of three independent
conformal cooling sub-systems adapted to the complex geometric conditions of the sliders
that completely surround the optical part under study. Finally, the new proposed conformal
cooling design is complemented with a small insert manufactured with a new Fastcool
material located in the internal area of the optical part beside the optical facets.

In this way, it is possible to reduce warping and residual stresses in the manufacture
of highly complex optical parts with high thickness ratios, meeting the demanding require-
ments of the automotive industry. In parallel, a reduction in the production cycle time and
energy consumption of the mold is achieved, producing a sustainable mold in line with the
demands of the current environment. Additionally, the uniformity in the temperatures of
the surface of the piece is improved by eliminating hot spots and differential shrinkage.
The paper exceeds the state of the art, being capable of cooling optical parts with deep
cores, high thickness and small details, being very useful in an area as important and
widespread worldwide as is the molding manufacturing of automotive optical parts.

2. Materials and Methods
2.1. Analysis and Geometrical Features for the Plastic Part Manufactured through the Injection
Molding Process

In this item, the topological and technological features related to the plastic part under
study are depicted. Specialized insights about the selection of the plastic material for the
injection molding manufacturing process, boundary conditions, and topological features
are likewise determined.

The geometry presented in the paper is a plastic optical piece, whose main function
is to guide and control the luminous flux from various LED points, distributing it evenly
over the illumination plane. The piece (see Figure 1), presents a complex geometric design
with great influence on its manufacturing process. The piece has small dimensions with
a bounding box of (67 × 52 × 127) mm and a thickness of 6 mm. The upper part of the
part is characterized by including a set of 7 lugs or pins whose main function is to serve
as an injection point for the part and as a means of connection to the LED optical devices
and the optical control PCB. The set of pins is attached to three reinforcing ribs distributed
equidistantly, forming an angle of 120◦ with each other. The function of the ribs is to
reinforce the base of the pins against possible stresses to which the part will be subjected
throughout its useful life, as well as, to reduce the effect of the plastic material shear at
the injection gate. Figure 1 shows a picture of the optical piece under study as well as the
topological details that characterize its geometry.
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of the distribution and channeling of the LED light. The lateral surfaces include a set of 23 
faceted grooves of thickness 0.3 mm of an aesthetic character whose function is to avoid 
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Figure 2. Side sliders. 

The optical piece is characterized by the inclusion of a deep concave geometry area in-
side, which makes that the core plate presents a great depth that is difficult to cool. Addition-
ally, the upper internal area of the part, close to the injection point, includes a set of faceted 
optical grooves. These facets require precise molding which forces to design a cooling in the 
core plate that avoids possible warping that could invalidate the optical function of the piece. 
Figure 3 presents a picture of the internal area of the optical piece under study as well as the 
details of the optical facets included in the upper internal surface. 

Figure 1. Optimal part under study and topological details of its geometry.

The base of the optical piece presents an irregular geometry caused by the different
heights at which the three lateral surfaces that characterize the piece are found. Likewise,
the lower surface of the piece is characterized by including a set of optical facets in charge
of the distribution and channeling of the LED light. The lateral surfaces include a set of
23 faceted grooves of thickness 0.3 mm of an aesthetic character whose function is to avoid
that the surfaces present a completely smooth appearance. The manufacture of the lateral
grooves requires the use of three sliders in the injection mold since the geometries are not
demoldables. The sliders of the mold completely surround the contour of the optical piece
(see Figure 2).
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Figure 2. Side sliders.

The optical piece is characterized by the inclusion of a deep concave geometry area
inside, which makes that the core plate presents a great depth that is difficult to cool.
Additionally, the upper internal area of the part, close to the injection point, includes a set
of faceted optical grooves. These facets require precise molding which forces to design
a cooling in the core plate that avoids possible warping that could invalidate the optical
function of the piece. Figure 3 presents a picture of the internal area of the optical piece
under study as well as the details of the optical facets included in the upper internal surface.
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Figure 3. Geometric details of the internal area of the optical piece.

The dimensions of the core of the mold in contact with the internal area of the piece
prevent the use of ejector pins to extract it from the mold. For this reason, the design of the
mold requires the use of three external ejector inserts located in three lateral recesses of the
optical piece analyzed. The different heights at which the lateral surfaces of the piece are
located influences the parting line of the mold to be located in different planes.

The geometry of the plastic part greatly influences the design of the injection mold
and fundamentally the design of its cooling system. Figure 4 shows the diagram of the
cooling of the optical part with the current cooling layout of the mold, using traditional
methods for its manufacture. The mold makes use of a cooling based on the design of 8 mm
diameter straight cooling channels located in each of the sliders. It also uses baffle-type
elements to cool the core of the mold. The small dimensions of the core and the side cores,
as well as the fulfillment of the traditional manufacturing requirements that guarantee the
structural safety of the mold, make the design of the cooling layout extremely difficult.
Likewise, the great depth and small dimensions of the core, require the use of a single
baffle with a diameter of 12 mm and a separation of 20 mm to cool the internal area of the
piece. The cooling of the mold is complemented by two straight channels of 8 mm diameter
in the upper part of the mold cavity in charge of cooling the material injection gate.
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The cooling of deep cores in pieces of great thickness is highly complex since it requires
cooling designs capable of evacuating the heat accumulated in specific areas of the core,
and of avoiding differential shrinkage and subsequent warping in the molded plastic part.
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The optical piece analyzed in the paper has a slotted and faceted interior zone very close to
the injection point (see Figure 3). This area, which is 6.5 mm thick and difficult to access,
locally accumulates a large amount of heat, that must be removed by cooling. The use of
standard conformal cooling systems is not valid for cooling small deep cores and thick
molded parts. Additionally, the reduced dimensions of the core would require the use of
small diameter standard conformal channels with little cooling path, preventing the correct
thermal exchange between the coolant flow and the molten plastic.

To solve this problem, the paper presents a new design of triple hook-shaped con-
formal cooling for application in pieces of great thickness and deep cores. In these cases,
the small dimensions of the core prevent the use of standard conformal cooling systems.
Likewise, the research combines the use of the new triple hook-shaped conformal cooling
system with the use of three independent conformal cooling channels included in the
three small side cores. In this way, it is possible to adequately cool the sliders of the mold
using three conformal cooling sub-systems adapted to the particular geometric conditions
of each slider. Finally, the new proposed conformal cooling design is combined with a
small Fastcool element located in the internal area of the piece where the optical facets
are located.

The new triple hook-shaped conformal cooling design presented in this paper aims
to cool the core of the mold in contact with the three side surfaces of the part, as well as
to cool the Fastcool insert. The new conformal triple hook-shaped conformal design is
made up of a central channel with a domed end from which three channels depart equally
spaced at an angle α in the horizontal plane and an angle β of vertical slope. The triple
hook design meets the design criteria in additive manufacturing [27] eliminating the use of
supports in its manufacture. Equation (1) indicates the sizing criteria that the diameters
of the triple hook- shaped conformal channels must meet, where φc is the diameter of the
central channel and φi the diameter of the lateral channels. The central channel φc must
not exceed the value of 10 mm to avoid material collapse when manufacturing the channel
upper area. Figure 5 shows a picture of the new triple hook-shaped conformal channel
design for cores presented in the paper.

φc =
3

∑
i=1

φi | φc ≤ 10 mm φi = φi+1 (1)
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The upper part of the core close to the injection point of the part presents a hot spot
that causes a great thermal imbalance in the cooling of the part.

To eliminate this thermal imbalance, the new triple hook conformal cooling design
is complemented by the use of a small flat-shaped insert of a new Fastcool material [28]
located on the upper inner surface of the core. In this way, it is possible to establish a
complete cooling design adapted to the geometrical and functional requirements of the
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part, capable of extracting the heat accumulated in the gate area, eliminating possible
warping in the upper optical zone. Figure 6 indicates the location of the Fastcool insert
used to cool the area of the optical facets close to the injection point.
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Figure 6. Fastcool insert.

The area of the three slides in charge of molding the lateral surfaces of the part is
cooled using three independent conformal cooling layouts adapted to the geometry of
each slide. In this way, it is possible to cool complex parts whose mold cavities are formed
mostly by small sliders and in which the standard conformal spiral or zigzag layouts
that surround the part are impossible to use. Figure 7 presents a picture of the conformal
cooling of the core and sliders of the mold presented in the paper, formed by the use of the
new conformal cooling triple hook shaped combined with a small Fastcool flat insert for
cooling the mold core.
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The mold cavity is cooled using three independent conformal cooling channels
adapted to the geometric requirements of the three side sliders of the mold. Finally,
the cooling of the mold cavity is complemented by two conformal cooling channels of
8 mm diameter in the upper part of the cavity plate in charge of cooling the material
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injection gate (see Figure 8). Table 1 indicates the dimensions of the main different elements
used in the conformal cooling of the optical part.
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Table 1. Geometric parameters used in the design of conformal cooling system.

Nomenclature Units Description Triple Hook Conformal Cooling in Sliders

φc mm Center channel diameter 9 -
φi mm Side channel diameter 3 -
α Horizontal separation angle between channels 120 -
β Vertical slope of the channels 4.5 -
φs mm Diameter conformal cooling channels in sliders - 8
s mm Distance channel center—sliders surface - 16

2.2. Plastic Part Material

The optical part under study is manufactured with PC Lexan 121R plastic material
from the company Sabic [29] obtained by chemical recycling. Therefore, the mechanical,
thermal, and chemical properties of the original plastic are maintained without compromis-
ing the sustainability of the injection process. This thermoplastic material is a Polycarbonate
that allows designers and manufacturers the facility for design freedom, aesthetics enhance-
ments and cost reductions. Furthermore, due to its physical properties and specifications,
it can be applied and used in optical plastic parts. The magnitudes of the main physic,
mechanical and thermal properties of the material PC Lexan 121R are indicated in Table 2.
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Table 2. Magnitude of the main properties of the material PC Lexan 121R.

Nomenclature Units Description PC Lexan 121R

ρp g/cm3 Density 1.2
Cp J/kg·◦C Specific heat 1250
δp W/m·◦C Thermal conductivity coefficient 0.2

MFI g/10 min Melt flow index 17.5
Tmold

◦C Mold Temperature (normal) 40
Teject

◦C Ejection temperature 100
Tfreeze

◦C Freeze temperature 164
Ep MPa Elastic Modulus 2340
υp - Poisson’s ratio 0.4

CLTE 1/◦C Coefficient of linear thermal expansion 6.84 × 10−5

UOI - Un-oriented refractive index 1.56
FSC cm2/dyne Flow-induced stress-optical coefficient 1.95 × 10−10

TSC cm2/dyne Thermally-induced stress-optical coefficient 4.50 × 10−12

3. Implementation and Results

In this manuscript, two proposals for the design of the cooling system for the plastic part
under study are presented and compared. On the one hand, the current traditional cooling
system with perforated straight channels whose manufacture is carried out using traditional
machining processes and tools. And, on the other hand, a new optimized cooling system that
combines conformal triple hook-shaped cooling channels with a fastcool-type metal insert.
So, the manufacture of this proposal is based mainly on the 3D additive manufacturing
process using laser sintering (SLS). Additive manufacturing technologies are line with
current sustainability requirements. The SLM additive manufacturing process allows the
manufacture of conformal channels adapted to the free shape of the geometric surface of the
plastic part [30,31]. The geometric CAD design of both configurations is performed using
the Catia V5—6R2020 3D CAD geometric modeling software [32]. Likewise, to evaluate
and analyze the thermal and technological parameters that define the cooling phase of
the plastic part, numerical simulations of a thermal type are modeled using the numerical
and commercial software Moldex3D R17-CoreTech System Taiwan, [33]. In this way, the
results of the thermal and technological parameters obtained from both proposed cooling
system configurations can be compared, establishing the one that optimizes and improves,
on the one hand, the cooling phase of the plastic part, as well as the thermal efficiency. Both
the 3D CAD modeling process and the numerical analysis of the different cooling system
configurations proposed in this manuscript have been carried out using an MSI notebook
with an Intel (R) Core- Intel corporation EEUU(TM) i-77700HQ CPU @ 2.80 GHz.

Thermal Modeling of Numerical Simulations

The definition of rheological and thermal simulations using CAE numerical software
allows the analysis of the cooling phase of a plastic part and how the main elements of
the injection mold and the most representative technological parameters of said phase
influence and interact. Likewise, the results of the parameters obtained from the numerical
simulations allow establishing whether the design of the main elements that make up the
cooling system, meets the minimum industrial technical requirements that are established
to validate the manufacture of the plastic part. In this section, the preprocessing configu-
ration used for each of the different numerical simulations carried out is detailed. At the
beginning of this preprocessing phase, the discretization of the different geometric elements
to be analyzed numerically must be defined. That is, the three-dimensional meshes for
the geometric elements of the injection mold must be defined, as well as the geometric
parameters that define them. The commercial software Moldex 3D R17 [33] has a Moldex
Designer meshing module, in which the geometric parameters of the meshes created can
be configured and established. Table 3 shows the magnitude of the geometric parameters
used during the meshing process, as well as their configuration. Said geometric parameters
have been adjusted to the smallest and most relevant geometric detail or precision of the
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plastic part under study. However, the selection of the type of element used is important
when carrying out the meshing process. In this way, three-dimensional elements of the
second-order tetrahedron have been selected, called SOLID 186. These elements have
10 main nodes, located at the vertex of the tetrahedron, and 4 secondary nodes, located
at the midpoint of the edges of the tetrahedron (see Figure 9). In addition, each of said
nodes has 3 degrees of freedom in the main coordinate axes, notably improving the pre-
cision of the temperature field parameters and displacements in the solution obtained.
Besides that, and in order to improve the precision of the numerical simulation, a series of
three-dimensional elements of the prism type have been defined along the contact surfaces
between the different elements that make up the injection mold. Elements are placed on
the surface of the cooling channels or between the surface of the plastic part and the cavity
and core surface of the injection mold cavity. These elements have 6 main nodes located at
the vertices of the prism, and 9 secondary nodes located at the midpoint of the edges of
the prism (see Figure 9). Furthermore, each of said nodes has 3 degrees of freedom in the
main coordinate axes. The selection of this type of element is established by the “Boundary
Layer Mesh” operation, which establishes a series of layers from the interface surfaces
previously mentioned (see Figure 10). The average length of these elements is configured
from an offset ratio or percentage of the size of the average element of the mesh. In this
case, and as Table 3 shows, the offset ratio selected for the generation of the meshes is
0.1 and the number of Boundary Layers is equal to 5. The use of this meshing operation
allows modeling with greater precision the roughness generated between the surface of
the cooling channels and the coolant flow, as well as the layer of solidified plastic material
that is generated when the molten plastic front comes into contact with the surfaces of the
injection mold cavity.

Table 3. Mesh statistics for the meshes analyzed in the present manuscript.

Description Units Standard Conformal and
Fastcool

Part mesh node count - 295,339 287,416
Part mesh element count - 779,946 731,735

Part mesh volume cm3 77.63 70.70
Runner mesh node count - 2892 2892

Runner mesh element count - 2464 2464
Runner mesh volume cm3 0.05 0.05

Plastic part precisión (ε)—Mesh
sizing mm 1.00 1.00

Element type - Tetrahedral (10 nodes) Tetrahedral (10 nodes)
Element type—Boundary layers - Prism (15 nodes) Prism (15 nodes)

Offset ratioBoundary layers - 0.1 0.1

Next, we proceed to define the material assigned to each one of the elements of
the injection mold and the plastic part, as well as the physical, thermal, and rheological
properties of each one of them. As shown in Figure 11, the plastic part is manufactured
from the thermoplastic material PC Lexan 121 R [28]. The main feed channel, from which
the filling of the mold cavity begins, has associated, like the plastic part, the PC Lexan 121 R
thermoplastic material. For the cooling channels, both for the traditional configuration
and for the conformal configuration, the material water is defined as the coolant flow.
For the geometry defined as injection mold, the assigned metal material is a P20 steel
alloy, and finally, for the Fastcool insert, used in the conformal cooling system solution,
the metallic material used is a Fastcool-50 steel alloy. Table 4 shows the magnitude of
the physical, thermal and rheological properties defined in the numerical simulations for
each material used. As can be seen, the use of a Fastcool insert, whose metallic material
is Fastcool-50 [27], considerably improves the thermal properties of the metallic material
of the mold. In this way, the area of the plastic part that is in contact with the Fastcool
insert will present greater heat exchange and, therefore, will improve thermal efficiency
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throughout the cooling phase. Therefore, as shown in Figure 11, said Fastcool insert is
located in the inner central core of the plastic part. Well, in this region a large amount of
residual heat accumulates and presents greater difficulty to be uniformly re-cooled, with
respect to the rest of the geometric regions of the plastic part.
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shaped and Fastcool insert configuration.

Table 4. Magnitude of the physical properties of the defined materials.

Description Units Water Pure PC Lexan
121R

Steel Alloy
P20 Fastcool 50

Density kg/m3 988 1200 7750 7810
Specific heat J/kg·◦C 4180 1250 460 470

Thermal conductivity
coefficient W/m·◦C 0.643 0.200 29 50

Likewise, the definition of the thermoplastic material in the simulation software must
be accompanied by numerical models that allow the modeling of both the behavior of the
viscosity of the material and the behavior of its PVT curve. In addition, the manufacturer
of the material [29] recommends the magnitude of a series of temperatures for each of the
phases of the manufacturing cycle of the plastic part. Table 5 shows the parameters recom-
mended by the manufacturer and the viscosity and PVT curve models of the thermoplastic
material defined in the numerical simulation software.

Table 5. Magnitude of the physical properties of the defined materials.

Description Units Lexan 121R

Material type - Polycarbonate
Viscosity model - Modified Cross Model

PVT model - Modified Tait Model
Mechanical model - Isotropic pure polymer
Viscoelastic model - White-Metzner
Melt temperature ◦C 280.0–310.0
Mold temperature ◦C 70.0–95.0

Ejection temperature ◦C 147
Freeze temperature ◦C 164

As shown in Figures 11 and 12, each numerical analysis carried out has associated a
set of boundary conditions, which establish the technological parameters of pressure and
initial temperature for the input of the molten plastic front to the injection mold cavity and
the flow of the coolant flow to the cooling channels. For the input of the molten plastic
front to the injection mold cavity, the upper surface of the main feed channel (see Figure 11)
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is established as a boundary condition, an injection temperature of 295 ◦C, and a maximum
injection pressure of 160 MPa. For the cooling channels, firstly, both the inlet and outlet
surfaces of the coolant flow are defined (see Figure 11); secondly, an initial temperature of
the coolant flow of 80 ◦C is determined, and finally, a pressure magnitude that allows the
front of the coolant flow to develop in turbulent regime. That is, the Reynolds number of the
coolant flow along the cooling channels is greater than 1.5 × 104. Likewise, and according
to the recommended parameters offered by the manufacturer of the thermoplastic material,
the initial temperature of the injection mold is set at 80 ◦C.
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Table 6 shows the magnitude of the technological parameters used in the modeling
of the filling and cooling phase of the numerical simulations carried out for the present
case study.

Table 6. Magnitude of the physical properties of the defined materials.

Description Units Study Cases—Lexan 121 R (PC)

Filling time s 2.21
Packing time s 15.00
Cooling time s 90

Melt temperatue ◦C 295
Mold temperature ◦C 80

Coolant temperature ◦C 80
Maximum injection pressure MPa 160
Maximum packing pressure MPa 160

Packing pressure MPa 128

To complete the definition of the preprocessing phase of the numerical simulations
carried out, the following configurations relative to the solver used to solve the numerical
models of the simulations carried out are defined:

• The analysis of the cooling phase of the plastic part is carried out in a transitory
regime or “Cooling transient”. Given the defined cooling time (see Table 6), the solver
analyzes the process and the evolution of the cooling of the plastic part over time. This
type of analysis allows obtaining and saving solutions of the field of temperatures and
displacements for different time intervals. The time interval defined in each numerical
simulation carried out is 10 s.
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• The modeling of the coolant flow along the cooling channels is done with the “Run 3D
cooling channels” operation. This operation makes it possible to define a roughness
magnitude on the surfaces of the cooling channels and improves the analysis of
turbulence on their surface. The magnitude of the defined roughness is equal to
0.02 mm.

• The type of solver used is the maximum variation of mold temperature and its conver-
gence criteria are temperature difference equal to 1 ◦C and maximum cycle number
equal to 10 cycles.

After completing the definition of the pre-processing phase of the different numerical
analyzes performed, the set of thermal and rheological results obtained is presented. From
their analysis and evaluation, it is determined that the configuration of the triple hook-
shaped conformal cooling channels for cores together with the use of conformal cooling
channels adapted to the sliders and the Fastcool insert optimizes the cooling phase and
improves the efficiency and thermal performance of the injection mold for the plastic part
object of study.

Firstly, Table 7 and Figure 13 show the results obtained for the parameter time to reach
the ejection temperature of the plastic part for each of the cooling system configurations
proposed in this manuscript.

Table 7. Time to reach ejection temperature for the analyzed cooling systems.

Cooling System Typology Time to Reach Ejection Temperature [s] Time Reduction [s] Improvement [%]

Traditional 41.550 - -
Conformal and fastcool 28.187 13.363 32.161
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In this way, the results presented in Table 7 and Figure 13 show that the new configu-
ration of the conformal cooling system presented in this paper, together with the use of a
Fastcool insert, improves the time until reaching the ejection temperature of the plastic part,
with respect to the configuration of the current traditional cooling system. Therefore, it can
be determined that the use of this new type of conformal cooling channels, accompanied by
an insert with high thermal performance, reduces the cycle time of the plastic part under
study by 13.363 s or by 32.161%, compared to the classical geometry and configuration of
perforated straight cooling channels.
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Table 8 and Figure 14 show the results obtained for the heat flow parameter that is
exchanged between the cooling mechanisms and the plastic part, for each of the cooling
system configurations proposed in this manuscript.

Table 8. Heat flux (J/s·cm2) for the analyzed cooling systems.

Cooling System Typology Cavity Cooling Core Cooling Fastcool Insert Total Improvement [%]

Traditional 0.361 0.411 - 0.772 -
New conformal and

Fastcool 0.501 0.903 1.430 2.834 267.10
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Likewise, the results presented in Table 8 and Figure 14 show that the configuration
of the new presented conformal cooling system, together with the use of a Fastcool insert,
increases and optimizes the heat flow exchanged between the plastic part and the different
cooling mechanisms defined for cooling the plastic part. In particular, the increase in heat
exchange produced, compared to the standard cooling configuration, is 2.062 J/s·cm2,
which translates into an improvement in thermal efficiency of 267.10%. Table 9 and
Figure 15 show the results obtained for the temperature gradient along the surface of the
plastic piece under study in this manuscript.

Table 9. Cooling mold temperature difference for the analyzed cooling systems.

Cooling System
Typology

Cooling Mold Temperature
Difference (◦C)

Temperature
Reduction (◦C) Improvement (%)

Traditional 10.177 - -
New conformal

and Fastcool 1.557 8.620 84.701

The results presented in Table 9 and Figure 15 show that the configuration of the
new conformal cooling system, together with the use of a Fastcool insert, reduces the
temperature gradient along the surface of the plastic part concerning the traditional cooling
system configuration. In particular, this reduction represents an improvement of 84.701%
in the uniformity of the temperature map throughout the plastic part under study. In
addition, the new conformal cooling channel solution, together with the Fastcool insert,
meets the industrial validation requirements of the manufacture of the plastic part since the
magnitude of the temperature gradient on the surface of the plastic part is less than 10 ◦C.
However, for the traditional cooling system, this condition is very close to being fulfilled.
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Finally, given that the plastic part under study is an optical lighting part, it is im-
portant to analyze and check the field of displacements and the map of residual stresses
resulting after the manufacturing process. Tables 10 and 11 and Figures 16 and 17 show the
displacement field and the residual stress map of Von—Mises along with the geometry of
the plastic part under study after the cooling phase.

Table 10. Warpage total displacement for the analyzed cooling systems.

Cooling System
Typology

Warpage Total
Displacement (mm)

Displacement
Reduction (mm) Improvement (%)

Traditional 0.875 - -
New conformal and

fastcool 0.557 0.318 36.343

Table 11. Warpage Von—Mises stress for the analyzed cooling systems.

Cooling System
Typology

Warpage Von—Mises
Stress (MPa)

Stress Reduction
(MPa) Improvement (%)

Traditional 5.319 - -
Conformal and

fastcool 1.634 3.685 69.280

As can be seen, for the new conformal cooling system with a Fastcool insert, the
increase in uniformity in the temperature gradient of the surface of the plastic part causes a
decrease and improvement in the field of displacement and the map of residual stresses on
the plastic part. In particular, the total maximum displacements are reduced by 0.318 mm
and the Von—Mises maximum residual stress by 3.685 MPa in comparison to the results
obtained for the traditional cooling system. Likewise, the improvement obtained in these
technological parameters makes it possible to achieve the optical and functional require-
ments established for the correct operation and validation of the plastic part under study
in this manuscript.

42



Polymers 2021, 13, 2944

Polymers 2021, 13, x FOR PEER REVIEW 17 of 20 
 

 

Finally, given that the plastic part under study is an optical lighting part, it is im-
portant to analyze and check the field of displacements and the map of residual stresses 
resulting after the manufacturing process. Tables 10 and 11 and Figures 16 and 17 show 
the displacement field and the residual stress map of Von—Mises along with the geome-
try of the plastic part under study after the cooling phase. 

 
Figure 16. Warpage total displacement (mm). (A) New conformal cooling and Fastcool insert. (B) Traditional cooling. 

Table 10. Warpage total displacement for the analyzed cooling systems. 

Cooling System Typology 
Warpage Total Dis-

placement (mm) 
Displacement 

Reduction (mm) Improvement (%) 

Traditional 0.875 - - 
New conformal and fastcool 0.557 0.318 36.343 

 
Figure 17. Warpage Von—Mises stress (MPa). (A) New conformal cooling system and Fastcool insert. (B) Traditional 
cooling.  

Figure 16. Warpage total displacement (mm). (A) New conformal cooling and Fastcool insert. (B) Traditional cooling.

Polymers 2021, 13, x FOR PEER REVIEW 17 of 20 
 

 

Finally, given that the plastic part under study is an optical lighting part, it is im-
portant to analyze and check the field of displacements and the map of residual stresses 
resulting after the manufacturing process. Tables 10 and 11 and Figures 16 and 17 show 
the displacement field and the residual stress map of Von—Mises along with the geome-
try of the plastic part under study after the cooling phase. 

 
Figure 16. Warpage total displacement (mm). (A) New conformal cooling and Fastcool insert. (B) Traditional cooling. 

Table 10. Warpage total displacement for the analyzed cooling systems. 

Cooling System Typology 
Warpage Total Dis-

placement (mm) 
Displacement 

Reduction (mm) Improvement (%) 

Traditional 0.875 - - 
New conformal and fastcool 0.557 0.318 36.343 

 
Figure 17. Warpage Von—Mises stress (MPa). (A) New conformal cooling system and Fastcool insert. (B) Traditional 
cooling.  
Figure 17. Warpage Von—Mises stress (MPa). (A) New conformal cooling system and Fastcool insert. (B) Traditional cooling.

4. Conclusions

The paper presents a new design of triple hook-shaped conformal cooling channels
for application in optical parts of great thickness, deep cores and high dimensional and
optical requirements. In these cases, the small dimensions of the core and the high require-
ments regarding warping and residual stresses prevent the use of traditional and standard
conformal cooling channels. The research combines the use of a new triple hook-shaped
conformal cooling system with the use of three independent conformal cooling sub-systems
adapted to the complex geometric conditions of the sliders that surround completely the
optical part under study. Finally, the new proposed conformal cooling design is completed
with a small insert manufactured with a new Fastcool material and located in the internal
area of the optical part where the optical facets are located. A transient numerical analysis
validates the improvements of the new proposed conformal cooling system presented.
The results show that the configuration of the new presented conformal cooling system,
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together with the use of a Fastcool insert, increases and optimizes the heat flow exchanged
between the plastic part and the different cooling mechanisms defined for cooling the
plastic optical part. In particular, the upgrade in heat exchange produced, compared to the
traditional cooling configuration, is 2.062 J/s·cm2, which translates into an improvement
in thermal efficiency of 267.10%. The enhancement in uniformity in the temperature gra-
dient of the surface of the plastic part causes a decrease and improvement in the field of
displacement and the map of residual stresses on the plastic part. In particular, the total
maximum displacements are reduced by 0.318 mm or by 36.343% and the Von—Mises
maximum residual stress by 3.685 MPa or by 69.280% in comparison to the results obtained
for the traditional cooling system. Additionally, the new design of cooling presented in this
paper reduces the cycle time of the plastic part under study by 13.363 s or by 32.161%, com-
pared to the classical geometry and configuration of perforated straight cooling channels,
which causes a very high economic and energy saving in line with the sustainability of the
mold. The amellioration obtained in these technological parameters will make it possible
to achieve the optical and functional requirements established for the correct operation
and validation of complex optical parts, where it is not possible to use traditional cooling
channels or standard conformal cooling layouts.

Author Contributions: Investigation, A.T.-A., J.M.M.-C., J.d.D.C.-G. and C.M.-D.; project adminis-
tration, C.M.-D.; writing—original draft, A.T.-A., J.M.M.-C. and C.M.-D.; writing—review & editing
J.M.M.-C. and C.M.-D.; funding acquisition, C.M.-D. All authors have read and agreed to the pub-
lished version of the manuscript.

Funding: This research work was supported by the University of Jaen through the Plan de Apoyo a
la Investigación 2021–2022-ACCION1a POAI 2021–2022: TIC-159.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: All data included in this study are available upon request by contact
with the corresponding author.

Acknowledgments: Authors acknowledge the support of CORETECH System Co.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Available online: https://www.photonics.com/Articles/Plastic_Optics_Specifying_Injection-Molded/a25487 (accessed on

30 August 2021).
2. Gutierrez, G.; Hilbig, D.; Fleischmann, F.; Henning, T. Component-level test of molded freeform optics for LED beam shaping

using experimental ray tracing. In Optical Measurement Systems for Industrial Inspection X; International Society for Optics and
Photonics: San Diego, CA, USA, 2017; Volume 10329, p. 1032930.

3. Nian, S.C.; Chen, P.W.; Huang, M.S. Multilayer injection molding of high-profile convex lens. J. Appl. Polym. Sci. 2020, 137, 48600.
[CrossRef]

4. Spina, R.; Walach, P.; Schild, J.; Hopmann, C. Analysis of lens manufacturing with injection molding. Int. J. Precis. Eng. Manuf.
2012, 13, 2087–2095. [CrossRef]

5. Shieh, J.Y.; Wang, L.K.; Ke, S.Y. A feasible injection molding technique for the manufacturing of large diameter aspheric plastic
lenses. Opt. Rev. 2010, 17, 399–403. [CrossRef]

6. Mercado-Colmenero, J.M.; Muriana, J.A.M.; Rubio-Paramio, M.A.; Martín-Doñate, C. An automated manufacturing analysis of
plastic parts using faceted surfaces. In Advances on Mechanics, Design Engineering and Manufacturing; Springer: Cham, Switzerland,
2017; pp. 119–128.

7. Mercado-Colmenero, J.M.; Rubio-Paramio, M.A.; Karlinger, P.; Martin-Doñate, C. A new procedure for calculating cycle time in
injection molding based on plastic part geometry recognition. Int. J. Adv. Manuf. Technol. 2018, 98, 441–477. [CrossRef]

8. Kuo, C.C.; Chen, W.H.; Lin, Y.X.; Gao, Q.; Gian, S.J.; Xiao, C.X. Effects of different fillers on the silicone rubber mold with
conformal cooling channels. Int. J. Adv. Manuf. Technol. 2020, 108, 1509–1525. [CrossRef]

9. Dick, L. High Precision Freeform Polymer Optics: Optical freeform surfaces–increased accuracy by 3D error compensation. Opt.
Photonik 2012, 7, 33–37. [CrossRef]

10. Macías, C.; Meza, O.; Pérez, E. Relaxation of residual stresses in plastic cover lenses with applications in the injection molding
process. Eng. Fail. Anal. 2015, 57, 490–498. [CrossRef]

44



Polymers 2021, 13, 2944

11. Jahan, S.; El-Mounayri, H. A thermomechanical analysis of conformal cooling channels in 3D printed plastic injection molds.
Appl. Sci. 2018, 8, 2567. [CrossRef]

12. Marques, S.; Souza, A.F.D.; Miranda, J.; Yadroitsau, I. Design of conformal cooling for plastic injection moulding by heat transfer
simulation. Polímeros 2015, 25, 564–574. [CrossRef]

13. Martin-Doñate, C.; Shaikheleid, S.; Torres-Alba, A.; Mercado-Colmenero, J.M. A New Smart Web Platform for Plastic Injection
Molds in Industry 4.0 Environments. In Advances on Mechanics, Design Engineering and Manufacturing III; Roucoules, L., Paredes,
M., Eynard, B., Morer Camo, P., Rizzi, C., Eds.; Springer: Cham, Switzerland, 2021.

14. Wang, Y.; Yu, K.-M.; Wang, C.C.L.; Zhang, Y. Automatic design of conformal cooling channels for rapid tooling. Comput. Aided
Des. 2011, 43, 1001–1010. [CrossRef]

15. Park, H.S.; Dang, X.P.; Nguyen, D.S.; Kumar, S. Design of advanced injection mold to increase cooling efficiency. Int. J. Precis. Eng.
Manuf.-Green Technol. 2020, 7, 319–328. [CrossRef]

16. Park, H.S.; Dang, X.P. Development of a smart plastic injection mold with conformal cooling channels. Procedia Manuf. 2017, 10,
48–59. [CrossRef]

17. Chung, C.Y. Integrated optimum layout of conformal cooling channels and optimal injection molding process parameters for
optical lenses. Appl. Sci. 2019, 9, 4341. [CrossRef]

18. Kuo, C.C.; Jiang, Z.F.; Yang, M.X.; You, B.J.; Zhong, W.C. Effects of cooling channel layout on the cooling performance of rapid
injection mold. Int. J. Adv. Manuf. Technol. 2021, 114, 2697–2710. [CrossRef]

19. Rahim, S.Z.A.; Sharif, S.; Zain, A.M.; Nasir, S.M.; Mohd Saad, R. Improving the quality and productivity of molded parts with a
new design of conformal cooling channels for the injection molding process. Adv. Polym. Technol. 2016, 35, 21524. [CrossRef]

20. Crema, L.; Sorgato, M.; Lucchetta, G. Thermal optimization of deterministic porous mold inserts for rapid heat cycle molding. Int.
J. Heat Mass Transf. 2017, 109, 462–469. [CrossRef]

21. Torres-Alba, A.; Mercado-Colmenero, J.M.; Diaz-Perete, D.; Martin-Doñate, C. A new conformal cooling design procedure for
injection molding based on temperature clusters and multidimensional discrete models. Polymers 2020, 12, 154. [CrossRef]

22. Berger, G.R.; Zorn, D.; Friesenbichler, W.; Bevc, F.; Bodor, C.J. Efficient cooling of hot spots in injection molding. A biomimetic
cooling channel versus a heat-conductive mold material and a heat conductive plastics. Polym. Eng. Sci. 2019, 59, E180–E188.
[CrossRef]

23. Zink, B.; Szabó, F.; Hatos, I.; Suplicz, A.; Kovács, N.K.; Hargitai, H.; Kovács, J.G. Enhanced injection molding simulation of
advanced injection molds. Polymers 2017, 9, 77. [CrossRef]

24. Mercado-Colmenero, J.M.; Torres-Alba, A.; Catalan-Requena, J.; Martin-Doñate, C. A New Conformal Cooling System for
Plastic Collimators Based on the Use of Complex Geometries and Optimization of Temperature Profiles. Polymers 2021, 13, 2744.
[CrossRef]

25. Brooks, H.; Brigden, K. Design of conformal cooling layers with self-supporting lattices for additively manufactured tooling.
Addit. Manuf. 2016, 11, 16–22. [CrossRef]

26. Tang, Y.; Gao, Z.; Zhao, Y.F. Design of conformal porous structures for the cooling system of an injection mold fabricated by
Additive Manufacturing Process. J. Mech. Des. 2019, 141, 101702. [CrossRef]

27. Mayer, S. Optimised Mould Temperature Control Procedure Using DMLS; EOS Whitepaper; EOS GmbH—Germany Ltd.: Munich,
Germany, 2005; pp. 1–10.

28. Valls, I.; Hamasaiid, A.; Padré, A. High thermal conductivity and high wear resistance tool steels for cost-effective hot stamping
tools. J. Phys. Conf. Ser. 2017, 896, 012046. [CrossRef]

29. Available online: https://www.sabic.com/en/products/polymers/polycarbonate-pc/lexan-resin (accessed on 30 August 2021).
30. Mercado-Colmenero, J.M.; Martin-Doñate, C.; Moramarco, V.; Attolico, M.A.; Renna, G.; Rodriguez-Santiago, M.; Casavola, C.

Mechanical characterization of the plastic material GF-PA6 manufactured using FDM technology for a compression uniaxial
stress field via an experimental and numerical analysis. Polymers 2020, 12, 246. [CrossRef]

31. Mercado-Colmenero, J.M.; La Rubia, M.D.; Mata-Garcia, E.; Rodriguez-Santiago, M.; Martin-Doñate, C. Experimental and
numerical analysis for the mechanical characterization of petg polymers manufactured with fdm technology under pure uniaxial
compression stress states for architectural applications. Polymers 2020, 12, 2202. [CrossRef]

32. Available online: https://www.3ds.com/es/productos-y-servicios/catia/ (accessed on 30 August 2021).
33. Available online: https://www.moldex3d.com/ (accessed on 30 August 2021).

45





Citation: Lozano, A.B.; Álvarez, S.H.;

Isaza, C.V.; Montealegre-Rubio, W.

Analysis and Advances in Additive

Manufacturing as a New Technology

to Make Polymer Injection Molds for

World-Class Production Systems.

Polymers 2022, 14, 1646. https://

doi.org/10.3390/polym14091646

Academic Editors: Célio Bruno

Pinto Fernandes, Salah

Aldin Faroughi, Luís L. Ferrás and

Alexandre M. Afonso

Received: 7 December 2021

Accepted: 12 February 2022

Published: 19 April 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

polymers

Review

Analysis and Advances in Additive Manufacturing as a New
Technology to Make Polymer Injection Molds for World-Class
Production Systems
Adrian Benitez Lozano 1,2,*, Santiago Henao Álvarez 1, Carlos Vargas Isaza 1 and Wilfredo Montealegre-Rubio 2

1 Grupo de Investigación Calidad Metrología y Producción, Instituto Tecnológico Metropolitano,
Medellín 050034, Colombia; santiagohenao@itm.edu.co (S.H.Á.); carlosvargas@itm.edu.co (C.V.I.)

2 Grupo de Investigación Diseño y Optimización Aplicada, Universidad Nacional de Colombia,
Medellín 050034, Colombia; wmontealegrer@unal.edu.co

* Correspondence: adrianbenitez@itm.edu.co; Tel.: +574-3006561492

Abstract: The currently growing demand for metallic and polymeric products has undoubtedly
changed the rules of manufacturing, enabling customers to more functionally define their products
based on their needs. Nowadays, a new technique for rapid tooling, Additive Manufacturing (AM),
can create customized products with more complex geometries and short life cycles (flexibility) in
order to keep up with the new variables imposed by the manufacturing environment. In the last
two decades, the migration from subtractive manufacturing to AM has materialized such products
with reduced costs and cycle times. AM has been recently promoted to develop polymer molds for
product manufacturing. This paper reviews the main findings in the literature concerning polymer
molds created by AM compared to conventional (metal) molds obtained by subtractive manufacturing.
Information about specific topics is scarce or nonexistent, for example, about the characterization of
the most commonly injected materials and molds used in this type of technology, their mechanical
properties (part and mold), designs for all types of geometries, and costs. These aspects are addressed
in this literature review, highlighting the advantages of this alternative manufacturing process, which
is considered a desirable technology worldwide.

Keywords: mold additive manufacturing; polymer molds; subtractive manufacturing; mold
characterization; rapid tooling; injection molding

1. Introduction

Over time, manufacturing industries have experienced more dynamic markets and
growing competitiveness. Although Mold Additive Manufacturing (MAM) is found in high-
impact scientific literature [1–7]. As a result, they need to be resilient in the face of quick
changes in a market characterized by products with shorter lifecycles and great diversity
in their manufacturing [8]. These changes have led to independence from conventional
processes and a migration to mass production. More flexible marketing has resulted in
lower-volume production with greater profitability because personalized products meet
final customer requirements more precisely [9]. In addition, mass personalization has
enabled a quick production of low-cost goods and services to satisfy customer needs [10],
which requires flexibility and capacity to effectively respond to the demand. Additive
Manufacturing (AM), a technology in line with the new requirements of global marketing,
can be used for rapid tooling in order to develop high-quality products. As a result, in recent
years, research into polymer injection mold design and rapid tooling by AM technologies
has become more important because these innovative alternative technologies can help
polymer industries achieve their objectives [11].

Previous studies [1,7,12–17] have demonstrated the potential of AM of polymer molds
in the injection molding process and their impact, not only on time and cost reduction, but
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also on physical, mechanical, thermal, morphological, and other properties of the molded
parts compared to those obtained with metal molds produced by conventional methods.
Kampker et al. [1] studied the economic potential of different AM techniques with several
materials to produce polymer tools, which were compared to their steel counterparts.
With Selective Laser Sintering (SLS) and PA 3200 GF as mold material, they found a cost
reduction of 84.2% compared to steel tools. Another study demonstrated the cost-benefit of
integrating AM, using Digital Light Processing (DLP), into the conventional manufacturing
process of injection molding to create mold inserts. It resulted in a cost reduction between
80% and 90% depending on the geometry of the mold insert developed for each product.
In addition, a break-even point was established in [12] to determine how profitable AM is
for Rapid Tooling (RT). In that case, the break-even points were 3400 and 500 for units with
small and large geometries, respectively. Besides the economic aspect, another relevant
field in AM is the study of the process and the characterization of the molded part and the
mold obtained by different RT processes using AM. In the late 1990s, stereolithography
(SLA), the first additive manufacturing technique, set a precedent in the production of
injection molding tools. Authors such as Sadegh et al. [18] saw the viability of this type
of mechanism to manufacture prototypes and small production series. Others delved
into issues such as the capacity of the materials, the characterization of their mechanical
properties, the post-treatment to increase the deflection temperature under load, and the
efficiency of the manufactured tools in terms of molded parts [13,14].

In more recent studies, new AM techniques have been investigated. For instance,
Triebs et al. [7] used two methodologies, i.e., PolyJet and SLS, with mold inserts created
employing digital ABS and PA 3200 GF, respectively. They observed a mechanical dif-
ference in the molded parts, which was apparently due to the poor thermal conductivity
and increased roughness of the polymer molds compared to their aluminum counterparts.
Additionally, they discussed the crystallinity of the molded part made of polypropylene
(PP) and how nucleating agents favored the crystallization rate. Another study analyzed
the thermal, mechanical, and thermo-mechanical properties of epoxy-based PolyJet molds
to produce small series of PLA parts [15]. Other authors have examined issues related
to failure over the lifespan of the molds and established diagnoses based on their find-
ings [16,17]. Polymer research has analyzed the thermal, mechanical, and rheological
characteristics of these materials. For example, a study [19] investigated the effects of
process parameters on the strength and fatigue behavior of 3D printed PLA-graphene. Its
experimental results indicate that fatigue lifetime clearly depends on process parameters, as
well as loading amplitude and frequency. In Fused Filament Fabrication (FFF), heat transfer
plays a particular role and determines the temperature history of the merging filaments; in
turn, the in-process monitoring of the temperature profile guarantees the optimization and
thus the improvement of interlayer adhesion [20]. This is very important to ensure the best
quality of the piece.

This article presents a comprehensive literature review of the main findings in recent
research into AM (as an alternative to obtain molds for injection molding processes),
a comparative analysis between AM and subtractive technologies, and research topics that
should be further addressed. Section 2 below introduces the subject, the chronology of
conventional manufacturing and additive manufacturing for injection molds, the state of
the art, and the research approach of this paper. Subsequently, Section 3 describes the
methodology of this systematic literature review and a bibliometric analysis. Section 4
details the latest techniques and guidelines applied to mold design. Section 5 deals with
the characterization and performance (mechanical properties) of the materials used in AM.
Section 6 discusses cost evaluation. Finally, Section 7 draws the conclusions.

2. Chronology of Conventional Manufacturing vs. Additive Mold Manufacturing

As shown in Figure 1, subtractive manufacturing dates back to 1871, with the devel-
opment of the drill press with tools to make holes, nuts, tube flaring, and countersinks,
which are essential for conventional cooling channels and fasteners in the mold industry.
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Later, between 1940 and 1943, the first machining operations supported by Computer
Numerical Control (CNC) were developed. Subsequently, in the 1960s, this technology
was extended to conventional milling, a fundamental process in the conventional mold
industry for metal and polymer materials. Between 1965 and 1980, advanced machining
processes were developed, e.g., Electro Discharge Machining (EDM) and LASER (1980).
Such processes were very useful for detailing and finishing, generally, mold cavities and
vents to release the pressures generated when the molten material is compressed. Since the
1980s, there has been a “boom” in additive mold manufacturing and its variants, which are
described in Figure 1 (bottom). Different additive manufacturing techniques have paved
the way for the production of polymer molds, and, although they are very different in
principle and execution, they have achieved significant results for this type of applications.
Figure 1 shows the chronology of additive manufacturing techniques used to produce
polymer molds that are commonly found in the literature. The years mark the period of
commercialization of each technique [17–22].
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polymer/metal molds.

In 1980, the term 3D printing was introduced by Hideo Kodama, who invented the
single-beam laser method that opened the door to the development of new 3D printing
equipment and patents. In 1987, Charles W. Hull invented the first 3D printing equipment,
called SLA-1, which used a technique known as stereolithography. In this technique,
a photopolymer contained in a vat undergoes solidification produced by a laser, which is
aimed at the cross section of the piece and gradually descends on the z-plane depending on
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the specified height. In 1991, the company Stratasys commercialized the first technique to
extrude materials in the form of a filament; it was called Fused Deposition Modeling (FDM).
In this technique, the material is melted using hot runners, which extrude the material layer
by layer. In 1992, a new AM technique known as Selective Laser Sintering (SLS) entered
the market. In it, the material, in powder form, is selectively sintered by a high-power CO2
laser beam onto the cross-section of the model. The first commercially available 3D printing
system, called PolyJet, was launched by the company Objet Geometries in 2000. This
system uses a jetting head to inject a UV-sensitive liquid resin that solidifies on a platform
until the desired object is obtained.

In 2001, Digital Light Processing (DLP) technology, developed by Texas Instruments
in the field of projectors, was introduced by the company Envisiontec at the EuroMold
(a trade fair for moldmaking). In DLP, multiple micromirrors reflect a light source onto the
printing material contained in a vat, which is then solidified layer by layer until the part
is obtained.

Thus far, many studies have investigated the performance of these techniques for
injection processes because they offer alternatives to meet the new needs of the market.
More specifically, the behavior and performance of PolyJet 3D printing for RT applications
have been some of the most widely studied. This technique produces high-performance
tools in terms of thermal and mechanical properties thanks to its multi-material technology
and high resolution, which ensure a good surface finish [18,23].

3. Methodology

The most important concepts in the field of AM were used here to conduct an exhaus-
tive search and collect information. The initial keywords were “Additive Manufacturing”,
“Rapid Tooling”, “Injection molding”, “cost”, “Failure”, “Polymer Mold”, and other terms
that fall within the scope of this review. The Scopus and ScienceDirect databases were used
for this purpose because they compile a considerable amount of world-class information in
different research fields. This process was complemented with a more general search on
the topic using the Scopus database, which was selected because of its comprehensiveness
in terms of information, abstracts, and citations. Similar terms were refined using Science
Direct Topics to obtain an adequate string of keywords. A bibliometric analysis and net-
works were used to examine and understand trends in this field in terms of authors and
countries (Figures 2 and 3).

A search string with the keywords above was used in the Scopus reference database,
including Boolean operators to narrow down or filter the results as described by Burnham
2006 [23]. Once the strings shown in Table 1 were obtained, filters were used to exclude
terms such as “3D printer” or “manufacture”. The search was limited to documents pub-
lished between 2013 and 2021, and “Rapid tooling” was taken as the key term because it is
articulated with the other concepts in this review. After conducting the advanced search
with each string, the list of references in the fourth column in Table 1 was compiled. These
are the documents reviewed in this paper.
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Subsequently, a general search string was used in one of the reference databases
(Scopus), and the results were exported to carry out a bibliometric analysis implementing
VOSviewer software (version 1.6.16). The latter was employed to create networks of
scientific publications, scientific journals, researchers, research organizations, countries,
keywords, and terms [24,25] in order to understand current trends in the field analyzed in
this review.

Table 1. Search results obtained with each string.

TITLE-ABS-KEY
Number of Retrieved Documents and Related References

Without Filter Filter References

“Additive manufacturing” AND “Rapid tooling” OR
“Polymer Mould” 81 26 [1–22,26–29]

“Rapid tooling” AND “Additive manufacturing
”AND “rapid manufacturing” OR “Cost model” OR
“Cost Advantage” OR “Cost analysis” OR “production
economics” OR “3D printing” OR “cost estimation
models” OR “Injection moulding”

83 11 [1,30–39]

“Additive manufacturing” AND “Rapid tooling” AND
“Injection molding” AND “Failure” 46 31 [3–31,40–42]

“Additive manufacturing” AND “Rapid tooling” AND
“Injection molding” AND “Design” 15 12 [1,21,23–25,28,29,40,43–46]

Filter: Review of the abstract and relationship with the search string

Bibliometric Analysis

As mentioned above, VOSviewer software (version 1.6.16) [13,14] was used to carry
out a bibliometric analysis. This software was employed to construct networks, analyze the
metadata, and establish relationships between the results of the following search string:
TITTLE-ABS KEY “Additive manufacturing” AND “Rapid tooling” OR “Polymer Mold”.
In this case, the keyword “Rapid Tooling” was limited to publications between 2013 and
2021. The bibliographic database was exported from Scopus to create, visualize, and explore
three networks of great interest for this review.

Figure 2 shows the first network, which connects countries based on co-authorship.
VOSviewer was configured so that the minimum number of documents per country was 3,
which resulted in a network of 11 out of the 25 countries in the bibliographic references.
India, Malaysia, New Zealand, Romania, and Spain were filtered out because the total
strength of their links was not significant for this review, and they did not contribute
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relevant information to this analysis. Figure 2 is a network of keywords represented by
labeled circles, where the more weight the item has, the bigger the label and the circle.
The country with the highest weight is Germany because it presents the most abundant
scientific production concerning Rapid Tooling (21 documents). Countries such as India
and Spain have contributed a considerable amount of scientific production (10 and 5 articles,
respectively); however, in this bibliometric analysis, they are not especially relevant because
they do not have a strong relationship of co-authorship with other countries. The United
States has the highest level of co-authorship among the 5 countries in Figure 1, and the
strongest co-authorship relationship is that between Italy and the United Kingdom, where
Additive Manufacturing and Rapid Tooling have been recently explored in depth.

The links established by co-occurrences of keywords were also analyzed. The mini-
mum number of co-occurrences of keywords was set to 5. Among the 1413 keywords in
the bibliographic references, 35 were above this threshold. In this case, no keywords were
eliminated to construct the network. In Figure 3, the most prominent elements in the net-
work are the keywords “Rapid Tooling” (102 occurrences) and “Additive Manufacturing”
(93 occurrences), as expected. Likewise, term “Rapid Tooling” presents a strong connection
with all the keywords retrieved from the literature search.

4. Mold Design

Some of the main issues in mold injection processes are efficient material processing
and obtaining products at reasonable prices that reflect a strong economy of scale [30].
Mold design and the simulation of this process are essential aspects in the product life
cycle [1], quality assessment, viability, and productivity of parts manufactured by injection.

Generally, mold design is one of the most important aspects in the product life cycle
because it determines the quality, viability, and productivity of parts. Mold design is
necessary because parts should meet specific requirements, and, for that purpose, it is
fundamental to know some characteristics of the piece to be manufactured, such as its
geometry, weight, material, and volume [31]. Several mold design practices based on
scientific findings represent benchmarks or references for recent research in this area.
Currently, molds are designed with efficient cooling systems, air vents, and cooling channels
that shorten the cycle time of injection molding processes, as shown in Figure 4. Many
authors have adopted methodologies based on genetic algorithms to achieve efficiency in
cooling systems that release the air trapped in injection molds, thus improving the quality,
heat transfer, channel geometry, and formability of the injected product [32–35].
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In addition, rapid prototyping technologies have been applied to manufacture molds
with different types of low-pressure cooling channels for materials such as wax. Recent
research in this area has focused on reducing cooling times [34]. Figure 5 compares the
cooling performance of four injection molds with different cooling channels. Series confor-
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mal cooling channels (Figure 5d) are highly recommended in [34,43] to reduce the cooling
time during the process because their cooling efficiency is approximately 90%.
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Figure 5. Solid models of cavity insert and cores (a) without cooling channels, (b) with conven-
tional cooling channels, (c) with parallel conformal cooling channels, and (d) with series conformal
cooling channels.

Mold design should observe the guidelines and best practices of traditional injection
molds. These design concepts can be applied to PolyJet molds, but alterations are required
to compensate for the mechanical, thermal, and dimensional characteristics of plastic
molds [40,43,44]. Conformal cooling channels show great potential for substituting conven-
tional straight-drilled cooling channels because they can provide more uniform and efficient
cooling effects, and thus improve the production quality and efficiency significantly [45].
Table 2 presents a technical guide to design mold cavities.

Table 2. Technical guide to design mold cavities based on recent studies in the field [40,43–46].

Mold Cavities

Draft
Use angles of approximately 3–5 degrees for the vertical
wall. This will reduce mold damage, and the formed parts
are less likely to resist ejection from the mold.
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Parting surfaces
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this purpose, try to efficiently adjust the clamping force to
compress the plastic material. Check injection parameters
such as injection rate, temperature, and pressure.
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Table 2. Cont.

Mold Cavities

Core pins

Use core pins with an aspect ratio of 3:1 (height: width).
Core pins could deflect due to the pressure in the filling
process. A 3D printed insert can be designed to improve
mold longevity.
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Mold Components 

Holes
Use holes with diameters larger than 0.8 mm. Smaller holes
could be machined prior to mold assembly.

Shrinkage compensation

It is important to know the contraction or expansion of the
printed material, generally in percentages. Based on these
data, scale the core and the cavity to compensate for the
shrinkage of the resin that occurs with conventional
injection molding.

Mold Components

Gates

Enlarge the gates depending on the viscosity of the plastic
material used for the part and the mold’s flow
characteristics. Use or design gates three times larger than
those used in metal molds. Make edge gate thickness equal
to the wall thickness of the part at the point of injection.
These measures will improve material flow and decrease
pressure within the tool.
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Table 2. Cont.

Mold Components

Sprue

Use a sprue bushing with a minimum draft angle of
3 degrees. If a bushing is used, undersize the hole by
0.2–0.3 mm before printing and ream to size during mold
assembly. Avoid physical or direct contact between the
molding machine’s nozzle and the mold insert.
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Ejection system

If an ejection system is used, add ejector holes as needed.
As with the sprue bushing, undersize the holes by
0.2–0.3 mm (0.008–0.012 in) and ream to size during mold
assembly. It is recommended to make sure the holes for the
ejector pins will not be too close to the edges. It will
weaken the mold especially after reaming.

Cooling system

Cooling systems will not significantly affect molding cycle
times or part quality thanks to the thermal characteristics of
PolyJet molds. However, a cooling system can improve tool
life; on average, a 20% improvement can be expected. The
improvement increases as the depth of the cavity and
height of the core decreases since the cooling effects reach
more of the surface area of the molding cavity. In recent
studies [43], the formable diameter of self-supporting
channels has been significantly increased (≥20 mm).
A serpentine cooling geometry [44] is able to improve
process performance by imposing a cooling curve
characterized by a higher slope with respect to
traditional channels.
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5. Performance and Properties of Mold Materials and Injected Polymers

Molds or inserts used in injection molding processes can be produced by additive
manufacturing, which is referred to here as Rapid Tooling for Injection Molding (abbrevi-
ated as RTIM in this paper) [47,48]. Currently, RTIM using polymeric materials is being
explored thanks to the development of additive technologies for polymers, greater access
to these additive technologies, and their lower costs compared to metal additive technolo-
gies [49–51]. RTIM has thus produced a new market niche in injection molding by enabling
low-volume production.

Polymer RTIM poses several challenges regarding its performance and effects on the
properties of the injected parts made of polymers. The performance of polymer RTIM
(intended for low-volume production) has been compared to that of traditional metal
molds in terms of useful life, mechanical and thermal behavior, and other characteristics;
nevertheless, their performance is completely different.

Most studies into polymer RTIM have focused on the performance of the mold and
the properties of the injected parts, two elements that will be discussed below.

5.1. Failures in Polymer RTIM

Failures in polymer RTIM can occur due to several factors derived from the material
of the polymer mold (i.e., glass transition temperature [5,52], heat deflection tempera-
ture [1,53], thermal expansion coefficient [6,54], and its mechanical properties [3,41,55,56]);
the high shrinkage of the injected polymer [41,52] or the use of fiber-loaded materials [42];
the conditions of the injection process at high injection temperatures [3,57]; the heating and
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cooling cycle of the process [47,54]; extreme conditions of high shear stress, shear strength,
and pressures during injection; strong part ejection forces [3,6,41,58]. Mold geometry
can also contribute to failures in very specific sections, such as injection points and thin
mold cores or pins that are weakened when subjected to high pressures or contractions
of the injected material [3,52,58]. Some of these factors may be more critical than others,
or they can produce a combined effect. The Ishikawa diagram (cause-effect diagram) in
Figure 6 connects details and relates different sources of crack generation and propagation
in polymer RTIM that lead to subsequent failures.
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5.2. Characterization of Properties of Polymer RTIM and Injected Materials

In order to extend the lifetime of polymer RTIM products, it is important to find
a balance between mechanical properties, thermal properties, and injection molding pro-
cess conditions for a given mold. Additionally, the injected material is affected by the
characteristics and properties of the mold, as well as the conditions of the injection process.
Table 3 summarizes studies that have evaluated different polymer RTIM processes and their
respective injected materials. This table also includes a characterization of the properties
of the mold material, the injected part, and the method adopted to evaluate the injection
process (i.e., predicted by computer simulations or monitored experimentally by sensors
and/or data collection equipment).

Table 3. Summary of studies that have evaluated different polymer RTIM processes.

Mold Material Additive Technique
or Machining

Method Used
to Evaluate

Mold Performance
Injected Polymer Results (Mold/Part) Ref.

Aremco 805 epoxy FDM Accuracy of
injected parts Polyamide

The dimensional error of the
injection-molded part is less than 3%,
and the warpage is almost 1 mm across
the length of the component.

[59]

Acrylate-based
photopolymer

Digital Light
Processing (DLP)

Mold failure
(# of shots vs. failure) Liquid silicone rubber

Small-sized parts for drug-releasing
(micro)implants were manufactured
using micro injection molding. Molds
manufactured by DLP did not suffer
significant wear when they were used
for a low number of microinjection
molding cycles (n ~ 8).

[60]

Digital ABS, aluminum PolyJet Characterization of
molded parts Isotactic polypropylene

Injected parts showed slower cooling
rates in Digital ABS inserts. Parts
molded using aluminum tooling did not
show a crystal structure. Additionally,
parts molded on the digital ABS inserts
exhibited higher shrinkage than those
molded using aluminum tooling. The
change in morphology and the presence
of voids significantly affected the tensile
behavior of the parts molded in Digital
ABS, which broke with little cold
drawing and exhibited higher tensile
module a higher yield strength.

[61]

PEI (Polyetherimide) FDM

Thermal performance
(specific heat capacity,
i.e., Cp, and glass
transition temperature);
mechanical
performance (Young’s
modulus, loss factor,
and compression tests);
structural simulation

Polypropylene, POM

The PEI resulted thermally stable but
not suitable for injection molding
production of polypropylene parts due
to prolonged cooling times and the
elastic deformations of the inserts.
Regarding the POM parts, the polymer
insert did not present relevant damage.
However, some problems occurred:
difficult de-molding of the POM parts
and water permeation through the
inserts when the cooling system
is active.

[62]

Photopolymer
Rigur (RGD450) PolyJet

Mold failure (# of shots
vs. failure) and accuracy
of injected parts

Polypropylene
Between 94 to 122 parts (with some
geometrical parameters such as
undercuts) were injected.

[63]

ABS and nylon (coated
with copper) FDM

Stainless steel powder
combined with
polypropylene as binder
(metal injection
molding, MIM)

The heat dissipation of the polymer
mold was low compared to that of the
metal mold. Therefore, the MIM part
needs a longer cooling time inside the
mold before ejection.

[64]

Epoxy Biresin,
aluminum powder, SL
resin, short steel fibers,
and tool steel

Mold inserts
manufactured by
vacuum epoxy casting
and stereolithography

Experimental data
(pressure, temperature,
ejection forces);
computer simulation of
injection molding
(pressure, mold
temperature);
structural simulation

Polypropylene
homopolymer

Molds made by stereolithography are
viable if mold temperatures are
controlled at 15 ◦C above the glass
transition of the mold material.
Otherwise, they exhibit premature
failure, and their useful life is not
enough for injection molds. The authors
estimated the pressure associated with
the high shrinkage of the injected
polymer on the pins in the mold, which
should be taken it into account to avoid
failures in these elements.

[52]
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Table 3. Cont.

Mold Material Additive Technique
or Machining

Method Used
to Evaluate

Mold Performance
Injected Polymer Results (Mold/Part) Ref.

Epoxy-acrylate PolyJet
Experimental data
(cavity pressure,
strain–time diagram)

Polypropylene
homopolymer

The authors implemented on-line
monitoring of the cavity pressure during
the injection process, and they
determined its effect on the deformation
of the polymeric inserts by finding
a direct relationship between these
two variables.

[6]

Different
liquid photoresins SLA 3D printing

Mechanical
performance (flexural
modulus); thermal
performance (heating
rate, maximum
temperature, heat
deflection temperature);
cavity dimensions;
experimental data
(pressure, temperature)

LDPE

It was found that flexural modulus and
elongation (two mechanical properties)
are more relevant than deflection
temperature under load to evaluate the
performance of polymer molds made by
additive SLA. The latter is useful to
produce mold designs that require
several changes in shape
and dimensions.

[4]

Methacrylic
photopolymer

Vat
photopolymerisation

Accelerated thermal
ageing (weight loss of
insert); mold failure
(# of shots vs. failure);
and mold
surface features
(average roughness)

-

The application of accelerated thermal
aging to polymer mold inserts is a test to
evaluate and predict their behavior
when they are subjected to thermal
loads that determine cyclic stresses. It
was found that the stresses induced by
the thermal loads of the injection
molding process can be reduced by
increasing cooling time; however, this
produces longer cycle times, thus
reducing productivity.

[54]

Ceramic-filled epoxy
composite, steel,
and aluminum

SLA
(polymeric composite)

CAE software (mold
temperature); mold
failure (# of shots vs.
failure); mechanical
performance (Young’s
modulus, tensile
strength, elongation);
fiber characterization of
polymeric composite

Polypropylene

The reinforced polymer mold withstood
the injection of more than 100 parts
before failure. The injected parts made
of long-fiber reinforced polypropylene
showed good mechanical properties and
good dimensional accuracy.

[42]

Digital ABS -

Mold failure (# of shots
vs. failure); thermal
properties (heat
capacity, heat deflection
temperature, thermal
expansion); CAE
software (shear rate,
shear stress,
mold temperature)

ABS

Failure in the polymer mold was
produced by a concentration of high
temperatures, especially in the areas of
the injection point and the mold cavity
because higher shear rates and shear
stresses were generated during mold
filling. In polymeric molds, the
solidified layer in the injected polymer is
smaller than in typical steel molds,
which indicates a more even cooling of
the injected polymer through the
flow path.

[3]

Digital ABS, polyamide
(PA) 3200 GF,
and aluminum

PolyJet, selective laser
sintering (SLS),
and milling

Surface roughness Copolymer
polypropylene

The parts injected using RTIM showed
a lower percentage of elongation
compared to those injected in aluminum
molds. This is explained by the lower
thermal conductivity and higher
roughness of the cavities in
polymer RTIM.

[7]

Epoxy-based resins PolyJet

Experimental data
(mold temperature
distribution, mold
temperature vs. time)
and mechanical
performance (storage
modulus, loss factor)

Polypropylene and
polylactic acid (PLA)

A comparative evaluation of three types
of polymer mold inserts (i.e., without
cooling channels, with conventional
cooling channels, and with conformal
cooling channels) determined that there
was no difference in cooling efficiency
between the insert without channels and
that with conventional channels. The
mold insert manufactured with
conformal channels reduced the thermal
load cycle by up to 70%, with good mold
temperature control with respect to the
glass transition temperature of the
mold material.

[5]
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Table 3. Cont.

Mold Material Additive Technique
or Machining

Method Used
to Evaluate

Mold Performance
Injected Polymer Results (Mold/Part) Ref.

Ceramic
photopolymer composite

Vat
photopolymerization

Dimensional accuracy
(dimensions over
10,000 shots) of mold
and part

-

The diameters of the cylindrical
elements in the mold were much smaller
than the nominal diameters, which was
due to the curing process of the
photopolymer at the corners and edges
after the printing process. The right
angles of the corners did not undergo
very significant changes in a range from
500 to 1000 injections.

[49]

Digital ABS PolyJet

Mold failure (# of shots
vs. failure); CAE
software (injection
pressure, injection
speed, shot volume,
confidence of fill,
ejection time,
cooling time)

Polycarbonate

Reducing mold temperature and
increasing melt temperature were the
most important changes to delay failure
in polymer rapid tooling inserts.

[57]

Form 2 high temp. resin Stereolithography,
PolyJet

Mold failure (# of shots
vs. failure) Polystyrene

Using a hybrid mold (Master Unit Dye +
AM inserts), it was possible to produce
up to eighty components using both
SLA and PolyJet printed molds.

[65]

Digital ABS, RGD450,
Accura Bluestone,
Accura SL5530, Accura
Xtreme, High Temp,
Tough, PerForm, CE221,
PA 3200 GF, and steel

PolyJet,
stereolithography, CLIP,
selective laser sintering,
and milling

Mold failure (# of shots
vs. failure)

Polypropylene, PA6,
and PA6+GF30%

Two polymer reference materials, i.e.,
PerFrom and PA 3200 GF, offer a great
technological advantage to make
injection molds because all the polymers
under evaluation could be injected
without experiencing complete failure of
the insert. They can even be used to
inject high melting polymer materials.

[1]

Though resin (THO),
High Temperature (HT)
resins, polyamide 12
filled with 50% of
aluminum (PA50Al),
and photopolymerization
resin (ABS-like)

Stereolithography, laser
sintering, and resin
photo-polymerization
(3D-PolyJet)

Mechanical
performance (tensile
strength, Charpy
impact, flexural
strength) and mold
failure (# of shots
vs. failure)

Elastomeric
polyethylene,
polypropylene,
and ABS

Three mold materials obtained the
highest elasticity and flexural modulus:
HT, PA50Al, and ABS resin. They are the
most appropriate materials to
manufacture polypropylene injected
prototypes. However, in the injection
tests, the prototype mold made of ABS
was only able to resist 12 injections
before it began to crack.

[66]

Acrylic-based
photopolymer PolyJet

Accuracy of injected
parts; thermal
properties (specific heat)

High density
polyethylene

The injected parts showed large
shrinkages. The mold printing material
indicates that the glass transition
temperature is located at 55 ◦C.

[67]

VisiJet FTX Green Stereolithography Mold failure Polypropylene

The failure of the insert mold was due to
flexural stresses exerted by melt flow on
the face of features perpendicular to flow
front. Longer cycle times increase the
ejection forces that may damage the tool.

[68]

420 stainless steel,
bronze alloy, and
ABS-like photopolymer

Milling, DMLS,
and PolyJet

Thermal properties
(specific heat); surface
features (average
roughness); mold
failure (# of shots vs.
failure); CAE software
(mold temperature,
deformation, stress);
experimental data
(mold temperature);
cavity dimensions
(average dimensions);
mechanical
performance
(tensile strength)

Polypropylene

Regarding inserts of PolyJet molds, the
coefficient of thermal expansion and
compressibility of the polymeric insert
material should be taken into account to
calculate the nominal measurement of
the injected part. Additionally, during
ejection, ejection force, demolding angle,
and cavity surface roughness should be
reduced to facilitate ejections with
minimal part-to-cavity interference and
avoid polymer mold failure.
Mold inserts manufactured by DMLS
performed similarly to inserts machined
from metal, with no failure up to
500 injection cycles.

[41]

Digital ABS, SAE 1045
steel, and Zamak 8 PolyJet and milling

Surface features
(average roughness);
mold failure (# of shots
vs. failure);
cavity dimensions
(average dimensions)

Polypropylene

The polymer injected in the ABS mold
showed a slight increase in tensile
strength and elastic modulus, and its
impact resistance was increased by more
than 30% compared to the parts injected
in steel and Zamak. The crystallinity
results of the injected polypropylene
were not consistent with the cooling rate
offered by the ABS mold because said
polypropylene showed a lower degree
of crystallinity than the parts injected in
steel and Zamak.

[69]
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Table 3. Cont.

Mold Material Additive Technique
or Machining

Method Used
to Evaluate

Mold Performance
Injected Polymer Results (Mold/Part) Ref.

Formlabs White Resin,
PolyJet Objet RGD515,
and PEEK

Stereolithography
(SLA), PolyJet,
and Fused
Deposition Modelling

Accuracy of
injected parts Polylactic acid (PLA)

The molds manufactured by
stereolithography and PolyJet produced
better finishes on the injected parts,
while the mold made of PEEK by molten
filament manufacturing presented
delamination. In the SLA and PolyJet
molds, the accuracy of the injected parts
exhibited an average variation of less
than 5%.

[70]

Digital ABS, aluminum,
and Very
High Molecular
Weight Polyethylene

PolyJet, milling
Finished mold
roughness; finished
mold profiles

Cyclic olefin copolymer;
polypropylene

The surface finish of 3D printed molds
can be improved by applying coatings
on the mold surface to inject
optical components.

[71]

Photopolymer R11,
steel, and aluminum

Stereolithography
and milling

Thermal properties
(heat capacity);
mechanical
performance (storage
modulus, dimensional
change); cavity
dimensions (average
dimensions); mold
failure (# of
shots vs. failure)

Polystyrene

The cooling time of polymer rapid
tooling inserts is longer than that
applied to aluminum and steel inserts
due to their higher heat capacity
compared to metal inserts.
The dimensional changes of the
polystyrene moldings (concerning part
design and polymeric insert) were in the
range 18–4 per cent.

[72]

6. Previous Studies of the Cost Model

In recent decades, in the context of the new industrial revolution, the technological
potential of AM has increased and favored the development of different technological
enablers such as cloud computing, cyber-manufacturing, and augmented reality [73]. This
presents an ideal scenario for the creation of intelligent companies with a high degree of
efficiency in their processes. However, during this technological advancement, the field
of AM has been slow in establishing accurate cost models that can support corporate
decision-making. Current literature describes different cost models classified by approach,
AM technique, or the field of application where they are evaluated [74–77]. As this study is
focused on AM in Injection Molding (IM), the following subsections highlight the main
findings and results of cost models that have been used in this area.

6.1. Cost Models for AM as a Disruptive Technology in the IM Process

According to the literature, AM has been established as a disruptive technology that
seeks to replace traditional manufacturing (TM) [36] because, compared to many conven-
tional approaches, AM offers design freedom to manufacture complex and integrated parts.
Using AM, tools or other processes are not necessary to create functional parts; hence,
AM reduces the time needed to introduce a product into a market and, consequently, its
total costs [36]. Many studies have compared and evaluated the break-even points of cost
and production times of AM and IM for certain lot sizes. For example, Hopkinson and
Dickens [37] were some of the first authors who identified the main sources of costs of
Rapid Manufacturing (RM) related to AM. They showed that AM can compete against IM
costs in situations of relatively high volumes. In the analysis and cost model they proposed,
machinery, labor, and material costs represent the most critical variables [37]. Other authors
later expanded on the work of Hopkinson and Dickens because they did not take into
account a series of considerations in their model. For example, subsequent studies have
investigated the construction and orientation of the manufactured parts (where packaging
and distribution also play an important role), recycled material, and direct and indirect
costs. Additionally, other papers have analyzed the production of copies of the same part
and simultaneous production of different parts by SLS [38,39].

Another study [78] aimed to reduce costs and the final redesign of a part of a com-
ponent previously produced by IM. In said study, it was demonstrated that RM can have
economic potential for medium-sized production lots, and a break-even point was found at
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a production volume of around 87,000 units. However, a critical point in the AM model
was the high acquisition cost of the SLS systems, which can be a decisive factor to migrate
from one technology to the other [78]. Moreover, as a result of the growing popularization
of low-cost 3D printing, additive techniques have had an exponential evolution. In 2015,
$4.2 billion dollars were spent on AM in the US [79], which demonstrates the expansion of
these alternative manufacturing techniques.

Achillas et al. [80] furthered the work of Hopkinson and Dickens because they not
only evaluated the costs associated with SLA, SLS, and FDM techniques, but also included
in their model the emerging PolyJet technique. The latter was used as an RT manufacturing
method whose process was complementary rather than disruptive to the IM process. In
their study, the key parameters were determined by lead time and total production cost.
They also included variables such as time and pre-processing and post-processing cost.
In their case, using RT to make soft molds by means of PolyJet was a very cost-effective
method to manufacture new products in the range from 100 to 1000 units, while SLS was
the most cost-effective AM technology in terms of time and cost.

In [79], the authors calculated the break-even points of AM and TM as a function
of part mass, density, and lot size. Additionally, they took into account the cost of the
material, equipment purchase, initial capital cost, time constraints, waste, overhead costs,
etc. in order to construct a complete and realistic model. Based on this, they carried out
a sensitivity analysis that showed that, in AM, material cost and part density were the
variables most susceptible to variation; in turn, in IM, material cost, and mold cost per part
presented the greatest changes. A lot size of approximately 200 units was the break-even
point when deciding between AM and IM [79].

6.2. Cost Model as a Complement to AM in IM

Recently, from the perspective of cost estimation, some studies have investigated how
AM can create added value when it is used as a complement to the IM process. Neverthe-
less, there is still a gap in the literature concerning the economic aspect of this object of
study; hence, the following paragraphs will detail some articles that have encouraged the
combination of these two technologies.

In [12], the authors sought to create synergy between the AM technique called Digital
Light Processing (DLP) and conventional manufacturing processes. In their study, the
main costs were pre-processing, construction, material, post-processing, and overhead.
Regarding IM, the variables that most contributed to the cost were mold, material, and
production. They concluded that tool cost was decreased by 80% when AM was used
instead of CNC to create molds. The reduction in tooling cost could be approximately
€ 3489 (US$ 3995) for the largest geometry and € 996 (US$ 1140) for the smallest geometry
in their study. Later [74], the same authors continued to study the cost estimation model
employing the same AM technique, finding break-even points of up to 110,000 pieces when
RT was used in IM. In addition, they reported longer processing times in AM (increasing the
processing cost by 4%) because a longer cooling time was needed for polymer molds [74].

Kampker et al. [1] made a technological and economic comparison of 10 AM materials
in the context of RT in order to provide guidelines to select materials for this type of
applications. They found that the mold material with the greatest potential was PA3200 GF
using the SLS technique, which reduced costs by 84.2% compared to tool steel. A year later,
Ayvaz et al. [81] created an extended model to estimate costs and lead times of AM tools in
IM. In their model, tool life was a key variable. They concluded that, using AM, tooling
costs, by an estimated 20% to 66%; lead time, by up to 50%.

Figure 7 shows the investments needed if AM complements IM for soft tooling and if
AM replaces IM to manufacture functional parts. As AM has become more widespread in
the last decade, companies such as MakerBot Inc. and Ultimaker Inc. have made parts at
lower costs [82]. Nowadays, 3D printers are more affordable due to a decrease in the cost
of computer processors and the expiration of patents that protected existing systems [79].
In Figure 7, the investment needed to produce units by AM is very low when production
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volumes are low; however, as the number of units increases, the investment is drastically
affected. This is due to the longer processing and post-processing times required to improve
the final properties of parts made by AM. In addition, because the raw material of AM is
usually up to 10 times more expensive than that of IM [79], the break-even point of AM
is found at low-volume production [74]. Nevertheless, IM represents a very high initial
investment, partly due to the cost of the tooling. Although the production cost of a few
parts by IM is relatively low, other alternatives could reduce it. For instance, using soft
tooling by AM for IM would require a medium-sized investment and would be suitable for
low- and medium-volume production, as shown in Figure 7.
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Table 4 summarizes studies that have estimated the costs of AM as a disruptive and
complementary technology to IM.

Table 4. Summary of studies into cost models of AM as a disruptive and complementary to IM.

Related Studies

Cost Approach

AM Techniques Year
Disruptive

Synergy
between AM

and IM

[37] X FDM, SLS, SLA 2003
[38,39] X SLS 2006–2007

[78] X SLS 2012
[12] X DLP 2017
[80] X X FDM, POLYJET, SLA, SLS 2017
[79] X FDM 2017
[74] X DLP 2019
[81] X POLYJET 2020

7. Conclusions

Mold design, an especially relevant aspect of the mold life cycle, represents around 80%
of the total production cost. Therefore, designers should analyze and study technical guides
(such as that in Section 4) in detail to properly design complete structures (e.g., ejection
systems or ejectors, guides, cavities, runners, and gates).

Conformal cooling channels represent an innovative technique in mold design because
they achieve shorter cycle times than conventional and parametric cooling channels. This
technique should be further explored because it is closely related to AM.

Emerging technologies such as AM meet the new requirements imposed by the market
(e.g., personalization and reduction of the product life cycle) because the products are
made faster and complex parts can be freely designed. However, the costs associated with
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this type of technology increase exponentially because the materials, the acquisition of the
machine, and processing time can affect the profitability of the process chain. Therefore,
recent research has focused on the creation of cost models where AM is complemented by
TM in the context of IM for low-, medium-, and high-volume production, which generates
new business models and improves the efficiency of the processes.

The thermal and mechanical performance of polymer molds made by additive manu-
facturing for polymer injection is completely different from that of traditional metal molds.
Hence, polymer molds should be previously evaluated to estimate their durability and
changes caused by the injection process conditions. It is also important to quantify the
properties of the polymer mold material and how they can affect the quality characteristics
of the injected part, such as dimensional accuracy, shrinkage, and defects. This evaluation
and economic manufacturing criteria can be used to justify the use of polymer injection
molds made by additive manufacturing, which are generally well suited for medium- and
low-volume production.
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Abstract: The extrudate swell, i.e., the geometrical modifications that take place when the flowing
material leaves the confined flow inside a channel and moves freely without the restrictions that are
promoted by the walls, is a relevant phenomenon in several polymer processing techniques. For
instance, in profile extrusion, the extrudate cross-section is subjected to a number of distortions that
are motivated by the swell, which are very difficult to anticipate, especially for complex geometries.
As happens in many industrial processes, numerical modelling might provide useful information
to support design tasks, i.e., to allow for identifying the best strategy to compensate the changes
promoted by the extrudate swell. This study reports the development of an improved interface
tracking algorithm that employs the least-squares volume-to-point interpolation method for the grid
movement. The formulation is enriched further with the consistent second-order time-accurate non-
iterative Pressure-Implicit with Splitting of Operators (PISO) algorithm, which allows for efficiently
simulating free-surface flows. The accuracy and robustness of the proposed solver is illustrated
through the simulation of the steady planar and asymmetric extrudate swell flows of Newtonian
fluids. The role of inertia on the extrudate swell is studied, and the results that are obtained with
the newly improved solver show good agreement with reference data that are found in the scientific
literature.

Keywords: extrusion; extrudate swell; interface tracking; least-squares volume-to-point interpolation;
consistent PISO; finite volume method; OpenFOAM

1. Introduction

Free-surface flows are encountered in many polymer processing and environmental
applications [1,2]. Nevertheless, the variety of the analytical solutions for free-surface
flows is usually very limited, even for very simple cases [3]. On the other hand, the
experimental observations of real phenomena are onerous [3], and many experimental
techniques are suitable for single-phase flows and undergo many difficulties to be extended
to two-phase flows [4]. For these reasons, the use of numerical simulations to provide
useful information about free-surface flows would be of great advantage. Flows with
a free-surface are difficult to be modeled since the free-surface is a moving boundary,
whose location is merely known initially, and it has to be determined later during the
simulation [5]. There are different ways of modeling free-surface flows: the Interface
Tracking (IT) approach, in which the free-surface is tracked using a sharp interface, and a
dynamic computational grid is applied to follow the movement of the free-surface; and,
the Interface Capturing (IC) approach, in which the free-surface is not treated as a sharp
interface and, generally, the computational grid is static. Among the methods following
the IC approach, the Marker-And-Cell (MAC) [6] method is based on a finite difference
scheme applied to an Eulerian grid to solve the Navier–Stokes equations for the fluid flow
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motion, and resort to Lagrangian virtual particles to impose the movement at the free-
surface, which is based on the velocity interpolated from the Eulerian grid [7,8]. Although
the MAC method provides accurate information on the free-surface location [8,9], the
computational cost is enormous, because the number of particles needed to reconstruct the
free-surface is vast [5]. Instead of considering virtual Lagrangian particles to reconstruct
the free-surface, the Volume-of-Fluid (VoF) method [10] solves a transport equation to
calculate the volume fraction of each fluid present in the interface cells. Although the
VoF method is more efficient than the MAC method, and is more practical for complex
interface shapes, it considers the interface as a layer that usually covers one to three
computational cells [5]; therefore, it does not provide an exact location of the free-surface.
Despite many attempts to obtain the precise local curvature of the free-surface, when using
the VoF method [9,11–14], this disadvantage still remains. One of the attempts employed
to compute sharp interfaces for free-surface flows was implemented by Roenby et al. [15],
by using the so-called isoAdvector algorithm, which follows two-steps: first, it computes
an isosurface to evaluate the distribution of fluids inside the cells (known as the surface
reconstruction step); and second, it advects the face–interface intersection line to obtain
the time evolution within a time step of the submerged face area (known as the advection
step). The method provided very satisfactory results in terms of volume conservation,
boundedness, surface sharpness, and efficiency for two-dimensional and three-dimensional
problems on both structured and unstructured meshes. The Level-Set (LS) method, which
was proposed by Osher and Sethian [16], is another method that considers the contour
of a smooth scalar function to specify the location of the free-surface. In this method, the
value of the scalar function at a computational grid cell is often calculated based on the
signed distance function [11,17,18]. Although the transition of fluid properties through the
interface is smooth, it experiences difficulty if the curvature of the free-surface undergoes
rapid changes [8]; and, also there is a need to define a transition region with a finite
thickness [5]. Furthermore, mass conservation is an issue when using the LS method [5,8].

Because the VoF and LS methods are based on an implicit identification of the free-
surface through the volume fraction and distance function, respectively, they are commonly
called IC methods. From the reasoning that is explained above, the lack of prediction
of the exact location of the free-surface, the high computational cost, and the precise
calculation of the representation of surface forces (for example, surface tension) are the
general disadvantages of the IC methods. On the other hand, IT methods use an explicit
discretization of the interfacial discontinuity [19,20], which applies a body-fitted (boundary-
fitted) grid and the free-surface boundary is tracked using mesh movement. Because the
free-surface is treated as a sharp interface, it is the most accurate approach, albeit with
limitations on the deformation of the free-surface.

Although limited in their application, IT methods have an important role in the
numerical analyses of fundamental multiphase flows, such as the extrudate swell (or die
swell) phenomenon exhibited by viscous fluids exiting long slits or capillary dies [21–30].
Extrudate swell, which is also known as Barus effect [31], occurs when melted polymer
comes out of a die, where the size of the emerged polymer becomes different from the size
of the die. This even happens in Newtonian fluids due to the streamline rearrangements at
the die exit [32], which is around 13% for cylindrical channels and 19% for sheets at very
low Reynolds numbers, while, at high Reynolds numbers, the swell shrinks and, finally,
the Newtonian liquid comes out like a thinning jet. The extrudate swell of polymers is
usually in a very low range of Reynolds numbers from 10−4 to 10−2, and the swell ratio
can reach as high as 400% in specific cases, which are related to the viscoelastic character
of polymers. Experiments have shown that, when the die length is short enough, the
extrudate swell grows when compared to a case with the same mass flow rate, but a longer
die, which is commonly attributed to the memory of entrance. Thus, the swell in short
dies is a consequence of two components, the memory of entrance and also the normal
stress release at the die exit. In addition to these parameters, temperature also influences
extrudate swell. The thermal effects can increase the extrudate swell up to 15%. If the
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die temperature is lower than the melted polymer, the viscosity of the melted polymer
increases at the wall and, therefore, the flow becomes limited and it undergoes a lower
swell when compared to the case where the die temperature is higher than the melted
polymer, where the liquid is less viscous at the wall, which lubricates the flow and results
in a larger swell. Another important parameter for the polymer extrudate swell is the
molecular structure of the polymer, since the first normal stress difference that appears
at the die exit is affected by the molecular weight distribution. Furthermore, long chain
branching enhances extrudate swell in polymers [33].

It is crucial to know the dimension of the emerging polymer from the die, since it de-
termines the exact size of the extruded products; therefore, many attempts have been made
to obtain equations for anticipating the swell ratio [31,34]. As an example, Tanner [35]
introduced an equation for the swell ratio of a Maxwell-type constitutive equation of a
viscoelastic fluid, and then revised it several years later [36] while considering that the first
normal stress difference obeys N1 = kτm, where τ is the fluid shear stress and k and m are
model parameters, instead of the initial assumption N1 = constant× τ2. A large number of
investigations of the die swell phenomenon are reported in the literature, which goes from
two-dimensional (2D) to three-dimensional (3D) flows, from Newtonian to viscoelastic
fluids rheology or from isothermal to non-isothermal flows. Crochet and Keunings [21]
presented a 2D numerical investigation on slit die swell with three finite element meshes
and two different techniques, a mixed and an extended u− v− p methods, and concluded
that the swelling ratio depends upon the method that is used for its calculation and, for
a given method, it is highly dependent upon mesh refinement. Subsequently, Mitsoulis
et al. [22] used viscometric flow equations to simulate the swelling of viscoelastic fluids
from long slit and capillary dies. The obtained results showed that, even when using this
simple model for viscoelastic calculations, they were in good qualitative agreement with
other numerical simulations, which employ a constitutive equation satisfying tensorial
invariance, but accelerate the breakdown of the iterative scheme. Another work from the
group of J. Vlachopoulos was presented by Karagiannis et al. [23], which studied the
3D free surface die swell of a Newtonian fluid in different geometries, specifically square,
rectangular, equilateral triangular, bow-tie, and key-hole-shaped geometries. The obtained
results were compared with experimental measurements and other numerical calculations
with favourable agreement. The swelling ratios were found to strongly depend on the
die geometry. The group of Crouchet also presented calculations for steady state 3D free
surfaces of Newtonian and power-law fluids in the work of Wambersie and Crochet [24].
They combined a pseudo-transient marching technique, a decoupling algorithm, and a
conjugate gradient solver to reduce the cost of the 3D calculations. The method was em-
ployed to study the circular, square, and rectangular die-swell problems, where the effects
of inertia and shear-thinning were revealed. The works of Legat and Marchal [25,26]
addressed the prediction of 3D free surface extrudate flows with a fully implicit finite
element algorithm, in the sense that a Newton–Raphson scheme was applied to all vari-
ables and is geometrically general. The algorithm was employed to compute the extrudate
swell of a rectangular die and in various complex sections containing multiple corners.
The obtained results showed that the extrudate shape exhibits large deformations in the
vicinity of all re-entrant corners, which would not be possible to predict in 2D simula-
tions. Subsequently, the works of Georgiou and Boudouvis [27] and Mitsoulis et al. [28]
studied the effects of inertia, surface tension, gravity, slip, and compressibility for both
the 2D planar and axisymmetric extrudate-swell flows of Newtonian fluids. Recently, 3D
isothermal and non-isothermal viscoelastic flow calculations with a transient finite element
method for predicting extrudate swell of domains containing sharp edges were conducted
by Spanjaards et al. [29,30]. The obtained results showed that the extrudate swelling is
highly dependent on the rheological parameters and the constitutive model used, and
that the wall temperature of the die can lead to a change in the bending direction. All
of the presented works employed the finite element method to solve the problem of the
extrudate swell for Newtonian and viscoelastic fluids. The present work aims to revisit the

69



Polymers 2021, 13, 1305

Newtonian extrudate swell flow problem by using the finite volume method, which is the
core of the open-source computational library OpenFOAM [37].

When dealing with a steady state process, which is the case of profile extrusion, IT
is usually the best alternative, since it does not present the problems that are related to
interface diffusion inherent to the IC methods. OpenFOAM [37] comprises a solver to
simulate free-surface flows following an IT approach, which was proposed by Tuković
and Jasak [38]. One of the disadvantages generally raised to the IT methods is their
computational efficiency, and many attempts have been carried out in order to increase the
convergence rate of the pressure–velocity calculations [39–41]. Tuković et al. [41] proposed
a non-iterative Pressure-Implicit with Splitting of Operators (PISO) algorithm based on
extrapolation of mass flux, nodal velocity, and pressure from two previous time steps in
order to have an approximation of these quantities in the new time step, and obtained a
second order temporal accuracy in the cases with static and dynamic meshes.

This work aims to assess the capability of the solver that was developed
by Tuković and Jasak [38] with the non-iterative PISO algorithm proposed by Tuković
et al. [41] to efficiently simulate the extrudate swell phenomenon. For this purpose, the
developed solver couples the interfaceTrackingFvMesh and interTrackMeshMotion libraries
that are available in OpenFOAM [37] with the consistent second-order time-accurate non-
iterative PISO algorithm. A least-squares volume-to-point interpolation method for the
grid movement, which enables an efficient and accurate tracking of the free-surface motion,
is employed. The enhanced algorithm is used to simulate the steady-state Newtonian
extrudate swell problem in both planar and axisymmetric geometries for a parametric
study of the effects of inertia, and the obtained results are compared with the reference
data of Mitsoulis et al. [28]. Notice that, although the results presented here are limited to
Newtonian fluids, the effects which are discussed can be qualitatively applied to all fluids
(e.g., viscoelastic fluids). The main aim of this work is to present an open source finite
volume numerical framework that can handle the extrudate swell problem in an efficient
way, which can be extended in the future to allow simulating other fluids rheology.

2. Mathematical Formulation

In this section, the governing equations and numerical method employed for sim-
ulating the two-phase fluid flow with a sharp interface are described, while using the
finite-volume method and an interface tracking algorithm for the moving mesh. The
numerical scheme developed in this work is enhanced with the consistent second-order
time-accurate non-iterative PISO algorithm [39–41] to reduce the computational wall time
of the simulations and, for the moving mesh calculation, a Laplacian scheme is used with a
least-squares interpolation, which allows for robust and stable deformation of the interface.

2.1. Governing Equations

The mass and linear momentum conservation laws are the equations of motion gov-
erning the isothermal flow of incompressible Newtonian fluids inside an arbitrary volume
V bounded by a closed surface S,

∮

S

n · u dS = 0, (1)

d
dt

∫

V

u dV +
∮

S

n · (u− us)u dS =
∮

S

n · (ν∇u) dS−
∫

V

∇P dV, (2)

where n is the outward pointing unit normal vector on S, u is the fluid velocity, us is
the surface S velocity, ν is the fluid kinematic viscosity, and P is the kinematic pressure
obtained by subtracting the hydrostatic kinematic pressure Phydrostatic = g · r from the
absolute pressure, where g is the gravitational acceleration and r is the position vector.
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For an arbitrary moving volume, the relationship between the rate of change of the
volume V and the velocity us is defined by the geometrical (space) conservation law [42],

d
dt

∫

V

dV −
∮

S

n · us dS = 0. (3)

When considering that the fluid phases are immiscible, the fluid flow
Equations (1) and (2) can be used for each phase individually and, at the interface, the
proper boundary conditions must be used.

2.1.1. Kinematic Condition

The kinematic condition states that the fluid velocities on the two sides of the interface,
u1 f and u2 f , must be continuous (see Figure 1),

u1 f = u2 f . (4)

Figure 1. Representation of the interface with the mesh boundary faces.

2.1.2. Dynamic Condition

From the momentum conservation law follows the dynamic condition, which states
that forces acting on the fluid at the interface are in equilibrium. The general form of the
dynamic condition at the interface, which gives the fundamental relationship between the
jump in stress across an interface and the surface tension force, is given by,

[T2 − T1] · n = ∇sσ− σκn, (5)

where T1 and T2 are the stress tensors that are defined in terms of the local fluid pressure
and velocity fields, as T1 = −p1I+ ν1[∇u1 + (∇u1)

T ] and T2 = −p2I+ ν2[∇u2 + (∇u2)
T ],

respectively, σ is the interfacial tension and ∇s = [I− nn] · ∇ = ∇− n ∂
∂n is the tangen-

tial gradient operator, which appears because σ and n are only defined on the surface.
Equation (5) is a vectorial equation, which is often written in terms of its normal and
tangential components. We proceed by deriving the normal and tangential force balances
appropriately at a fluid–fluid interface that is characterized by an interfacial tension σ.

From the normal force balance follows the pressure jump across the interface [43],

p2 − p1 = σκ − 2(ν2 − ν1)∇s · u, (6)

where κ = −∇s · n is twice the mean curvature of the interface.
The tangential force balance yields a relation between the normal derivative of tan-

gential velocity on the two sides of the interface [43],

ν2[n · (∇ut)2]− ν1[n · (∇ut)1] = −∇sσ− n(ν2 − ν1)∇s · u− (ν2 − ν1)(∇su) · n, (7)

where ut = (I − nn) · u is the tangential velocity component.

2.2. Numerical Method

The numerical integration in time of the mathematical model that is described in
Section 2.1 is performed using a second order accurate implicit method, and the integral
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form of the fluid flow equations are discretized in space using a second order accurate
cell-centred unstructured finite volume method. Detailed information of the computational
domain discretization, of the mathematical model, and interface tracking procedure can
be found in Tuković and Jasak [38], being out of the scope of this work. Here, we devote
our attention to the improvements performed in the numerical algorithm related to both
efficiency and robustness of the calculations. For this purpose, the consistent non-iterative
PISO algorithm [39–41] was employed to assure the pressure–velocity coupling in the
calculation of the free surface flow studied in this work, and a least-squares volume-to-
point interpolation method to compute the interface motion, were newly-implemented in
the two-phase fluid-flow solver with a sharp interface.

2.2.1. Consistent Non-Iterative PISO Algorithm

The rate of convergence of the collocated PISO algorithm is known to be problem
dependent. In this segregated algorithm, a velocity correction term is neglected, which
affects the path to convergence or may either cause the divergence of the numerical
simulation, as a result of an exaggerated pressure correction field. Nevertheless, a common
remedy for alleviating this problem is to under relax the pressure field. However, the
rate of convergence remains a problem. In this work, we modified the original two-
phase flow interface tracking solver, which is based in the segregated PISO algorithm,
by approximating the velocity correction at the main grid point by a weighted average
of the velocity corrections at the neighboring locations, the so-called consistent PISO
algorithm [39–41].

A brief summary of the collocated PISO algorithm is described hereafter, along with
the modification performed to the original formulation, by using the consistent counterpart
of the algorithm, to improve the convergence rate of the calculations. A detailed analysis of
both algorithms can be found in Van Doormaal et al. [39], Issa [40] and Tuković et al. [41].
First, the discretized momentum equations are given by

uC + HC[u] = −Du
C(∇P)C + Bu

C, (8)

with

HC[u] = ∑
f=NB(C)

au
F

au
C

uF, (9)

which is a weighted average that consists of the contribution of the neighbor cell with
centroid F, au

F, and the contribution of the current cell with centroid C, au
C, to the velocity of

the neighbour cells uF. Notice that f refers to a face of the current cell, which shares it with
a neighbor cell. The transient term contribution Du

C and the source term contribution Bu
C

are defined as the vector operators:

Du
C =

VC
au

C
, (10)

Bu
C =

bu
C

au
C

, (11)

where VC is the volume of current cell C. Equation (8) is solved to obtain a momentum
conserving velocity field u∗. Subsequently, the mass flow rate, ṁ∗f , at the computational
element faces should be updated using the Rhie–Chow [44] interpolation,

ṁ∗f = u∗f · S f = u∗f · S f −Du
f

(
∇P(n)

f −∇P(n)
f

)
· S f , (12)
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which allows for obtaining a momentum satisfying the mass flow rate ṁ∗. Here, S f denotes
the normal face area vector and all of the values with an over bar are obtained by linear
interpolation between the values at points C and F. Subsequently, we assemble the pressure
correction equation [40],

∑
f=nb(C)

(
Du

f (∇P′) f · S f

)
= − ∑

f=nb(C)
ṁ∗f + ∑

f=nb(C)


 ∑

F=NB(C)

au
F

au
C

u′F


 · S f , (13)

and solve it to obtain a pressure correction field P′. In the original PISO algorithm, the last
term in the RHS of Equation (13) is neglected, which affects the convergence rate, because,
the larger this term, the higher the error present in the approximation at each iteration is.
Finally, the mass flow rate at the element faces (ṁ∗∗f ) and the pressure (P∗C) and velocity
(u∗∗C ) at the element centroids are updated with the corrected pressure field P′ by,

ṁ∗∗f = ṁ∗f + ṁ
′
f , ṁ

′
f = −Du

f∇P
′
f · S f , (14)

u∗∗C = u∗C + u
′
C, u

′
C = −Du

C(∇P
′
)C, (15)

P∗C = P(n)
C + αpP

′
C (16)

where the superscript (n) denotes the solution at time t = n and αp is the under relaxation
factor for the pressure correction values, which increases the robustness and convergence
behavior of the PISO algorithm.

Nevertheless, even when using under-relaxation factors in the PISO algorithm, the
convergence rate is problem dependent. To improve the efficiency of the two-phase fluid
flow calculations, we modified the original PISO algorithm by simply assuming that the
velocity correction at point C is the weighted average of the corrections at the neighboring
points,

u
′
C ≈

∑
F=NB(C)

au
Fu
′
F

∑
F=NB(C)

au
F
⇒ ∑

F=NB(C)
au

Fu
′
F ≈ u

′
C ∑

F=NB(C)
au

F, (17)

which can be written as,

∑
F=NB(C)

au
Fu
′
F

au
C
≈ u

′
C ∑

F=NB(C)

au
F

au
C

. (18)

Hence, the neglected term in the PISO algorithm (last term in the RHS of Equation (13))
is replaced by the approximate value that is given by Equation (18). Thus, in the consistent
PISO algorithm a smaller term is discarded, which allows for obtaining more accurate
velocity corrections with the momentum equations. Therefore, the convergence rate of the
consistent PISO algorithm is higher than the one of the original PISO algorithm. Notice that
our approach to simulate steady state free surfaces is, in fact, a time-dependent marching
technique that allows separately calculating the free surface movement and the other fields
at the different time steps, which reduces the number of iterations needed to converge to a
steady solution [24].

A detailed analysis regarding the numerical setup for the PISO algorithm allowed
for concluding that 10 outer corrector loops and three pressure–velocity correctors were
needed to obtain stable and converged iterative solutions for all the cases simulated in this
work. Additionally, for the PISO algorithm, the simulations only converged at maximum
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with a Courant number of 0.2, while using the consistent PISO algorithm the simulations
were performed with a Courant number of 1.

2.2.2. Least-Squares Volume-to-Point Interpolation

The mesh deformation is calculated using the Laplace mesh motion equation with
variable diffusivity [45]. The method discretizes the motion equation using the cell-centred
FV method, by which vertex displacements are obtained using a reconstruction procedure,
instead of the commonly employed FE discretization. Detailed information regarding this
procedure can be found in Tuković and Jasak [38] and Jasak and Tuković [45].

Following the work of Tuković et al. [46], we employ the weighted least-squares
method and linear fitting function to reconstruct the vertex displacements from the cell-
centre displacements of the cells surrounding the vertex, which increased the robustness of
the free-surface flows calculation. It is worth noting that, without the least-squares volume-
to-point interpolation, the original mesh motion algorithm available in OpenFOAM [37]
was not able to compute the mesh deformation that occurs in the simulations of the
extrudate swell flows presented in Section 3.

Consider the interpolation stencils for the internal (i) and the boundary (b) vertices
that are given in Figure 2. The former is constituted of all cells sharing the vertex, while, in
the latter, the boundary faces sharing the corresponding vertex are also included into the
stencil. In the vicinity of each vertex i (or boundary b), a linear interpolation function is
considered:

φ(r) = φi0 + Ci · (r− ri0), (19)

where Ci is the unknown coefficient vector, and the field value φi0 and the reference position
ri0 are obtained as the weighted average of cell-centre field and positions values, respectively:

φi0 =
∑n

j=1 wijφij

∑n
j=1 wij

, (20)

ri0 =
∑n

j=1 wijrij

∑n
j=1 wij

, (21)

where φij is the field value in the centre of cell j in the interpolation stencil of the vertex i, rij
is the centre of cell j in the interpolation stencil of the vertex i, and wij is the weighting factor
calculated as the inverse square distance between the position of vertex i and the centre
of cell j. Finally, to obtain the unknown coefficient vector, Ci, the weighted least-squares
method is employed:

Ci =

[(
XTWX

)−1
XTW

]
·Φi, (22)

where X is the n× 3 matrix whose row j is the position vector (rij − ri0) of the cell j in
the interpolation stencil of the vertex i, W is the diagonal matrix whose elements are the
weighting factors for all cells in the interpolation stencil of the vertex i, and Φi is the vector
constituted by the elements (φij − φi0) for all cells in the interpolation stencil of the vertex i.
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Figure 2. Finite volume mesh with an interpolation stencil for the vertex field value reconstruction.
The interpolation stencil is given for the internal vertex i and boundary vertex b.

3. Results and Discussion
3.1. Planar Extrudate Swell of Newtonian Fluids

The first benchmark case study that will be discussed is the planar extrudate swell of
Newtonian fluids. Figure 3 shows a schematic representation of the computational flow
domain, the boundary faces, and an indicative discretization mesh for the initial time-step
(t = 0) and at steady-state. Cartesian coordinates are employed for the description of the
planar flow domain, thus x = (x, y). The half width of the planar channel is denoted as H,
which is considered as the scaling length. The inlet plane is taken sufficiently far upstream
from the exit so that the flow is fully developed with a mean velocity U. Along the axis
of symmetry the standard symmetry conditions are imposed. At the solid die wall the
no-slip (tangential velocity is zero) and no penetration (normal velocity is zero) conditions
are imposed. At the free-surface the kinematic, Equation (4), and dynamic conditions,
Equations (6) and (7), are imposed. Finally, the outflow plane is taken sufficiently far
downstream from the exit, so that the flow is uniform. The die exit of the planar domain is
located at x = 5H from the inlet, and the outflow is located at x = 25H from the die exit.

In this section, we compare the results that were obtained with the newly-improved
interface tracking algorithm with those given by Tanner [1], Georgiou and Boudouvis [27]
and Mitsoulis et al. [28]. First, a mesh convergence sensitivity analysis is performed.
Table 1 summarizes the main characteristics of the meshes employed in this preliminary
study. The rectangular domain was initially discretized with 320 cells in the streamwise
(x), 37 cells in wall normal (y), and one cell in span-wise directions, with this mesh being
named M1. A linear stretch was employed in streamwise and wall normal directions to
have the highest resolution at downstream edge of the die (at S) with the largest to smallest
cell aspect ratio being equal to 2.5. An extensive investigation was carried out on the
necessary grid spacing aspect ratio, and it was concluded that this value was efficient
enough to track the free-surface. Five different meshes, designated M1, M2, M3, M4, and
M5, were found to be sufficient to obtain accurate results for this problem. Table 1 shows
the number of mesh elements used in each direction of the computational domain, the total
number of mesh elements, and the degree of freedom (dof) of the numerical algorithm for
each level of mesh refinement. Notice that each mesh is obtained from the preceding one
by multiplying the number of cells in each direction by a factor of 1.5.
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Figure 3. Schematic representation of the planar extrudate swell domain geometry and boundary
faces (a), of an indicative discretization mesh at the initial time-step t = 0 (b), and at steady-state (c).

Table 1. Finite volume mesh characteristics used in the simulations and Newtonian base results for the extrudate swell
ratio, χ, at Re = 0.1 while using the planar extrudate swell domain geometry.

Mesh Nx× Ny
No. of

Elements No. of Dof χ Error (%)

M1 320× 37 11,840 59,200 1.214 2.3
M2 480× 56 26,880 134,400 1.207 1.7
M3 720× 84 60,480 302,400 1.201 1.2
M4 1080× 126 136,080 680,400 1.198 0.9
M5 1620× 189 306,180 1,530,900 1.195 0.7

Extrapolated - - - 1.187
Mitsoulis et al. [28] - - - 1.186

Tanner [1] - - - 1.190 ± 0.002
Georgiou and Boudouvis

[27] - - - 1.186
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First, we compare our mesh convergence predictions of the steady-state swell ratio,
χ, with the results found in the scientific literature [1,27,28]. The swell ratio is defined
as the height of the free-surface away from the die exit, where the plug flow has been
established, divided by the die height, i.e., χ = h0/H. For the mesh convergence analysis,
we employed the Newtonian fluid at creeping flow conditions (Re = 0.1). Table 1 shows the
extrudate swell ratio for the different mesh resolutions. The accuracy of the developed code
is estimated via the application of Richardson’s extrapolation [47] to the limit, by using the
three most refined levels of mesh discretization. The extrapolated value of the swell ratio
is equal to χ = 1.187, similar to the reference data of Mitsoulis et al. [28], which reported
a value of χ = 1.186 using a FEM numerical algorithm, to the estimated extrapolated
value of Tanner [1] with χ = 1.190± 0.002, and to the converged results obtained by
Georgiou and Boudouvis [27] of χ = 1.186, as shown in Table 1. Additionally, notice
that the relative error calculated between the extrudate swell ratio obtained using M5 (the
most refined mesh) and the one extrapolated using the Richardson’s technique [47] is equal
to
(

χM5 − χExtrapolated

)
/χExtrapolated × 100 ≈ 0.7%. Additionally, notice that, even when

using M1 (the coarsest mesh), the relative error is only 2.3%. In terms of computational
wall time, the simulation of the planar extrudate swell with M1 and M5 took approximately
0.94 and 24.3 hours, respectively, where all of the computations were performed in parallel
using 80 processors on a computer with a 2.70 GHz Intel Xeon CPU E5-2680.

Subsequently, calculations for studying the robustness of the newly-improved inter-
face tracking algorithm were pursued, by increasing the Reynolds number (Re ≤ 10) in
the planar extrudate swell domain geometry. Figure 4 depicts the extrudate swell ratio, χ,
as a function of the Re number, where the blue square symbols are the results obtained by
the newly-improved interface tracking code using M5, and the dashed lines and red and
green square symbols are the results found in the scientific literature [1,27,28]. As can be
seen, the numerical results obtained are in very good agreement with the reference data.

Figure 4. Steady state extrudate swell ratio χ for the simulations using the planar extrudate swell
domain geometry of Newtonian fluids at Re = {0.1, 1, 2, 5, 7, 10}. Dashed lines, and red and green
square symbols represent the results obtained by Mitsoulis et al. [28], Georgiou and Boudouvis [27]
and Tanner [1], respectively, and the blue square symbols represent the results obtained by the
newly-improved interface tracking code.

Figure 5 shows the transient evolution of χ for the planar extrudate swell domain
geometry at Re = {0.1, 1, 2, 5, 7, 10}. The numerical results obtained for Re < 7 show an
undershoot in the values of χ, before reaching the steady-state value. For Re ≥ 7, after the
undershoot in the values of χ, an overshoot is present, and, ultimately, the steady-state
value is reached, being approximately 0.99. This increase of inertia allowed for verifying the
robustness of the improved interface-tracking algorithm, namely the Laplacian solver with
least-squares volume-to-point interpolation, to handle abrupt changes in the mesh motion.
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Figure 5. Transient evolution of extrudate swell ratio (χ) with dimensionless time (t/
(

H2/ν
)

for the simulation of the planar extrudate swell domain geometry of Newtonian fluids at
Re = {0.1, 1, 2, 5, 7, 10}.

The steady-state results for the primary field variables, magnitude of the velocity
vector |u|, and pressure field p, in the form of contours, are shown in Figures 6 and 7,
respectively, for the planar extrudate swell domain geometry, and at different Re numbers.
From a detailed inspection of Figures 6 and 7, we can see that inertia substantially reduces
the free-surface height, as already shown in Figure 4. This fact occurs, because inertia
pushes the material to the center of the domain, generating a peak of negative pressure in
the upper point near the die exit. This result was expected to occur due to the Poiseuille
flow that developed in the upstream region of the domain geometry [48]. Additionally, for
Re = 10, the contour of the magnitude of the velocity vector changes its behavior, when
compared to the lower Re number cases. It can be seen that the maximum values of the
velocity vector magnitude are extended after the die exit for the higher Re case. Finally,
regarding the pressure contours, we can see that the increase of inertia does not change
abruptly the pressure contours, and, at Re ≥ 7, we see an extension of the minimum
pressure values from the top corner of the die exit to the center of the channel, which seems
to cause the reduction in the free-surface height.

Figure 6. Steady state velocity vector magnitude contours for the planar extrudate swell flow of
Newtonian fluids, at Re = 0.1 (top), 1, 2, 5, 7, and Re = 10 (bottom).
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Figure 7. Steady state pressure contours for the planar extrudate swell flow of Newtonian fluids, at
Re = 0.1 (top), 1, 2, 5, 7, and Re = 10 (bottom).

Finally, the efficiency of the newly-improved interface-tracking solver was assessed
by comparing the required CPU wall time per time-step when using the original PISO
algorithm or the enhanced consistent-PISO algorithm. Table 2 shows a comparison of the
dimensionless time-step ∆t/(H2/ν) employed in the simulations of the planar extrudate
swell and the elapsed time per time-step that is required by both PISO and consistent PISO
algorithms for Re = {0.1, 1, 10}, while using mesh M5. For Re = 0.1, the consistent-PISO
algorithm allows using a time-step 21.4 times higher than the one that is used by the PISO
algorithm, and the CPU wall time per time-step that elapsed using the consistent-PISO
algorithm is approximately half of the one taken by the PISO algorithm. For Re = 1 and
Re = 10, the scenario is also favorable to the consistent-PISO algorithm to the detriment of
the PISO algorithm, which allows for concluding that the enhanced correction procedure
for the p−U fields is advantageous for efficiently simulating the extrudate swell problem.
Table 2 also shows the total calculation time in hours when using M5 and the consistent
PISO algorithm. As can be seen, all of the calculations finished in less than 1.5 days.

Table 2. Comparison of the dimensionless time-step ∆t/(H2/ν) employed in the simulations and the CPU wall time (s) per time-step
required by the PISO and consistent PISO algorithms for all Re, using mesh M5, for the planar extrudate swell flow of Newtonian fluids.

Re ∆t/(H2/ν) CPU Wall Time (s) Per Time-Step

C-PISO PISO C-PISO/PISO C-PISO PISO C-PISO/PISO Total calculation time [h]
0.1 0.0685 0.0032 21.4 8 15 0.53 24.3
1 0.0069 0.0014 4.9 8 11 0.72 32.2
10 0.0007 0.0001 7.0 7 11 0.63 13.9

3.2. Axisymmetric Extrudate Swell of Newtonian Fluids

The second benchmark case study that is discussed in this work is the axisymmetric
extrudate swell of Newtonian fluids. Figure 8 shows a schematic representation of the
computational flow domain, the boundary faces, and an indicative discretization mesh
for the initial time-step (t = 0) and at steady-state. Polar coordinates are employed for
the description of the axisymmetric flow domain, thus x = (r, z). The half width of the
axisymmetric channel is denoted as R, which is considered to be the scaling length. The
boundary conditions imposed in the boundary faces are similar to the ones presented for
the planar extrudate swell case study, with the exception that, in the axisymmetric domain,
the two lateral boundary sides are considered to be wedge patches (i.e., the cylinder is
specified as a wedge of small angle, e.g., 5º and one cell thick running along the plane
of symmetry, straddling one of the coordinate planes), while, in the planar case study,
they were considered as empty patches (i.e., this condition applies on each patch whose
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plane is normal to the third dimension for which no solution is required); and, instead of
symmetryPlane at the bottom of the planar case, the axis of symmetry is considered as
empty patch. The die exit of the axisymmetric domain is located at z = 5R from the inlet,

and the outflow is located at z = 25R from the die exit.

(a)

(b)

r

x

6R

R

1.5R

0.5R

(c)

Figure 8. Schematic representation of the axisymmetric extrudate swell domain geometry and
boundary faces (a), of an indicative discretization mesh at the initial time-step t = 0 (b), and at
steady-state (c).

Figure 9 illustrates the extrudate swell ratio, χ, for different Re with mesh resolution
M5 (see Table 1) using the axisymmetric domain geometry. Similarly to the planar domain
geometry, generally, the extrudate swell ratio that is obtained by the newly-improved
interface tracking solver using the axisymmetric domain is in good agreement with the
reference data [1,27,28].

80



Polymers 2021, 13, 1305

Figure 9. Steady state extrudate swell ratio χ for the simulations using the axisymmetric extrudate swell
domain geometry of Newtonian fluids at Re = {0.1, 1, 2, 5, 7, 10}. Dashed lines, and red and green circle
symbols represent the results that were obtained by Mitsoulis et al. [28], Georgiou and Boudouvis [27]
and Tanner [1], respectively, and the blue circle symbols represent the results obtained by the
newly-improved interface tracking code.

Figure 10 shows the transient evolution of χ for the axisymmetric extrudate swell do-
main geometry at Re = {0.1, 1, 10}. Again, the numerical results obtained for Re < 7 show
an undershoot in the values of χ, before reaching the steady-state value. When comparing
with the planar case (see Figure 5), the magnitude of the undershoot is smaller for the
present case, which can be attributed to the round boundary surface of the axisymmetric
domain geometry. For Re ≥ 7, an almost imperceptible undershoot is present when using
the axisymmetric domain geometry (contrarily to the planar domain geometry), followed
by an overshoot, and ultimately the steady-state χ value is reached, being approximately
0.97 (2% less than the value that is obtained for the planar domain geometry).

Figure 10. Transient evolution of extrudate swell ratio (χ) with dimensionless time (t/
(

R2/ν
)

for the simulation of the axisymmetric extrudate swell domain geometry of Newtonian fluids at
Re = {0.1, 1, 2, 5, 7, 10}.

The steady-state results for the primary field variables, magnitude of the velocity
vector |u|, and pressure field p, in the form of contours are shown in Figures 11 and 12,
respectively, for the axisymmetric extrudate swell domain geometry and at different Re
numbers. From a detailed inspection of Figures 11 and 12, we can also see here that inertia
substantially reduces the free-surface height, as already shown in Figure 9. Additionally,
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when compared to the lower Re number cases, we can see that, only for Re = 10, the
contour of the magnitude of the velocity vector changes its behavior, where the maximum
values are extended until the die exit for the latter case. Again, the increase of inertia, does
not change abruptly the pressure contours, and only at Re = 10, we see an extension of the
minimum pressure contours from the top corner of the die exit to the center of the channels,
which seems to cause the reduction in the free-surface height (but with a lesser effect in the
axisymmetric domain geometry).

When comparing the contour results from both planar and axisymmetric extrudate
swell domain geometries, we can state that the maximum velocity vector magnitude
is obtained for the axisymmetric domain, being two times the magnitude of the inflow
average velocity, in contrast with the planar case, where it is only 1.5 times higher than
the magnitude of the inflow average velocity. This result was expected to occur due to
the Poiseuille flow, which is developed in the upstream channel of both domains [48].
Finally, regarding the pressure contours, we can see that, for the axisymmetric domain, the
computed maximum and minimum pressure values are symmetric, as expected, due to
domain symmetry, in contrast with the planar domain case, where the minimum pressure
value that is obtained is 3.5 times lesser than the maximum one. In both planar and
axisymmetric cases, as the Re increases the extrudate swell ratio and pressure decreases,
which physically states that the inertia forces stretch out the material and prevent the
swelling, with an immediate effect on the reduction of pressure losses [28].

Figure 11. Steady state velocity magnitude contour for axisymmetric swell flow of Newtonian fluids,
at Re = 0.1 (top), 1, 2, 5, 7 and Re = 10 (bottom).

Finally, Table 3 shows a comparison of the dimensionless time-step ∆t/(H2/ν) em-
ployed in the simulations of the axisymmetric extrudate swell and the CPU wall time (s)
per time-step required by both PISO and consistent PISO algorithms for Re = {0.1, 1, 10}
using mesh M5. For Re = 0.1, the consistent-PISO algorithm allows for using a time-step
21.0 times higher than the one used by the PISO algorithm, and the CPU wall time per
time-step elapsed using the consistent-PISO algorithm is 0.58 times the one taken by the
PISO algorithm. Again, for Re = 1 and Re = 10, the scenario is also favorable to the
consistent-PISO algorithm in detriment of PISO algorithm. Additionally, notice that, when
comparing with the values that are shown in Table 2, the ratios of CPU wall time per time-
step (C-PISO/PISO) are lower for the planar extrudate swell, which mean that the CPU
wall time gains using the C-PISO algorithm seems to be higher for non-smooth geometries.
Table 2 also shows the total calculation time in hours when using M5 and the consistent
PISO algorithm. As for the planar extrudate swell, all of the calculations finished in less
than 1.5 days.
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Figure 12. Steady state pressure contour for axisymmetric extrudate swell flow of Newtonian fluids,
at Re = 0.1 (top), 1, 2, 5, 7, and Re = 10 (bottom).

Table 3. A comparison of the dimensionless time-step ∆t/(R2/ν) employed in the simulations and the CPU wall time
(s) per time-step required by the PISO and consistent PISO algorithms for all Re, using mesh M5, for the axisymmetric
extrudate swell of Newtonian fluids.

Re ∆t/(R2/ν) CPU Wall Time (s) Per Time-Step

C-PISO PISO C-PISO/PISO C-PISO PISO C-PISO/PISO Total calculation time [h]
0.1 0.0652 0.0031 21.0 7 12 0.58 22.4
1 0.0064 0.0013 4.9 7 9 0.78 30.4
10 0.0006 0.0001 6 5 9 0.56 11.6

4. Conclusions

A numerical formulation for efficient moving mesh interface tracking simulations of
free-surface flows was presented and implemented using the finite-volume method. The
implementation was performed in the open-source OpenFOAM framework [37], where
the interface is tracked in a semi-implicit manner inside the consistent second-order time-
accurate non-iterative Pressure-Implicit with Splitting of Operators (consistent PISO) algo-
rithm for the numerical solution of incompressible fluid flows. Additionally, the moving
mesh was adjusted to the time varying shape of the interface, using a Laplacian scheme
with a least-squares volume-to-point interpolation, which allowed for robust and stable
deformations of the interface.

The improved algorithm was assessed in terms of the accuracy and efficiency for
the fluid flow simulations in planar and axisymmetric extrudate swell of Newtonian
fluids. A mesh sensitivity analysis allowed for obtaining a grid refinement level from
which the calculated extrudate swell ratio differs from the extrapolated value of 0.7%.
Subsequently, the robustness of the numerical algorithm was pursued, increasing the
Reynolds number from Re = 0.1 to Re = 10. The extrudate swell ratio that was obtained
for both domains compared well with the results found in the scientific literature for
that range of Re. Additionally, the contours for the magnitude of the velocity vector and
pressure fields are also shown, and a detailed study of the contours reveals that the obtained
results are physically meaningful. Finally, the efficiency of the improved numerical solver
was evaluated by comparing the CPU wall time (s) per time-step for both the PISO and
consistent PISO algorithms. The results obtained allowed for concluding that the consistent-
PISO is, at maximum, 47% and 42% faster than the PISO algorithm for the planar and
axisymmetric extrudate swell domain geometries, respectively.
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In summary, the results presented here show that the newly-improved interface track-
ing code, developed using an open-source framework, can accurately and efficiently predict
the Newtonian extrudate swell. The code that was implemented here is being currently ex-
tended to handle viscoelastic fluid flow calculations and non-isothermal processes. For the
viscoelastic fluid flow calculations, we will use the quasi-linear Oldroyd-B and exponential
PTT rheological models. The former will be used due to the numerical instabilities that are
caused by the infinite polymeric stresses generated at singular points, which will verify
the robustness of the numerical implementation; and the latter will be used because it is
more suitable for approximating the behavior of polymer melts, where the extensibility
parameter introduces elongational and shear thinning in the fluid model. Additionally, the
solvent and polymeric viscosities and the relaxation time of the viscoelastic fluid will be
considered as temperature dependent, by employing the Williams–Landel–Ferry relation.
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Abstract: Observations are reported on poly(ether ether ketone) (PEEK) in uniaxial tensile tests,
relaxation tests and creep tests with various stresses in a wide interval of temperatures ranging
from room temperature to 180 ◦C. Constitutive equations are developed for the thermo–mechanical
behavior of PEEK under uniaxial deformation. Adjustable parameters in the governing equations are
found by matching the experimental data. Good agreement is demonstrated between the observations
and results of numerical simulation. It is shown that the activation energies for the elastoplastic,
viscoelastic and viscoelastoplastic responses adopt similar values at temperatures above the glass
transition point.

Keywords: poly(ether ether ketone); thermo–mechanical response; constitutive modeling

1. Introduction

Poly(ether ether ketone) (PEEK) is a semicrystalline thermoplastic homopolymer with
a linear molecular structure and relatively stiff backbone chains. This polymer belongs
to the family of poly(ether ketones) whose ethers functional groups are linked together
through aromatic groups. PEEK is a high performance polymer that displays a unique com-
bination of toughness, stiffness, strong abrasion resistance and tribological performance,
low moisture absorption, thermo-oxidative stability, chemical and solvent resistance, bio-
compatibility, flame retardancy, and retention of physical properties at elevated (up to
200 ◦C) temperatures [1]. Due to the excellent balance of mechanical and physical proper-
ties, this polymer and composites with PEEK matrices are widely used in aerospace [2,3]
and automobile industries [4], energy technologies [5,6] and biomedicine [7,8].

Due to the importance of mechanical properties for application of poly(ether ether
ketone) as a load-bearing material, a number of studies have dealt with the experimental
investigation of the thermo–mechanical response of PEEK. Results of DMA analysis in
the temperature-sweep mode are presented in [9–14]. Observations in tests with various
strain rates are reported in [10,15–19] for tensile deformation, in [10,20–22] for compressive
deformation, and in [23,24] for biaxial loading. Experimental data in cyclic and fatigue tests
are presented in [10,14,25–29]. Observations in the Izod impact tests are given in [13,14,30],
whereas those in the Taylor impact tests are provided in [31–33]. Observations in nanoin-
dentation tests are discussed in [34,35]. Experimental data in relaxation tests are reported
in [11,36,37], and those in creep tests are presented in [11,38–40].

As PEEK is a semicrystalline polymer, its time- and rate-dependent behavior can be
described by conventional models in viscoelasticity and viscoplasticity of semicrystalline
polymers, see [41–43], to mention a few. Constitutive equations accounting for the pecu-
liarities in the thermo–mechanical response of PEEK induced by stiffness of its backbone
chains were developed in [18,19,22,24,29,44–46].

Previous studies on the thermo–mechanical behavior of PEEK focused on its viscoelastic
and viscoplastic responses below the glass transition temperature Tc ≈ 150 ◦C [24,29,44–46].
Above this temperature, only observations in tensile tests with constant strain rates were
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reported and analyzed in [18,19,22]. The mechanical behavior of PEEK and its micro- and
nanocomposites at temperatures exceeding Tc have recently attracted substantial atten-
tion due to applications of sulfonated PEEK-based polymers as membrane materials in
polymer electrolyte membrane fuel cells and direct methanol fuel cells with the interval of
working temperatures up to 180 ◦C [47–49]. The aim of this study is to perform a thorough
investigation of the mechanical behavior of PEEK both below and above its glass transition
temperature. In particular, we concentrate on the activation energies for the viscoelastic
and viscoplastic processes in the sub-Tg and post-Tg intervals. These characteristics allow
correlations to be established between mobility of chains and the structure of polymer net-
works, on the one hand, and physical properties of PEEK membranes in high-temperature
electrochemical cells (ionic conductivity, methanol permeability, dielectric permittivity,
thermal stability, chemical resistance), on the other [50].

The objective of this paper is three-fold: (i) to analyze experimentally the thermo-
mechanical response of PEEK in uniaxial tensile tests with a constant strain rate, relaxation
tests with a constant strain, and creep tests with various stresses in a wide interval of
temperatures from room temperature up to 180 ◦C, (ii) to develop constitutive equations
for the thermo–elastoplastic, thermo–viscoelastic and thermo–viscoelastoplastic responses
of PEEK and to find material constants in these relations by matching the observations,
and (iii) to compare activation energies for the elastoplastic behavior (tensile tests with
small strains), viscoelastic response (short-term relaxation tests and creep tests in the linear
regime of deformation) and viscoelastoplastic behavior (creep tests with relatively large
stresses above the glass transition temperature).

Unlike previous studies on modeling the time- and rate-dependent behavior of PEEK
subjected to arbitrary 3D deformations with finite strains [19,24,29,44,46], we confine our-
selves to the analysis of its thermo-mechanical response under uniaxial deformation with
small strains. This allows the number of adjustable coefficients in the constitutive equations
to be reduced noticeably (compared with conventional models). As a result, the effect of
temperature on the material parameters can be determined with high accuracy. The latter is
of primary importance for (i) the design of PEEK implants produced by additive manufac-
turing, 3D printing and fused deposition modeling (FDM) technology, and (ii) prediction
of their microstructure, tribological performance and mechanical properties [51–53].

2. Materials and Methods

Poly(ether ether ketone) KETRON 1000 PEEK FKM NATUR (density 1.31 g/cm3,
tensile modulus 4.34 GPa, ultimate tensile strength 110 MPa) was supplied as extruded
sheets by Vink Plast ApS (Denmark). Dumbbell specimens for tensile tests (ASTM standard
D638) with length in the active zone 50 mm, width 5.1 mm, and thickness 4.5 mm were
machined from the sheet. To exclude the effect of stresses developed under preparation,
tests were conducted a week after machining samples.

Differential scanning calorimetry (DSC) measurements were carried out by means of
STA 449/Netzsch apparatus at the heating and cooling rate of 20 K/min. Specimens with
mass of about 10 mg were tested in alumina pans covered by lid under argon atmosphere.
The experimental program involves: heating from the initial temperature Ti = 104 up to
the final temperature Tf = 400 ◦C, followed by cooling to the initial temperature Ti, and
re-heating up to the final temperature Tf. Experimental data are depicted in Figure 1 which
shows that the DSC scans for the first and second heating coincide. Figure 1 reveals that the
glass transition temperature Tg equals 151 ◦C, the crystallization temperature Tc is 293 ◦C,
and the melting temperature Tm equals 339 ◦C. These values are in good agreement with
observations in DSC tests on PEEK 90G (Tg = 155, Tc = 317, Tm = 345 ◦C) [14] and PEEK
450G (Tg = 158, Tm = 341 ◦C) [10], as well as with the data in DMA test on PEEK 15G
(Tg = 144 ◦C) [11].
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Figure 1. DSC thermogram of PEEK. Solid line: experimental data in DSC test with the heating and
cooling rates of 20 K/min.

Mechanical tests were performed by means of a universal testing machine Instron–
5568 equipped with a thermal chamber and an electro–mechanical sensor (Instron Static
2630113) for control of longitudinal strain in the active zone of samples. Tensile force was
measured by a 50 kN load cell. The engineering stress σ was calculated as the ratio of axial
force to the cross-sectional area of specimens in the undeformed state.

The experimental program included three series of tests at temperatures T ranging
from room temperature to 180 ◦C. Each test was conducted on a virgin specimen. For
each deformation program, tests were repeated three times of different samples to assess
repeatability of measurements. The accuracy of measurements is estimated in Supplemen-
tary Material (Figures S1–S4) where experimental data are depicted (with their standard
deviations) in selected uniaxial tensile tests, relaxation tests, and creep tests together with
results of numerical analysis.

The first series involved uniaxial tensile tests with a cross-head speed of 20 mm/min
(which corresponded to the strain rate ε̇ = 3.1× 10−3 s−1) up to breakage of specimens.
The experimental stress–strain diagrams at temperatures T = 20, 80, 120, 130, 140, 150, 160,
170 and 180 ◦C are depicted in Figure 2, where tensile stress σ is plotted versus engineering
strain ε. We confine ourselves to the interval 0 ≤ ε ≤ 0.06 for necking of specimens
occur under stretching in the post-yield region at temperatures below the glass transition
point Tg, whereas we focus on the analysis of homogeneous uniaxial deformation with
small strains.
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Figure 2. Stress σ versus strain ε. Symbols: experimental data in tensile tests with strain rate
ε̇ = 3.1× 10−3 s−1 at temperatures T ◦C. Solid lines: results of simulation.

For each set of data, the maximum stress σmax on the stress–strain curve was measured
and associated with the yield stress. The effect of temperature on σmax is illustrated in
Figure 3, where σmax is plotted versus T. With reference to [54], the data are approximated
by the linear equation

σmax = σmax 0 − σmax 1T, (1)

with the coefficients calculated by the least-squares technique. Figure 3 shows good
agreement between the observations and their approximation by Equation (1) with different
coefficients below and above the glass transition temperature Tg.
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Figure 3. Tensile strength σmax versus temperature T. Circles: experimental data in tensile tests with
strain rate ε̇ = 3.1× 10−3 s−1. Solid lines: approximation of the data by Equation (1).
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Our findings are in accord with observations on PEEK 450G reported in [10,21], which
revealed changes in slope of the dependence σmax(T) in the interval of temperatures
between 135 and 140 ◦C.

The other series of experiments involved tensile relaxation tests with a fixed strain
ε0 = 0.01. In each test, a specimen was stretched with a cross-head speed of 20 mm/min
up to the strain ε0. Afterwards, the strain was preserved constant, and the tensile stress
σ was monitored as a function of time t. Following the protocol ASTM E-328, a duration
of 20 min was chosen for the short-term relaxation tests. Experiments were carried out
at temperatures T = 20, 80, 120, 130, 140, 150, 160, 170 and 180 ◦C. Selected relaxation
curves are reported in Figure 4, where tensile stress σ is plotted versus relaxation time
trel = t− t0 (t0 stands for the time needed to stretch samples up to the strain ε0). Following
common practice, observations are presented by means of the semi-logarithmic plots with
log = log10.
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Figure 4. Stress σ versus relaxation time trel. Symbols: experimental data in tensile relaxation tests
with strain ε0 = 0.01 at temperatures T ◦C. Solid lines: results of simulation.

In the last series of experiments, tensile creep tests were performed with various
tensile stresses σ0 at various temperatures T. In each test, a specimen was stretched with
a cross-head speed of 20 mm/min up to the required stress σ0. Afterwards, the stress
was preserved constant, and an increase in strain ε was monitored a function of time t.
Following the protocol ASTM D-2990, a duration of 20 min was chosen for the short-term
creep tests.

Two types of creep tests were conducted. Experimental data in these tests are reported
in Figures 5 and 6, where tensile strain ε is plotted versus creep time tcr = t− t0 (t0 stands
for the time needed to reach the stress σ0 under stretching).

In experiments of the first type, tensile stresses σ0 were chosen to be relatively low.
Observations in these tests are used to validate our model in linear viscoelasticity. Creep
curves in selected tests (with σ0 = 70 MPa at T = 20 ◦C, σ0 = 40 MPa at T = 120 ◦C and
σ0 = 30 MPa at T = 150 ◦C) are depicted in Figure 5, and those with σ0 = 10 MPa at
T = 160, 170 and 180 ◦C are presented in Figure 6.

Tests of the other type were performed with relatively large tensile stresses σ0 to
evaluate the viscoplastic flow under creep conditions at temperatures above Tg. Experi-
mental data in these tests are reported in Figure 6, where creep diagrams are depicted at
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temperatures T = 160 ◦C (with σ0 = 20, 25, 30 and 35 MPa), T = 170 ◦C (with σ0 = 20 MPa)
and T = 180 ◦C (with σ0 = 30 MPa).

The following conclusions are drawn from Figures 2, 4–6: (i) under tension, stress
σ decreases monotonically with temperature T, (ii) relaxation of stresses is negligible at
temperatures below 130 ◦C and becomes noticeable at temperatures above Tg, (iii) creep
flow below the glass transition temperature is weak (an increase in ε in short-term creep
tests does not exceed 0.5%), while this flow becomes pronounced in tests with relatively
large stresses above Tg (tensile strain grows by several times).
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Figure 5. Strain ε versus creep time tcr. Symbols: experimental data in creep tests with various
stresses σ0 MPa at temperatures T ◦C. Solid lines: results of simulation.
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Figure 6. Strain ε versus creep time tcr. Circles: experimental data in creep tests with various stresses σ0 MPa at temperatures
T = 160 ◦C (A), T = 170 ◦C (B) and T = 180 ◦C (C). Solid lines: results of simulation.

3. Results and Discussion

We now develop simple constitutive equations for the thermo–mechanical response of
PEEK and determine adjustable parameters in these relations by matching the experimental
data in Figures 2, 4–6.

3.1. Thermo–Elastoplasticity

Under tension with a constant strain rate ε̇, ductile failure (necking) of specimens
is observed in the post-yield region. As the failure process is unstable, we study the
mechanical behavior of PEEK under tensile deformation up to the points of maximum
on the stress–strain diagrams in Figure 2. At all temperatures T, tensile stress reaches its
ultimate value at strains ε below 0.05, which corresponds to the duration of stretching of
about 16 s. Figure 4 shows that relaxation of stresses during this period does not exceed
7%. This implies that the viscoelastic effects can be disregarded in the analysis of the
stress–strain diagrams, and the response of PEEK can be described within the theory
of elastoplasticity.
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According to this concept, the total strain ε under uniaxial deformation equals the
sum of the elastic, εe, and plastic, εp, components:

ε = εe + εp. (2)

The stress σ is connected with the elastic strain εe by the linear equation

σ = Eεe, (3)

where the Young’s modulus E is treated as a function of temperature T. The plastic strain
εp is connected with the stress σ by the flow rule

ε̇p = A sinh(Bσ)σ2, (4)

where A is a function of temperature T, B is a temperature-independent material parameter,
and the superscript dot stands for the derivative with respect to time t. The multiplier σ2

in Equation (4) provides the simplest version of the Bailey–Norton law (its presence means
that the rate of plastic deformation is governed by the stored mechanical energy [41]). The
multiplier sinh(Bσ) is introduced to avoid the use of a yield surface (plastic deformation
is presumed to occur at any stress, but its rate is negligible at small stresses due to the
properties of the hyperbolic sinus). Another explanation for this term is based on the
Eyring theory of thermally activated processes, according to which B is proportional to the
activation volume for cooperative motion of polymer chains [55].

Equations (2)–(4) provide constitutive relations in thermo–elastoplasticity of PEEK
under uniaxial deformation. These equations involve two functions of temperature, E(T)
and A(T), and a constant B to be found by approximation of experimental data in Figure 2.

We begin with matching observations in tensile tests at room temperature, calculate
E by fitting the data at 0 ≤ ε ≤ 0.01, and determine A and B from the best-fit condition
for the entire stress–strain diagram. Then, the coefficient B = 0.03 MPa−1 is fixed, and the
stress–strain curves at elevated temperatures are matched by means of two parameters,
E and A, only. Each set of observations is approximated separately. Figure 2 shows an
acceptable agreement between the data and results of simulation.

To evaluate the activation volume Va associated with the coefficient B and to compare
its values with results of other studies, the theory of thermally activated processes is
applied. According to this concept,

B =
Va
√

3
kBT0

, (5)

where kB is the Boltzmann constant, T0 = 293 K stands for room temperature, and the
coefficient

√
3 appears due to transformation of tensile stress into the equivalent shear

stress. For B found by fitting observations in Figure 2, it follows from Equation (5) that
Va = 7.0× 10−2 nm3. This value is substantially (by two to three orders of magnitude)
lower than Va = 1 nm3 [16], Va = 1 to 7 nm3 [21], Va = 3.4 nm3 [35], and Va = 12.6 nm3 [30].
This difference can be attributed to the fact that the activation volumes were calculated
in the above works as measures of sensitivity of the yield stress to changes in the strain
rate [55]. This explains also large (by an order of magnitude) deviations between the
reported values of Va.

The situation changes drastically if we associate Va with volumes of holes measured
by means of the positron annihilation lifetime spectroscopy (PALS) and diffusivity of gases
(these two methods lead to similar results [56]). PALS measurements of free volume imply
that Va = 7.15× 10−2 nm3 for PEEK specimens [57], and this parameter varies between
7.2× 10−2 to 8.4× 10−2 nm3 depending on degree of crystallinity [58]. Both estimates are
in good accord with the value of Va obtained in our analysis of observations.
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The effects of temperature T on the elastic modulus E and the rate of plastic flow A
are illustrated in Figures 7 and 8. By analogy with Equation (1), the data in Figure 7 are
approximated by the linear function

E = E0 − E1T (6)

with the coefficients accepting different values below and above the glass transition tem-
perature Tg. Figure 7A shows that the modulus E remains practically constant below the
glass transition temperature and decreases strongly above Tg. This behavior resembles that
observed for the shear storage modulus [10] and tensile storage modulus [9,11] in DMA
tests on PEEK.
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Figure 7. The Young’s modulus E versus temperature T. Symbols: (A)—treatment of observations in tensile tests (◦) and
creep tests (•). (B)—treatment of observations in relaxation tests. Solid lines: approximation of the data by Equation (6).

The coefficient A is plotted versus reciprocal absolute temperature in Figure 8. The
data are approximated by the Arrhenius dependence

A = A0 exp
(
− Ea

RT

)
, (7)

where A0 is a pre-factor, R is the universal gas constant, and Ea stands for the activation
energy. Figure 8 shows that the observations are correctly described by Equation (7) when
different activation energies are used below and above the glass transition temperature Tg.
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Figure 8. Coefficient A versus temperature T. Circles: treatment of observations in tensile tests. Solid
lines: approximation of the data by Equation (7) with Ea = 16.7 kJ/mol (low temperatures) and
Ea = 133.3 kJ/mol (high temperatures).

3.2. Thermo–Viscoelasticity

The experimental data in tensile relaxation tests with a small strain ε0 = 0.01 at
various temperatures T are described by the constitutive equations in linear viscoelasticity
of semicrystalline polymers [59]. A polymer is thought of as a network with two types of
chains: permanent (whose ends are bridged by covalent cross-links) and temporary (able
to separate from their junctions and to merge with the network at random times being
driven by thermal fluctuations). The heterogeneous network is composed of meso-domains
with various activation energies for rearrangement. The rate Γ for separation of temporary
chains from their junctions in meso-domains with a dimensionless activation energy u
(normalized by kBT0) is governed by the Eyring equation

Γ = γ exp(−u), (8)

where γ is a pre-factor. A quasi-Gaussian expression is adopted for the distribution function
f (u) of meso-domains with various activation energies u,

f (u) = f0 exp
(
− u2

2Σ

)
(u ≥ 0). (9)

The dimensionless parameter Σ characterizes inhomogeneity of an ensemble of meso-
domains. The coefficient f0 is determined by the normalization condition

∫ ∞

0
f (u)du = 1. (10)

Under uniaxial tension with an arbitrary deformation program ε(t), tensile stress σ(t)
obeys the constitutive equation

σ(t) = E
[

ε(t)− κ
∫ ∞

0
Γ(u) f (u)du

∫ t

0
exp

(
−Γ(u)(t− τ)

)
ε(τ)dτ

]
, (11)
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where E stands for the Young’s modulus, and κ denotes the ratio of the number of tem-
porary chains to the total number of chains per unit volume in the initial state. Unlike
conventional (the Maxwell–Wiechert type) models for the linear viscoelastic response
of polymers (involving a large number of material constants), Equation (11) is entirely
determined by four parameters, E, κ, γ and Σ. With reference to [60], we suppose that
Σ is independent of temperature, κ increases linearly with temperature and reaches its
ultimate value κ = 1 at relatively high temperatures T > Tg, and γ obeys the Arrhenius
law. Equation (11) implies that, in tensile relaxation tests with a fixed strain ε0, the stress σ
decreases with relaxation time trel following the pattern

σ(trel) = σ0

{
1− κ

∫ ∞

0
f (u)

[
1− exp

(
−γ exp(−u)trel

)]
du
}

, (12)

where
σ0 = Eε0 (13)

stands for the stress at the beginning of the relaxation process.
Each set of data in Figure 4 is matched separately by means with Equation (12) with

three parameters σ0, κ and γ (since Σ is independent of temperature, we find its value
Σ = 7.0 by fitting observations at T = 160 ◦C and use it at all temperatures T under
consideration). The best-fit coefficient γ is determined by means of the nonlinear regression
algorithm, while σ0 and κ are determined by the least-squares technique. Given σ0, the
modulus E is calculated from Equation (13) and plotted versus temperature T in Figure 7B.
This figure demonstrates that the data are described adequately by Equation (6) with
different coefficients E0 and E1 below and above the glass transition temperature Tg.

The coefficients E0 and E1 found by approximation of experimental data in Figure 7A,B
above Tg coincide practically: the difference is less than 7% for E0 and 5% for E1. The
discrepancies between the coefficients E0 and E1 calculated by matching observations in
tensile and relaxation tests below Tg are higher (but do not exceed 14%). They may be
explained by local variations in thicknesses of specimens machined from an extruded sheet.

The parameter κ is plotted versus temperature in Figure 9A. This figure demonstrates
that κ increases monotonically with T (the growth of intensity of thermal fluctuations
results in transformation of some permanent chains into transient chains). The influence of
temperature T on κ is described by the linear equation

κ = κ0 + κ1T, (14)

where κ0 and κ1 are calculated by the least-squares method. Figure 9A shows that
Equation (14) describes correctly the function κ(T) when different coefficients κ0, κ1 are
used below and above the glass transition temperature Tg.

The effect of temperature T on the rate of relaxation γ is illustrated in Figure 9B. The
data (in the region of temperatures T ≥ 120 ◦C) are approximated by the Arrhenius equation

γ = γ0 exp
(
− Ea

RT

)
, (15)

where γ0 stands for a pre-factor, and Ea denotes the activation energy. Comparison of
Figures 8 and 9B shows that the activation energies found by matching observations
in tensile tests and relaxation tests in the high temperature region adopt similar values
(deviations between Ea = 133.3 kJ/mol in Figure 8 and Ea = 113.4 kJ/mol in Figure 9B do
not exceed 15 %).
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Figure 9. Parameters κ and γ versus temperature T. Circles: treatment of observations in relaxation tests. Solid lines:
(A)—approximation of the data by Equation (14). (B)—approximation of the data by Equation (15) with Ea = 113.4 kJ/mol.

It is worth noting that these activation energies differ pronouncedly from the activation
energies for α-relaxation reported in previous studies on the time-dependent response of
PEEK (Ea = 377 [38], Ea = 494 [37] Ea = 582 [61], Ea = 810 to 1000 [9], Ea = 1094 [39], and
Ea = 1100 kJ/mol [62]). To explain this difference, experimental data in relaxation tests are
treated by the conventional method: all relaxation curves at elevated temperatures T are
shifted horizontally (along the time-axis) to construct a master-curve at room temperature
T0. Figure 10A confirms that a smooth master-curve is formed by means of this technique.
The shift factor a is plotted versus temperature T in Figure 10B. The data are approximated
by the Arrhenius equation

log a = log a0 +
Ea

RT
, (16)

where a0 and Ea are calculated by the least-squares technique.
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Figure 10. (A)—Stress σ versus relaxation time trel. Symbols: master-curve at room temperature constructed by shift
of experimental data in relaxation tests. (B)—Shift factor a versus temperature T. Circles: treatment of observations in
relaxation tests. Solid lines: approximation of the data by Equation (16) with Ea = 159.4 kJ/mol (low temperatures) and
Ea = 531.3 kJ/mol (high temperatures).

Figure 10B shows good agreement between the data and predictions of Equation (16)
with different coefficients below and above the glass transition temperature Tg. The
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activation energy in the low-temperature region Ea = 159.4 kJ/mol is in accord with the
activation energy Ea = 177 kJ/mol for the β-relaxation in PEEK [9], whereas the activation
energy in the high-temperature region Ea = 531.3 kJ/mol is close to the activation energies
Ea = 494 kJ/mol [37] and Ea = 582 kJ/mol [61] for the α-relaxation. These results
demonstrate that the method based on the time-temperature superposition principle (shifts
of observations in relaxation and dynamic mechanical tests) overly estimates the activation
energies since this approach disregards evolution of E and κ with temperature T.

To confirm validity of our model for the linear viscoelastic behavior of PEEK, we
apply Equation (11) to describe the time-dependent response of specimens in tensile creep
tests and compare results of simulation with experimental data depicted in Figures 5 and 6.
Resolving Equation (11) with respect to ε, we find that the growth of tensile strain with
time in a creep test with a constant stress σ0 is governed by the equation

ε(tcr) = ε0 + κ
∫ ∞

0
f (u)s(tcr, u)du. (17)

Here tcr = t− t0, where t0 is the moment when tensile stress reaches the required
value σ0,

ε0 =
σ0

E
(18)

is the strain at the beginning of the creep process, and the function s(tcr, u) obeys the
differential equation

∂s
∂tcr

(tcr, u) = γ exp(−u)
[
ε(tcr)− s(tcr, u)

]
, s(0, u) = 0. (19)

For each temperature T and stress σ0, Equations (17)–(19) are integrated numerically
by the Runge–Kutta method with the material constants γ, κ and Σ determined by match-
ing observations in relaxation tests (Figure 9). To ensure good agreement between the
observations in Figures 5 and 6 and results of simulation, the coefficient E is treated as
an adjustable parameter. Its best-fit values at various temperatures T are reported in
Figure 7A. This figure shows that the Young’s moduli found by matching experimental
data in tensile tests and creep tests coincide practically. Comparison of experimental data
with results of simulation (Figures 5 and 6) confirms the ability of the model (17)–(19) to
predict the response of PEEK in short-term creep tests with small strains when material
parameters are determined in relaxation tests.

3.3. Thermo–Viscoelastoplasticity

The time-dependent response of PEEK in creep tests with relatively high stresses σ0
(beyond the interval of linear viscoelasticity) is described within the concept of viscoelasto-
plasticity [63]. In accord with Equation (2), the total strain ε is split into the sum of the
viscoelastic strain, εve, and plastic strain, εp,

ε = εve + εp. (20)

The viscoelastic strain εve is connected with tensile stress σ by Equation (11),

σ(t) = E
[

εve(t)− κ
∫ ∞

0
Γ(u) f (u)du

∫ t

0
exp

(
−Γ(u)(t− τ)

)
εve(τ)dτ

]
. (21)

The evolution of the plastic strain εp with time t is governed by an analog of
Equation (4),

ε̇p = Ā sinh(ε)(σ− σb)
m, εp(0) = 0, (22)
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where Ā stands for a pre-factor, the term sinh(ε) is introduced to avoid the growth of plastic
strain at small strains (far below the yield point), and m is an exponent in the Bailey–Norton
law. The back-stress σb accounting for strain hardening under plastic flow [64] reads

σb = Ebεp, (23)

where Eb is an analog of the elastic modulus.
Equations (20)–(23) together with Equations (8) and (9) provide a constitutive model

in viscoelastoplasticity of semicrystalline polymers under uniaxial deformation. These
relations involve four parameters, E, κ, γ and Σ, that characterize the linear viscoelastic
response, and three extra coefficients, Ā, Eb and m. To reduce the number of parameters,
we set m = 7 (a typical value of the Bailey–Norton exponent) in matching experimental
creep curves in Figure 6. The other two quantities, Ā and Eb, are considered as functions of
temperature T only.

Under tensile creep with a fixed stress σ0, Equation (21) takes a form similar to
Equation (17),

εve(tcr) = ε0 + κ
∫ ∞

0
f (u)s(tcr, u)du, (24)

while Equation (22) yields

dεp

dtcr
= Ā sinh(ε)(σ0 − σb)

m, εp(0) = 0. (25)

The following procedure is applied to fit observations in Figure 6 at each temperature
under consideration. First, the creep diagram with the highest stress σ0 is approximated
with the help of two parameters, Ā and Eb (the quantities E, κ, γ and Σ are found by match-
ing experimental data in the corresponding relaxation test). Afterwards, the quantities Ā,
Eb, m, κ, γ, Σ are fixed, and each remaining creep curve is fitted with the only coefficient
E. We treat E as an adjustable parameter to account for deviations in thicknesses of spec-
imens machined from an extruded sheet. Discrepancies between the best-fit values of E
determined by matching creep curves with various σ0 have the same order of magnitude
as those between the data in tensile and creep tests in Figure 7 (they do not exceed 12 % at
all temperatures).

The effects of temperature on coefficients Ā and Eb are illustrated in Figure 11.
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Figure 11. Parameters Ā and Eb versus temperature T. Circles: treatment of observations in creep tests. Solid lines:
(A)—approximation of the data by Equation (26) with Ea = 147.6 kJ/mol. (B)—approximation of the data by Equation (27).
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The growth of the kinetic parameter Ā with T is described by the Arrhenius dependence,

Ā = Ā0 exp
(
− Ea

RT

)
. (26)

Figure 11A shows an acceptable agreement between the data and their predictions by
Equation (26) with the activation energy Ea = 147.6 kJ/mol. The latter value is in agreement
with the activation energy Ea = 133.3 kJ/mol determined by matching observations in
Figure 8 (the difference is less than 10 %).

The decay in Eb with temperature is described by the equation analogous to Equation (6),

Eb = Eb0 − Eb1T, (27)

where Eb0 and Eb1 are found by the least-squares method. Figure 11B demonstrates good
agreement between the data and results of simulation. A similarity should be stressed
between the effect of temperature on the Young’s modulus E and the modulus Eb that
characterize the back-stress. Above the glass transition temperature Tg, the dimensionless
ratios E1/E0 adopt the values 5.09× 10−3 (Figure 7A) and 5.01× 10−3 (Figure 7B), whereas
the ratio Eb1/Eb0 equals 4.62× 10−3 (Figure 11B), which confirms that changes in E and Eb
with temperature are governed by the same physical mechanism.

4. Conclusions

Observations are reported on poly(ether ether ketone) KETRON 1000 PEEK in DSC
tests (with a constant rate of 20 K/min under heating and cooling), as well as in uniaxial
tensile tests with constant strain rate ε̇ = 3.1× 10−3 s−1, relaxation tests with a constant
strain ε0 = 0.01, and creep tests with various stresses σ0 (ranging from 10 to 70 MPa) at
temperatures ranging from room temperature to 180 ◦C.

Constitutive equations are developed for the thermo–elastoplastic, thermo–viscoelastic
and thermo–viscoelastoplastic responses of PEEK under uniaxial deformation with small
strains. An advantage of these relations is that they involve relatively small numbers of
adjustable parameters (three for the elastoplastic behavior, four for the linear viscoelastic re-
sponse, and an extra three for the viscoelastoplastic flow). Good agreement is demonstrated
between the experimental data and results of simulation.

Analysis of the effect of temperature on the rate of elastoplastic deformation A, the
relaxation rate γ, and the rate of viscoplastic flow Ā reveals that the growth of these
quantities with T above the glass transition temperature Tg obeys the Arrhenius law with
similar activation energies Ea (in the range between 113 and 148 kJ/mol).

The study of the elastoplastic and viscoelastoplastic responses of PEEK shows that
(i) the activation volume for plastic deformation coincides with the free volume found in
PALS and diffusion tests and (ii) the elastic moduli E (stress) and Eb (back-stress) decrease
similarly with temperature.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/polym13111779/s1, Figure S1: Stress σ versus strain ε. Symbols: experimental data in tensile
tests at temperatures T = 20 (◦) and 170 (•) ◦C. Bars stand for the standard deviations. Solid lines:
results of simulation, Figure S2: Stress σ0 versus relaxation time trel. Symbols: experimental data in
tensile relaxation tests with strain ε0 = 0:01 at temperatures T = 20 (◦) and 170 (•) ◦C. Bars stand for
the standard deviations. Solid lines: results of simulation, Figure S3: Strain σ versus creep time tcr.
Circles: experimental data in creep test with stress σ0 = 70:0 MPa at temperature T = 20 ◦C. Bars stand
for the standard deviations. Solid line: results of simulation, Figure S4: Strain ε versus creep time tcr.
Symbols: experimental data in creep tests with stresses σ0 = 10 (◦) and 20 (•) MPa at temperature T =
170 ◦C. Bars stand for the standard deviations. Solid lines: results of simulation.
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Abstract: New functional medical materials with antibacterial activity based on biocompatible
bacterial cellulose (BC) and Ag nanoparticles (Ag NPs) were obtained. Bacterial cellulose films were
prepared by stationary liquid-phase cultivation of the Gluconacetobacter hansenii strain GH-1/2008
in Hestrin–Schramm medium with glucose as a carbon source. To functionalize the surface and
immobilize Ag NPs deposited by magnetron sputtering, BC films were treated with low-pressure
oxygen–nitrogen plasma. The composition and structure of the nanomaterials were studied using
transmission (TEM) and scanning (SEM) electron microscopy and X-ray photoelectron spectroscopy
(XPS). Using electron microscopy, it was shown that on the surface of the fibrils that make up the
network of bacterial cellulose, Ag particles are stabilized in the form of aggregates 5–35 nm in size.
The XPS C 1s spectra show that after the deposition of Ag NPs, the relative intensities of the C-OH
and O-C-O bonds are significantly reduced. This may indicate the destruction of BC oxypyran rings
and the oxidation of alcohol groups. In the Ag 3d5/2 spectrum, two states at 368.4 and 369.7 eV
with relative intensities of 0.86 and 0.14 are distinguished, which are assigned to Ag0 state and Ag
acetate, respectively. Nanocomposites based on plasma-treated BC and Ag nanoparticles deposited
by magnetron sputtering (BCP-Ag) exhibited antimicrobial activity against Aspergillus niger, S. aureus
and Bacillus subtilis.

Keywords: bacterial cellulose; plasma treatment; magnetron sputtering; silver nanoparticles;
antimicrobial activity; X-ray photoelectron spectroscopy

1. Introduction

The use of green technologies for the production of medical materials can significantly
reduce or eliminate their negative impact on the environment. Simultaneously, there is a
steady trend towards the widespread use of renewable resources (cellulose, chitosan, etc.)
for medical purposes. Dressings based on biodegradable bacterial cellulose are a good
alternative to synthetic polymeric materials [1]. Indeed, sugar and molasses, the production
of which is effectively established in the food industry, are used as raw materials for BC
production [2,3]. Technologies for the production of BC fibers, tubes and films have been
developed, which makes it possible to obtain nonwoven cover bandages for the treatment
of wounds and burns [4,5].

Burned patients are especially at risk of bacterial infections due to local and systemic
immune dysfunctions. Fungal infection risk factors (prolonged intensive-care-unit stay,
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mechanical ventilation, broad spectrum antibiotherapy, central venous lines, systemic
antibiotics) are frequent in severe burn care and predispose the patient to potentially
serious fungal wound infections, whether associated with bacterial infection or not [6].
Although filamentous fungal infections (FFIs) caused by Aspergillus niger are not frequent,
this fungal infection can cause severe wound infections in patients with extensive burns.
Moreover, Aspergillus seems to be related with the higher mortality [7,8].

However, BC itself does not have an antibacterial effect and cannot prevent a possible
secondary bacterial infection of the skin. To impart antibacterial properties to BC, the
material is impregnated with antibiotics [6] and/or with Ag, Cu, ZnO, or TiO2 nanoparti-
cles [9–14]. The latter are considered more preferable because pathogenic organisms are
rapidly developing resistance to antibiotics, which presents a huge problem for modern
medicine [15].

Ag NPs/bacterial cellulose composites represent an active area of research for medical
applications as evidenced by some recent reviews [16–19]. An important role in their
preparation is played by the development of new environmentally friendly technologies.
Some of them are based on physical approaches without introducing any chemical reagents.
Plasma treatment, magnetron sputtering, hydrothermal synthesis, photoirradiation, etc.,
are widely used [20–26].

When AgNO3 is used as a source of silver, it is supposed to be reduced by bacterial
cellulose. However, as a rule, there are no data on the degree of Ag reduction and elemental
composition, which can be used to estimate the content of unreacted AgNO3, while pure
silver is deposited during magnetron sputtering.

The modification of the polymer surface by low-temperature low-pressure cold plasma
treatment using inert or active gases promotes the formation of functional groups on the
surface that can stabilize metal nanoparticles. Plasma treatment changes the surface
morphology, increasing the roughness of the material used, and also improves its biocom-
patibility with human tissues [27,28]. A significant number of works have been devoted
to the effects of processing polymers for medical and food purposes with various types
of plasma [29–33]. The mechanisms of modification of inert -CH2 groups for various
polymers by their oxidation with active plasma particles and vacuum UV radiation were
investigated [27]. However, the use of preliminary plasma treatment of the BC surface
with mixtures of oxidizing gases to stabilize metal nanoparticles deposited by magnetron
sputtering has been little studied [34]. Oxygen-nitrogen plasma treatment allows the sur-
face of polymers to be modified to form active oxygen-containing groups through direct
oxidation with active gases, or rearrangement of charged oxygen-containing groups on
the surface into oxidized forms [35]. The interaction of nanoparticles of biologically active
metals with such groups leads to their immobilization and effective chemical stabilization,
which contributes to the manifestation of bactericidal properties.

It is known that with an increase in the etching time, the surface roughness of fibrous
polymers increases, numerous “sharp peaks” of considerable height appear and the surface
area increases, which promotes the adsorption of nanoparticles. For etching polymers
of different nature, the most effective and affordable method is the use of plasma of
atmospheric composition in various instrumentations [36,37].

To activate cellulose against pathogenic microorganisms, nanoparticles of various
metals and oxides were applied to it both by traditional chemical methods and by mag-
netron sputtering. The surface was modified by magnetron co-deposition of Ag and
SiO2 nanoparticles without preliminary plasma treatment of cellulose [38]. The resulting
material showed activity against S. aureus, E. coli, and C. albicans strains. Magnetron de-
position allows one to control the process parameters and set the size and composition
of nanoparticles. Compared to traditional methods using silver salts, plasma processing
allows materials to be obtained free of toxic precursor residues [39].

In this work, new hybrid materials with antibacterial activity against pathogens
have been prepared by plasma treatment of bacterial cellulose film (BCP) and subsequent
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deposition of Ag NPs by magnetron sputtering (BCP-Ag). The materials were studied by
XPS, a surface-sensitive tool, which provides elemental and chemical compositions.

2. Materials and Methods
2.1. Production and Characterization of Bacterial Cellulose

To prepare bacterial cellulose, the Gluconacetobacter hansenii GH-1/2008 strain from
the collection of VKPM B-10547 (Gause Institute of New Antibiotics, Moscow, Russia) was
used. The strain is non-toxic and non-pathogenic to humans [40]. The used medium was
composed of (g/L): sucrose (20.0), peptone (5.0), yeast extract (5.0), Na2HPO4 (2.7) and
citric acid monohydrate (1.15). The inoculum was prepared by growing G. hansenii on
this medium with the use of a rotary shaker ThermoStable IS-20 DAIHAN Scientific Co.,
Seoul, Korea at 30 ◦C for 3 days. Upon completion of the cultivation, the prepared bacterial
cellulose films were separated from the culture broth via filtration, repeatedly washed with
distilled water to remove the medium components, treated with 1.0 M NaOH solution at
80 ◦C for 2 h to remove cells and other impurities immobilized on the films, and finally
washed with distilled water until a neutral pH of wash liquid was reached. The detailed
preparation of the BC films was described elsewhere [41].

The degree of BC polymerization was determined by the intrinsic viscosity mea-
surement of its solutions in cadoxen according to ASTM D1795-96 and ASTM D4243-99
standards [42]. The average value of polymerization degree was 900.

2.2. Modification of BC Surface by Plasma Treatment

For plasma treatment of the films, a modified high-voltage converter of a VUP-5
vacuum station (SELMI Ltd., Sumy, Ukraine) was used. It was connected to a gas-discharge
glass chamber placed under a vacuum cap with a flat stainless steel electrode at the base
and a flat aluminum electrode fixed in the upper part of the chamber. The scheme of the
installation is shown in Figure 1.
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The high-voltage discharge frequency was 15 ± 5 kHz, the source voltage was 3 kV, and
the generator power was 100 W. The working zone was evacuated to a working pressure of
10 Pa, the composition of the active gas corresponded to atmospheric air. The samples were
exposed to oxidizing plasma for 1, 3 and 5 min.

2.3. Metallization of BC Surface by Magnetron Sputtering

To modify BC with silver, a laboratory setup for DC magnetron sputtering built into
the VUP-5 was used. A target made of compact silver (99.99%) 10 cm in diameter was
mounted on the cathode, and BC samples were placed on the anode with the working
side facing the target. The distance between the target and the sample was 40 mm. Argon
(99.99%) was used as a source of bombardment gas ions. Before deposition, the target was
degassed in vacuum for 5 min, until a base pressure of 5.0 × 10−4 Pa was reached. The
metal was deposited at a pressure of 0.2 Pa, a voltage of 700 V, and a power of 400 W. The
coating time was 60 s.

2.4. Scanning Electron Microscopy

The surface morphology of the BC films was studied by low-voltage scanning electron
microscopy (LVSEM) with a Scios (FEI, Waltham, MA, USA) microscope at an accelerating
voltage of 1 kV. EDX studies were carried out using Oxford Instruments X-max EDX system¸
(Abingdon, Oxfordshire, UK).

2.5. Transmission Electron Microscopy

The BCP-Ag samples were studied using Hitachi transmission electron microscope
HT7700 (Tokyo, Japan). Images were acquired at 100 kV accelerating voltage. Before
measurements the samples were mounted on a 3 mm copper grid with a carbon film and
fixed in a grid holder.

2.6. X-ray Photoelectron Spectroscopy

X-ray photoelectron spectra were acquired with an Axis Ultra DLD (Kratos, UK)
spectrometer using monochromatized Al Kα (1486.6 eV) radiation at an operating power of
150 W of the X-ray tube. Survey and high-resolution spectra of appropriate core levels were
recorded at pass energies of 160 and 40 eV and with step sizes of 1 and 0.1 eV, respectively.
Sample area of 300 µm × 700 µm contributed to the spectra. The samples were mounted
on a sample holder with a two-sided adhesive tape, and the spectra were collected at room
temperature. The base pressure in the analytical UHV chamber of the spectrometer during
measurements did not exceed 10−8 torr. The energy scale of the spectrometer was calibrated
to provide the following values for reference samples (i.e., metal surfaces freshly cleaned
by ion bombardment): Au 4f7/2–83.96 eV, Cu 2p3/2–932.62 eV, Ag 3d5/2–368.21 eV. The
electrostatic charging effects were compensated by using an electron neutralizer. Sample
charging was corrected by referencing to the C-OH peak identified in the C ls spectrum
to which a binding energy of 286.73 eV was assigned [43]. The background of inelastic
electron energy losses was subtracted by the Shirley method. The elemental composition
was calculated using atomic sensitivity factors included in the software of the spectrometer
corrected for the transfer function of the instrument.

2.7. Antimicrobial Activity Assay

The antimicrobial activity of the BC films was measured by the disc-diffusion method.
Disks of 150 µm thickness without nanoparticles (control) and coated with Ag NPs were
used. Antifungal activity was assessed using test strain of yeast C. albicans ATCC 2091 and
opportunistic filamentous fungi Aspergillus niger ATCC 16404. The spectrum of antibacterial
activity was studied using test cultures of gram-positive bacteria strains—Bacillus subtilis
ATCC 6633, S. aureus FDA 209 ATCC 6538 and gram-negative bacteria—Escherichia coli
ATCC 25922 from the collection of cultures of the Gause Institute of New Antibiotics
(Moscow, Russia). Bacteria and fungi were incubated at 37 ◦C for 24 h. Standard discs
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with antibiotics (amoxicillin—20 µg/disc, amphotericin B—40 µg/disc, manufactured by
Institut Pasteur, (Saint-Petersburg, Russia) and sterile discs with BC without antibiotics
were used as negative and positive controls.

3. Results and Discussion

The development of new effective and environmentally friendly methods for the
synthesis of antibacterial drugs and materials is a research priority. An increase in the
number of strains of microorganisms that are resistant to most antibiotics makes it worthless
to apply previously developed and intensively used antibacterial drugs.

The use of metal nanoparticles, which have high biological activity and do not cause
resistance of microorganisms, to obtain medical materials is one of the actively developing
areas of research. Currently, silver nanoparticles are the preferred candidates for incorpora-
tion into medical polymeric materials to impart antibacterial properties to them [44]. As
a rule, methods of the chemical reduction of metal salts are used to obtain a biopolymer
matrix with embedded Ag NPs [45,46].

Nanoparticles can be prepared by reducing silver salt on the surface of BC with visible
radiation [47]. In all cases, the researchers postulated a good antimicrobial activity of the
obtained materials; however, the cytotoxic effect was not tested. These methods have a
number of limitations, which significantly complicate the use of the obtained materials
for biomedical purposes. These are the presence of a significant amount of impurities
of surfactants and residues of synthesis products, as well as the difficulty of controlling
the completeness of metal reduction [48]. It should also be noted that in some cases,
significant thermal heating is required during the recovery process. This can lead to partial
degradation of the biopolymer and, accordingly, to a change in its molar mass.

One of the promising methods for the synthesis of metal nanoparticles is magnetron
sputtering, which makes it possible to apply Ag NPs of a given composition under con-
trolled conditions. However, metal nanoparticles deposited onto the BC films are known
to have poor adhesion to the surface [49]. To increase the adhesion properties of the sur-
face and the ability to retain nanoparticles, polymers are exposed to various oxidizing
agents [50].

In the literature, the processing time that is traditionally used for surface plasma treat-
ment of the various polymer films and fibers is about 1–30 min at 10–100 W. A processing
time of less than 1 min does not increase the hydrophilicity of cotton, cotton-PET and PP at
a given power [51]. Our experiments reveal the same results for 1 min BC treatment, while
an exposure time of more than 5 min significantly reduces the mechanical properties of the
films. Taking into account the results obtained, samples treated with plasma for 3 min were
examined. A mixture of gases of atmospheric composition was used as an active plasma,
since pure oxygen burns out the BC surface, increasing the roughness, but not the number
of oxidized groups required to stabilize deposited Ag NPs [52]. BC films were modified
using combination of low-pressure low-temperature atmospheric plasma treatment and
Ag magnetron sputtering. To assess the surface morphology of the prepared nanomaterials,
SEM was implicated.

Figure 2 shows SEM images of the initial BC (a), treated with plasma (BCP) (b) and a
nanocomposite covered with agglomerates of Ag nanoparticles (BCP-Ag) with different
magnifications (c,d). Compared to the original BC, the plasma-treated polymer surface
underwent significant changes. Its roughness and heterogeneity increased due to the
destruction of the fibers. SEM analysis of BCP-Ag films showed a uniform distribution
of silver particles over the surface of the plasma-treated polymer that can be seen on the
microphotograph as a white network of dots (Figure 2c,d).

Figure 3 displays the distribution maps of C, O, Ag and the energy dispersive X-
ray spectrum of the BCP-Ag nanocomposite. It can be concluded that silver present in
the nanocomposite and is not uniformly distributed on the surface at this length scale.
Elemental analysis through EDX confirmed the presence of silver on the coated fabric.
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It was shown that during magnetron deposition of metal nanoparticles on a plasma-
modified surface, the surface morphology is intact [53]. Our results are same. Apparently,
the distribution of nanoparticles over the nanocomposite surfaces is likely to be greatly
influenced by the contour of inhomogeneities and oxidized regions formed during etching
of BC, where they are stabilized. The SEM micrographs showed that Ag NPs deposited
on the BC surface are located mainly in places with surface inhomogeneities—ridges,
roughness, etc.

This may be influenced by an uncompensated charge on these surface fragments,
which leads to the coalescence of metal particles formed during magnetron evaporation. It
was shown [54] that Ag NPs coalesce into worm-like structures on inert (not plasma-treated)
surfaces upon prolonged deposition. When the surface is treated with plasma, this effect
becomes even more pronounced. The particle pattern took the form of clusters based on
partially destroyed networks of BC fibers.

In order to estimate the size of the deposited Ag NPs, a set of TEM images was obtained.
Figure 4 shows a TEM micrograph of BCP-Ag nanocomposite fibers with the particle size
distribution. Ag nanoparticles with sizes ranging from 5 to 35 nm were recorded. Larger
particles represent aggregates in the form of a “bunch of grapes”, consisting of smaller
particles. For statistical analysis hundreds of nanoparticles were taken into the account.
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To evaluate chemical transformations of the BC surface induced by the plasma treat-
ment, a comparative XPS study of untreated samples BC and BC-Ag (BC with deposited
Ag) and treated for 3 min BCP and BCP-Ag was performed.

Figure 5 shows the C 1s photoelectron spectra, fitted with some Gaussian profiles using
the reliable chemical shifts [43]. The peaks at ~285, 286.73, 288.06 and 288.6 eV correspond to
the C-C/C-H, C-OH/C-O-C, O-C-O and C(O)O groups, respectively. The relative intensities of
different groups and a characterization of the photoelectron peaks are presented in Table 1. It
is clearly seen that plasma treatment and Ag deposition lead to their significant transformation.
After modification of the original BC, an increase in relative intensity of C-C/C-H groups was
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observed. There is also an increase in the signal at 288.06 eV, which may be assigned to C=O
groups formed as a result of the oxidation of BC by plasma. The relative intensities of C(O)O
groups are rather similar. This may indicate the destruction of BC oxypyran rings and the
oxidation of alcohol groups.
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Figure 5. The С 1s spectra for pristine BC (a), BCP (b), BC-Ag (c) and BCP-Ag (d), black - experi-
mental, red – fitting, green –individual peaks, blue – peak assigned to C=O group, which 
ovelapped with peak assigned to O-C-O group. 
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Figure 5. The C 1s spectra for pristine BC (a), BCP (b), BC-Ag (c) and BCP-Ag (d), black—
experimental, red—fitting, green—individual peaks, blue—peak assigned to C=O group, which
ovelapped with peak assigned to O-C-O group.

Table 1. Characteristics of the C 1s photoelectron spectra: binding energies (Eb), Gaussian widths
(W), and relative intensities (Irel) of photoelectron peaks belonging to different chemical groups.

Sample Group C-C/C-H C-OH O-C-O C=O C(O)O

BC

Eb, eV 285.03 286.73 288.08 288.56

W, eV 0.96 1.04 1.03 1.20

Irel 0.05 0.75 0.15 0.05

BCP

Eb, eV 285.03 286.73 288.06 288.5 289.51

W, eV 1.26 1.09 1.0 1.15 1.15

Irel 0.15 0.57 0.11 0.10 0.06

BC-Ag

Eb,eV 285.4 286.73 288.06 288.06 289.37

W, eV 1.36 1.34 1.34 1.34 1.37

Irel 0.54 0.26 0.05 0.07 0.08

BCP-Ag

Eb, eV 285.19 286.73 288.06 288.06 289.37

W, eV 1.30 1.30 1.30 1.30 1.30

Irel 0.60 0.24 0.05 0.06 0.05

The elemental compositions of samples BC, BCP, BC-Ag and BCP-Ag obtained from high-
resolution spectra atoms without taking into account impurity atoms are shown in Table 2. It
shows significant decrease in surface oxygen content and O/C ratio during the treatment.
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Table 2. XPS quantification data (at. %) determined from the high-resolution spectra.

Samples C O Ag Ag/O О/C Ag/C

BC 42.3 57.7 1.36

BCP 45.5 54.5 1.2

BC-Ag 47.8 17.8 34.3 1.93 0.37 0.72

BCP-Ag 69.8 21.2 9.0 0.42 0.30 0.13

Figure 6 shows the Ag 3d photoelectron spectra and MNN Auger spectra of the
composites, and Table 3 shows their characteristics. The binding energies and the widths
of the photoelectron peaks differ markedly, which indicate different chemical states of Ag
atoms and the presence of at least two chemical states of atoms in BCP-Ag nanocomposite.
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Figure 6. Ag 3d photoelectron spectra (a) and MNN Auger spectra (b) for BC-Ag and BCP-Ag 
nanocomposites. 

Table 3. Characteristics of photoelectron and Auger spectra for Ag and the nanocomposite: binding 
energies (Eb), spin-orbit splitting (SOS), kinetic energies (Ek) and Auger parameters. 

 Eb SOS Ek AP  

Sample 
3d5/2, 
eV 

3d3/2, 
eV 

3d3/2- 3d5/2, 
eV 

M4N45N45, 
eV 

M5N45N45, 
eV 

3d5/2+ M4N45N45, 
eV State 

Ag 368.327   357.855  726.182 Ag0 [55] 
BC-Ag 369.0 375.0 6.0 357.1  726.1 Ag0 

BCP-Ag 
368.4 374.4 6.0 355.5 349.7 723.8 Agδ+ 
369.7 375.6 5.9 357.1 351.2 726.8 Ag0 

The presence of a plasmon loss peak at 372.3 eV in the spectrum of the BC-Ag sam-
ple (Figure 6a) indicates the Ag0 state [56], which is also confirmed by the value of 726.1 
eV of the modified Auger parameter. The difference between the measured and literature 
values of the binding energies of photoelectron peaks, kinetic energies and Auger pa-
rameters should be attributed to both the size effect caused by the small size of Ag na-

Figure 6. Ag 3d photoelectron spectra (a) and MNN Auger spectra (b) for BC-Ag and BCP-Ag
nanocomposites.

Table 3. Characteristics of photoelectron and Auger spectra for Ag and the nanocomposite: binding
energies (Eb), spin-orbit splitting (SOS), kinetic energies (Ek) and Auger parameters.

Eb SOS Ek AP

Sample 3d5/2,
eV

3d3/2,
eV

3d3/2- 3d5/2,
eV

M4N45N45,
eV

M5N45N45,
eV

3d5/2+
M4N45N45,

eV
State

Ag 368.327 357.855 726.182 Ag0 [55]

BC-Ag 369.0 375.0 6.0 357.1 726.1 Ag0

BCP-Ag 368.4 374.4 6.0 355.5 349.7 723.8 Agδ+

369.7 375.6 5.9 357.1 351.2 726.8 Ag0

The presence of a plasmon loss peak at 372.3 eV in the spectrum of the BC-Ag sample
(Figure 6a) indicates the Ag0 state [56], which is also confirmed by the value of 726.1 eV of
the modified Auger parameter. The difference between the measured and literature values of
the binding energies of photoelectron peaks, kinetic energies and Auger parameters should
be attributed to both the size effect caused by the small size of Ag nanoparticles and the
manifestation of local differential charging near Ag nanoparticles and the inhomogeneous
distribution of Ag over the depth of the samples.

The use of the MNN Auger spectrum of the BC-Ag sample as a reference made it
possible to discriminate two states in the Auger spectrum of the BCP-Ag sample, one of
which is Ag0, and the second at kinetic energies of 349.7 and 351.2 eV should be assigned
to Agδ+ (Figure 6). To represent the spectrum as two states, the spectra were normalized by
intensity in the region of high kinetic energies to achieve their best match, and the spectrum
of the BC-Ag sample was subtracted from the Auger spectrum of the BCP-Ag sample, as
shown in Figure 6. The area ratio of the Auger spectra BCP-Ag/BC-Ag is ~2.
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Corresponding correlations are also observed in the kinetic energies and in the shape
of Auger peaks. In the Ag 3d5/2 spectrum, two states at 368.4 and 369.7 eV with relative
intensities of 0.86 and 0.14 are distinguished, which are assigned to Ag0 state and Ag acetate,
respectively. The difference observed in the data obtained from the photoelectron and Auger
spectra indicates a nonuniform distribution of the Ag0 state over the depth of the sample.
This follows from the fact that the inelastic mean free path of photoelectrons is greater than
that of Auger electrons in view of its dependence on kinetic energy. That is, in the case under
consideration, Ag MNN Auger electrons are more surface-sensitive than Ag 3d photoelectrons.
It is not strange that outer layers contain silver presumably in oxide form.

Figure 7 shows the O 1s spectra of the studied samples with selected chemical states
of oxygen atoms, and Table 4 shows their characteristics.
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Figure 7. The O 1s photoelectron spectra for the BC (a), BCP (b), BC-Ag (c) and BCP-Ag (d), 
black—experimental, red—fitting, green—individual peaks. 
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532.8, 533.4 and 534.0 eV which are assigned to C(O*)O, C-OH, O-C-O and C(O)O* 
groups. The peaks at 532.8 and 533.4 with an intensity ratio of 3:2 are characteristic of 
cellulose. The peaks related to carboxylate groups have equal intensities. After the plas-
ma treatment and deposition of Ag, a new peak at 531.7 eV related to C=O bond was 
recorded. In the O 1s spectra of the BC-Ag and BCP-Ag samples, an increase in the rela-
tive concentrations of C(O)O groups is observed in comparison with that of BC and BCP 

Figure 7. The O 1s photoelectron spectra for the BC (a), BCP (b), BC-Ag (c) and BCP-Ag (d), black—
experimental, red—fitting, green—individual peaks.

The O 1s spectrum of pristine cellulose is characterized with four peaks at 532.1, 532.8,
533.4 and 534.0 eV which are assigned to C(O*)O, C-OH, O-C-O and C(O)O* groups. The
peaks at 532.8 and 533.4 with an intensity ratio of 3:2 are characteristic of cellulose. The
peaks related to carboxylate groups have equal intensities. After the plasma treatment and
deposition of Ag, a new peak at 531.7 eV related to C=O bond was recorded. In the O 1s
spectra of the BC-Ag and BCP-Ag samples, an increase in the relative concentrations of
C(O)O groups is observed in comparison with that of BC and BCP samples. As a result
of plasma treatment of the original cellulose, a carbonyl group appears, while in the case
of BC-Ag and BCP-Ag, the samples’ spectra are similar. In other words, the silver present
protects the cellulose from potential damage. Therefore, we can conclude that it is mainly
located in the upper layers and does not penetrate deep into the material. This is also
confirmed by the quantification data (Table 4), from which it follows that the deposition of
silver leads to a sharp decrease in the oxygen content.

A significant decrease in the oxygen content in metallized samples and an increase
in the carbon content can be explained by the screening effect of nanoparticle aggregates
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concentrated around oxygen-containing groups. In this case, the depths of secondary
electrons escape for oxygen and carbon are different, for the O 1s photoelectrons it is
smaller and can be screened to a certain extent by Ag. In addition, part of the oxygen can
be bound by metal nanoparticles.

Table 4. Characteristics of the O 1s photoelectron spectra: binding energies (Eb), Gaussian widths
(W) and relative intensities (Irel) of photoelectron peaks belonging to different chemical groups.

Sample Group C=O C(O*)O C-OH O-C-O C(O)O*

BC

Eb, eV 532.1 532.8 533.4 534.0

W, eV 1.00 0.91 0.91 1.15

Irel 0.1 0.48 0.32 0.1

BCP

Eb, eV 531.9 532.1 532.8 533.4 534.1

W, eV 1.17 1.1 1.02 1.0 1.2

Irel 0.13 0.1 0.4 0.27 0.1

BC-Ag

Eb, eV 531.5 532.0 532.7 533.4 534.1

W, eV 1.0 1.1 1.13 1.14 1.17

Irel 0.07 0.14 0.39 0.26 0.14

BCP-Ag

Eb, eV 531.7 532.0 532.8 533.4 534.2

W, eV 1.00 1.10 1.15 1.14 1.15

Irel 0.06 0.14 0.40 0.26 0.14

The moderate antifungal activity of the obtained samples was investigated in relation
to the test strain of opportunistic filamentous fungi Aspergillus niger ATCC 16404. After
incubation, the inhibition zones for Aspergillus niger were found to be 8 ± 0.1 for BCP-Ag
and 10 ± 0.4 mm for AmpB, respectively. Plasma treatment of the BC surface affects the
antifungal activity of magnetron-deposited silver against the A. niger ATCC 16404 strain.
Wang et al. [57] showed that this species easily degrades cellulose-containing materials in a
humid environment, which causes certain difficulties when it was used for wound healing
or product packaging.

The antibacterial activity was studied using test cultures of Gram-positive bacteria
strains—Bacillus subtilis ATCC 6633, S. aureus FDA 209 ATCC 6538—and Gram-negative
bacteria—Escherichia coli ATCC 25922. 25922. Table 5 presents data on the antimicrobial
activity of materials based on BC. The pristine BC and that treated with plasma showed no
biological activity.

Table 5. Antimicrobial activity of the bacterial cellulose samples with Ag nanoparticle and plasma treatment.

Sample
Inhibition Zone, mm.

Bacillus subtilis
ATCC 6633

S. aureus FDA 209
ATCC 6538

Escherichia coli
ATCC 25922.

Aspergillus niger
ATCC 16404

C. albicans ATCC
2091

BCP 0 0 0 0 0

BC-Ag 16 ± 0.4 0 0 0 0

BCP-Ag 18 ± 0.3 9 ± 0.1 0 8 ± 0.1 0

Amoxicillin 20 µg. 42 ± 0.7 27 ± 0.7 29 ± 0.2 not tested not tested

Amphotericin B 40 µg. not tested not tested not tested 10 ± 0.4 12 ± 0.6

The BCP-Ag material exhibits moderate antibacterial activity against Gram-positive
bacteria B. subtilis ATCC 6633 and weak activity towards S. aureus FDA 209 ATCC 6538
(Figure 8). The antimicrobial activities for BCP-Ag and BC-Ag towards Bacillus subtilis
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were equal, whereas BC-Ag was not active on S. aureus. However, no activity against
Gram-negative bacteria was found for BC-based composites.
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The zone of inhibition of the A. niger ATCC 16404 for the BCP-Ag composite is
comparable to the amphotericin B-polyene macrocyclic antibiotic. Thus, the combination
of BC plasma treatment and magnetron sputtering of metal can be used to impart new
functional properties to the material.

4. Conclusions

By treating cellulose with low-frequency plasma and the simultaneous deposition
of silver nanoparticles, a new material with antimicrobial properties was obtained. XPS
analysis of the material surface made it possible to isolate various chemical groups and
characterize the charge states of silver atoms using the Auger parameter. It was established
that the combination of methods of plasma processing materials based on bacterial cellulose,
synthesized by the producer G. hansenii GH-1/2008, with magnetron sputtering of Ag NPs,
makes it possible to obtain medical and other products resistant to destruction by the
mold fungi Aspergillus niger and possessing antibacterial activity against the Gram-positive
bacteria Bacillus subtilis and Staphylococcus aureus.

XPS revealed that BC plasma treatment leads to the formation of new oxygen-containing
functional groups on the polymer surface, which effectively stabilize Ag nanoparticles with
a diameter of 5–35 nm. Ag nanoparticles exist on the surface of BC pre-treated by plasma
as metal Ag and Ag acetate.

The films with plasma treatment and Ag nanoparticles demonstrated antimicrobial
action against the Gram-positive bacteria Bacillus subtilis and Staphylococcus aureus and
filamentous fungi. These findings might provide insights into the possible therapeutic
application of BCP-Ag films as an agent to treat bacterial and fungal wound infections.

The proposed complex method for obtaining biologically active materials is an envi-
ronmentally friendly technology that does not introduce contamination into the material,
which is confirmed by XPS analysis at all stages of its production.
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Abstract: In the polymer sheet processing industry, the primary objective when designing a coat-
hanger die is to achieve a uniform velocity distribution at the exit of the extrusion die outlet. This
velocity distribution depends on the internal flow channels of the die, rheological parameters and
extrusion process conditions. As a result, coat-hanger dies are often designed for each polymer based
on its individual rheological data and other conditions. A multi-rheology method based on a flow
network model and the Winter–Fritz equation is proposed and implemented for the calculation,
design and optimization of flat sheeting polymer extrusion dies. This method provides a fast and
accurate algorithm to obtain die design geometries with constant wall-shear rates and optimal outlet
velocity distributions. The geometric design when complemented and validated with fluid flow
simulations could be applied for multi-rheological fluid models such as the power-law, Carreau–
Yasuda and Cross. This method is applied to sheet dies with both circular- and rectangular-shaped
manifolds for several rheological fluids. The designed geometrical parameters are obtained, and the
associated fluid simulations are performed to demonstrate its favorable applicability without being
limited to only the power-law rheology. The two such designed dies exhibit 32.9 and 21.5 percent
improvement in flow uniformity compared to the previous methods for dies with circular and
rectangular manifolds, respectively.

Keywords: polymer processing; sheet die design; manufacturing process design; coat-hanger die;
modeling; rheology; constant shear-rate die; non-Newtonian fluids

1. Introduction

One of the most important processes in the polymer processing industry is the ex-
trusion of sheets. Coat-hanger dies are widely used in the polymer processing industry
for the production of sheets and films. The desired design provides a uniform polymer
sheet with constant thickness at the exit of the die. Uniform thickness only can be achieved
when the polymer melt exits the die uniformly. Therefore, the design of a die can be
accomplished by evaluating the design parameters that affect the velocity distribution at
the exit of the die and by optimizing these parameters to obtain the desired uniform outlet
velocity distribution. The latter depends on the rheological properties of the polymer melt
entering the die, the process conditions such as flow rate and the internal geometry of the
flow distribution in the manifold, as well as in the slit [1]. Therefore, finding the optimized
internal design for sheeting extrusion die is of great importance.

In the literature, different designs of coat-hanger dies have been suggested and pro-
posed by using analytical, numerical and experimental techniques with various degrees of
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uniform outputs. Reid et al. [2] presented an analytical method for the design of tapered
coat-hanger dies for power-law fluids. A study by Winter and Fritz [3] proposed an analyt-
ical design method for circular- and rectangular-shaped manifolds for power-law fluids.
Awe et al. [4] modified the Winter–Fritz method and applied it to rectangular-shaped
manifolds with shortened die pre-land depth for the extrusion of degradable materials.
Igali et al. [5] derived design equations of Casson fluids based on the Winter–Fritz model.

Other approaches for the design of extrusion dies include the integration of a compu-
tational fluid dynamics (CFD) method, such as finite volume or the finite element method
with an optimization algorithm for the evaluation of the desired design parameters. Han
and Wang [6] integrated a CFD simulation with a genetic algorithm for the optimization
of velocity distribution and residence time of a tapered coat-hanger die. Lie et al. [7]
proposed a modified finite element method, namely finite piece method, for the simula-
tion of a tapered coat-hanger die. Their method proved to save up to 80% of the CPU
time. Smith [8,9] presented a design methodology based on the finite element and the
adjoint-variable optimization method for power-law, Carreau–Yasuda, Cross, Elis and
Bingham fluids. An optimal geometry was obtained from their proposed methodology,
although their results showed an insignificant dependency of optimal geometry on the
fluid model. Lebaal [10–12] studied the capability of different optimization algorithms such
as response surface method, Kriging interpolation, and the sequential quadratic method
for the optimization of geometry and processing parameters. Razeghiyadaki et al. [13]
developed a design method based on the response surface method and B-spline method
for the optimization of die geometries, specifically for die profiles. However, the majority
of previous studies have been focused on power-law fluids.

Another possible approach is devising a semi-analytical method, such as the flow
network method, for the fast and accurate design of an extrusion die. A flow network
analysis, also known as a hydraulic-electric circuit analogy, uses the conventional con-
cept of electric circuit theory for an analysis of fluid flow problems [14]. The literature
demonstrates [14,15] the application of this method to design coat-hanger dies with gen-
eral rheology. Michaeli et al. [16] combined the finite element method with the network
theory to find the optimum velocity distribution. They demonstrated this network as being
optimal for the design of rectangular- and circular-shaped manifold extrusion dies for
Carreau–Yasuda and power-law fluids. Yilmaz and Kadikkopru’s model was successful in
identifying only geometrical parameters in manifold (i.e., height of the manifold).

Analytical methods tend to oversimplify the extrusion die problem, and these are
limited to simple rheological models such as the power-law [3] or Elis model [17]. However,
the power-law model is not applicable in a situation with very low shear rates [18,19]. More
sophisticated rheology models such as Carreau–Yasuda represents the apparent viscosity at
low shear rates more accurately. Nevertheless, analytical pressure-drop/flow-rate relation
is not available for these rheology models. Since previous studies such the one of Liu
and Liu [17] require an analytical pressure-drop/flow-rate relation, these methods have
limited applicability. Therefore, there is always a need for a single design method that
satisfies multiple generalized rheology fluids. Secondly, CFD-based design methods require
numerous simulations [16]; as a result, in term of computational time, these methods are
computationally expensive. In addition, due to the high cost of die block fabrication, a
trial-and-error approach for the design of extrusion dies is very costly. On the other hand,
numerical and analytical methods are either computationally expensive or lack accuracy
due to unrealistic assumptions. Hence, a fast and accurate model for finding the optimized
internal geometry of extrusion dies while being flexible in term of rheology is of great
importance. In this study, a computationally fast semi-analytical method is established by
constructing a flow network model.

Based on the circuit method introduced in [14] for fluid networks and the work shown
in [15] for the application of such methods to coat-hanger die design, a multi-rheology
design method is proposed and implemented for sheeting die design for general rheology
fluids. This method has been demonstrated to be computationally efficient and effective
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through the design cases of dies with rectangular and circular manifolds. The obtained
results are validated and compared against the existing results in the literature. Yet, it
is shown to have an extended capability for finding both geometrical parameters of the
manifold and the slit region for a uniform outlet velocity distribution. In addition, it can be
adapted to any rheological model with few modifications. The method utilizes a modified
discretized form of the Winter–Fritz equation on a flow network, which is considered a
novel extension and contribution to the circuit network method for die design. Moreover,
this method enforces additional uniform velocity distribution constraints, resulting in a
significant improvement in the velocity distribution without conducting full-fledged CFD
analyses on the manifold.

2. Methodology

As shown in Figure 1, a coat-hanger die consists of two parts: the slit and the manifold.
The design of a die can be reduced to the evaluation of the curve for the manifold and the
variance in the cross-sectional area along the manifold length. The manifold cross-section
area determines the flow resistance at various locations along the curve of the manifold.
In addition, the manifold cross-section area specifies how much of the polymer gets to
be distributed into the slit at each point along the curve. In the case of a manifold with
a circular cross-section, radius (R) is considered the geometrical parameter, while in the
case of a rectangular manifold, the height of the manifold (H) is considered the geometrical
parameter of the manifold, and each determines the flow distribution. Moreover, the die
profile, which is also known as the preland area, determines flow resistance in the slit. The
goal of the die design is to find an optimized flow distribution manifold curve that yields
constant flow rates at the die exit through the slit region. To demonstrate the proposed
flow network method, circular and rectangular cross-sections of manifolds are selected as
examples. With slight modifications, the cross-sectional shapes can be modified between
these two or any other desired geometry, which are not considered here.

Figure 1. Schematic of a sheeting extrusion die and the corresponding flow network.

Due to the symmetry in geometry, only half of the die is modeled. The die is divided
into a finite number (N) of segments along the x-axis. The proposed method can be utilized
for a simple prediction of the flow distribution at the outlet or the design of the extrusion
die by withholding certain constraints. In both cases, following assumptions are made for
the proposed method:

1. Isothermal incompressible flow
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2. Streamlined flow
3. Steady and fully-developed flows in both slit and manifold
4. Uniform pressure at the exit of the slit
5. Unidirectional flow in both manifold and slit network segments (ignoring traverse

flow in the manifold)

In a previous study, it was observed that, due to the laminar nature of the flow in an
extrusion die, the flow field is streamlined, and each fluid particle’s path does not cross any
other particle’s path [13]. In addition, the flow field can be discretized as a summation of a
finite number of separate flow lines, as shown in Figure 1. Polymer melt with flow rate of
Q0 enters at the die. At each node of the manifold, a portion of polymer flow goes into the
slit, while the rest is sent forth to the next manifold segment. At each segment, flow rates
inside the slit and the manifold are denoted by Qs(i) and Qm(i) (i = 1 to N), respectively.
The vertical distance between the manifold and the die exit is denoted by y(i). The vertical
and horizontal distances between two adjacent manifold by Qs(i) segments are ∆y and ∆x,
respectively.

2.1. Calculation of the Flow Distribution

When the geometry of the die is known, the model can predict the flow distribution at
the die exit. The conservation of mass for each node on the manifold (see Figure 1) gives
the following:

Qm(i− 1) = Qm(i) + Qs(i) 1 ≤ i ≤ N (1)

with the condition:
Qm(0) = Q0 (2)

It is known that the Hagen–Poiseuille equation relates pressure drop and flow rate in
a pipe or a duct [Q = Q(∆P)]. For illustration, Hagen–Poiseuille equations of a power-law
fluid are given as follows:

Qs(i) =
2(2n + 1)

n∆xh2
s

(
∆Ps(i)
2k y(i)

)1/n
(3)

Qm(i) =
nπR(i)3

3n + 1

(
∆Pm(i)R(i)

2k∆ζ(i)

)1/n
(4)

Qm(i) =
2(2n + 1)

nWH(i)2

(
∆Pm(i)
2k∆ζ(i)

)1/n
(5)

where Equation (3) applies to the slit, Equation (4) applies to the circular-shaped manifold,
and Equation (5) applies to the rectangular-shaped manifold.

By substituting Equation (3) and either Equation (4) or Equation (5) into Equation (1),
a set of equations with the unknowns of pressure at the manifold segments is produced.
Since the pressures at the exit of the slit are assumed to be equal to zero (atmospheric),
pressures at the end of the slit are removed in Equation (3) and therefore, the only remaining
unknowns are the pressure at manifold nodes. In summary, solving Equation (1) with
the appropriate Hagen–Poiseuille equations, the pressure at the manifold nodes can be
calculated. With calculated pressure at manifold nodes, the flow distribution at the exit
can be calculated from Equation (3). The system of equations is numerically solved by
the secant method. Figure 2a shows an algorithm for this method of calculation for flow
distribution. Convergence criterion is set as:

max
∣∣∣∣
Pnew(i)− Pold(i)

Pold(i)

∣∣∣∣ < ε 1 ≤ i ≤ N (6)

where convergence is achieved when ε is to 10−4.
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Figure 2. Flow charts for (a) flow distribution calculation and (b) proposed extrusion die design method.
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2.2. Design of the Manifold Curve

A design procedure is required to find geometrical parameters for given process
conditions and polymer melt rheology. Geometrical parameters defining an extrusion dies
are radius R(x) (circular manifold) or height H(x) (rectangular manifold) and y(x), defined
as the distance between the manifold and the die outlet at each x along the width of the die.
For each segment shown in Figure 1, two equations are required. Besides the assumptions
made for Equation (2), the following constraints are selected to determine the curve for the
manifold:

1. Constant shear rates between the slit and the manifold and
2. Uniform velocity distribution at the exit of the slit.

The uniform shear-rate assumption gives the following:

γm(R or H) = γs(y) (7)

The uniform shear-rate dies satisfying the above constraints are also known as the
Winter–Fritz dies [3], which satisfy the following differential equation:

dy
dx

= −







(
dP
dy

)
s(

dP
dζ

)
m




2

− 1




−1/2

(8)

for the determination of the curve of the manifold as it is a solution of y(x).
In Equation (8), ζ is the distance between two adjacent nodes along the manifold

(dζ2 = dx2 + dy2). Subscripts m and s refer to the manifold and the slit, respectively. In a
discretized finite difference form, Equation (8) can be written as follows:

(yi+1 − yi) = −(xi+1 − xi)







(
dP
dy

)
s
(i)

(
dP
dζ

)
m
(i)




2

− 1




−1/2

(9)

The ratio of pressure gradients

(
dP
dy

)
s
(i)

(
dP
dζ

)
m
(i)

in Equation (9) depends on both radius R

(or height H) and y(x). Therefore, with known relations for wall shear rates and pressure
gradients in the slit and the manifold, geometrical parameters R (or H) and y(x) can be
calculated iteratively by solving Equations (7) and (9). For illustration, the wall shear rates
and pressure gradients of a power-law fluid with a circular manifold are shown below
(see [1] for similar formulas):

γw(i) =
2(2n + 1)Qs(i)

n∆xh2
s

, 1 ≤ i ≤ N slit (10)

γw(i) =
(3n + 1)Qm(i)

nπR(i)3 1 ≤ i ≤ N manifold (11)

(
dP
dζ

)

m
(i) =

∆Pm(i)
∆ζ(i)

= 2k

(
(3n + 1)Qm(i)

nπR(i)
3n+1

n

)n

(12)

(
dP
dy

)

s
(i) =

∆Ps(i)
∆y(i)

= 2k
(

2(2n + 1)Qs(i)
n∆x h2

s

)n
(13)

The substitution of Equations (10) and (11) in Equation (7) gives the following equation
of the radius:

R(i) =
(

3n + 1
2(2n + 1)

Qm(i)
Qs(i)

∆xh2
s

)1/3
(14)
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The second constraint of the model states a uniform velocity distribution at the exit of
the die. With this constraint, flow rates at the slit are as follows:

Qs(i) =
Q0

N + 1
1 ≤ i ≤ N (15)

With known flow rates of the slit, flow rates in the manifold can be obtained by the
conservation of mass given in Equation (1).

Similarly, two systems of Equations (14) and (9) with the pressure gradient Equa-
tions (12) and (13) and flow rates from Equations (1) and (15) are solved by an iterative
numerical scheme, such as the secant method. The convergence criterion is defined as
follows:

max
∣∣∣∣
ynew(i)− yold(i)

yold(i)

∣∣∣∣ < ε = 10−4 1 ≤ i ≤ N (16)

Figure 2a shows the algorithm used for calculations.

2.3. Calculation of Wall Shear Rates and Pressure Gradients

The solution of the design Equation (8) requires information on shear rates at the
walls of the manifold and the slit, and the pressure gradients respectively. This section
provides a method for the evaluation of these values using a general non-Newtonian
rheology equation:

µ = µ(γ) (17)

Most Poiseuille and shear-rate relations given in the literature have limited capacity
to only one (generalized) non-Newtonian fluid, such as the power-law fluid [1,20,21].

Sochi, based on the Weissenberg-Rabinowitsch-Mooney-Schofield (WRMS) method,
gives a relation for the wall shear rate of a fluid flowing between two parallel plates [18]:

Q =
2∆xh2

s Ipp

τ2
w

(18)

where

Ipp =
∫ τw

0
γτdτ =

∫ γw

0

[
γ3µ

dµ

dγ
+ µ2γ2

]
dγ (19)

τw = µ(γw)γw =
hs∆P
y(x)

(20)

In these equations, hs, and ∆x are the thickness and width, respectively. From Equa-
tion (18), the wall shear rates can be calculated for given pressure gradient ∆P. Meanwhile,
for a given flow rate there is no explicit relation for the calculation of the pressure drop ∆P.
Therefore, an iterative numerical scheme is required. The same WRMS method has been
adapted for the flow in a circular duct:

Q =
πR3 Ic

τ3
w

(21)

Ic =
∫ .

τw

0
γτ2dτ =

∫ .
γw

0

[
γ4µ3 dµ

dγ
+ µ3γ3

]
dγ (22)

τw = µ(γw)γw =
R∆P
2∆ζ

(23)

where ∆ζ and R are the length and radius of the manifold segment. Equations (18)–(20)
give the wall shear rate in a slit segment, while Equations (21)–(23) give the wall shear
rate in a circular manifold. The design curve y(x) is obtained by solving these equations
and then substituting pressure gradients in Equation (9), respectively, for the polymer melt
rheology models. It is important to notice that Equations (19)–(23) are valid for the general
rheology model in the form of Equation (17). Therefore, by adapting them in the proposed
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method, the restriction and limitation of the traditional constant shear-rate dies applicable
to the power-law fluids can be relaxed.

3. Results and Discussion
3.1. Validation

For validation of the proposed method, the fluid distribution at the exit of a die
obtained from it is compared with the experimental data of Meng et al. [22] and with the
results of a CFD analysis. Meng provides the flow distribution for a tapered extrusion die
with power-law consistency factor (k) and index (n) of 0.799 Pa sn and 0.696, respectively.
Details of the process conditions and geometrical parameters can be found in Meng [22].
The flow distribution is calculated (Figure 2a) for the given geometry and process conditions
of Meng’s tapered die. Figure 3 depicts the comparison of the velocity at the outlet for
experimental data [19] and the CFD simulation performed on Ansys Fluent 19.1. As
it can be seen, our method shows good agreement with the experimental data and the
CFD simulation results. The main difference between the obtained results and the CFD
could be due to the three-dimensional effects. In each segment, part of the flow enters
the slit. Consequently, the flow field in the manifold is not completely unidirectional
(assumption e), and the flow field in the manifold has a transverse component. In addition,
the carboxymethyl cellulose (CMC) water solution used in Meng’s study has lower power-
law consistency factor (k) than common polymer melts. As a result, the fluid flow of the
CMC solution may enter the transitional flow regime, which in turn defies the stratified
flow pattern in assumption b.

Figure 3. Validation of the model and its comparison with CFD and experimental data [22].

3.2. Sensitivity Analysis

In the sensitivity analysis, the optimized design of a power-law fluid with input design
parameters given in Table 1 and a power-law index of 0.38 is performed by the design
methodology (algorithm in Figure 2b). Subsequently, for the obtained design profiles of y(x)
and radius (R), the flow distribution is calculated (algorithm in Figure 2a) for fluids with
different power-law index values. As discussed earlier, an extrusion die with a uniform
velocity at the outlet is desired. Therefore, velocity variance is defined as follows:

ϕ =
∑N

0 (vi − vave)
2

N
(24)
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where ϕ, vi and vave are velocity variance, velocity at slit segment i and the average velocity
of all segments. Figure 4 depicts the velocity variance for fluids with different values of the
power-law index (n) running through a die whose geometries were optimized (y(x) and
manifold radius R) for a power-law index (n) of 0.38. In Figure 4, the flow rate at entry Q0,
slit height hs and half of die width b are 5 × 10−5 m3/s, 1.5 mm and 360 mm, respectively.
Since a uniform velocity is assumed in the design method (algorithm in Figure 2b), the
velocity variance calculated from the proposed method (algorithm in Figure 2a) for the
fluid with a power-law index (n) of 0.38 is nearly zero, since a uniform flow distribution is
assumed (Equation (15)). However, this die geometry gives higher velocity variance for
other fluids with different power-law indices. This observation shows that an optimized
extrusion die design is dependent on the fluid rheological parameters.

Table 1. Rheology models and corresponding parameters [20].

Rheology Model Equation Parameters

Power-law η = k
.
γ

n−1 k = 8.125 × 103 Pa sn

n = 0.38

Carreau–Yasuda
η =

µ∞ + (µ0 − µ∞)
(
1 + λ2γ2) n−1

2

µ0 = 1326 Pa sn

µ∞ = 0
λ = 0.12 s
n = 0.35

Cross µ = µ∞ +
µ0−µ∞

1+λmγm

µ0 = 564.4 Pa sn

µ∞ = 0
λ = 0.017 s
m = 0.749

Figure 4. Sensitivity analysis of the model for a power-law fluid (Q0 of 5 × 10−5 m3/s, hs of 1.5 mm
and b of 360 mm).

3.3. Design of a Power-Law Fluid with Circular Manifold

Three rheological models are considered in this study as examples. Based on the
constant shear-rate assumption, Winter and Fritz [3] provided a design model for a power-
law fluid that flows in an extrusion die. Their model gives the following equations for the
radius R(x) of the manifold and its profile curve y:

R(x) = hs

[
(b− x)(1 + 3n)

πh(1 + 2n)

] 1
3

(25)
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y(x) =
3Bb

2

[√
1 + g(x)
g(x)

− 1
2

ln

√
1 + g(x)− 1√
1 + g(x) + 1

]
(26)

where
g(x) = (

(
R/hs)

2 − 1
)−1

(27)

B =
πh
b

1 + 2n
1 + 3n

(28)

Figure 5 shows two designs from Winter and Fritz and the proposed method for a
power-law rheological model. The consistency factor and power-law index of the rheology
model is given in Table 1. Input design parameters are also shown in Table 1. y(x) is a
distance between the manifold and the die outlet, and R denotes the manifold radius. As is
shown, the proposed method gives higher values for both y(x) and the manifold radius (R).
Larger y(x) and manifold radius correspond to deeper die cavity and a larger cross-sectional
area of the manifold, respectively. In addition to the shared assumption of a constant wall
shear rate in both the Winter–Fritz and the proposed design methods, a new assumption of
a uniform flow rate at the exit exerts an additional constraint on the proposed method. This
new assumption provides a different profile for y(x) and the manifold radius (R) compared
to the Winter–Fritz method.

Table 2. Input design parameters of the model.

Parameter Value

Flow rate in the entry of the die, Q0 5 × 10−5 m3/s
Land height, hs 1.5 mm

Total die width at exit, b 360 mm

The input of the design model is given in Table 2. After some preliminary calculations,
the calculated results were found to be invariant for 50 or more number of segments (N).

In order to validate the performance of two available designs, a CFD package, Ansys
Fluent 19.1, was used to show the flow distribution inside the die. Due to symmetry, only a
quarter of the die is considered as the simulation domain. A python code was developed
to build a mathematically accurate geometrical representation of die designs.

The CFD package of Ansys Fluent 19.1 solves Navier–Stokes equations via the finite
volume method. Continuity and momentum equations for a fluid with density of ρ without
body force are as follows:

∇·
(

ρ
→
v
)
= 0 (29)

∇·
(

ρ
→
v
→
v
)
= −∇p +∇·τ (30)

where v is velocity, p is static pressure and τ is stress tensor.
The stress tensor is given by:

τ = µ

[(
∇·→v +∇·→v T

)
− 2

3
∇·→v I

]
(31)

where I is the unit identity tensor and µ is viscosity.
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Figure 5. (a) Change of design parameter y with respect to x (b) Change of manifold radius R with
respect to x for power-law polypropylene (parameters in Table 2) with a circular manifold.

Figures 6 and 7 show the velocity distribution at the center plane for the Winter–Fritz
and the proposed design methods based on the geometric parameters shown in Figure 5,
respectively. As shown in Figure 5b, the proposed method gives a larger manifold radius
compared to the Winter–Fritz method. As Figure 7 shows, due to the larger cross-sectional
area, the proposed method gives more uniform velocity distribution in the manifold
compared to the Winter–Fritz method (Figure 6). In addition, y(x) of the proposed method
(shown in Figure 5a) results in a smoother velocity distribution at the edge of the die.
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Figure 6. Velocity distribution of Winter–Fritz coat-hanger die design with a circular manifold (flow
rate Q0 = 5× 10−5 m3/s, power-law index n = 0.38, die width b = 360 mm and land height hs = 1.5 mm).

Figure 7. Velocity distribution of an optimized coat-hanger die using the proposed model for a
power-law fluid with a circular manifold (power-law index n = 0.38, flow rate Q0 = 5 × 10−5 m3/s,
die width b = 360 mm and land height hs = 1.5 mm).

For a quantitative comparison, velocity variance that is defined by Equation (24)
is adapted. Velocity variances (ϕ) for the Winter–Fritz and the proposed methods are
0.00116 and 0.00078, respectively. The velocity distribution shows a 32.9% [(0.00116–
0.00078)/0.00116] improvement in the proposed method.

3.4. Design of a Carreau-Yasuda Fluid

For other rheological models, two relations between flow rate and pressure drop
for both the manifold and the slit are required. In the literature, different relations are
available for this purpose [23–26]. Sochi, based on the Weissenberg-Rabinowitsch-Mooney-
Schofield (WRMS) method, gives a relation for pressure-flow rate and shear rate. The
Carreau–Yasuda model is defined as follows:

µ = µ∞ + (µ0 − µ∞)
(

1 + λ2γ2
) n−1

2
= µ∞ + δ

(
1 + λ2γ2

) n′
2 (32)
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For a Carreau–Yasuda fluid flowing in a circular duct:

Q =
πR3 Ic

τ3
w

(33)

where Ic and τw are given by: [26]

Ic =
∫ .

τw
0 γτ2dτ =

∫ .
γw

0

[
γ4µ3 dµ

dγ + µ3γ3
]
dγ

=
δ3[3λ4(3n′2+5n′+2)γ4

w−3n′λ2γ2
w+2](1+λ2γ2

w)
3n′/2

3λ4(9n′2+18n′+8)

+
µiδ

2[λ4(2n′2+5n′+3)γ4
w−n′λ2γ2

w+1](1+λ2γ2
w)

n′

2λ4(n′+1)(n′+2)

+
µ2

i δ[λ4(n′2+5n′+6)γ4
w−n′λ2γ2

w+2](1+λ2γ2
w)

n′/2

λ4(n′+2)(n′+4) +
µ3

i γ4
w

4 − ( 2δ3

3λ4(9n′2+18n′+8)

+ µiδ
2

2λ4(n′+1)(n′+2) +
2µ2

i δ

λ4(n′+2)(n′+4) )

(34)

where only the shear rate at the wall γw is unknown. By definition, shear stress and shear
rate are related by τ = µ(γ)γ. Momentum balance at wall gives the following:

τw = µ(γw)γw =
R∆P
2L

(35)

Due to the non-linearity of Equation (35), a numerical method is required for the shear
rate at the wall (γw). In a similar way as Sochi provided, the following relation for the flow
of a Carreau-Yasuda fluid in a slit with a width of W and thickness of H is given:

Q =
2WH2 Ipp

τ2
w

(36)

Ipp =
∫ τw

0 γτdτ =
∫ γw

0

[
γ3µ

dµ
dγ + µ2γ2

]
dγ

=
µ2

i γ3
w

3 + 2µiδ(

√
πΓ
(
− n′

2 − 3
2

)

4λ3Γ
(
− n′

2

) ) + 2µiδγn′
w ( (λ

2)
n′
2 γ3

w
n′+3 + (λ2)

n′
2 −1n′γw

2n′+2 + (λ2)
n′
2 (n′−2)n′

8λ4(n′−1)γw

+ (λ2)
n′
2 (n′−4)(n′−2)n′

48λ6(n′−3)γn′
w

)

+µiδn′(
√

π
(

Γ
(
− n′

2 − 3
2

)
Γ
(

1− n′
2

)
−2Γ

(
− n′

2 − 1
2

)
Γ
(

1− n′
2

)
+2Γ

(
1
2− n′

2

)
Γ
(
− n′

2

))

4λ3Γ
(

1− n′
2

)
Γ
(
− n′

2

) )

+µiδn′γn′
w ( λn′γ3

w
n′+3 + λn′−2(n′−2)γw

2(n′+1) + λn′ (n′−4)(n′−2)
8λ4(n′−1)γw

+ λn′ (n′−6)(n′−4)(n′−2)
48λ6(n′−3)γ3

w
+ λn′ (n′−8)(n′−6)(n′−4)(n′−2)

348λ8(n′−5)γ5
w

)

+δ2(
√

πΓ(−n′− 3
2 )

4λ3Γ(−n′) ) + δ2γ2n′
w ( (λ

2)
n′

γ3
w

2n′+3 + (λ2)
n′−1n′γw

2n′+1 + (λ2)
n′
(n′−1)n′

2λ4(2n′−1)γw

+ (λ2)
n′
(n′−2)(n′−1)n′

6λ6(n′−3)γ3
w

)

+δ2n′(
√

π(Γ(−n′− 3
2 )Γ(1−n′)−2Γ(−n′− 1

2 )Γ(1−n′)+2Γ( 1
2−n′)Γ(−n′))

4λ3Γ(1−n′)Γ(−n′) )

+δ2n′γ2n′
w ( (λ

2)
n′

γ3
w

2n′+3 + (λ2)
n′−1

(n′−1)γw
2n′+1 + (λ2)

n′
(n′−2)(n′−1)

2λ4(2n′−1)γw

+ (λ2)
n′
(n′−3)(n′−2)(n′−1)
6λ6(2n′−3)γ3

w
+ (λ2)

n′
(n′−4)(n′−3)(n′−2)(n′−1)

24λ8(22n′−5)γ5
w

)

(37)

Similarly, shear rate at wall is given by:

[µi + δ(1 + λ2γ2
w)

n′
2 ]γw =

H∆P
L

(38)
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With relations provided in this section, a design for the extrusion die of a Carreau–
Yasuda fluid can be given by Equation (9). Figure 8 depicts the radius and y(x) of Carreau
fluid in a circular manifold for λ = 2.5 s, n = 0.75, µi = 0.009 Pa s and µ0 = 0.17 Pa s.

Figure 8. (a) Change of design parameter y(x) with respect to x and (b) change of the manifold radius
R with respect to x for Carreau–Yasuda polypropylene (parameters in Table 2) using the proposed
model with a circular manifold.

3.5. Design of a Cross Fluid

A similar methodology can be applied for a Cross fluid. A Cross fluid is defined
as follows:

µ = µ∞ +
µ0 − µ∞

1 + λmγm (39)

For the cross fluid, the Weissenberg-Rabinowitsch-Mooney-Schofield (WRMS) method
described by Sochi gives no analytical solution. Therefore, a numerical integration was
used for Equations (19) and (22). Figure 9 depicts the radius and y(x) of a Cross fluid in a
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circular manifold for m = 0.5, µ0 = 0.15 Pa s, µi = 0.009 Pa s and λ = 7.9 s. In both cases, the
flow rate at entry (Q0) and die width (b) are 5 × 10−5 m3/s and 360 mm, respectively.

Figure 9. (a) Change of design parameter y(x) with respect to x and (b) change of manifold radius R
with respect to x for a Cross polypropylene (parameters in Table 1) using the proposed model with a
circular manifold.

In the last three subsections, the proposed method was used for designing the die
for power-law, Carreau–Yasuda and Cross fluids. Polypropylene (PP) as an extrusion
fluid is used for this study. Rheological models and the corresponding parameters of
polypropylene are adapted from Rudolph [19] and are shown in Table 1. Figure 10 shows
a comparison of apparent viscosity based on these models. An effort to design for a PP
polymer using these three rheological models is performed. The parameters of these
models for PP are given in Table 2 and shown in Figure 3. Both designs based on the
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flow equations of the Carreau–Yasuda and Cross rheological model converge to the same
design as the power-law fluid, as shown in Figure 5a,b. Winter and Fritz [3] concluded that
their design only depends on the power-law index and is independent of the power-law
consistency factor. For a given operational condition, wall shear rates are approximately
800–900 s−1. The slope of apparent viscosity versus shear rate in the logarithmic scale
is the representative power-law index factor of the rheological model. As it is clearly
shown in Figure 10, all rheological models of power-law, Carreau–Yasuda and Cross have
a same representative power-law index, in the range of 800–900 s−1. As a result, it can be
concluded that the proposed method is independent of all rheological parameters except
the power-law index shown as n or m for power-law, Carreau–Yasuda and Cross models.

Figure 10. Shear rate versus the apparent viscosity of polypropylene for power-law, Cross and
Carreau–Yasuda rheology models [19].

3.6. Desgin of a Power-Law Fluid with Rectangular Manifold

Two cases for a rectangular manifold are considered: constant manifold width (W) and
constant manifold width to die width (W/b). The geometry for constant width proposed
by Winter and Fritz is given by Equations (40) and (41):

H(x) = h

√
b− x

W fp(x)
(40)

y(x) = 2W

√
b− x

W
− 1 (41)

In the case of a constant a = W/b ratio, the following equations are given by Winter
and Fritz:

H(x) = h[(b− x)/
(
a fph

)
]

1
3 (42)

W(x) = aH(x) = [a2h2(b− x)/ fp]
1
3 (43)
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y(x) =
3Bb

2

[√
1 + g(x)
g(x)

− 1
2

ln

√
1 + g(x)− 1√
1 + g(x) + 1

]
(44)

where g(x) and B are given by:

g(x) = [(H(x)/h)2 − 1]
−1

(45)

B =
ah fp

b
(46)

Figure 11 shows the comparison of manifold height and die land for the case of
constant W. Figure 12 shows the comparison of the velocity at the exit obtained from
CFD for both designs. A comparison of velocity variance defined in Equation (24) gives
values of 0.005 and 0.0039 for the Winter–Fritz and the proposed methods, respectively.
This result shows a 21.5 percent improvement in the velocity variance. By comparing
velocity variances, it is clear that the die designed with a circular manifold is approximately
three-fold more efficient in terms of velocity uniformity than the die designed with a
rectangular manifold.

Figure 11. (a) Change of normalized design parameter H with respect to normalized x and (b) change of
normalized design parameter y with respect to normalized x for power-law polypropylene (parameters
in Table 1) having a rectangular manifold with constant W/b ratio, (W/b = 0.01, 0.1 and 0.2, N = 50).
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Figure 12. Comparison of velocity distribution obtained from CFD at the slit exit of die for a power-law fluid with W/b = 0.19.

4. Conclusions

In this study, a general rheology network method for the design of sheeting extrusion
dies in the polymer processing industry is proposed based on the Winter–Fritz constant
wall shear-rate conditions and conservation laws of fluid flows in the network. Design
parameters based on this method for dies with both circular- and rectangular-shaped
manifolds are presented and validated as examples of demonstrations of the method.
Computational fluid dynamics (CFD) was adapted as a means for comparison of the
presented design models in this study with the purely analytical model of Winter and
Fritz. The CFD results show 32.9% and 21.5% improvement in the velocity distribution for
dies with circular and rectangular manifolds, respectively, over similar dies designed by
other methods. In addition, a method for calculation of wall-flow rates/pressure drops is
presented based on the work of Sochi [26]. Since this method is inherently flexible, it can be
easily extended to other rheological models. It is demonstrated that the proposed method
can be broaden and applied to other rheological models such as Carreau–Yasuda and Cross
models, which are more accurate at low shear rates. Thus, the proposed method utilizes
constant shear-rate constraint of the Winter–Fritz for power-law and virtually for any other
rheology model. Furthermore, it can be extended to take into account temperature effects,
such as viscous dissipation, as well as the elastic deformation of the die slit, with some
modifications. The proposed method is a fast and computationally efficient method for the
first design iteration of sheeting extrusion dies with constant shear rates, as CPU time for
every design calculation takes less than a few seconds on a PC (Intel Core i7 2.6 GHz).

The uniform velocity distribution leads to less material loss, which is both economi-
cally and environmentally desirable. The proposed semi-analytical design method, which
was developed for the fast and accurate pre-design of coat hanger dies with applications in
the film and sheeting industries, can be further extended to blow molding, wire-coating
and cable sheathing, and the textile and food industries.

Author Contributions: Conceptualization, A.P. and D.W.; writing—original draft preparation, data
curation, formal analysis, A.R.; Supervision, A.P., D.W. and D.Z. All authors have read and agreed to
the published version of the manuscript.

138



Polymers 2021, 13, 1924

Funding: This research was funded by Nazarbayev University under the Faculty Development
Competitive Research Grant Program No 021220FD4651, “Design & Development of Multiphysics
Algorithm for Polymer Sheet Processing Die Design”.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.

Acknowledgments: The authors would like to express their deepest gratitude to Otilia Nuta for
checking the English of this paper.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

a Ratio of manifold width to half die thickness (W/b)
b Half die thickness [m]
B Parameter in Winter–Fritz equation
fp Shape factor in Winter–Fritz model
g Parameter in Winter–Fritz equation
H Manifold height [m]
hs Slit height [m]
I Identity tensor
Ic Definite integral definition for circular duct in Equation (22) [Pa3 s−1]
Ipp Definite integral definition for parallel plates Equation (19) [Pa2 s−1]
k Power-law consistency factor
m Cross model parameter
n Power-law index
N Number of manifold and slit segments
Q0 Flow rate in entry [m3/s]
Qm Flow rate in the manifold [m3/s]
Qs Flow rate in the slit [m3/s]
R Radius of manifold [m]
v Velocity [m/s]
ϕ Velocity variance
W Width of channel [m]
x Coordinate along die [m]
y Distance between manifold and die outlet [m]
∆Pm Incremental pressure drops in manifold [Pa]
∆Ps Incremental pressure drops in slit [Pa]
µ Apparent viscosity [Pa s]
µ0 Rheological parameter in Cross and Carreau–Yasuda models [Pa s]
µ∞ Rheological parameter in Cross and Carreau–Yasuda models [Pa s]
γm Shear rate in manifold [1/s]
γs Shear rate in slit [1/s]
γw Shear rate at wall [1/s]
ζ Coordinate in direction of manifold [m]
λ Rheological parameter in Cross and Carreau–Yasuda models [s]
τ Shear stress [Pa]
τw Shear stress at wall [Pa]
ϕ Velocity variance [m2/s2]
dPm Differential pressure drops in manifold [Pa]
dPs Differential pressure drops in slit [Pa]
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Abstract: Due to their valuable properties (low weight, and good thermal and mechanical proper-
ties), glass fiber reinforced thermoplastics are becoming increasingly important. Fiber-reinforced
thermoplastics are mainly manufactured by injection molding and extrusion, whereby the extrusion
compounding process is primarily used to produce fiber-filled granulates. Reproducible production
of high-quality components requires a granulate in which the fiber length is even and high. However,
the extrusion process leads to the fact that fiber breakages can occur during processing. To enable a
significant quality enhancement, experimentally validated modeling is required. In this study, short
glass fiber reinforced thermoplastics (polypropylene) were produced on two different twin-screw
extruders. Therefore, the machine-specific process behavior is of major interest regarding its influence.
First, the fiber length change after processing was determined by experimental investigations and
then simulated with the SIGMA simulation software. By comparing the simulation and experimental
tests, important insights could be gained and the effects on fiber lengths could be determined in
advance. The resulting fiber lengths and distributions were different, not only for different screw
configurations (SC), but also for the same screw configurations on different twin-screw extruders.
This may have been due to manufacturer-specific tolerances.

Keywords: extrusion; polypropylene; glass fiber; fiber reinforced; simulation; fiber shortening;
compound; SIGMA; dynamic image analysis

1. Introduction

Due to their valuable properties, fiber-reinforced thermoplastics have a wide range
of applications. Possible areas of application can be found in the fields of the automotive
industry, aeronautic industry, and the household sector. In particular, polypropylene
composites have been established as an alternative for a wide range of applications, due
to their positive properties. In addition to their lightweight potential, the materials offer
good mechanical and thermal properties, as well as a low weight and good mechanical
strength, at low production costs [1–4]. As reinforcing materials, glass fibers are mainly
used. This can significantly increase the mechanical properties (notched impact strength,
tensile strength). Furthermore, the addition of glass fibers enhances the heat deflection
temperature. In addition, the use of fibers is becoming increasingly popular, as the materials
produced with them have a low density. Moreover, environmental awareness is becoming
increasingly important, which is why the automotive industry is using fiber-reinforced
materials in automotive interiors [5–8].

Fiber-reinforced thermoplastics are mainly obtained by injection molding and extru-
sion processes. However, an extrusion compounding process is primarily used to produce
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fiber-filled granulates, while the injection molding process is used to manufacture the prod-
ucts. In addition to the fiber orientation, process-related damage to the fibers (shortening
of the fibers) can also have a decisive influence on the subsequent component properties.
In particular, this can lead to undesirable changes in mechanical properties. [9–12].

In order to produce components with the best possible properties, a flawless granulate
from the extrusion process is required for the subsequent injection molding process. One
aspect to consider, as described previously, is that the original fiber length can be signifi-
cantly reduced in some process steps during extrusion compounding. This can lead to a
reduction in fiber reinforcement. Due to different extrusion lines and screw configurations,
the process parameters may vary, leading to different resulting fiber lengths and compound
properties. As a result, the subsequent component properties can be very different from
each other.

The influence of extrusion parameters on fiber length reduction in a twin-screw ex-
truder for fiber-reinforced plastics was previously fundamentally investigated. The change
from a laboratory extruder to an industrial extruder led to differences in the fiber length
distributions. With the industrial extruder, longer fibers and a more widely distributed
fiber length could be identified in the compound. Under the conditions tested, the labo-
ratory extruder was more fiber-damaging than the industrial extruder [13]. Gamon et al.
investigated the influence of different parameters (rotational speed, feed rate, shear rate)
in the extrusion process of natural fiber-reinforced PLA, concerning the fiber morphology
(fiber breaks, fiber length change). Here, an increase in screw speed with a simultaneous
increase in feed rate could contribute to maintaining the fiber length. In addition, it was
shown that fiber breaks occur more frequently with longer fibers than with short fibers [14].
Durmaz et al. examined the properties of carbon fiber-reinforced bio-based polyamide
in the extrusion and injection molding process. The fiber content ranged from 20 to 40%.
It was found that the average fiber length decreased significantly with increasing fiber
content [15]. In their study, Wang et al. investigated fiber orientation, as well as fiber breaks,
after processing glass fiber-reinforced polypropylene. They used either short or long glass
fibers. The results showed that, due to the shear in the processing step, long glass fiber-
reinforced polypropylene leads to more fiber breakages than short glass fiber-reinforced
polypropylene. [16].

In order to comprehensively determine the correlation of process parameters during
compounding experimentally, a high level of testing, personnel and material expenditure is
required [17,18]. To date, fiber length change in composites has primarily been determined
by microscopic observation and X-ray microtomography of the samples [19–23]. To enable
significant quality improvements, experimentally validated modeling is required that
reaches far beyond the current state of technology and considers the details of the used
machines and materials. This would also significantly reduce the experimental effort. The
higher the prediction quality of the fiber length distribution of the software used, the more
accurate the prediction that can be made about the resulting mechanical behavior for the
subsequent application areas.

In this study, short glass fiber reinforced thermoplastics (polypropylene) were pro-
duced on two different twin-screw extruders at the University of Paderborn (Kunststofftech-
nik Paderborn, Paderborn, Germany) and the University of Kassel (Institut für Werk-
stofftechnik, Kunststofftechnik, Kassel, Germany). First, a comparison of the real and
simulated fiber length changes was necessary, based on which, the simulation models and
their parameters were adjusted. Subsequently, the results could be adapted to real struc-
tures. The influences of the compounding parameters, in particular the different machine
and screw configurations, on the real and simulated fiber length change are presented,
whereby the real fiber length change was determined by means of dynamic image analysis
(Section 2.3). Since the processing was carried out on two different machines, the machine-
specific process behavior was of major interest regarding its influence. With the simulation
software SIGMA (Simulation of co-rotating twin-screw machines), fiber length, in general,
can be calculated. However, the software utilizes idealized machines. As a result, important
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knowledge could be obtained by comparing the simulation and experimental studies, and
the effects of process and material changes on fiber lengths could be determined in advance.
This allows a specific adjustment of the machine settings, whereby the components to be
manufactured subsequently can be produced without any defects.

2. Materials and Methods
2.1. Used Materials

For the manufacturing of the test specimens, polypropylene (SABIC® PP 520P, SABIC
Polymers, Genk, Belgium) provided by SABIC Polymers (Genk, Belgium) with a glass fiber
(e-glass fiber FGCS 3540, Schwarzwälder Textil-Werke, Schenkenzell, Germany) provided
by Schwarzwälder Textil-Werke (Schenkenzell, Germany) compounds with fiber content of
20, 30, and 40 wt.% content were manufactured. No additional additives were added to the
polymer and fibers in the compounding process. According to the manufacturer, SABIC®

PP 520P is a polypropylene (PP) homopolymer grade and can be used for the production of
injection-molded or extruded products or can be used as a component of other industrial
products. It provides an excellent combination of transparency, stiffness, and high heat
resistance. The material has a density of 0.905 to 0.930 g/cm3. The melting temperature
(Tm) of the material is 160 to 170 ◦C (peak at 164 ◦C), and the melt volume rate (MVR) is
10.5 g/10 min (230 ◦C/2.16 kg) according to ISO 1133.

The short cut glass fibers FGCS 3540 show a diameter of approx. df = 10 µm and
a mean glass fiber length of approx. lf = 3 mm. The glass fiber has a density of 2.53 to
2.55 g/cm3. The moisture content in delivery form is a maximum of 0.3%. The fiber sizing
content is approx. 1.1%, according to DIN ISO 1887 (sizing content determination by loss
on ignition (625 ◦C)). The moisture content of the materials was checked before processing
using a Sartorius Moisture Analyzer MA 100 (MA 100, Satorius, Goettingen, Germany).

2.2. Processing

Compounding of the materials was carried out on a Leistritz ZSE 18 (ZSE 18, LEISTRITZ
Extrusionstechnik, Nürnberg, Germany) and a Coperion ZSK 25 WLE (ZSK 25 WLE, Cope-
rion, Stuttgart, Germany). Both are co-rotating twin-screw extruders. The Leistritz ZSE 18
was used with two screw configurations. This extruder had a screw diameter of 18 mm,
with an L/D ratio of 40. The material was compounded without a nozzle, to avoid further
shortening of the fibers due to different nozzle configurations. Therefore, no downstream
equipment needed to be considered in the simulation. The screw configuration (SC1)
included kneading discs and mixing elements, to mix and distribute the fibers after they
had passed through the feeding zone. The screw configuration (SC2) simply consisted of
the conveying elements after the fiber feeding zone. The screw speed was set to 200 rpm,
and the material throughput was set to 3 kg/h.

A Coperion ZSK 25 was used with one screw configuration. This extruder had a screw
diameter of 25 mm with an L/D ratio of 41. The used screw configuration (SC3) simply
consisted of the conveying elements after the fiber feeding zone. The screw speed was set
to 200 rpm, and the material throughput was set to 9 kg/h. The different screw designs are
shown in Figure 1. The kneading discs are shown in blue and the mixing elements in green.
The temperatures of the heating zones are listed in Table 1.
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Table 1. Temperatures used in the compounding process in the different twin-screw extruders.

Process Temperatures (◦C) Leistritz ZSE 18 Coperion ZSK 25

Feeding Section 50 25
Zone 1 160 160
Zone 2 180 180
Zone 3 180 180
Zone 4 180 180
Zone 5 180 180
Zone 6 180 180
Zone 7 180 180
Zone 8 180
Zone 9 180

2.3. Characterization
2.3.1. Dynamic Image Analysis

Dynamic image analysis was used to investigate the influence of fiber length during
compounding on various compounders. For the fiber length measurement, the produced
pellets were ashed in an oven (600 ◦C, 6 h). This removed the matrix material polypropylene
from the glass fibers for subsequent image analysis. The fiber length distribution was mea-
sured using a Sympatec QICPIC/R06 (QICPIC/R06, Sympatec, Clausthal-Zellerfeld, Ger-
many) dynamic image analysis with a wet disperser (MIXCEL unit, Sympatec, Clausthal-
Zellerfeld, Germany). The images were acquired at a frame rate of 175 Hz with an M7
magnification. The ISO measurement range varied from 88 µm to 2888 µm. The results
represent the change in fiber length after compounding.

2.3.2. Material Characterization for Simulation

The rheological material data analysis required for the simulation, such as the viscosity,
thermal conductivity, and p-v-T behavior, were determined using a high-pressure capillary
rheometer (RG25, Göttfert, Buchen, Germany). The melting point, enthalpy, and specific
heat capacity were determined by differential scanning calorimetry (DSC Q2000, TA In-
struments, New Castle, DE 19720, USA). The determined data for the used polymer and
the glass fiber were entered into the database PAM (Paderborn Material Database)(PAM
3.0.0, Kunststofftechnik Paderborn, Paderborn, Germany) and exported into the simulation
software Sigma (SIGMA 13.0.1, Kunststofftechnik Paderborn, Paderborn, Germany).

2.3.3. Simulation of the Compounding Process

The SIGMA simulation software was used to simulate the compounding process. The
simulation software simulates compounding and processing operations on co-rotating
twin-screw extruders. In addition to the material data, the barrels and screw configurations
of the used extruders (see above) were created in SIGMA. Using models for polymer-filler
compounds, the compounding processes were simulated for the matrix–fiber designs and
various screw configurations of the different extruders used.

2.4. Extrusion Simulation of Fiber Length

The SIGMA simulation software was developed for the design of co-rotating twin-
screw extruders. For the further development of SIGMA, Kunststofftechnik Paderborn
cooperates with the leading machine and material manufacturers and continuously opti-
mizes the simulation software. For the design of a twin-screw extruder, the user has at
his disposal, for example, not only the calculated melting, pressure, and filling degree
curves, but also the fiber length degradation of fillers, such as glass fibers or carbon fibers,
and the dwell time. These curves can be used to optimize the basic process. For this
publication, the calculation of the expected fiber length was of relevance. For this purpose,
the real processes with the machines and material data used were entered into SIGMA and
subsequently simulated.
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3. Results and Discussion
3.1. Influence of Screw Configuration on the Fiber Length

Figure 2 shows the influence on the fiber length during the production of polypropy-
lene + 20 wt.% glass fibers (PP GF 20) with different screw configurations (SC1, SC2, SC3) in
the extrusion process. The distribution density is given as a relative frequency. The results
show that the production of the materials with the SC1 and SC3 screw configurations led
to a significant shortening of the glass fibers. Considering the relative fiber distribution,
these two screw configurations showed the shortest fibers after the extrusion process, with
a length of 10–30 µm. Analogous to this, the results of SC2 showed similar tendencies. In
the range from 400 to 600 µm, a further local maximum in the fiber length was detectable
for the SC1 screw configuration. The local maximum for screw configuration SC2 was
around 800 µm, and there was no further local maximum for screw configuration SC3.
Nevertheless, the total fiber shortening was slightly lower in comparison with the other
two screw configurations.
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Figure 2. Influence on fiber length during the production of PP GF 20 with different screw configura-
tions (SC1, SC2, SC3) in the extrusion process.

In a comparison of the results shown in Figure 3 (PP + GF 20), the results of polypropy-
lene with 30 wt.% glass fibers also showed that the highest shortening of the fibers occurred
in the production with the screw configurations SC1 and SC3. In addition, it is also shown
here that there were no significant differences between these two screw configurations.
Moreover, it can be seen here that the fiber shortening with the SC2 screw configuration
was slightly lower, and significantly fewer short fibers resulted after processing compared
to the SC1 and SC3 screws. Overall, the behavior and fiber distribution were very similar
to the values of PP + GF 20 (cf. Figure 2).
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tions (SC1, SC2, SC3) in the extrusion process.

Figure 4 shows the influence on the fiber length during the production of polypropy-
lene + 40 wt.% glass fibers (PP GF 40) with different screw configurations (SC1, SC2, SC3).
The larger amount of glass fibers resulted in a further shortening of the fibers, so that
overall shorter fibers were measured for the screw configurations SC1 and SC3. Again,
significantly less fiber shortening resulted when using screw SC2 compared to both screws
SC1 and SC3.
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3.2. Simulated Fiber Length

The simulated fiber length is shown graphically in Figure 5. The simulated fiber length
decreased with increasing glass fiber content. With a glass fiber content of 20 wt.%, the
minimum was 516 µm for screw configuration SC1 and the maximum was 551 µm for
screw configuration SC3. If the glass fiber content was increased to 30 wt.%, a maximum
fiber length of 490 µm was achieved for screw configuration SC3. The minimum fiber
length was 470 µm with screw configuration SC1. With a glass fiber content of 40 wt.%,
only a maximum fiber length of 439 µm was achieved with screw configuration SC3. The
minimum fiber length was about 426 µm and was calculated for both screw configurations
SC1 and SC2. On average, the fiber lengths of screw configuration SC3 were 3.73% longer
than the fiber lengths of screw configuration SC2. With screw configuration SC1, the
resulting fiber lengths were on average 0.71% shorter than the fiber lengths of screw
configuration SC2. The differences between the simulated fiber lengths decreased with
increasing fiber content. At a fiber content of 40 wt.%, the simulated fiber lengths of screw
configurations SC1 and SC2 no longer differed.
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Figure 5. Results of the simulation of the fiber lengths for the glass fiber contents of 20, 30, and
40 wt.% for the three different screw configurations.

In comparison to Figure 5, Figure 6 shows the simulated fiber length at a 20 wt.% fiber
content along the axial extruder position. The fiber length decreased rapidly shortly after
being added to the extruder. Already, after approximately 15 mm, the fiber length had
decreased from 3 mm to 2 mm. After approximately 82.5 mm, the fiber length was already
1 mm for screw configurations SC1 and SC2. With screw configuration SC3, the fiber length
dropped below 1 mm only after approx. 107.5 mm. The fiber length decreased slightly at
the end of the compounding process.
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Figure 6. Simulated fiber length curves for the glass fiber content of 20 wt.% for the three different
screw configurations along the axial extruder position.

The effect of varying the fiber content with otherwise constant process parameters on
the curve of the simulated fiber length is shown in Figure 7. As in Figure 6, the curve is
very steep at the beginning and becomes flatter towards the end of the screw. The fiber
content influences the slope of the fiber length curve. With a larger fiber content, the fiber
length curve is steeper at the beginning and is below the values of the curves with a smaller
fiber content.
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Figure 7. Simulated fiber length curves for the glass fiber content 20, 30, and 40 wt.% for the screw
configuration SC1 along the axial extruder position.

Figure 8 shows the different fiber length distributions for the screw configuration SC1
with different fiber contents. The local maximum in fiber length distribution changed from
approx. 550 µm to approx. 450 µm with a higher fiber content.
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ration SC1.

The results suggest that the measured particle sizes do not correspond to reality.
The large proportion of particle sizes shorter than 50 µm may contain not only glass
fibers but also remnants of ashing particles and dust particles. If the particle sizes in
the iso-measurement range between 100 and 2888 µm are examined more closely, it is
noticeable that both the SC2 and SC3 screw configurations have a significantly smaller
proportion of fiber lengths over the entire range than the SC1 screw configuration. This
effect is independent of the fiber content. Nevertheless, the resulting local maxima of screw
configuration SC1 are ahead of the local maxima of screw configurations SC2 and SC3.
These results correspond to the simulation results of SIGMA. The simulation results do not
exactly match the experimental results for smaller fiber fractions. However, as the fiber
content increases, the difference between the simulation result and the experimental result
decreases. The difference between the screw configurations SC2 and SC3 is not as clear in
the measurement as it is in the simulation. The resulting fiber length also decreased with
increasing fiber content. This effect was more pronounced for the three screw configurations
when the glass fiber content was increased from 30 to 40 wt.% then it was with the increase
from 20 to 30 wt.%.

The resulting fiber lengths and distributions in this study were slightly above the fiber
lengths and distributions documented in the literature. Ghanbari et al. [24] investigated
the fiber lengths and distributions at 75 and 400 1/min, using a similar screw design.
The measured fiber lengths ranged from about 260 µm at 75 1/min to about 50 µm at
400 1/min. Whereas, in Bumm et al. [25], the resulting fiber lengths were much closer
to the values from this study. Nevertheless, the fiber lengths were slightly above the
expected range specified in the literature and those calculated in the SIGMA simulation
software. The decrease in glass fiber length due to the kneading blocks after addition of the
glass fibers can be clearly seen in the resulting fiber lengths. As mentioned in [25], fiber
length decreases during compounding with kneading blocks. The SC1 screw configuration
consistently produced lower resulting fiber lengths than the other two screw configurations.
Furthermore, the resulting fiber length decreased with increasing glass fiber content. This
behavior was previously investigated by Durmaz and Aytac [15] and was consistent with
the experimental results in this study. The simulated curve of the fiber lengths along the
axial extruder position is similar to the curves presented in the literature. The fiber lengths
decreased rapidly directly after the addition of the fibers. In the further progression, the
fiber length continued to decrease, but no longer as rapidly as at the beginning [13,25].
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Thus, the resulting fiber lengths differed for the same process and boundary conditions,
not only due to a different screw configuration, but also for identical screw configurations
on different twin-screw extruders. These results were evident in both the simulation and
experimental results.

4. Conclusions

In this article, short glass fiber reinforced thermoplastics (polypropylene) were pro-
duced on two different twin-screw extruders, with three different screw configurations
(SC1, SC2, SC3) at the University of Paderborn (Kunststofftechnik Paderborn, Paderborn,
Germany) and the University of Kassel (Institut für Werkstofftechnik, Kunststofftechnik,
Kassel, Germany). Fiber shortening, which can result during processing, was simulated
using the SIGMA simulation software. In addition, real experiments were carried out, in
order to determine the fiber length changes due to the compounding process.

The different particle size distributions showed that the resulting particle size distri-
bution depended, not only on the screw configuration, but also on the machine size. The
screw configuration with kneading blocks (SC1) led to the smallest fiber lengths. Despite an
identical screw configuration of SC2 and SC3, the results of the fiber lengths of both screw
configurations were different from one to the other. Both in simulation and in practice,
the resulting fiber lengths differed. Nevertheless, the resulting fiber lengths of SC2 and
SC3 were both greater than those of screw configuration SC1. With the different particle
distributions of the SC2 and SC3 screw configurations, the question arises as to whether
the different course of the particle distribution is also dependent on other machine param-
eters, in addition to the change in machine size. For example, manufacturer-specific gap
dimensions between the barrel wall and the screw could have a recognizable influence on
the resulting particle size. In order to be able to exclude these machine-related influences
or, if necessary, to specify them in more detail, further investigations on several twin-screw
extruders with different manufacturer-specific gap dimensions are necessary.
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Abstract: Tree-based grids bring the advantage of using fast Cartesian discretizations, such as
finite differences, and the flexibility and accuracy of local mesh refinement. The main challenge is
how to adapt the discretization stencil near the interfaces between grid elements of different sizes,
which is usually solved by local high-order geometrical interpolations. Most methods usually avoid
this by limiting the mesh configuration (usually to graded quadtree/octree grids), reducing the
number of cases to be treated locally. In this work, we employ a moving least squares meshless
interpolation technique, allowing for more complex mesh configurations, still keeping the overall
order of accuracy. This technique was implemented in the HiG-Flow code to simulate Newtonian,
generalized Newtonian and viscoelastic fluids flows. Numerical tests and application to viscoelastic
fluid flow simulations were performed to illustrate the flexibility and robustness of this new approach.

Keywords: finite difference methods; meshless interpolation; numerical solution; polymer flows;
viscoelastic flows

1. Introduction

Many researchers are constantly working on improving numerical solution techniques
for partial differential equations that govern the flow of Newtonian and non-Newtonian
fluids. One of the major problems faced is the part that generates the geometry of the
problem to be simulated.

Cartesian hierarchical grids, or tree-based grids are the most common choices for dis-
cretizing the spatial domain. This choice allows the implementation of the finite difference
method, while avoiding working with more complicated stencils, which occurs for example
in curved meshes. Thus, it becomes easier to process the flow properties when a refinement
of the mesh is desired in a determined region of the domain, since in a Cartesian grid, the
flows are calculated in facets parallel to the Cartesian axes, favoring the implementation
of the numerical method [1]. In the literature, quadtree and octree are 2D and 3D meshes,
respectively, generated to perform these problems. One can say that a hierarchical grid is
a generalization of quadtree and octree. In this sense, the choice of hierarchical grids is
convenient to address the problem of flows in complex geometries [2–6].

Regarding the mesh refinement, one of the difficulties is to calculate the flow property
value on these interfaces. High-order interpolations are commonly used. Several improve-
ments of the interpolation techniques have been studied [7–11], in order to optimize the
number of cells used in calculations, since this influences the computational time and
storage over simulations.

In this way, the HiG-Fow system makes interpolations using the method of moving
least squares, adapting the stencil according to the interface between the fine and coarse
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grids. Sousa et al. developed this methodology and compared it with non-graded methods
by using the new system to simulate Newtonian flows [12].

Our interest is to use the HiG-Flow for the simulation of non-Newtonian flows. In this
way, a code module for simulations of non-Newtonian flows was implemented, taking into
account considerations shown in Section 3.

Depending on the temperature or mixture in liquid solvents, polymeric materials
behave similar to viscoelastic fluids [13]. In this work we show that a new computer
system is able to perform numerical simulations of viscoelastic fluid flows in two and three
dimensions in channels with complex geometries. In one of the most common applications,
polymers are used to construct electronic devices. Thus, the study of viscoelastic fluids
is important due to applications in science and technology and the use of numerical
simulators can be useful for support in important decisions in the engineering design
of any device. In general, the behavior of viscoelastic fluid can be described using an
appropriate constitutive model. So, in addition to using HiG-Flow in Newtonian flows, the
system has implemented a module to solve the constitutive equations through the kernel-
conformation technique. [14]. Different constitutive models are implemented, among
them the Oldroyd-B [15] and Phan-Thien–Tanner (PTT) [16], which we used as reference in
this work. In the last 20 years several works involving the solution of these constitutive
models have been published. In 1999, Dou and Phan-Thien [17] used the finite volume
method to solve the flow in a channel of an Oldroyd-B fluid past a circular cylinder. Then,
Alves et al. [18] showed the effect of a high-resolution scheme MINMOD [19] on an upper-
convected Maxwell fluid solution, improving accuracy and increasing the convergence rate
of the finite volume method and then they proposed a new high resolution scheme [20].
Later the article was published [21] with benchmark solutions for the flow of Oldroyd-B
and PTT fluids in planar contractions. In the year 2005 Chinyoka et al. [22] studied the
deformation of a circular drop of an Oldroyd-B fluid by applying the volume-of-fluid
method for two-dimensional interfaces. Later, Tomé et al. [23] applied the finite difference
method to simulate free surface flow of PTT fluid in three dimensional geometry. Then,
Mompean et al. [24] investigated fluid flows using the Upper-Convected Maxwell (UCM)
constitutive equation and an explicit algebraic model to develop an approximation that
could be applied to the extrudate-swell problem. In 2012, Tom é et al. [25] applied the
log-conformation technique to study three-dimensional viscoelastic flows for jet buckling
analysis and later Oishi et al. [26] and Paulo et al. [27] continued studies in this same way.

In 2019, Tomé et al. [28] presented a solution method for the Giesekus model flow
and proposed a new analytical solution for this problem. In 2019, Bezerra et al. [29] used
HiG-Flow to perform the solution of electro-osmotic flow of a viscoelastic fluid, where
they proposed an approximation for the vortices simulation in a nozzle. Shojaei et al. [30]
investigated a generalized finite difference method using the weighted moving least squares
procedure, in the same way of our proposed numerical solution. Corresponding with one
of the proposals of this work, [31] used stabilization techniques in 2D and 3D viscoelastic
fluid flows. In 2020, Guan et al. proposed a improved finite difference method and they
checked its convergence. Recently, [32] presented a implementation and computational
verification of KBKZ integral constitutive equations in hierarchical grids. More recently,
ref. [33] performed a generalized finite differences method for flows in a dam.

The finite difference method was used in the discretization of equations. The HiG-
Flow system was also implemented taking into account advances in the MAC-Marker and
Cell method [34], allowing the implementation of several solution methods for the different
terms of the equation of motion as well as the constitutive model solution. Convective terms
in equations can be solved by high-accuracy methods. Moreover, we can say that the main
novelty for the simulation of viscoelastic fluids is the kernel-conformation technique. The
technique is already known, however, the differential is the manner it was implemented
in, which allows the user to choose a numerical stabilizer easily—one just needs to enter
the desired mathematical function, the derivative of this function and its inverse function.
More details can be found in the Governing Equations section. Here, numerical stabilizers
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were used for Oldroyd-B flow solution in a 2D cavity and for a PTT fluid in a complex
3D geometry.

In Section 2, we show the finite differences method of the approximation used. Then,
the governing equations and the constitutive models are presented in Section 3, as well
as the explanation of the kernel-conformation technique. In Section 4, we present the
validation tests for a PTT fluid flow in a pipe and to an Oldroyd-B fluid flow in a 2D-lid-
driven cavity. Finally, we performed simulations of a PTT flow in a complex 3D geometry
and the results are shown in Section 5.

2. Finite Difference Approximation in Tree-Based Grids

In the HiG-Flow code, the equations are solved using finite difference approach in
hierarchical meshes. Figure 1a shows a representative type of mesh and the dependency
structure (tree data structure) is presented in Figure 1b. In this approach, cells can be
partitioned into different geometrical shapes. Such generalization leads to the difficult task
of finding an accurate approximation to the different differential and integral operators.

6

8

7

9

10

12

11

13

Root

(a) (b) (c)

Figure 1. (a) Example of hierarchical grid. (b) Tree data structure. (c) Finite difference method.

Looking at Figure 1c, a second-order approximation to ∂2Uc
∂y2 can be given by (we

assume the y axis is in the direction bottom→ top):

∂2Uc

∂y2 ≈
1
δy

(Ut − 2Uc + Ub). (1)

Note that Ub is not known and must be obtained by interpolation (the same applies to
Ur) using the following formula:

Ub =
Vb

∑
k=1

wb
k Uk, (2)

where Vb is the number of neighbor cells, which depends on the imposed accuracy of
the method.

The weights wb
k = wb

k(x) are obtained through the moving least squares (MLS)
method. In a set of n smooth interpolating functions that are linearly independent
Φi : Rd → R (d = 2, 3), we want to obtain the interpolated value u such that Ub = U(x) =
∑n

k=1 ciΦi(x) = ctΦ.
Given m points x1, x2, . . . , xm ∈ Rd with m > n and m values u1 = u(x1), u2 = u(x2), . . .,

um = u(xm), to interpolate u in x using MLS consists in minimizing the error E(c)

E(c) = ‖U − u‖2
2 =

m

∑
i=1

(U(xi)− ui)
2 1
‖x− xi‖2

. (3)

Or,
E(c) = ‖WPc−Wu‖2

2, (4)

155



Polymers 2021, 13, 3168

where W = W(x) =
{

δij

√
1

‖x−xi‖2

}
∈ Rm×m, P =

{
Φi(xj)

}
∈ Rm×n and u =

(u1, u2, . . . , um).
The solution is given by

c(x) = (WP)†Wu (5)

where (·)† is the Moore–Penrose pseudo-inverse.
Decomposing (WP) into QR we have that

WP = Q
[

R
0

]
=
[

Q‖ Q⊥
][ R

0

]
, (6)

where Q ∈ Rm×m, Q‖ ∈ Rm×n, Q⊥ ∈ Rm×m−n, and R ∈ Rn×n. This decomposition is then
used to finally compute

c(x) = R−1Qt
‖Wu . (7)

Then

U(x) = ctΦ = ut WQ‖R
−tΦ

︸ ︷︷ ︸
w

=
m

∑
k=1

wkuk , (8)

that is w = w(x) = WQ‖R−tΦ.
The procedure to calculate w(x) must be performed for each approximation U(x).

This is performed only once since we are using a static mesh.

3. Governing Equations

The flow is assumed to be isothermal, laminar and the fluids incompressible. The
governing equations are those expressing conservation of mass

∇ · u = 0, (9)

and conservation of momentum

∂u
∂t

+ u · ∇u = −∇p +
1

Re
∇2u +∇ · S +

1
Fr2 g + F, (10)

T =
2(1− β)

Re
D + S, (11)

where u is the velocity field, t is time, p is the pressure, Re is the Reynolds number,
Fr is the Froude number, g is the gravity force and F is the surface tension force and
source force. The symbol D = 1

2

(
∇u + (∇u)T

)
is the rate of deformation tensor, T is

the elastic stress. The amount of Newtonian solvent is controlled by the dimensionless
solvent viscosity coefficient, β = µS

µ0
, where µ0 = µS + µP denotes the total shear viscosity.

Several polymeric constitutive equations are implemented in the current version of the
solver: the upper-convected Maxwell model, the Oldroyd-B model, the linear form of the
Phan-Thien/Tanner (LPTT) model [35] and the Giesekus model [36]. For an isothermal
flow, these five rheological equations of state can be written in a compact form as:

∂T
∂t

+ (u · ∇)T−
[
(∇u)T · T + T · ∇u

]
=

1
De

M(T). (12)

where M(T) is defined by the viscoelastic model

M(T) =





2(1− β)

Re
D− T Oldroyd-B,

2(1− β)

Re
D− T− α Re De

1− β
T · T Giesekus,

2(1− β)

Re
D−

(
1 +

ε Re De
1− β

tr(T)
)

T− ξ De(T ·D + D · T) LPTT,

(13)
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where De is the Deborah number. The stress coefficient function of the LPTT model
depends on the trace of T, tr(T) and introduces the dimensionless parameter ε, which
is closely related to the steady-state elongational viscosity in extensional flows. The slip
parameter, ξ, takes into account the non-affine motion between the polymer molecules and
the continuum. The polymer strands embedded in the medium may slip with respect to
the deformation of the macroscopic medium, thus each strand may transmit only a fraction
of its tension to the surrounding continuum. When ξ = 0 there is no slip and the motion
becomes affine. Parameter ξ is responsible for a non-zero second normal-stress difference
in shear, leading to secondary flows in ducts having non-circular cross-sections, which is
superimposed on the streamwise flow. In the non-linear term of the Giesekus model, α
represents a dimensionless “mobility factor”.

An alternative form to describe viscoelastic models is by using the conformation tensor,
A. This tensor is Symmetric and Positive Definite (SPD), which is an important mathemat-
ical property for the construction of matrix transformations and/or decompositions. In
general, the equation for A can be written as

∂A
∂t

+ (u · ∇)A−
[
A∇u +∇uTA

]
=

1
De
M(A), (14)

whereM(A) is a function that depends on the specific constitutive model. The relation
between stress tensor T and A is given by

T =
1− β

Re De
(A− I), (15)

that can rewritten as a relation between the tensor S and A given by

S =
1− β

Re De
(A− I− 2De D). (16)

A problem that challenges many researchers in computational rheology is solving
Equation (12) or Equation (14) for high values of the Deborah number, De = λ/tc, where
tc is a characteristic time of the flow. This problem occurs because all numerical methods
are unstable for certain critical values of De. In order to overcome such failure, Fattal and
Kupferman [37] proposed a reformulation of the differential constitutive equations into a
equation for the matrix logarithm of the conformation tensor. Extending the ideas proposed
by [37,38], ref. [14] presented a generic kernel-conformation tensor transformation that
allows us to apply different kernel functions to the matrix transformation.

The reformulation of the tensor conformation was possible by the decomposition of
the velocity gradient proposal by [37,38]

∇uT = Ω + B + NA−1, (17)

where Ω and N are anti-symmetric tensors, B is symmetric and commutes with A. Thus,
the constitutive equation based on the conformation tensor can be rewritten using the
decomposition (17) as

∂A
∂t

+ (u · ∇)A− (ΩA−AΩ)− 2BA =
1

De
M(A), (18)

whereM(A) is defined according to the viscoelastic model,

M(A) =





I−A Oldroyd-B,
I−A− α(A− I) · (A− I) Giesekus,(

1 + ε Re De
1−β tr(S)

)
(I−A)−2ξ De(B− BA) PTT.

(19)

Fattal and Kupferman showed that the matrix logarithm of the conformation tensor is
a linear transformation of A and derived a constitutive equation from the Equation (18) in
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the function of the matrix logarithm. Afonso et al. proposed a generic kernel-conformation
tensor transformation for a large class of differential constitutive models, in which the
evolution equation for k(A), can be expressed in its tensorial formulations as

Dk(A)

Dt
= Ωk(A)− k(A)Ω + 2B+

1
De

M (20)

where B and M are symmetric tensors constructed by the orthogonalization of the diagonal
tensors DB and DM, respectively. These tensors can be constructed as

B = ODBOT = OB̃ΛJOT

M = ODMOT = OM(Λ)JOT . (21)

In Equations (21), J is the gradient matrix, a diagonal matrix of the form,

J = diag
(

∂k(λ1)

∂λ1
;

∂k(λ2)

∂λ2
;

∂k(λ3)

∂λ3

)
. (22)

4. Verification Tests

In this section, we address two test problems in terms of checking the HiG-Flow code
for simulations of viscoelastic flows. One of the problems is the flow of a Phan-Thien–
Tanner model fluid in a circular cross-section channel. The other test problem concerns the
constitutive model of Oldroyd-B. The geometry used for this test was a driven cavity in
two dimensions.

4.1. Phan-Thien–Tanner Model Fluid Flow in a Pipe

We consider a flow into a circular cylinder of radius R, where there exists only the axial
velocity component u, which depends on the radial coordinate r. In addition, we consider
that the fluid obeys the PTT fluid model [16] and the flow occurs in the x direction, the
same as the cylinder axis. Here, we consider the known solutions available of the literature
to the flow properties, namely velocity u, shear stress Trx and normal stress Txx. More
detailed treatment about the analytical solution to this problem in a steady state, as well
as the results verified here, can be found in [39–41]. Essentially, to obtain the viscoelastic
component Trx, it is necessary to solve a cubic equation T3

rx + 3ATrx − 2B = 0, whose its
solution is given by

Trx =

[
B +

(
A3 + B2

)1/2
]1/3

+

[
B−

(
A3 + B2

)1/2
]1/3

, (23)

where A and B depends on the set of know parameters of flow:

A =
η2

p

6ελ2β
, (24)

B = −
η3

puN

ελ2R2β
r. (25)

In Equations (24) and (25), ηp is the polymer viscosity, ε is the PTT parameter, λ is the
relaxation time and R is the cylinder radius. The amount of solvent contribution is given
by β = ηs/η0, the reference velocity is uN and r is the radial coordinate. After obtaining
Trx, one can calculate the normal stress Txx and also integrate the equation of motion to
determine the velocity field. The corresponding expressions are given by:
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Txx =
2λ

ηp
T2

rx, (26)

u(r) =
2uN

β

[
1−

( r
R

)2
]
+ f (A, B), (27)

where f (A, B) is a function that depends on the parameters A and B given in (24) and (25),
respectively. These simulation parameters can be adjusted when the polymer viscosity is
fixed, then by varying β it is possible to control the amount of the solvent contribution. In
addition, just as β, ε and De are input viscoelastic parameters, λ is adjusted by the Deborah
number. To verify that the results are in agreement with [41], we set ε = 0.25 and De = 6.3,
which corresponds to the reference DeN = 1.0. Non-slip boundary conditions were used
for the velocity in the cylinder wall. At the channel inlet, we imposed a parabolic velocity
profile and at the outlet, the homogeneous Neummann boundary condition, that is, spatial
variations in velocity are not allowed at the outflow. For pressure, a zero gradient was
imposed on the wall and at the channel inlet while the outflow was fixed at a constant
value. The initial conditions for the bulk domain is zero velocity.

Figures 2–4 show the velocity field, shear stress and normal stress, respectively, as a
function of the amount of solvent, which is controlled by β parameter. When β ≈ 1, the
polymer concentration is approximately zero and the fluid has Newtonian behavior. On the
other hand, if β ≈ 0, the behavior of the PTT fluid resembles that of the Oldroyd-B model.
The curves represented by down triangles corresponds to β = 0.9, up triangles to β = 0.5,
circles to β = 0.2 and squares to β = 0.01. All these results are obtained by HiG-Flow simu-
lation. They are in perfect agreement with the analytical curves represented by solid lines
in Figures 2–4, which corresponds to the solutions given by Equations (23), (27) and (26)
for u, Trx and Txx, respectively.

Figure 2. Velocity field for a PTT flow in a pipe.

Figure 3. Shear stress Trx for a PTT flow in a pipe.
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Figure 4. Normal stress for a PTT flow in a pipe.

4.2. 2D-Driven Cavity with Oldroyd-B Flow

Flows in rectangular cavities have been studied since 1967 when the article [42] was
published. In the 21st century, several studies of this type for viscoelastic fluids have been
published [38,43–47]. The problem studied here has no analytical solution; however, there
are results obtained by the cited authors that can be used for comparison. The data used
for comparison in this study were provided by Palhares Junior et al. [47].

Figure 5 shows the schematic of lid-driven cavity. A parabolic profile velocity is
imposed on the top. The aspect ratio is defined as Λ ≡ H/L. Some concerned works are
listed in Table 1.

Figure 5. Illustration of lid-driven cavity. The parabolic velocity profile is imposed on the top. The
aspect ratio is defined as Λ ≡ H/L.

The use of stabilization methods within the HiG-Flow system can be considered
simple from the coder point of view because the code has been implemented in such a
way that one can make a choice directly in the main simulation file. In this sense, the
kernel conformation tensor is used to perform this operation, as previously described in
the Section 3. Generically, the user simply writes the kernel k, the kernel derivative dk/dx
for the Jacobian transformation calculation and the kernel inverse k−1 correspondents.
For the square root stabilizer used in these simulations, one can write Equations (28)–(30),
respectively, as follows:
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kij =
√

Sij, (28)

dkij

dx
=

1

2
√

Sij

, (29)

k−1
ij = S2

ij, (30)

Table 1. Previous and current numerical studies concerned with lid-driven cavity flow of constant viscosity viscoelastic fluids.

Reference Aspect Ratios Constitutive Equation De Regularization Notes

Grillet et al. [48] 0.5, 1.0, 3.0 FENE-CR, L2 = 25, 100, 400 ≤ 0.24 Leakage at corners A and B FE
Fattal and
Kupferman [38] 1.0 Oldroyd-B, β = 0.5 1.0, 2.0, 3.0, 5.0 u(x) = 16Ux2(1− x)2 FD, Log conformation

technique

Pan et al. [43] 1.0 Oldroyd-B, β = 0.5 0.5, 1.0 u(x) = 16Ux2(1− x)2 FE, Log conformation
technique

Yapici et al. [44] 1.0 Oldroyd-B, β = 0.3 ≤ 1.0 No FV, First-order upwind

Habla et al. [46] 1.0 Oldroyd-B, β = 0.5 0 to 2 u(x, z) = 128[1 + tanh 8(t− 1/2)]
x2(1− x)2z2(1− z)2

FV, 3D, Log conformation
technique, CUBISTA

Comminal et al. [49] 1.0 Oldroyd-B, β = 0.5 0.25 to 10 u(x) = 16Ux2(1− x)2 FD/FV, Log-conformation,
stream function

Martins et al. [50] 1.0 Oldroyd-B, β = 0.5 0.5, 1.0, 2.0 u(x) = 16Ux2(1− x)2 FD, Kernel-conformation
technique

Dalal et al. [51] 1.0 Oldroyd-B, β = 0.5 1.0 u(x) = 16Ux2(1− x)2 FD, Symmetric square root
Palhares Junior
et al. [47] 1.0 Oldroyd-B, β = 0.5 1.0, 2.0

u(x, t) = 8[1 + tanh(8t− 4)]x2
(
1− x2

)2 FD, Symmetric square root

Current work 1.0 Oldroyd-B, β = 0.5 1.0, 2.0
u(x, t) = 8[1 + tanh(8t− 4)]x2
(
1− x2

)2
FD, Kernel-conformation
technique

For the simulations, the Reynolds number was fixed as Re = 0.01. The proportion of
solvent in Oldroyd-B fluid was also fixed as β = 0.5. Simulations were performed for two
different Deborah numbers, De = 1.0 and De = 2.0. On the top lid-driven section of the
cavity, we imposed a parabolic velocity profile given by

u(x, t) = 8[1 + tanh(8t− 4)]x2
(

1− x2
)2

. (31)

The other cavity walls are stationary and the non-slip condition is imposed over all
of them. A regular mesh of 256x256 cells was used. The velocity component u and the
normal stress Txx were plotted along the vertical line x = 0.5 while the velocity component
v was obtained on the horizontal line y = 0.75. The (x, y) coordinates are scaled by the
cavity side size L = 1 unit of length. The results are shown in Figures 6–8. The curves are
represented by squares and circles corresponding to the HiG-Flow and Palhares Junior et
al. results, respectively. The graphs indicate that the results are in good agreement.

(a) (b)

Figure 6. Velocity field u obtained along the vertical line x = 0.5: (a) De = 1.0; (b) De = 2.0.
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(a) (b)

Figure 7. Velocity field v obtained along the horizontal line y = 0.75: (a) De = 1.0; (b) De = 2.0.

(a) (b)

Figure 8. Normal stress Txx obtained along the vertical line x = 0.5: (a) De = 1.0; (b) De = 2.0.

5. Simulation in Complex 3D Array of Channels

In this section, we present the results obtained with the HiG-Flow system for flows in
complex domains. We simulated an incompressible viscoelastic fluid flow in a complex
array of microchannels, introducing some level of geometric complexity in the three-
dimensional flow domain.

The geometry, as well as boundary conditions, can be seen in Figure 9. The total width,
length and height are set to be W = 0.8 mm, L = 2.4 mm and H = 0.4 mm, respectively.
The inlet is a channel of 0.1 mm × 0.1 mm, where polymer at temperature is injected with
a constant velocity of Uin = 0.1 mm/s. Scaling this geometry by ` = 0.1 mm, and using
ν ≈ 10−4 m2/s as the kinematic viscosity of polymer at room temperature, we end up with
a Reynolds number of Re = ` Uin/ν = 1.0. In this test, we used the PTT model with β = 0.5,
ε = 0.25 and ξ = 0.0 for several values of De = [0− 500] as viscoelastic parameters.

Streamlines for the flow of a Newtonian fluid can be observed in Figure 10. The result
is qualitative, but demonstrates the robustness and applicability of this newly developed
methodology. Several simulations using viscoelastic fluids for De = [0− 500] were per-
formed on the 3D complex geometry. We analyzed the complex fluid flow by observing
the profiles of the polymeric stresses along the probe line near the 3D channel exits, as
shown in Figure 11. The probe is aligned on the y direction at half channel height (along
the z direction), orthogonal to the main flow direction near the channel exits.

The increasing values of elasticity, reflected on the value of Deborah number repre-
sented in Figure 12, affects the six components of the non-dimensional extra stress tensor
along the probe line, with higher impact for the normal components, as the Tzz profiles.
Nevertheless, given that no geometrical singularity is presented along the probe line, the
maximum value for all extra stress components is not significant and slightly affected by
the increase in elasticity.

162



Polymers 2021, 13, 3168

Figure 9. Geometry for the complex 3D array of channels.

Figure 10. Streamlines for the complex 3D array of channels. The color scale varies from smallest
(blue) to largest (red) velocity magnitude.

We used a computer with a 3.1 GHz Intel Core i7 Quad-Core Processor and 16 GB
2133 MHz LPDDR3 memory. The HiG-Flow software was used with four cores for all the
calculation, and each simulation took 14 h of processing.

Figure 11. Probe views.
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(a) (b)

(c) (d)

(e) (f)

Figure 12. Tensor components: (a) Txx; (b) Txy; (c) Tyy; (d) Tyz; (e) Tzz; (f) Txz.

6. Conclusions

Tree-based grids bring the advantage of using fast Cartesian discretizations, such as
finite differences, and the flexibility and accuracy of local mesh refinement. Most methods
usually avoid this by limiting the mesh configuration (usually to graded quadtree/octree
grids), reducing the number of cases to be treated locally. In this work, we employ a
moving least squares meshless interpolation technique, allowing for more complex mesh
configurations, while still keeping the overall order of accuracy. This technique was
implemented in the HiG-Flow code to simulate Newtonian, generalized Newtonian and
viscoelastic fluids flows. The code verification and testing was performed using numerical
stabilizers for the Oldroyd-B flow solution in a 2D cavity and for a PTT fluid in a complex
3D geometry.
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Abstract: ND1 subunit possesses the majority of the inhibitor binding domain of the human mito-
chondrial respiratory complex I. This is an attractive target for the search for new inhibitors that
seek mitochondrial dysfunction. It is known, from in vitro experiments, that some metabolites
from Annona muricata called acetogenins have important biological activities, such as anticancer,
antiparasitic, and insecticide. Previous studies propose an inhibitory activity of bovine mitochondrial
respiratory complex I by bis-tetrahydrofurans acetogenins such as annocatacin B, however, there are
few studies on its inhibitory effect on human mitochondrial respiratory complex I. In this work, we
evaluate the in silico molecular and energetic affinity of the annocatacin B molecule with the human
ND1 subunit in order to elucidate its potential capacity to be a good inhibitor of this subunit. For this
purpose, quantum mechanical optimizations, molecular dynamics simulations and the molecular
mechanics/Poisson–Boltzmann surface area (MM/PBSA) analysis were performed. As a control to
compare our outcomes, the molecule rotenone, which is a known mitochondrial respiratory complex
I inhibitor, was chosen. Our results show that annocatacin B has a greater affinity for the ND1
structure, its size and folding were probably the main characteristics that contributed to stabilize
the molecular complex. Furthermore, the MM/PBSA calculations showed a 35% stronger binding
free energy compared to the rotenone complex. Detailed analysis of the binding free energy shows
that the aliphatic chains of annocatacin B play a key role in molecular coupling by distributing
favorable interactions throughout the major part of the ND1 structure. These results are consistent
with experimental studies that mention that acetogenins may be good inhibitors of the mitochondrial
respiratory complex I.

Keywords: annocatacin B; ND1 subunit; mitochondrial respiratory complex I; MRC-I; molecular
dynamics simulations; MD; Hirshfeld charges; MM/PBSA

1. Introduction

It has been almost 100 years since Warburg presented the first connection between
the mitochondria and tumors appearance [1]. The mitochondria fulfill an energetic role
in cells, specifically in cancer cells; this role is essential for developing tumors through
glycolysis [2,3]. On that basis, several mechanisms associated with tumor generation,
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such as loss of enzymatic function, mitochondrial genome mutation, reprogramming of
mitochondrial metabolism, have been studied [4,5]. Although controversial [6], some
hypotheses and studies show that, to a greater or lesser extent, neoplastic cells have many
phenotypes related to their energy production, from high aerobic glycolysis, through a
partially active oxidative phosphorylation, to a highly productive one [7,8].

For instance, the mitochondrial respiratory complex I (MRC-I) is directly involved in
the appearance of colorectal cancer [9], prostate cancer [10], endometrial cancer [11], breast
cancer [12], and melanoma [13]. Thus, this complex protein has become a therapeutic target
to develop anticancer drugs. Besides, the MRC-I catalyze the formation of reactive oxygen
species (ROS).

MRC-I, also named ubiquinone oxidoreductase , has a molecular mass of approxi-
mately 1 MDa; its structural conformation is composed of fourteen central subunits. ND1
subunit is one of those and has most of the inhibitor binding domain in the ubiquinone
oxidoreductase. To date, one the main known inhibitors of the MRC-I is the rotenone
molecule [14]. Rotenone is an isoflavone compound and has been found in many Fabaceae
plants. Furthermore, it was used as a pesticide and piscicide [15] due to its high toxic-
ity [16,17]. Its effect on cancer cell lines has been evaluated in vitro, showing the inhibition
of proliferation and induction of apoptosis [18,19]. Nevertheless, its toxicity in cells com-
plicates its use as an anticancer drug, mainly because it is highly neurotoxic due to its
lipophilic nature and the fact that it does not need an extra metabolism to be active or trans-
porter to enter neurons [14,20,21]. Consequently, the challenge is to find new inhibitors
that could be less toxic than rotenone.

Murai et al. analyzed rotenone and a synthetic acetogenin as an inhibitor of the bovine
heart MRC-I [22]. They revealed that acetogenins are involved in the binding domain of
several inhibitors as rotenone does. In fact, acetogenins with two adjacent tetrahydrofurans
(THF) rings were reported to show higher antitumor activity and toxicity than those that
had only one THF [23], and have been found in the family of Annonaceae, i.e., soursop
(Annonamuricata) [24].

In traditional medicine, soursop also has important uses, including anticonvulsant,
antiarthritic, antiparasitic, hepatoprotective, etc. Many of these beneficial attributes have
been ascribed to acetogenins [24,25]. One of the most studied properties in soursop is its
potential anticarcinogenic effect due, in a way, to its powerful cytotoxic features [25,26]. It
has been possible to isolate more than 100 acetogenins from different parts of the Annonaceae
plants [24,25,27]. The effect of acetogenins as inhibitors of the MRC-I has been suggested
and demonstrated for more than 20 years [28].

Acetogenins have showed important behaviors when evaluating their potential cyto-
toxic activity against cancer cells; some of these molecules already have proven anti-cancer
properties, such as bullatacin, motrilin, assimin, trilobacin, annonacin, gianttronenin, and
squamocin. However, we still do not have enough information about most of the aceto-
genins [29]. The main characteristic of acetogenins’ molecular structure is their linear 32
to 34 carbon chains containing oxygen-containing functional groups. Annocatacin B is an
acetogenin with two adjacent THF rings and has been identified in the leaves of soursop;
it has also been reported that it possesses toxicity against human hepatoma cells [24,30].
Currently, there is not much information about annocatacin B; so, it has a great potential
for new research. In that sense, the objective of this work was to determine the plausible
inhibitory role of annocatacin B with the ND1 subunit compared with rotenone as a control,
considering all this as a challenge in the search for new inhibitors of MRC-I. To accomplish
this, we applied computational techniques as quantum mechanical (QM) calculations,
molecular dynamics (MD) simulations, and molecular mechanics/Poisson–Boltzmann
surface area (MM/PBSA) calculations.
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2. Computational Details
2.1. Structural Preparation

We analyzed two molecules as ligands to the ND1 complex, rotenone (PubChem
ID 6758) and annocatacin B (PubChem ID 10483312) (Figure 1a). The structures of both
molecules were built using the GaussView v.6 software package [31], and optimized by
DFT calculations using Gaussian 16 software package [32] (Figure 1b). The optimization
process were performed using the CAM-B3LYP exchange-correlation functional [33], and
the TZVP basis set [34]. The vibrational frequencies were calculated to ensure that the
geometries were those of the minimum energy. In order to investigate the electrostatic effect
of the ligands on the ND1 complex, atomic charges were calculated using the Hirshfeld
population analysis [35–37] with implicit solvent effect (SCRF = (SMD, Solvent = Water)),
and molecular electrostatic potential (ESP) surfaces were used to visualize the polar and
non-polar regions of these ligands. To obtain the MD parameters and topologies of the
ligands, we used the TPPMKOP server [38], which uses the parameters of the OPLS-AA
force field to generates them [39,40]. These topologies were reparametrized using the
optimized structures and atomic charges obtained in previous quantum calculations.

Figure 1. Ligand molecules used in this work. (a) 2D representations. (b) 3D representations obtained
after QM optimization.

On the other hand, the phospholipid bilayer membrane was built with 512 dipalmit-
oyl-phosphatidylcholine (DPPC) molecules. A 128-DPPC bilayer with 64 lipid molecules
in each layer was replicated four times (twice in both the x and y directions), to obtain
the membrane model. The InflateGRO methodology was used for the embedding of ND1
protein in the lipid membrane [41].

The three-dimensional crystallographic structure of the human MRC-I was considered
for this study and obtained from the Protein Data Bank (PDB) by the PDB ID: 5XTD [42].
Crystallographic water molecules were removed in Chimera UCSF 1.11.2 [43]. From
this MRC-I, the structure of the ND1 subunit was extracted, since it largely possesses
the quinone-binding domain between residues Y127 and K262 (according to the ND1
subunit nomenclature).

2.2. MD Simulations

Molecular dynamics (MD) simulations were carried out in Gromacs 2019 [44] with
the OPLS-AA force field. Firstly, we performed an energy minimization of the whole
protein in the vacuum with the steepest descent algorithm with a maximum of 50,000 steps.
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Then, the DPPC parameters for the lipid bilayer were obtained from the work of Peter
Tieleman et al. [45]. The new system (protein + DPPC membrane) was located in the
center of a cubic box with a 1.0 nm distance between the system-surface and the box edge
on z axis. SPC water-model molecules and ions were added to neutralize the systems.
Next, we proceeded with another energy minimization with a maximum of 50,000 steps.
The equilibrium MD simulation was realized with position restraint in two ensembles.
The first was the canonical ensemble (NVT) at 323.15 K with a trajectory of 50 ps using a
V-rescale thermostat. The second was the isobaric-isothermal ensemble (NPT) at 309.65 K,
with semi-isotropic pressure coupling, the compressibility of 4.5 × 10−5, and a reference
pressure of 1.0 bar for along the 50 ps of the trajectory using the Nosé–Hoover thermostat
and the Parrinello–Rahman barostat. The production of MD without position restrain was
calculated in the isobaric-isothermal ensemble at 309.65 K and semi-isotropic pressure
coupling (same equilibrium condition of NPT ensemble) for 500 ns of trajectory. Periodic
boundary conditions (PBC) in all directions, particle mesh Ewald (PME) algorithm for long-
range electrostatics with cubic interpolation with a cut-off of 0.9 nm, and linear constraint
solver (LINCS) with all bonds constrained were applied for all MD simulations.

2.3. Molecular Docking Calculations

First, the coupling was made between the ND1 subunit and rotenone, and then,
between ND1 and annocatacin B. To accomplish this, we used PATCHDOCK server [46,47],
a molecular docking algorithm based on shape complementarity principles, and we selected
the top score solution for each of the two systems, because these top score structures
were in agreement with the experimental data [48]. 4.0Å clustering RMSD and default
mode parameters were used. Later, we took these top score solution complexes and
introduced them into the lipid bilayer/water systems. Subsequently, we carried out the
MD simulations of the systems: ND1—rotenone and ND1—annocatacin B, following the
aforementioned steps.

2.4. MM/PBSA Calculations

To evaluate the binding affinities of ND1-ligand interactions, we performed the molec-
ular mechanics Poisson–Boltzmann surface area (MM/PBSA) calculations [49]. This was
made using the g_mmpbsa program [50], which calculates components of binding energy
using the MM/PBSA method except the entropic term using a energy decomposition
scheme. Despite g_mmpbsa not including the calculation of entropic terms and there-
fore not being able to calculate the absolute binding free energies (BFE), as Kumari et al.
stated [50], it does calculate the relative BFE. So, we used this tool to compare different
ligands that bind to the same receptor protein. Calculations of free energies and energy
contributions by residue were carried out in order to localize the main residue interactions
and to assess the effect of each residue on the ND1—ligand complexes. The last 200 ns
of the MD trajectories were analyzed at a 1 ns time interval to estimate the binding free
energy (∆Gbind), which was calculated using the following equation:

∆Gbind = Gcomplex − (GND1 + Glig) = ∆EMM + ∆Gsol − T∆S (1)

where Gcomplex is the total free energy of the ND1-ligand complexes; GND1 and Glig, are the
free energies of isolated ND1 structure and rotenone or annocatacin B in solvent. ∆EMM,
represents the molecular mechanics energy contributions; ∆Gsol is the free energy solvation
required to transfer a solute from vacuum into the solvent. The T∆S term refers to the
entropic contribution and was not included in this calculation due to the computational
costs [50–52]. Therefore, individual EMM, and Gsol terms were calculated as follows:

EMM = Ebonded + EvdW + Eelec (2)

Gsol = Gp + Gnp = Gp + γA (3)
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In Equation (2), the bonded interactions are represented by the Ebonded term, and in
the single-trajectory approach, ∆Ebonded is taken as zero [49]. The non-bonded interactions
are represented by the EvdW and Eelec terms. In Equation (3), the solvation free energy
of (Gsol), is the sum of the polar (Gp) and non polar (Gnp) contributions. The Gp term is
calculated by solving the Poisson–Boltzmann equation, while for the Gnp term, we used the
SASA nonpolar model, where γ (0.0226778 kJ/mol A2) is a coefficient related to the surface
tension of the solvent, and A is SASA value. In order to ensure the convergence of our
MM/PBSA results, we have considered only the last stable 200 ns (20 frames) of the MD
trajectories and were assessed using the FEL analyses from each complex. The frames were
selected at a regular interval of 1 ns for better structure–function correlation. In addition,
we used the bootstrap analysis to calculate the average binding energy included in the
g_mmpbsa tools. All calculations were obtained at 309.65 K, and default parameters were
used to calculate molecular mechanics potential energy and solvation free energy [50].
Finally, the binding free energy by residue was obtained using:

∆Gres
bind = ∆Eres

MM + Gres
p + Gres

np (4)

2.5. Structure and Data Analysis

Statistical results, root mean squared deviation (RMSD), root mean squared fluctuation
(RMSF), radii of gyration (RG), solvent accessible surface area (SASA), hydrogen bonds
(HB), binding free energies (BFE), matches, structures, trajectories, B-factor maps, were
obtained using Gromacs modules. An analysis of structure properties was performed using
the MD trajectories of the last 200 ns of each simulations, then visualized using Visual
Molecular Dynamics (VMD) software [53] and UCSF Chimera v.1.14 [43]. The graphs were
plotted using XMGrace software [54]. Moreover, 2D representations of electrostatic and
hydrophobic interactios were built using LigPlot program [55]. The ESP surfaces within the
molecular mechanics framework were calculated in APBS (Adaptive Poisson Boltzmann
Surface) software v.1.4.1, [56] and the pqr entry was created in the PDB2PQR server [57].
Free Energy Landscape (FEL) maps were used to visualize the energy associated with the
protein conformation of the different models during the MD simulations. These maps are
usually represented by two variables related to atomic position and one energetic variable,
typically Gibbs free energy. In this work, we considered two substructures of ND1 protein
for the FEL map analysis, Site A (Y127 to F198) and Site B (D199 to K262). These two
regions were adopted from the work of Kakutani et al. [48]. The FEL maps were plotted
using gmx sham module, while the RMSD and RG were considered as the atomic position
variables with respect to its average structure and figures were constructed using Wolfram
Mathematica 12.1 [58].

3. Results and Discussion

The human MRC-I belongs to a highly organized supercomplex, named respirasome.
The complexes I, III, and IV arise in a more stable fashion at that supercomplex and have
the special task of channeling electrons effectively through the electron transport chain [59].
Nevertheless, Guo et al. proposed an even larger system called megacomplex that in-
cludes complex II at the previous respirasome [42]. They suggested that a quinone/quinol
(oxidized/reduced forms of the same molecule) pool maximizes the oxide-reduction reac-
tions. Recent studies suggest that there are around 100 Å between complex I and complex
III when actively translocating electrons, proposing with this that there is no need for a
mediating protein to help the electron channeling through these complexes [42,60].

MRC-I is the first in the mega-complex that encounters the quinone site to start the
oxide-reduction process. This complex is composed of several subunits, and mainly the
ND1 subunit is the one that possesses the majority of the quinone binding domain and,
to a lesser extent, the ND3, PSST, and 49 kDa subunits. Fiedorczuk et al. studied the
open and close positions of the above-mentioned complex I to be active and inactive,
respectively [61]. The ND1 subunit has a predominantly structural conformation of alpha-
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helices that provides the hydrophobic environment expected of a membrane protein and
owns the quinone binding domain which is in its core (Table 1).

Table 1. Secondary structure summary.

System Strand Alpha Helix 3–10 Helix Other Total Res.

ND1 0 (0.00%) 154 (48.40%) 9 (2.80%) 155 (48.70%) 318
ND1—Annocatacin B 0 (0.00%) 129 (39%) 28 (8.80%) 166 (52.20%) 318
ND1—Rotenone 0 (0.00%) 148 (46.50%) 11 (3.50%) 159 (50.00%) 318

3.1. Structural Analysis
3.1.1. Rotenone and Annocatacin B

Before performing the MD simulations, we carried out QM calculations to obtain
the optimized structures and analyze the electrostatic properties of the ligand molecules.
Figure 1a shows the 2D representation of the ligands, where we can visualize that an-
nocatacin B is larger than rotenone. The optimized structure of annocatacin B shows a
closed isoform between the THF rings and the γ-lactone ring (Figure 1b). This result is
in agreement with that observed by Nakanishi et al., who reported that the hydrophobic
alkyl tail of the acetogenins, in general, looks to serve as a spacer to accommodate the polar
hydroxylated bis-THF motif to the polar-membrane part, and its apolar counterpart, the
γ-lactone ring, into the core of the lipid bilayer [62].

Both ligand molecules have an electrophilic character and one of the major goals of this
study aimed to assess the electrostatic effect of the ligands on the ND1 structure. Figure 2
shows the quantum and classical ESP surfaces of annocatacin B and rotenone molecules
obtained from Hirshfeld population analysis. We can observe that the annocatacin B
structure has a high electron density region over the γ-lactone ring and it decreases at
the THF rings (Figure 2a). On the other hand, as can be seen from the ESP surface of the
rotenone molecule, the high electron density sites are close to the carbonyl group, and
the oxygen atoms, as expected (Figure 2b). With these charges, and using the OPLS/AA
parameters, we built the annocatacin B and rotenone force fields for the MD simulations.
Hirshfeld’s atomic charges calculation and their use in molecular mechanics (MM) force
fields has been employed in many liquid solvents studies [63–67]. The main advantages of
these atomic charges are not to overestimate the electrostatic properties and accelerate the
MD calculations.

Additionally, the drug-like properties of annocatacin B and rotenone have the fol-
lowing values: six hydrogen bond acceptors in both of them; hydrogen bond donors of 2
and 0; molecular weight of 578.875 g/mol and 394.423 g/mol; the number of rotational
bonds of 23 and 3; partition coefficient LogP of 8.1069 and 3.7033, and a surface area of
250.531 Å2 and 168.525 Å2, respectively. These results confirmed that both molecules are
very hydrophobic, annocatacin B being more lipophilic than rotenone, due mostly to its
alkyl chain.

The pharmacokinetic properties of absorption, distribution, metabolism, excretion,
and toxicity (ADMET) are in Table 2. The absorption is similar in both compounds; however,
rotenone is not a P-glycoprotein substrate giving a slim advantage to the other molecule.
The distribution property is slightly higher for rotenone, which implies that its distribution
in the human body (tissues) is a bit greater than annocatacin B. Regarding metabolism,
both could be substrates of the CYP3A4 protein, but only rotenone could act as an inhibitor.
The excretion and toxicity of these molecules are similar in both cases. In general terms, this
description shows that both rotenone and annocatacin B have very similar properties. The
pharmacokinetic and toxicological properties of these compounds were analyzed through
the pkCSM server [68].

174



Polymers 2021, 13, 1840

Figure 2. Chemical structure of Annocatacin B and Rotenone molecules. Calculated molecular ESP
surfaces of (a) annocatacin B, and (b) rotenone. In the left panel, ESP surfaces obtained at the DFT
level using the CAM-B3LYP/TZVP method. In the right panel, ESP surfaces are obtained with
APBS methodology and the Hirshfeld’s atomic charges. On all surfaces, the different colors indicate
their molecular electrostatic properties; red for the most nucleophilic zones; dark blue for the most
electrophilic zones, and green for the neutral zones.

Table 2. ADMET prediction of annocatacin B and rotenone by pkCSM server.

ADMET

Property Model Name
Predicted Value

Annocatacin B Rotenone

Absorption Water solubility a −5.85 −5.05
Absorption Caco2 permeability b 0.40 1.31
Absorption Intestinal absorption c 86.98 99.63
Absorption Skin Permeability d −2.70 −2.75
Absorption P-glycoprotein substrate Yes No
Absorption P-glycoprotein I inhibitor Yes Yes
Absorption P-glycoprotein II inhibitor Yes Yes
Distribution VDss (human) e −0.29 −0.04
Distribution Fraction unbound (human) f 0.05 0
Distribution BBB permeability g −0.95 −0.87
Distribution CNS permeability h −2.90 −2.82
Metabolism CYP2D6 substrate No No
Metabolism CYP3A4 substrate Yes Yes
Metabolism CYP1A2 inhibitior No Yes
Metabolism CYP2C19 inhibitior No Yes
Metabolism CYP2C9 inhibitior No Yes
Metabolism CYP2D6 inhibitior No No

175



Polymers 2021, 13, 1840

Table 2. Cont.

ADMET

Property Model Name
Predicted Value

Annocatacin B Rotenone

Metabolism CYP3A4 inhibitior No Yes
Excretion Total Clearance i 1.601 0.195
Excretion Renal OCT2 substrate No No
Toxicity AMES toxicity No No
Toxicity Max. tolerated dose (human) j −0.64 0.16
Toxicity hERG I inhibitor No No
Toxicity hERG II inhibitor No No
Toxicity Oral Rat Acute Toxicity (LD50) k 3.03 2.87
Toxicity Oral Rat Chronic Toxicity (LOAEL) l 0.79 1.43
Toxicity Hepatotoxicity No No
Toxicity Skin Sensitisation No No
Toxicity T.Pyriformis toxicity m 0.31 0.35
Toxicity Minnow toxicity n −1.89 −0.33

a In log mol/L; b In log Papp in 10−6 cm/s; c In % Absorbed; d In log Kp; e In log L/kg; f In Fu; g In log BB;
h In log PS; i In log mL/min/kg; j In log mg/kg/day; k In mol/kg; l In log mg/kg_bw/day; m In log ug/L;
n In log mM.

3.1.2. ND1—Ligand Complexes and Stability Descriptors

As we said earlier, ND1 subunit is located in the transmembrane region of human
MRC-I [42]. In order to understand the ligand effect on its structure, we carried out MD
simulations of a full-length ND1 subunit and its ND1-ligand complexes. To obtain the
molecular systems, we isolated the ND1 protein of the MRC-I and this was embedded
inside a phospholipid bilayer (Figure 3a). As said before, according to Kakutani et al., the
ND1 subunit has two regions in the active site, Y127 to F198 (site A) and D199 to K262
(site B), which are involved in the quinone binding domain (Figure 3b) [48]. The authors
suggest that natural acetogenins prefer to accommodate more likely in site A and synthetic
molecules in site B.

Before studying the structural and energy changes of ND1 protein, it was necessary
to assess the stability of the molecular complexes during MD simulations. For this pur-
pose, we calculated and plotted the root mean square deviation (RMSD, for additional
information, see figure S1) of the ND1 subunit for all complexes, with respect to its equi-
librated structure. With the best molecular docking results (for additional information,
see Figure S2 and Table S1), we carried out 500 ns of MD simulations, and we observed
that due to the movement restrictions of the lipid bilayer on the ND1 atoms, there is no
significant difference between the protein containing the ligands and the one that does not
have them. Specifically, the average RMSD of the last 300 ns of the ND1 without ligands
was 0.40± 0.04 nm, and the average RMSD of the last 200 ns of ND1 with ligands was
0.48± 0.02 nm and 0.44± 0.02 nm for the systems ND1-rotenone and ND1-annocatacin B,
respectively. At a glance, we can notice that the last 200 ns in the three systems is specially
stabilized, that is, within the range of the 0.2 nm (2 Å) of deviation permitted. However,
when we analyzed the final MD structures, we observed a structural impact of the ligands
in the active site (Figure 4a). In both ND1-ligand complexes, the ND1 subunit shows
an open conformation to allow ligand stability (Figure 4b,c). In the case of the rotenone
complex, the addition of this ligand caused a structural instability observed in the RMSD of
the active site, 0.41± 0.11 nm against 0.30± 0.06 nm of the annocatacin B complex (Table 3
and Figure 5a).
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Figure 3. Schematic representation of the ND1—DPPC membrane complex, (a) initial distribution of
the simulated model used in the MD simulation, the lengths of the simulation box are lx = 11.66 nm,
ly = 11.71 nm and lz = 13.02 nm. (b) Front and top views of the active site of ND1 protein, in purple
color, the active site A, and in red color, the active site B.

Figure 4. Overall structural organization of ND1 protein and its ligands in a membrane-embedded
condition. The left panel shows the molecular complexes at initial conditions (0 ns). The right panel
shows the complexes at 500 ns. (a) ND1 + DPPC membrane, (b) ND1 + DPCC + rotenone, and (c)
ND1 + DPPC + annocatacin B.
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Table 3. Stability Descriptors of the ND1 complexes.

System Region RMSD a RMSF a RG a
H B

Intra Inter/Solv Inter/Mem

ND1
whole prot 0.40 ± 0.02 0.19 ± 0.09 2.12 ± 0.01 209 ± 9 (200) 338 ± 15 (336) 33 ± 5 (39)
Active site 0.30 ± 0.05 0.13 ± 0.04 1.91 ± 0.01 89 ± 6 (77) 166 ± 10 (165) 6 ± 2 (6)

y-axis 1.74 ± 0.03

ND1 + rotenone
whole prot 0.48 ± 0.02 0.20 ± 0.10 2.13 ± 0.01 203 ± 8 (202) 356 ± 13 (356) 31 ± 5 (38)
Active site 0.41 ± 0.11 0.14 ± 0.07 1.90 ± 0.02 84 ± 6 (88) 176 ± 10 (174) 8 ± 3 (10)

y-axis 1.70 ± 0.04

ND1 + annocatacin B
whole prot 0.44 ± 0.01 0.20 ± 0.09 2.13 ± 0.01 213 ± 11 (207) 341 ± 14 (330) 26 ± 5 (23)
Active site 0.30 ± 0.03 0.13 ± 0.05 1.90 ± 0.01 89 ± 6 (81) 167 ± 10 (161) 5 ± 3 (2)

y-axis 1.77 ± 0.02
a In nanometers. For HB calculations, we considered determining those formed between ND1 subunit itself (intra); the ND1 subunit and
solvent molecules (inter/solv); and the ND1 subunit and lipid bilayer membrane (inter/mem). Values between parenthesis were calculated
on global minimum energy structures obtained in the FEL analysis. All values were obtained from the last 300 ns of the MD simulations.

In the case of the radii of gyration (RG), close values were obtained for the ND1-ligand
complexes (∼2.12 nm), due to the stability provided by the lipid membrane (Table 3). Simi-
larly, calculations performed in the active site showed few variations among these zones in
the three structures (∼1.90 nm, Figure 5b). However, calculations around the y-axis, showed
that the most opened structure was the ND1—annocatacin B complex (1.77± 0.02 nm), be-
ing the ND1—rotenone complex the most compacted structure (1.70± 0.04 nm, Figure 5c).

Using both results, the active site RMSDs and y-axis RG, we performed a free energy
landscape (FEL) analysis to obtain the minimal global energy conformations of the ND1
complexes. The FEL maps showed the impact of ligands on the ND1 structure stabilization.
In Figure 5d, we can observe that there is only a single conformation cluster (dashed
circles in the 2D maps), which indicates the great stability of the ND1 subunit in the lipid
membrane. In the case of the ligand complexes, there are four conformation clusters that
indicate the destabilization caused by the ligand molecules. However, the location of these
clusters was more close in the ND1—annocatacin B complex (Figure 5e,f). According to the
results above, the 3D maps showed a large top area in the ND1—rotenone complex and a
less top area in the annocatacin B complex, which suggests a more profound stabilization
effect by annocatacin B on the ND1 subunit.

3.1.3. Hydrogen Bond Analysis

To elucidate this apparent contradiction between the results obtained from the RMSD
and RG analyses, we performed a hydrogen bonds (HB) analysis. Using the hbond tool of
Gromacs for the MD simulations, and the Hydrogen bonds plugin of VMD for the global
minimum energy structures, we obtained the HB interactions based on a cutoff distance
of 0.35 nm and a cutoff angle of 30◦. Initially, we determined the HB formation of the
ND1 subunit, both intra and intermolecular (Figure 6a, Table 3). The results showed a
greater intramolecular HB formation in the ND1—annocatacin B complex (∼216) and its
active site (∼89), but a decrease in the intermolecular interactions, mainly with the lipid
bilayer (∼26 and ∼5 for the active site). On the other hand, the ND1-rotenone complex
shows a maximum number of interactions with the solvent molecules (∼356) and the most
formation of HB with the DPPC molecules (∼31 and 8 to active site). The same trend was
presented in the case of the minimal energy structures (parenthesis results). These results
suggest that the annocatacin B increases the intramolecular stability of the ND1 subunit
contrary to the rotenone molecule, which increases the intermolecular interactions mainly
with the solvent molecules that are the main cause of protein instability.
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Figure 5. Structural analysis of the ND1 subunit active site. (a) RMSD; (b) RG; (c) RG on of y-axis of
the ND1 protein. The FEL maps (d–f) were built using structural coordinates from RMSD results and
RG on the y-axis. The dash circles in the 2D plots indicate the global minimum energy structures
showed in purple color in the 3D plots.

To clarify these stability behaviors, we carried out HB calculations between the ligand
molecules and the system components. In Figure 6b, we can see the HB formations of these
ligands and all atoms in the molecular complexes. From a statistical perspective at the last
200 ns of MD simulations, there are more HB formations in the annocatacin B complex
(∼0.80) than the rotenone complex (∼0.42). Furthermore, the analysis of the ND1—ligand
interactions (Figure 6c), showed almost exclusively ligand interactions by annocatacin
B on the ND1 subunit (∼0.15) versus rotenone interactions (∼0.01). The results confirm
that the annocatacin B stabilizes, in part, the ND1 structure by polar interactions with its
nearby residues. In order to identify the active site residues involved in the stabilization
interactions, we calculated the HB occupancies in the MD simulations, and the Figure 6d
shows the results obtained. In the case of the ND1—rotenone complex, we can observe
the greater occupancy value (9.95%) due to the F223. However, only four residues were
involved in the polar interactions (L222, F223, A226, and T229). On the other hand, the
ND1—annocatacin B complex showed a major number of polar interactions (14), being
W185, F223, M233, and L237 residues that had the highest number of occupancy values.
Despite the hydrophobic character of the ligand molecules, our hydrogen bonds analysis
showed the importance of polar interactions in the ND1 stabilization.
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Figure 6. H-bond analysis of the ND1 complexes during 500 ns MD simulations. (a) ND1-
intramolecular and ND1-intermolecular interactions (solvent and lipid-bilayer). (b) H-bond for-
mation between the molecular systems and the ligand molecules (c) H-bond formation taking into
account just the ND1 subunit and the ligand molecules. (d) H-bond occupancy of the active site
residues interacting with the ligand molecules.

3.1.4. RMSF and B-Factor Analysis

To evaluate local flexibilities of the ND1 subunit and describe the deviations of residues
from the average position due to the ligand effects, we performed the root mean square
fluctuation (RMSF) analysis. The main fluctuations of the ND1 protein were observed
at the unembedded-loop regions, as expected (Table 3). In particular, high RMSF values
were located between L33-G36 residues (ND1—annocatacin B complex, ∼0.84 nm), and
A249-S251 residues (ND1—rotenone complex, ∼0.86 nm).

Despite the high stability of the active site, a fluctuation analysis was performed
to understand the ligand effect in these region. For this purpose, in addition to RMSF
calculations, we analyzed the B-factor, also called thermal factor or Debye–Walle factor [69]
and we mapped the values on the active site surfaces.

The stable regions in the MD trajectories were used and the nearest neighbor residues
B-factor values are shown in Table 4. The RMSF values of the three systems exhibit similar
fluctuation values (see Table 3), showing a high stable behavior. However, when we
analyze the fluctuation in site B of the active site, we observed more instability in the
rotenone complex, which is reflected in its dispersion value (0.17 ± 0.08 nm) as compared
with the ND1 and ND1—annocatacin B values (0.14 ± 0.04 nm and 0.13 ± 0.04 nm,
respectively). The highest fluctuations were located between A201-F211, and D248-E253
residues (Figure 7a). In embedded active site regions, the ND1 subunit presents high
stability, denoted by the green color of the B-factor surface (Figure 7b). However, this
stability is altered by the presence of the ligand molecules, making these regions more
flexible. Figure 7c shows the rotenone effects on the neighbor residue fluctuations. The
presence of white and red zones on the B-factor surface denotes a flexibility increase,
especially, the F223 residue shows a high fluctuation value (144.4 Å). Figure 7d shows a
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zoom of rotenone and its influence zone on the ND1 protein, calculated at a minor distance
of 0.5 nm. The interactions with 23 residues are observed in Table 4. On the other hand, the
annocatacin B effects on the B-factor surface shows an increase in the number of residues
with high fluctuation, being the L79 (179.7 Å) and M225 (231.7 Å) residues that had the
highest fluctuation values (Figure 7e). Hence, the total number of residues interacting with
the annocatacin B ligand were 37 (Figure 7f). The results suggest that the annocatacin B
stabilizes the ND1 structure by size effect and by interaction with different domains out of
the active site.

Figure 7. Fluctuation analysis of the ND1 residues. (a) RMSF plot of the active site residues obtained
during the last 200 ns of the MD trajectories. (b–d) B-factor plotted on the molecular surface of the
active site. The red color indicates high B factor values, whereas the green, low values. Ligands are
shown in translucid surface, rotenone in blue color, and annocatacin B in magenta color. (e,f) Zoom
of the ligand interactions.

Finally, we included the solvent accessible surface area (SASA) value, that is an
important descriptor of the ligand effects over the structure, in which ND1—rotenone has
a higher value (179.29 ± 1.47 nm2) than ND1—annocatacin B (177.67 ± 1.53 nm2) and ND1
without ligand (174.84 ± 1.37 nm2).
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Table 4. Contact analysis.

System
Active Site Other Sites

Site A Site B

ND1 + rot + mem

T73(21) A74(19) L77(37)
L22(23) F223(144) A78(15) L79(45) I81(20)
A226(14) T229(17) A82(18) L83(37) L85(19)
N230(36) I232(10) W86(68) L89(30) M91(23)
M233(20) S115(23) I116(38) W118(41)

S119(37)

ND1 + ann + mem

L222(94) F223(103) A78(102) L79(179) I81(101)
E143(39) L146(27) F224(106) M225(232) A82(76) L85(43) S109(48)
W185(14) F186(41) A226(70) E227(48) A112(40) V113(53) Y114(52)
S188(13) T189(14) T229(27) N230(25) S115(39) I116(70) L117(74)
A191(14) E192(15) I231(37) M233(49) L266(28) T267(19) L269(46)

M234(36) L237(50) F270(26) I273(49)
Residues close to ligand at distance minor to 0.5 nm obtained at the last 200 ns of the MD trajectories. In
parenthesis, B-factor values.

3.1.5. MM Electrostatic Potential Surfaces

As mentioned above, ND1—ligand interactions mainly have a hydrophobic character
and that is demonstrated by their drug-like properties. However, our results show an
electrostatic contribution to structure stabilization. Thus, using the molecular mechanics
adaptive Poisson–Boltzmann solver (APBS) approximation [56], we calculated the ESP
surfaces of ND1 subunit and their ligand complexes. For this purpose, we used the
minimum energy structures and the Hirshfeld’s atomic charges of the ligand molecules
obtained in FEL analysis and QM calculations, respectively.

The electrostatic map of the ND1 structure shows a well-defined charged core sur-
rounded by hydrophobic alpha-helices substructures. The core is formed mainly by the
active site residues that confer a high electrophilic character to this region (T73-L117 and
L266-I273, Figure 8a). We have observed that the binding domain comprises residues out
of the active site and the electrostatic properties of these residues are affected by the ligand
interactions. Figure 8b shows the drastic variations in the polar properties of the binding
domain due to rotenone, increasing the positively charged regions. In addition, the binding
domain seems to close, which would explain the more compactness observed in the radii
of gyration analysis in this complex.

On the other hand, the electrostatic changes observed by the annocatacin B presence
in the binding domain were less dramatic, yet, conserving the electrophilic character in
most of its structure (Figure 8c). The main polar variations were located on the A78, S115,
I116, L222, F223, N230, M233, and M234 residues, which increased their nucleophilic
character. These electrostatic variations suggest that the structural instability observed in
the ND1—rotenone complex can be due to structural changes in the active site.

3.2. Binding Free Energy

To analyze the energy properties of rotenone and annocatacin B when forming
the ND1—ligand complexes, we carried out MM/PBSA calculations based on the last
200 ns of the MD trajectories. In addition, an energy decomposition analysis per residue
was performed to highlight the main residues that contribute to the stability of the
complexes. As shown in Table 5, the binding free energy (BFE) of the two complexes
was energetically favorable, however,the interaction energy of the ND1—annocatacin
B complex (−333.18± 2.14 kJ/mol) was lower than that of the ND1—rotenone complex
(−218.15± 1.78 kJ/mol), indicating that the complexation reaction is more spontaneous,
which is according to that reported by Murai et al., where they say that the inhibition
potency of natural acetogenins is stronger than that of common synthetic inhibitors [22].
Due to the hydrophobic character of the ligand interactions, the main contributions to
∆Gbinding energy were the van der Waals (vdW) and nonpolar solvation terms. In both
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of them, the binding energy was more favorable to the annocatacin B interactions with
the ND1 subunit (∼39%). Furthermore, the electrostatic energy term confirms the polar
contribution to the stability of the ND1—ligand complexes as seen in the HB analysis,
being higher in the annocatacin B complex. These results suggest that annocatacin B has a
better stabilization effect on the whole ND1 structure.

Figure 8. Electrostatic potential surfaces of molecular systems obtained with APBS. (a) ND1 protein
structure. (b) ND1—rotenone complex. (c) ND1—annocatacin B complex. The red color indicates
negatively charged regions and blue, positively charged. White color denotes hydrophobic regions.
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Table 5. Average MM/PBSA free energies of ND1 complexes.

System ∆Ea
VW ∆Eb

Elec ∆Ec
PS ∆Ed

SASA BFEe

ND1-Annocatacin B −358.76 ± 1.26 −23.04 ± 0.69 85.00 ± 0.92 −36.38 ± 0.10 −333.18 ± 2.14
ND1-Rotenone −219.81 ± 0.89 −21.14 ± 0.39 45.01 ± 0.34 −22.21 ± 0.06 −218.15 ± 1.78

a Van der Waals energy.; b Electrostatic Energy,c Polar Solvation Energy; d SASA Energy; e Binding Free Energy. All values are in kJ·mol−1.

As mentioned above, the ligand interactions involve, besides the active site, residues
in other regions of the ND1 subunit allowing its structural stability. The large size of the
annocatacin B molecule allows a greater number of energetically favorable contacts with
these residues compared to those with which the rotenone molecule contacts (Figure 9a).
The energy per residue decomposition shows the different contributions to the binding
strength in the ND1—ligand complexes (Figure 9b). The highest binding free energy contri-
bution was presented at active site B in the ND1—rotenone complex with the A226 residue
(−19.53± 0.24 kJ/mol). This complex showed two regions that favored the interactions
with rotenone, namely r1 (L79-L85) and r2 (A221-M234), being r2 a zone that involves
HB interactions, which would explain its high contributions to the BFE. On the other
hand, in the ND1—annocatacin B complex, the greatest BFE contribution was with Val113
(−14.84± 0.54 kJ/mol), residue located outside the active site and denoted as a1. In addi-
tion, three other favorable regions were obtained in this complex, namely a2 (M184-T193),
a3 (A226-L237), and a4 (L266-L271), which suggest a better molecular coupling of annocat-
acin B into the ND1 protein. Table 6 shows the residues that contributed the most to the
BFE for both complexes.

Figure 9. MM/PBSA analysis. (a) Circos plot representation of the ND1–ligand structures,where the
interactions of the ND1 subunit residues to the ligand molecules are shown as links inthe middle of
the plot. The blue lines indicate interactions with rotenone and the magenta lines, with annocatacin
B. The outer part of this plot shows the heat map of the BFE per residue, where blue color represents
favorable BFE, red color unfavorable BFE, and yellow color indicates neutral energies. (b) Energy
per-residue contributions plot.

The positive energies in the BFE calculations are associated with unfavorable energy
interactions between the protein-ligand complexes, Table 7 shows the residues with the
highest positive values. In the rotenone complex, these residues were located previous
to the active site, namely S115, W118, and S119, being the W118 residue with the highest
energy value (8.39± 0.16 kJ/mol). On the other hand, in the annocatacin B complex, we
observed a greater amount of residues with positive values, being A116 (8.14± 0.15 kJ/mol),
F223 (5.35 ± 0.19 kJ/mol), and E143 (2.65 ± 0.18 kJ/mol), the residues with the most
significant values. These results seem to indicate that the size of annocatacin B could also
have a slight destabilizing effect on the ND1 structure, however, this effect is counteracted
by the favorable contributions that stabilize it.
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Table 6. Top 10 residues that does contribute to the binding free energy.

ND1—Rotetone ∆EMM ∆EPS ∆EAS BFE

A226 −8.18 ± 0.12 0.92 ± 0.06 −12.27 ± 0.19 −19.53 ± 0.24
F223 −14.37 ± 0.20 3.94 ± 0.08 1.06 ± 0.63 −9.41 ± 0.60
I81 −9.21 ± 0.11 0.66 ± 0.02 4.19 ± 0.14 −4.36 ± 0.19
T229 −4.32 ± 0.11 5.20 ± 0.13 −5.06 ± 0.32 −4.17 ± 0.35
L85 −5.97 ± 0.11 0.72 ± 0.07 1.10 ± 0.13 −4.15 ± 0.16
N230 −1.35 ± 0.06 0.72 ± 0.06 −2.86 ± 0.14 −3.49 ± 0.16
L222 −9.03 ± 0.10 2.46 ± 0.07 3.79 ± 0.18 −2.77 ± 0.22
M225 −3.74 ± 0.13 1.19 ± 0.07 0.24 ± 0.12 −2.31 ± 0.13
M233 −2.77 ± 0.07 2.23 ± 0.07 −1.51 ± 0.11 −2.05 ± 0.13
E192 −1.61 ± 0.08 −0.17 ± 0.15 −0.22 ± 0.01 −2.00 ± 0.16

ND1—Annocatacin B

V113 −12.39 ± 0.22 2.74 ± 0.12 −5.20 ± 0.34 −14.84 ± 0.54
M234 −10.30 ± 0.16 3.67 ± 0.08 −2.80 ± 0.16 −9.43 ± 0.24
N230 −10.59 ± 0.19 6.10 ± 0.13 −3.82 ± 0.17 −8.30 ± 0.25
A226 −4.94 ± 0.22 0.60 ± 0.08 −2.59 ± 0.46 −6.92 ± 0.61
E192 −8.48 ± 0.20 1.29 ± 0.35 1.11 ± 0.22 −6.09 ± 0.33
I231 −4.26 ± 0.10 −0.19 ± 0.02 −0.74 ± 0.09 −5.19 ± 0.13
E227 −0.98 ± 0.26 −3.77 ± 0.29 −0.35 ± 0.10 −5.09 ± 0.30
M233 9.20 ± 0.16 4.13 ± 0.08 0.61 ± 0.09 −4.46 ± 0.18
L237 −6.74 ± 0.20 1.18 ± 0.03 1.15 ± 0.07 −4.40 ± 0.19
F270 −7.34 ± 0.16 1.39 ± 0.06 2.06 ± 0.10 −3.90 ± 0.15

All values are in kJ·mol−1

Continuing with the BFE analysis, we used the minimum energy structures obtained
in the FEL analysis and the 2D ligand-protein interaction diagrams, in order to visualize
the moiety interactions of the ligand molecules. For this task, we plotted the BFE values
on the ND1 surfaces and analyzed the energy interactions on the ligand structures. In
the rotenone complex, we observed that the main residue interactions were located at
the dimethoxychromene moiety of rotenone. The greatest favorable interactions were
A226 and F223 residues (dark blue color in Figure 10a), being this last one the residue that
more interactions showed with rotenone (up to 7 direct interactions with ND1 residues,
Figure 10b). Despite the numerous interactions (5), the energy of A82 residue was just
−1.04 ± 0.23 kJ/mol. Another important contributions to the BFE were I81, L85, T229,
and N230 residues that interacted with the pyranol and the dihydrofuran moieties of the
rotenone molecule, respectively. The rotenone’s atom that involved the main energy contri-
butions was the oxygen of the hydroxyl group located at the pyranoloid ring. Residues
with the lowest contribution to the BFE were located on the methoxy groups, being S115,
W118, and S119 residues with high positive values. The non-polar solvation contribution
was the predominant energy term in these residues.

In the case of the annocatacin B complex, the aliphatic chains of this ligand involve the
majority of the interactions with its amino acid environment. This includes the interactions
with V113 and I116, that were the main contribution and no-contribution residues to the
binding energy, respectively (Figure 10c,d). The bis-THF rings only showed one interaction
with S188 residue, being an unfavorable one to the total BFE, nevertheless, the energy value
was low (1.55± 0.54 kJ/mol). The γ-lactone ring involved five interactions, three of them
important contributors, namely N230 and M234 (−8.30± 0.25 and −9.43± 0.24 kJ/mol,
respectively). The other two interactions with E143 and S188 residues represented un-
favorable energies. It is interesting to note that although the F223 residue showed high
fluctuations in both molecular complexes, different energy behavior was observed at the
interactions with the ligand molecules. At the rotenone complex, the interaction con-
tributed favorably to the BFE with a significant value (−9.41± 0.60 kJ/mol), while at the
annocatacin B complex, this contribution was unfavorable (5.35± 0.30 kJ/mol).
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Table 7. Top 10 residues that does not contribute to the binding free energy.

ND1—Rotetone ∆EMM ∆EPS ∆EAS BFE

W118 −7.31 ± 0.12 2.65 ± 0.07 13.05 ± 0.30 8.39 ± 0.30
S119 −1.11 ± 0.04 1.12 ± 0.07 6.11 ± 0.23 6.12 ± 0.22
S115 −4.37 ± 0.11 1.67 ± 0.06 7.78 ± 0.20 5.09 ± 0.20
W86 −4.52 ± 0.10 0.93 ± 0.05 5.21 ± 0.25 1.61 ± 0.25
K262 1.14 ± 0.01 −0.13 ± 0.01 0.22 ± 0.00 1.23 ± 0.01
R195 1.61 ± 0.03 −0.58 ± 0.04 0.00 ± 0.00 1.03 ± 0.05
E214 1.53 ± 0.03 −0.75 ± 0.02 0.07 ± 0.00 0.85 ± 0.02
Y215 −0.47 ± 0.02 0.41 ± 0.03 0.91 ± 0.12 0.84 ± 0.13
A78 −9.30 ± 0.11 2.64 ± 0.06 7.37 ± 0.23 0.71 ± 0.29
E59 1.05 ± 0.02 −0.30 ± 0.01 −0.17 ± 0.00 0.58 ± 0.01

ND1—Annocatacin B

I116 −3.78 ± 0.09 0.51 ± 0.03 11.40 ± 0.24 8.14 ± 0.23
F223 −4.83 ± 0.13 2.67 ± 0.15 7.50 ± 0.25 5.35 ± 0.30
E143 −7.08 ± 0.23 8.98 ± 0.56 0.70 ± 0.10 2.65 ± 0.52
A78 −3.20 ± 0.08 2.23 ± 0.09 3.42 ± 0.15 2.44 ± 0.16
R274 −1.97 ± 0.13 4.04 ± 0.10 −0.08 ± 0.01 1.98 ± 0.13
S109 −5.27 ± 0.17 5.55 ± 0.15 1.55 ± 0.10 1.82 ± 0.21
R134 1.12 ± 0.02 0.65 ± 0.03 −0.16 ± 0.00 1.61 ± 0.04
R195 0.83 ± 0.04 0.74 ± 0.03 0.01 ± 0.00 1.59 ± 0.04
R34 −0.24 ± 0.06 1.88 ± 0.06 −0.08 ± 0.00 1.55 ± 0.08
S188 −6.55 ± 0.12 6.38 ± 0.14 1.72 ± 0.09 1.55 ± 0.19

All values are in kJ·mol−1.

Figure 10. Binding free energy (BFE) plotted on the ND1 surfaces. (a,c) 3D representation of the main
residue contributions to BFE in the ND1 complexes. Blue color indicates favorable energies and red
color unfavorable energies. (b,d) 2D representation of all interactions obtained in contact analysis in
the minimum energy structures. The color of residue labels is the same as energy values.
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4. Conclusions

QM optimizations, MD simulations, and MM/PBSA analyses were performed to
evaluate the molecular and energetic complementarity of the annocatacin B molecule in the
ND1 subunit of the human mitochondrial respiratory complex I (MRC-I). We compared
these results with those obtained through the analysis of the ND1—rotenone complex,
owing to the fact that the rotenone molecule is a powerful inhibitor of this MRC-I. ND1
subunit is a transmembrane protein, thus we used a DPPC lipid bilayer as a membrane
model for the entire simulations of the ND1 complexes in this work.

The overall analysis revealed a stabilizing effect of the annocatacin B molecule over
the ND1 protein structure. Mainly, this could be due to the size and its capability of folding
of annocatacin B, which ultimately allowed it to have more interactions with the ND1
nearby residues. We observe an increase in the formation of hydrogen bonds in the ND1—
annocatacin B complex through the whole MD trajectory, which suggests a considerable
electrostatic contribution to the stability of the complex. Thus, with respect to the ESP
surfaces at the active site, while annocatacin B retained the electrophilic pattern of the
native active site of ND1, rotenone largely changed it to a nucleophilic one.

An analysis of MM/PBSA showed that hydrophobic interactions were the main
energetic component of the relative binding free energy (BFE), hence the important role of
the aliphatic annocatacin B chains in their affinity for the ND1 subunit. Several favorable
interactions were observed on these chains in the ND1—annocatacin B complex, including
residues outside the active site (V113 and L266-L271), which allowed a 35% better energetic
coupling than those observed in the ND1—rotenone complex. Despite the high structural
fluctuations of the F223 residue in both complexes, a significant energy interaction was
observed, favorable to the BFE (−9.41 ± 0.60 kJ/mol) for the rotenone complex, and
unfavorable (5.35 ± 0.30 kJ/mol) for the annocatacin B complex. The reason for this
behavior could be that the residue F223 prefers electrostatic to hydrophobic interactions.

Our results suggest that the natural annocatacin B molecule could display better
inhibitory capabilities than the rotenone molecule, an issue to be taken into account for
future research.
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.3390/polym13111840/s1, Figure S1: Stability indicators used in this work. Plots were obtained in
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(c) Root mean square fluctuation of Cα atoms. The A and B sites comprise the active site of the ND1
subunit. (d) Solvent accessible area (SAS) of the ND1 protein in the molecular complexes. Figure
S2: Top 10 structure complexes of the PatchDock docking results. Above figures correspond to the
ND1-Annocatacin B complexes. Below figures correspond to the ND1-Rotenone complexes. Table S1:
System details in the MD simulations.
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A Fully Implicit Log-Conformation Tensor Coupled Algorithm
for the Solution of Incompressible Non-Isothermal
Viscoelastic Flows
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Polymer Engineering Department, School of Engineering, Campus de Azurém, University of Minho,
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Abstract: In this work, a block-coupled algorithm is presented, which can compute laminar, incom-
pressible, non-isothermal, viscoelastic flow problems based on the log-conformation tensor approach.
The inter-equation coupling of the incompressible Cauchy linear momentum and mass conservation
equations is obtained in a procedure based on the Rhie–Chow interpolation. The divergence of the
log-conformation tensor term in the linear momentum equations is implicitly discretized in this work.
In addition, the velocity field is considered implicitly in the log-conformation tensor constitutive
equations by expanding the advection, rotation and the rate of deformation terms with a Taylor series
expansion truncated at the second-order error term. Finally, the advection and diffusion terms in
the energy equation are also implicitly discretized. The mass, linear momentum, log-conformation
tensor constitutive model and energy-discretized linear equations are joined into a block-matrix
following a monolithic framework. Validation of the newly developed algorithm is performed for
the non-isothermal viscoelastic matrix-based Oldroyd-B fluid flow in the axisymmetric 4:1 planar
sudden contraction benchmark problem.

Keywords: fully implicit coupled solver; viscoelastic flow; log-conformation tensor approach; non-
isothermal effects; finite volume method; OpenFOAM

1. Introduction

The polymers’ processing techniques are predominantly non-isothermal, such as
injection molding [1–3], heat exchange problems [4,5], or in plastication, including heating
and cooling sequences [6,7]. The thermal conductivity and heat transfer are usually low in
this processes; however, due to the heating or cooling of the machine’s operations, large
temperature gradients arise in the fluid [4,8]. In addition, the viscoelastic behavior of
polymers acts on the temperature field as well as on the fluid deformation [4,8]. Therefore,
flow properties are strongly dependent on both rheology and temperature; and, thus, it
is essential to understand and make predictions regarding non-isothermal viscoelastic
fluid flows.

The temperature dependence of linear viscoelastic properties (such as the relaxation
time λ) can be included in constitutive equations using the time-temperature superposition
principle [9]. In this way, the material properties can be defined through a function of the
temperature, the so-called shift factor [10]. Two empirical correlations of the shift factor
are widely employed: the William–Landel-Ferry (WLF) [11] and Arrhenius [12] models.
Thus, the temperature is considered an independent variable in the constitutive equations
employed to compute the components of the polymeric stress tensor (see the work of
Peters and Baaijens [13] for a detailed discussion on this topic). In addition, when solving
non-isothermal viscoelastic flows, the internal energy of the fluid is not only a function
of the temperature [13]. The conversion mechanisms of internal energy need to be taken
into account for non-isothermal viscoelastic flows; specifically, the thermal energy is partly
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dissipated and partly stored in the fluid. Therefore, the energy equation should predict
which part of the mechanical power is dissipated and which part is accumulated as elastic
energy [4,8]. For that purpose, an additional term is needed in the energy equation [14].
Peters and Baaijens [13] developed an internal energy equation for multiple rate-type fluids
based on a constant weighting factor that characterizes the ratio of entropy to energy
elasticity [15]. Several numerical studies have also used this concept [16–18] and we will
employ this in the current work.

Numerical simulations can describe these complex flow mechanisms and help to gain
a better understanding of, and improvements in, the processes where they occur. For that
purpose, Computational Fluid Dynamics (CFD) are used to guide the theoretical researchers
and practitioner engineers, through the use of both open-source [3–5,7,19] and proprietary
software [20]. In the last decade, a significant effort has been made in research on the non-
isothermal flows of viscoelastic fluids. A survey of the scientific literature finds different
works that describe the non-isothermal viscoelastic fluid flows based on iterative numerical
algorithms. For example, Shahbani-Zahiri et al. [21] studied the recirculation and thermal
regions of viscoelastic flow in the symmetric planar problem for different expansion angles.
Kunisch and Marduel [22] employed the finite element (FE) method to study the optimal
control of non-isothermal viscoelastic fluids to minimize vortices and control the heat flux.
Spanjaards et al. [23] performed a 3D transient non-isothermal simulation to predict the
extrudate shape of viscoelastic fluids emerging from an asymmetric keyhole-shaped die.
However, the current state-of-the-art codes depend on iterative algorithms, such as the
Semi-Implicit Method for Pressure Linked Equations (SIMPLE) procedure [24], which are
known to delay the convergence of the problem of interest when compared to monolithic or
coupled algorithms [25–30]. The iterative algorithms, also known as segregated algorithms,
are characterized to provide a separate solution of the linear momentum, mass, viscoelastic
polymer stress tensor and energy conservation equations, which are then iterated until
convergence. Recently, with the increase in computational resources and due to scalability
problems in the segregated algorithms, the monolithic approach has been used, with
the advantage of decreasing the computational wall time of the simulation, particularly
for finer meshes, as shown by Fernandes et al. [28]. Thus, a methodology based on the
monolithic approach for the simulation of non-isothermal viscoelastic flows would be of
major importance.

In addition, the benchmark problems of both planar and axisymmetric contraction
flows are also extensively studied to evaluate the stability of newly developed numerical
algorithms [31–33]. These benchmark problems are especially important because, near
the contraction, complex flow profiles are generated, and thus large stress gradients are
developed, which can cause numerical difficulties, leading to the overall failure of the
algorithms. Bearing this in mind, we will revisit the axisymmetric sudden contraction
benchmark flow to validate the newly developed, fully implicit, coupled solver for non-
isothermal viscoelastic fluid flows.

The rheological data available in the literature for the validation of non-isothermal
viscoelastic fluids are scarse due to the complex fluid behaviour, which generally requires
several modes to capture the full range of operating conditions. In this work, we will
employ the highly elastic, polyisobutylene-based polymer solution (PIB-Boger fluid), which
is typically described by the quasi-linear Oldroyd-B viscoelastic fluid model. Another
important issue to consider when solving viscoelastic fluid flows is the elastic effects,
specifically, the flow at high Weissenberg numbers [34]. It is well known that numerical
simulations tend to become unstable at increased Weissenberg numbers, the so-called High
Weissenberg Number Problem (HWNP). The seminal work of Fattal and Kupferman [35]
proposed a reformulation of the viscoelastic stress-tensor-based formulation to solve the
HWNP, where the logarithm of the conformation tensor is used as the main variable in the
constitutive transport equation. Different methods have been also used to solve the HWNP,
such as the square root of the conformation tensor [36]. A detailed discussion of this topic
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can be found in Afonso et al. [37]. In this work, we will employ the log-conformation tensor
approach to handle the HWNP.

In this manuscript, a new numerical code is developed in the context of the Finite
Volume Method (FVM), following a monolithic framework to compute the non-isothermal
flow of viscoelastic fluids. To the author’s knowledge, the other CFD codes, which provide a
fully implicit block-coupled solution for a discretized, log-conformation, viscoelastic, fluid-
flow system, were developed by Knechtges [38] using the Finite Element Method (FEM) and
Spahn [39] using FVM; however, these studies did not consider the non-isothermal effects.
In this work, the solution to the enlarged system of equations, composed of continuity,
linear momentum, log-conformation tensor constitutive equation and energy, is obtained
using a Bi-Conjugate Gradient Stabilized solver. The validation of the fully implicit, block-
coupled, non-isothermal, viscoelastic, log-conformation tensor-based solver is performed
for the Oldroyd-B fluid flow in the axisymmetric 4:1 planar sudden-contraction benchmark
problem. For assessment purposes, the results obtained with the newly-developed code
are compared with numerical results found in the scientific literature. We study flows at a
high Weissenberg number and we investigate the limits of pure energy elasticity and pure
entropy elasticity. Lastly, we also analyzed the effect of the jump in wall temperature near
the contraction for positive and negative increments.

The remaining sections of the manuscript are organized as follows. In Section 2, the
governing equations for the stress tensor and log-conformation tensor-based formulations
of non-isothermal viscoelastic flows are presented. Subsequently, in Section 3, the numer-
ical procedure of the block-coupled algorithm will be described in detail, including the
finite-volume discretization process for all the implicit terms considered in the governing
equations. In Section 4, the validation of the newly-developed numerical algorithm is
performed, and in Section 5 the main conclusions of the work are addressed.

2. Governing Equations

In this section, the equations that involve non-isothermal viscoelastic fluid flow prob-
lems are presented for both stress-tensor- and log-conformation tensor-based formulations.

2.1. Stress-Tensor-Based Formulation

The governing equations for laminar, incompressible, non-isothermal viscoelastic
flows are the conservation of mass and linear momentum, together with a constitutive
equation modeling the polymer stress behavior and the energy equation to account for
thermodynamical effects.

The conservation of mass and linear momentum equations read as follows:

∂ui
∂xi

= 0, (1)

ρ

(
∂ui
∂t

+ uj
∂ui
∂xj

)
+

∂p
∂xi
− ∂τij

∂xj
= 0, (2)

where Einstein’s summation convention applies, ui are the velocity components along
the Cartesian co-ordinates xi, ρ is the fluid density, t is the time, p is the pressure and τij
are the components of the total extra-stress tensor (i, j = 1, 2 for 2D flows), which is split
into Newtonian (solvent), (τN)ij, and elastic (polymeric), (τE)ij, contributions, such that
τij = (τN)ij + (τE)ij.

The calculation of the stress terms is completed using the following relations:

(τN)ij = 2ηN(T)Dij = ηN(T)

(
∂ui
∂xj

+
∂uj

∂xi

)
, (3)
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1
ηE(T)

(
Iij + h((τE)ij)

)
(τE)ij +

λ(T)
ηE(T)

(
∂(τE)ij

∂t
+ uk

∂(τE)ij

∂xk

)
−
(

∂ui
∂xj

+
∂uj

∂xi

)
−

λ(T)
ηE(T)

(
(τE)ik

∂uj

∂xk
+ (τE)jk

∂ui
∂xk

)
= 0,

(4)

where ηN(T) and ηE(T) are the temperature-dependent solvent and polymeric viscosi-
ties, respectively, Dij is the strain rate tensor, which describes the rate of stretching and
shearing, λ(T) is the temperature-dependent polymer relaxation time, Iij is the identity
tensor and h((τE)ij) is a tensor that can be given by different expressions, related to the
constitutive equation chosen to model the viscoelastic fluid. For the Oldroyd-B model [40],
h((τE)ij) = 0. For the Giesekus model [41] h((τE)ij) = κλ

ηE
(τE)ij, where κ is a positive

constant, the so-called mobility factor, which is related to the elongational behavior of
the fluids. For the Phan–Thien–Tanner (PTT) model [42,43], the tensor h is of the form
h((τE)ij) = ελ

ηE
tr((τE)ij)Iij, where tr((τE)ij) = (τE)ii is the trace of the polymeric stress

tensor and ε is a material parameter called the extensibility factor, related to the fluid
behavior in extensional flow. In addition, the Giesekus and PTT models present one more
non-linearity, which is given by the product h((τE)ij)(τE)ij. This term is responsible for
the shear-thinning, the non-zero second normal stress coefficient and the stress overshoot
in transient shear flows of viscoelastic fluids. In this work, we will provide a preliminary
assessment of the merits of the fully implicit, block-coupled, non-isothermal, viscoelastic,
log-conformation tensor-based algorithm for calculations using the Oldroyd-B fluid model,
which is commonly used to validate newly-developed viscoelastic codes due to the stress
singular behavior near sharp corners or at stagnation points. For these models, a character-
istic (solvent) viscosity ratio can be defined by β = ηN/(ηN + ηE) = ηN/η0, known as the
retardation ratio, where η0 is the total viscosity in the limit of vanishing shear rate.

Following the work of Peters and Baaijens [13] the energy balance equation for the
case of viscoelastic flows is as follows:

ρCp

(
∂T
∂t

+ ui
∂T
∂xi

)
− k

∂2T
∂x2

i
= (τN)ijDji + α(τE)ijDji + (1− α)

(τE)ii

2λ̄(T)
, (5)

where k is the thermal conductivity of the fluid, without dependence on temperature T
and polymer orientation, Cp is the specific heat capacity, also without temperature and
polymer orientation dependence [44], and α is the energy partitioning coefficient. When
α = 1, all mechanical energy is dissipated as heat (pure entropy elasticity), and if α = 0, all
mechanical energy is stored as elastic energy (pure elastic material) [13,18]. Habla et al. [18]
concluded that the effect of the parameter α is negligible because, with a fully developed
shear flow, only stress work occurs, and the internal energy storage is absent. In addition,

λ̄(T) = λ(T)
(

1 + λ(T) ε (τE)ii
ηE(T)

)−1
for the PTT model and λ̄(T) = λ(T)

(
1 +

λ(T) κ (τE)ij
ηE(T)

)−1

for the Giesekus model. For the Oldroyd-B model calculations considered in the validation
section of this work (Section 4), λ̄(T) = λ(T). The temperature dependencies of the
relaxation time, λ(T), solvent and polymeric viscosities, ηN(T) and ηE(T), respectively, are
given by

λ(T) = aTλ(T0), (6)

ηN(T) = aTηN(T0), (7)

ηE(T) = aTηE(T0), (8)
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where T0 is a reference temperature and aT is a shift factor obeying the Williams–Landel–
Ferry (WLF) relation:

aT = exp
(−C1(T − T0)

C2 + T − T0

)
, (9)

in which C1 and C2 are the WLF parameters and T0 is the reference temperature. Frequently
used sets of WLF parameters (C1, C2) are (5, 150) for temperatures relatively far from the
glass transition temperature Tg, enabling the thermorheological coupling, and (15, 50) for
temperatures near Tg [18].

2.2. Log-Conformation Tensor-Based Formulation

In this section, we write the viscoelastic stress tensor-based formulation in terms of
the log-conformation tensor variable, which was proposed by Fattal and Kupferman [35]
to address the HWNP. For that purpose, the polymeric stress tensor, (τE)ij, is related to the
conformation tensor, σij, by the following equation

(τE)ij =
ηE(T)
λ(T)

(σij − Iij). (10)

Subsequently, the conformation tensor σij is replaced by its matrix logarithmic Ψij = log(σij),
and Equations (2), (4) and (5) are substituted by

ρ

(
∂ui
∂t

+ uj
∂ui
∂xj

)
+

∂p
∂xi
− 2ηN(T)

∂Dij

∂xj
− ηE(T)

λ(T)

∂
(

eΨij − Iij

)

∂xj
= 0, (11)

1
λ(T)

[(
Iij + h(eΨij)

)
(eΨij − Iij)

]
+

∂eΨij

∂t
+ uk

∂eΨij

∂xk
− eΨik

∂uj

∂xk
− eΨjk

∂ui
∂xk

= 0, (12)

ρCp

(
∂T
∂t

+ ui
∂T
∂xi

)
− k

∂2T
∂x2

i
= (τN)ijDji +

ηE(T)
λ(T)

[
α(eΨij − Iij)Dji + (1− α)

(eΨ − I)ii

2λ̄(T)

]
, (13)

with λ̄(T) = λ(T)
(
1 + ε (eΨ − I)ii

)−1 for the PTT model, λ̄(T) = λ(T)
(
1 + κ (eΨ − I)ij

)−1

for the Giesekus model and λ̄(T) = λ(T) for the Oldroyd-B model. Here, eΨij is the matrix

exponential function, defined as eΨij =
d

∑
m=1

eξm Pm, with d as the dimension of the physical

space (d = 2 for the calculations performed in this work), ξm the eigenvalues of Ψij and
Pm is the projection matrix onto the corresponding eigenspace. Therefore, if êm is the
eigenvector corresponding to ξm, then Pm = êm ⊗ êm [38]. In addition, note that λ(T0)
and ηP(T0) are known values for the reference temperature T0, and, therefore, the quotient
ηE(T)
λ(T) in Equations (11) and (13) is a constant, considering that λ and ηE scale in the same

way [45].

3. Numerical Method

In this section, we will describe a finite volume numerical method to set up a block-coupled
solver procedure to simultaneously solve the continuity (Equation (1)), linear momentum
(Equation (11)), log-conformation tensor (Equation (12)) and energy (Equation (13)) equations.

Within the framework of the block-coupled solver developed in this work, the advec-
tion, pressure gradient, diffusion and log-conformation tensor terms in the conservation of
linear momentum equations are implicitly discretized (see Section 3.1). Subsequently, the
velocity field term in the conservation of mass equation is also treated in an implicit manner
(see Section 3.2). In addition, and as an extension to our previous work [28], where we
have discretized implicitly the advection term in the stress constitutive equation, here the
rotation and the rate of deformation terms are implicitly discretized (see Section 3.3). Lastly,
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the advection and diffusion terms in the energy equation are also implicitly discretized (see
Section 3.4). The rate of change term in all the equations is implicitly discretized using the
backward implicit Euler scheme.

3.1. Discretization of the Equations for Conservation of Linear Momentum

In the framework of the FVM, the discretization process starts by integrating the
conservation of linear momentum equations (Equation (11)) over a general control volume
(also called representative volume or cell) VP, where the subscript P refers to values of the
variables at cell with centroid P, as shown in Figure 1, to yield

ρ

(ˆ
VP

∂ui
∂t

dVP +

ˆ
VP

uj
∂ui
∂xj

dVP

)
+

ˆ
VP

∂p
∂xi

dVP −
ˆ

VP

(ηN(T) + η?)
∂2ui

∂x2
j

dVP−

−
ˆ

VP

ηE(T)
λ(T)

∂
(
eΨ − I

)
ij

∂xj
dVP = −

ˆ
VP

∂

∂xj

(
η? ∂ui

∂xj

)
dVP,

(14)

where the additional terms involving η? are related to the improved both-side diffusion
technique [46], which can solve the checkerboard pattern due to numerical instabilities

caused by a velocity–stress decoupling. Note that we also used the identity ∂
∂xj

(
∂uj
∂xi

)
= 0.

Figure 1. Schematic representation of the control volume VP with centroid P (owner), with distance
vector to the origin rP, and neighboring control volumes with centroids F, G, H and I. The face shared
by the control volumes with centroids P and F is represented by f , with area S f and face unit normal
vector n f . The distance vector between P and F is represented by dPF.

The following step of the discretization process is to apply the Gauss divergence
theorem to transform the volume integrals of the advection, pressure and diffusion terms
in Equation (14) into surface integrals as follows:

ρ

(ˆ
VP

∂ui
∂t

dVP +

˛
S

nj(ujui)dS
)
+

˛
S

ni p dS−
˛

S
nj

[
(ηN(T) + η?)

∂ui
∂xj

]
dS−

−
ˆ

VP

ηE(T)
λ(T)

∂
(
eΨ − I

)
ij

∂xj
dVP = −

˛
S

njη
? ∂ui

∂xj
dS,

(15)

where S is the boundary of control volume VP and ni are the components of the outward
pointing unit vector normal to S.
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Subsequently, a second-order integration scheme is employed to approximate the sur-
face integrals and the following linear momentum semi-discretized equations are obtained:

VPρP
(ui)P − (ui)

0
P

∆t
+ ∑

f=nb(P)
(sjρujui) f + ∑

f=nb(P)
(si p) f−

− ∑
f=nb(P)

[
sj(ηN(T) + η?)

∂ui
∂xj

]

f

−
ˆ

VP

ηE(T)
λ(T)

∂
(
eΨ − I

)
ij

∂xj
dVP

=− ∑
f=nb(P)

(
sjη

? ∂ui
∂xj

)

f

,

(16)

where ∆t is the time-step, the superscript 0 represents the previous time step value, nb
refers to values at the faces f , obtained by interpolation between P and its neighbors, and
si are the components of the area normal vector to face f .

Finally, the linear momentum semi-discretized equations are transformed into an
algebraic linear system of equations by expressing the variation in the dependent variable
and its derivatives in terms of the control volume P and its neighbors’ values at the
respective centroids, such as





auu
P uP + auv

P vP + aup
P pP + auΨxx

P (Ψxx)P + a
uΨxy
P (Ψxy)P+

+ ∑
F=NB(P)

auu
F uF + ∑

F=NB(P)
auv

F vF + ∑
F=NB(P)

aup
F pF+

+ ∑
F=NB(P)

auΨxx
F (Ψxx)F + ∑

F=NB(P)
a

uΨxy
F (Ψxy)F = bu

P,

avu
P uP + avv

P vP + avp
P pP + a

vΨxy
P (Ψxy)P + a

vΨyy
P (Ψyy)P+

+ ∑
F=NB(P)

avu
F uF + ∑

F=NB(P)
avv

F vF + ∑
F=NB(P)

avp
F pF+

∑
F=NB(P)

a
vΨxy
F (Ψxy)F + ∑

F=NB(P)
a

vΨyy
F (Ψyy)F = bv

P,

(17)

where auiφ
P and auiφ

F are the owner and neighbor coefficients in the discretized linear mo-
mentum equation representing the velocity component ui and the variable φ interactions,
respectively; bui

P is the source term, where NB(P) refers to the neighbors of the control-
volume with centroid P.

For the sake of conciseness, the contributions of the rate of change, advection, pressure
gradient, implicit diffusion and explicit diffusion terms shown in Equation (16) can be
found in Fernandes et al. [28]. Regarding the contribution of the log-conformation tensor

term,
∂(eΨ−I)ij

∂xj
, to the linear momentum equations, we will employ an implicit discretization

by considering the following Taylor approximation for the functional (eΨ − I)ij [28,39]

(eΨ − I)ij ≈ (eΨ − I)0
ij +

∂(eΨ − I)ij

∂Ψkl

∣∣∣∣
Ψ0

kl

(
Ψkl −Ψ0

kl

)

= (eΨ − I)0
ij +

d

∑
i,j

eλm/2eλn/2 sinh((λm − λn)/2)
(λm − λn)/2 ∑

k,l
pm

ik pn
lj

(
Ψkl −Ψ0

kl

)
,

(18)
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where the derivative of the functional (eΨ − I)ij in order to the log-conformation tensor
variable is substituted by the expression found in Knechtges [38] for the finite element
method, and pm

ik and pn
lj are the coefficients of the projector matrix belonging to the m-th

and n-th eigenvalues (λm, λn) of Ψ0
ij. Therefore, the divergence of the functional (eΨ − I)ij

can be written as:

ˆ
VP

(
ηE(T)
λ(T)

∂
(
eΨ − I

)
ij

∂xj

)
dVP

≈ηE(T)
λ(T)

ˆ
VP

(
∂
(
eΨ − I

)
ij

∂xj

)0

dVP +
ηE(T)
λ(T)

ˆ
VP

∂



(

∂
(
eΨ − I

)
ij

∂Ψkl

)0

Ψkl


/∂xj dVP

− ηE(T)
λ(T)

ˆ
VP

∂



(

∂
(
eΨ − I

)
ij

∂Ψkl

)0

Ψ0
kl


/∂xj dVP,

(19)

Subsequently, applying the Gauss divergence theorem we can transform the volume
integrals with derivatives into surface integrals

ˆ
VP

∂



(

∂
(
eΨ − I

)
ij

∂Ψkl

)0

Ψkl


/∂xj dVP =

˛
S

nj

(
∂
(
eΨ − I

)
ij

∂Ψkl

)0

Ψkl dS, (20a)

ˆ
VP

∂



(

∂
(
eΨ − I

)
ij

∂Ψkl

)0

Ψ0
kl


/∂xj dVP =

˛
S

nj

(
∂
(
eΨ − I

)
ij

∂Ψkl

)0

Ψ0
kl dS, (20b)

and obtain the discretized form for the divergence of the functional (eΨ − I)ij (i.e., the
log-conformation tensor term) in the linear momentum equations as follows:

ˆ
VP

(
ηE(T)
λ(T)

∂
(
eΨ − I

)
ij

∂xj

)
dVP

≈ηE(T)
λ(T)

(
∂
(
eΨ − I

)
ij

∂xj

)0

VP +
ηE(T)
λ(T) ∑

f=nb(P)


sj

(
∂
(
eΨ − I

)
ij

∂Ψkl

)0

Ψkl




f

− ηE(T)
λ(T) ∑

f=nb(P)


sj

(
∂
(
eΨ − I

)
ij

∂Ψkl

)0

Ψ0
kl




f

.

(21)

Lastly, the contributions of the divergence of the log-conformation (DLC) tensor term for
the linear momentum equations are given by

a
ujψkl
F,DLC = −ηE(T)

λ(T)


sj

(
∂
(
eΨ − I

)
ij

∂Ψkl

)0


f

(1− w f ), (22a)

a
ujψkl
P,DLC = −ηE(T)

λ(T) ∑
f=nb(P)


sj

(
∂
(
eΨ − I

)
ij

∂Ψkl

)0


f

w f , (22b)

b
uj
P,DLC = −ηE(T)

λ(T)



(

∂
(
eΨ − I

)
ij

∂xj

)0

VP − ∑
f=nb(P)


sj

(
∂
(
eΨ − I

)
ij

∂Ψkl

)0

Ψ0
kl




f


, (22c)

where w f are the interpolation weights.
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It should be noted that the total contribution for the owner and neighbor coefficients
related to the linear momentum equations’ interactions is given by the sum of the rate of
change, advection, pressure gradient, implicit diffusion and divergence of log-conformation
tensor terms. In addition, the total contribution for the explicit coefficient related to the
linear momentum equations is given by the sum of the rate of change, explicit diffusion
and divergence of log-conformation tensor terms.

3.2. Discretization of the Equation for Conservation of Mass

Following the same steps as presented in Section 3.1, we begin the discretization of
the continuity equation, Equation (1), with the integration over the control volume VP
as follows:

ˆ
VP

∂ui
∂xi

dVP = 0. (23)

Subsequently, by employing the divergence theorem, the volume integral is trans-
formed into a surface integral as follows:

˛
S

niui dS = 0. (24)

Then, by applying a second-order integration scheme to approximate the surface
integral, we can write the semi-discretized form of the continuity equation as:

∑
f=nb(P)

(siui) f = 0. (25)

In a collocated framework, the velocity at the face is obtained by reconstructing a pseudo-
momentum equation at the face from the linear momentum equations of the straddling
cells P and F, known as the Rhie–Chow interpolation [47]. For the sake of conciseness, the
derivation of the discretized form for the equation of conservation of mass will not be given
in detail, but it can be found in our previous work [28], which reads as

∑
f=nb(P)

[
si

(
− ∂p

∂xi
Di

)]

f
+ ∑

f=nb(P)
(siui) f = ∑

f=nb(P)

[
si

(
− ∂p

∂xi
Di

)]

f

. (26)

Finally, we can write the mass conservation algebraic equation as:

app
P pP + apu

P uP + apv
P vP + ∑

F=NB(P)
app

F pF + ∑
F=NB(P)

apu
F uF + ∑

F=NB(P)
apv

F vF = bp
P, (27)

where apφ
P and apφ

F are the owner and neighbor coefficients in the discretized mass conser-
vation equation representing the pressure field and the variable φ interactions, respectively;
bp

P is the source term.
The implicit pressure gradient term is discretized (see page 86 of [48]) as follows:

[
si

(
− ∂p

∂xi
Di

)]

f
= −

[
si(siDi)

]
f

(dPF)i(si) f
(pF − pP), (28)

199



Polymers 2022, 14, 4099

where the coefficients of the implicit pressure gradient term for the mass conservation
equation are given by

app
F = −

[
si(siDi)

]
f

(dPF)i(si) f
, (29a)

app
P = − ∑

F=NB(P)
app

F . (29b)

The implicit coefficients for the second term in Equation (26) (corresponding to the
velocity contribution) are given by

apu
F = sx

f (1− w f ), apv
F = sy

f (1− w f ), (30a)

apu
P = ∑

f=nb(P)
sx

f w f , apv
P = ∑

f=nb(P)
sy

f w f . (30b)

Lastly, the coefficients of the explicit pressure gradient term contribution for the mass
conservation equation are given by

bp
P = ∑

f=nb(P)

[
si

(
− ∂p

∂xi
Di

)]

f

. (31)

3.3. Discretization of the Log-Conformation Tensor Constitutive Equations

The constitutive equations, Equation (4), can be written, without loss of generality, for
a Giesekus fluid model by (see Theorem A.42 in [38])

∂Ψij

∂t
+ uk

∂Ψij

∂xk
+ [Ψij, Ωij]− 2 f (ad(Ψij))Dij

=− 1
λ(T)

(
Iij + κ

(
eΨij − Iij

))(
eΨij − Iij

)
e−Ψij ,

(32)

where Ωij =
(

∂ui
∂xj
− ∂uj

∂xi

)
/2 is the vorticity tensor and [Ψij, Ωij] = ΨijΩij −ΩijΨij is the

commutator term. Following Knechtges [38], f (ad(Ψij)) is defined by the application of
the function f (x) = x/2

tanh(x/2) to the adjoint operator ad(Ψij), such as

f (ad(Ψij))y =
d

∑
m,n=1

f (λm − λn)PmyPn, (33)

where y is a symmetric matrix satisfying ad(Ψij)y = [Ψij, y], and y is continuously dif-
ferentiable (C1). Notice that, Equation (32) simplifies to the constitutive equation for an
Oldroyd-B fluid model when κ = 0.

The discretization of the log-conformation tensor constitutive equations, Equation (32),
starts with the integration over the control volume VP to yield

ˆ
VP

∂Ψij

∂t
dVP +

ˆ
VP

uk
∂Ψij

∂xk
dVP +

ˆ
VP

[Ψij, Ωij]dVP −
ˆ

VP

2 f (ad(Ψij))Dij dVP = (34)

−
ˆ

VP

1
λ(T)

(
Iij + κ

(
eΨij − Iij

))(
eΨij − Iij

)
e−Ψij dVP.
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This leads to the algebraic equation with the following form:




aΨxxΨxx
P (Ψxx)P + aΨxxu

P uP + aΨxxv
P vP + ∑

F=NB(P)
aΨxxΨxx

F (Ψxx)F+

+ ∑
F=NB(P)

aΨxxu
F uF + ∑

F=NB(P)
aΨxxv

F vF = bΨxx
P ,

a
ΨxyΨxy
P (Ψxy)P + a

Ψxyu
P uP + a

Ψxyv
P vP + ∑

F=NB(P)
a

ΨxyΨxy
F (Ψxy)F+

+ ∑
F=NB(P)

a
Ψxyu
F uF + ∑

F=NB(P)
a

Ψxyv
F vF = b

Ψxy
P ,

a
ΨyyΨyy
P (Ψyy)P + a

Ψyyu
P uP + a

Ψyyv
P vP + ∑

F=NB(P)
a

ΨyyΨyy
F (Ψyy)F+

+ ∑
F=NB(P)

a
Ψyyu
F uF + ∑

F=NB(P)
a

Ψyyv
F vF = b

Ψyy
P ,

(35)

where a
Ψijφ

P and a
Ψijφ

F are the owner and neighbor coefficients in the discretized log-
conformation tensor constitutive equations representing the tensor component Ψij and the

variable φ interactions, respectively, and bΨij
P is the source term.

Again, for the sake of conciseness, the discretization of the rate of change
∂Ψij
∂t and ad-

vective uk
∂(Ψij)

∂xk
terms in Equation (32) are not detailed here because similar discretizations

were performed for the polymeric stress-tensor (τE)ij (see previous work [28]).
Regarding the commutator term [Ψij, Ωij], we can write the following expanded form:

[Ψij, Ωij] =
1
2

(
Ψik

∂uk
∂xj
−Ψik

∂uj

∂xk
− ∂ui

∂xk
Ψkj +

∂uk
∂xi

Ψkj

)
, (36)

and, subsequently, we can use Taylor approximations such as

− 1
2

(
Ψik

∂uj

∂xk
+

∂ui
∂xk

Ψkj

)

≈+
1
2

[
Ψ0

ik

(
∂uj

∂xk

)0

+

(
∂ui
∂xk

)0
Ψ0

kj

]
− 1

2

[
Ψik

(
∂uj

∂xk

)0

+

(
∂ui
∂xk

)0
Ψkj

]

− 1
2

[
Ψ0

ik
∂uj

∂xk
+

∂ui
∂xk

Ψ0
kj

]
,

(37)

and

+
1
2

(
Ψik

∂uk
∂xj

+
∂uk
∂xi

Ψkj

)

≈− 1
2


Ψ0

ik

(
∂uk
∂xj

)0

+

(
∂uk
∂xi

)0
Ψ0

kj


+

1
2


Ψik

(
∂uk
∂xj

)0

+

(
∂uk
∂xi

)0
Ψkj




+
1
2

[
Ψ0

ik
∂uk
∂xj

+
∂uk
∂xi

Ψ0
kj

]
.

(38)

201



Polymers 2022, 14, 4099

Starting with the terms in Equation (37), the negative commutator terms, the first contribu-
tion is explicit, being given by

(b
Ψij
P )neg = −1

2
VP

[
Ψ0

ik

(
∂uj

∂xk

)0

+

(
∂ui
∂xk

)0
Ψ0

kj

]
. (39)

The second contribution is implicit in Ψij and explicit in ∂ui
∂xj

, being given by

(a
ΨijΨik
P )neg,1 = −1

2
VP

(
∂uj

∂xk

)0

, (40a)

(a
ΨijΨkj
P )neg,2 = −1

2
VP

(
∂ui
∂xk

)0
. (40b)

The third contribution is implicit in ∂ui
∂xj

and explicit in Ψij; therefore, we need an implicit
discretization of the gradient operator for velocity, which requires the integration by parts
of this term, such as:

ˆ
VP

(
Ψ0

ik
∂uj

∂xk
+

∂ui
∂xk

Ψ0
kj

)
dVP

=

˛
S

nk

(
Ψ0

ikuj + uiΨ0
kj

)
dS−

ˆ
VP

[(
∂Ψik
∂xk

)0
uj + ui

(
∂Ψkj

∂xk

)0
]

dVP.
(41)

Applying the Gauss divergence theorem, the discretized form of the terms on the right-hand
side of Equation (41) is

∑
f=nb(P)

[
sk

(
Ψ0

ikuj + uiΨ0
kj

)]
f
−VP

[(
∂Ψik
∂xk

)0
uj + ui

(
∂Ψkj

∂xk

)0
]

. (42)

Using linear weighted interpolation, we can write the contributions of the third term as:

(a
Ψijuj
F )neg,1 = −1

2
(skΨ0

ik) f (1− w f ), (43a)

(a
Ψijuj
P )neg,1 = −1

2


 ∑

f=nb(P)
(skΨ0

ik) f w f −VP

(
∂Ψik
∂xk

)0

, (43b)

(a
Ψijui
F )neg,2 = −1

2
(Ψ0

kbsk) f (1− w f ), (43c)

(a
Ψijui
P )neg,2 = −1

2


 ∑

f=nb(P)
(skΨ0

kj) f w f −VP

(
∂Ψkj

∂xk

)0

. (43d)

Following the same reasoning as given above, the terms in Equation (38), the positive
commutator terms, generate the following coefficients:

(b
Ψij
P )pos =

1
2

VP


Ψ0

ik

(
∂uk
∂xj

)0

+

(
∂uk
∂xi

)0
Ψ0

kj


, (44)
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(a
ΨijΨik
P )pos,1 =

1
2

VP

(
∂uk
∂xj

)0

, (45a)

(a
ΨijΨkj
P )pos,2 =

1
2

VP

(
∂uk
∂xi

)0
, (45b)

(a
Ψijuk
F )pos,1 =

1
2
(sjΨ0

ik) f (1− w f ), (46a)

(a
Ψijuk
P )pos,1 =

1
2


 ∑

f=nb(P)
(sjΨ0

ik) f w f −VP

(
∂Ψik
∂xj

)0

, (46b)

(a
Ψijuk
F )pos,2 =

1
2
(siΨ0

kj) f (1− w f ), (46c)

(a
Ψijuk
P )pos,2 =

1
2


 ∑

f=nb(P)
(siΨ0

kj) f w f −VP

(
∂Ψkj

∂xi

)0

. (46d)

Lastly, we implicitly discretize the adjoint operator f (ad(Ψ))ijklDkl by considering the
following Taylor approximation [39]

f (ad(Ψ))ijklDkl

≈ f (ad(Ψ0))ijklD
0
kl + ∑

kl

∂
(

f (ad(Ψ0))iqrjD0
qr

)

∂Ψkl
(Ψkl −Ψ0

kl)

+ ∑
kl

∂
(

f (ad(Ψ0))iqrjD0
qr

)

∂Dkl
(Dkl −D0

kl),

(47)

where
∂( f (ad(Ψ0))iqrjD0

qr)
∂Dkl

is the derivative of the adjoint operator with respect to Dkl , given
by [38]

∂
(

f (ad(Ψ0))iqrjDqr
)

∂Dkl

= f (ad(Ψ0))ijkl

=
d

∑
m,n=1

f (λm − λn)pm
ik pn

lj,

(48)

and
∂( f (ad(Ψ0))iqrjD0

qr)
∂Ψkl

is the derivative of the adjoint operator with respect to Ψkl , given
by [49]

∂
(

f (ad(Ψ0))iqrjD0
qr

)

∂Ψkl

=
d

∑
m,n,o=1

f (λm − λo)− f (λn − λo)

λm − λn

(
pm

ik pn
lqDqr po

rj + po
iqDqr pn

rk pm
lj

)
.

(49)

Note that, if λm is equal to λn, then the denominator of Equation (49) needs to be replaced
by f ′(λm − λn) [38].

Subsequently, we integrate the adjoint term over a control volume VP as follows:
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ˆ
VP

2 f (ad(Ψ))ijklDkl dVP

≈
ˆ

VP

2 f (ad(Ψ0))ijklD
0
kl dVP +

ˆ
VP

2

[
∂
(

f (ad(Ψ))iqrjDqr
)

∂Ψkl

]0

Ψkl dVP

−
ˆ

VP

2

[
∂
(

f (ad(Ψ))iqrjDqr
)

∂Ψkl

]0

Ψ0
kl dVP +

ˆ
VP

2

[
∂
(

f (ad(Ψ))iqrjDqr
)

∂Dkl

]0

Dkl dVP

−
ˆ

VP

2

[
∂
(

f (ad(Ψ))iqrjDqr
)

∂Dkl

]0

D0
kl dVP,

(50)

and substituting Dkl =
1
2

(
∂uk
∂xl

+ ∂ul
∂xk

)
in Equation (50), we obtain

ˆ
VP

2 f (ad(Ψ))ijklDkl dVP

≈
ˆ

VP

2 f (ad(Ψ0))ijklD
0
kl dVP +

ˆ
VP

2

[
∂
(

f (ad(Ψ))iqrjDqr
)

∂Ψkl

]0

Ψkl dVP

−
ˆ

VP

2

[
∂
(

f (ad(Ψ))iqrjDqr
)

∂Ψkl

]0

Ψ0
kl dVP

+

ˆ
VP

[
∂
(

f (ad(Ψ))iqrjDqr
)

∂Dkl

]0(
∂uk
∂xl

+
∂ul
∂xk

)
dVP

−
ˆ

VP

2

[
∂
(

f (ad(Ψ))iqrjDqr
)

∂Dkl

]0

D0
kl dVP.

(51)

As the fourth term on the right hand side of Equation (51) contains implicit velocity
gradients, we employ integration by parts to linearize them, obtaining

ˆ
VP

2 f (ad(Ψ))ijklDkl dVP

≈
ˆ

VP

2 f (ad(Ψ0))ijklD
0
kl dVP +

ˆ
VP

2

[
∂
(

f (ad(Ψ))iqrjDqr
)

∂Ψkl

]0

Ψkl dVP

−
ˆ

VP

2

[
∂
(

f (ad(Ψ))iqrjDqr
)

∂Ψkl

]0

Ψ0
kl dVP

+

˛
S

[
∂
(

f (ad(Ψ))iqrjDqr
)

∂Dkl

]0

(uknl + ulnk)dS

−
ˆ

VP




∂

[
∂( f (ad(Ψ))iqrjDqr)

∂Dkl

]0

∂xl
uk +

∂

[
∂( f (ad(Ψ))iqrjDqr)

∂Dkl

]0

∂xk
ul


dVP

−
ˆ

VP

2

[
∂
(

f (ad(Ψ))iqrjDqr
)

∂Dkl

]0

D0
kl dVP.

(52)
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Thus, the discretized form of Equation (52) can then be written as:
ˆ

VP

2 f (ad(Ψ))ijklDkl dVP

≈2 f (ad(Ψ0))ijklD
0
klVP + 2

[
∂
(

f (ad(Ψ))iqrjDqr
)

∂Ψkl

]0

ΨklVP

− 2

[
∂
(

f (ad(Ψ))iqrjDqr
)

∂Ψkl

]0

Ψ0
klVP + ∑

f=nb(P)



[

∂
(

f (ad(Ψ))iqrjDqr
)

∂Dkl

]0

(uksl + ulsk)




f

−




∂

[
∂( f (ad(Ψ))iqrjDqr)

∂Dkl

]0

∂xl
uk +

∂

[
∂( f (ad(Ψ))iqrjDqr)

∂Dkl

]0

∂xk
ul


VP

− 2

[
∂
(

f (ad(Ψ))iqrjDqr
)

∂Dkl

]0

D0
klVP.

(53)

The contributions of the adjoint term for the log-conformation tensor constitutive equations,
using linear weighted interpolation, read as

(a
ΨijΨkl
P )adj = 2

[
∂
(

f (ad(Ψ))iqrjDqr
)

∂Ψkl

]0

VP, (54a)

(a
Ψijuk
F )adj =



[

∂
(

f (ad(Ψ))iqrjDqr
)

∂Dkl

]0

sl




f

(1− w f ), (54b)

(a
Ψijuk
P )adj = ∑

f=nb(P)



[

∂
(

f (ad(Ψ))iqrjDqr
)

∂Dkl

]0

sl




f

w f −
∂

[
∂( f (ad(Ψ))iqrjDqr)

∂Dkl

]0

∂xl
VP, (54c)

(a
Ψijul
F )adj =



[

∂
(

f (ad(Ψ))iqrjDqr
)

∂Dkl

]0

sk




f

(1− w f ), (54d)

(a
Ψijul
P )adj = ∑

f=nb(P)



[

∂
(

f (ad(Ψ))iqrjDqr
)

∂Dkl

]0

sk




f

w f −
∂

[
∂( f (ad(Ψ))iqrjDqr)

∂Dkl

]0

∂xk
VP, (54e)

(b
Ψij
P )adj = 2 f (ad(Ψ0))ijkl D0

klVP − 2

[
∂
(

f (ad(Ψ))iqrjDqr
)

∂Ψkl

]0

Ψ0
klVP

− 2

[
∂
(

f (ad(Ψ))iqrjDqr
)

∂Dkl

]0

D0
klVP. (54f)

Again, it should be noted that the total contribution of the owner and neighbor
coefficients related to the log-conformation tensor components’ interactions is given by the
sum of the log-conformation tensor, rate of change, advection, commutator and adjoint
terms. In addition, the total contribution for the explicit coefficient related to the log-
conformation tensor constitutive equations is given by the sum of the rate of change,
commutator and adjoint terms.
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3.4. Discretization of the Equation for Conservation of Energy

The discretization starts by integrating the equation for the conservation of energy
(Equation (13)) over a general control volume VP, to yield

ρCp

(ˆ
VP

∂T
∂t

dVP +

ˆ
VP

ui
∂T
∂xi

dVP

)
−
ˆ

VP

k
∂2T
∂x2

i
dVP

=

ˆ
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[
(τN)ijDji +

ηE(T)
λ(T)

(
α(eΨ − I)ijDji + (1− α)

(eΨ − I)ii

2λ̄(T)

)]
dVP.

(55)

Using the Gauss divergence theorem, the volume integrals of the advection and
diffusion terms in Equation (55) are transformed into surface integrals as:
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ηE(T)
λ(T)

(
α(eΨ − I)ijDji + (1− α)

(eΨ − I)ii

2λ̄(T)

)]
dVP.

(56)

The semi-discretized equation for the conservation of energy is obtained by evaluating
the surface integrals using a second-order integration scheme and approximating the rate
of change term with a backward implicit Euler scheme, such as

VPρP(Cp)P
TP − T0

P
∆t

+ ∑
f=nb(P)

(siρCpuiT) f − ∑
f=nb(P)

(
sik
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)

f

=VP

[
(τN)ijDji +

ηE(T)
λ(T)

(
α(eΨ − I)ijDji + (1− α)

(eΨ − I)ii

2λ̄(T)

)]
.

(57)

This leads to the algebraic equation for the energy balance with the following form:

aTT
P TP + aTu

P uP + aTv
P vP + ∑

F=NB(P)
aTT

F TF + ∑
F=NB(P)

aTu
F uF + ∑

F=NB(P)
aTv

F vF = bT
P , (58)

where aTφ
P and aTφ

F are the owner and neighbor coefficients in the discretized conserva-
tion of energy equation, representing the temperature T and the variable φ interactions,
respectively, and bT

P is the source term.
The rate of change (rchg) term in Equation (57) (first term), contributes to both the

diagonal of the system of equations and to the explicit term as:

aTT
P,rchg =

VP ρP (Cp)P

∆t
, (59a)

bT
P,rchg =

VP ρP (Cp)PT0
P

∆t
. (59b)

Then, and in the framework of the FVM, the advection term in Equation (57) (second
term) is linearized by computing the mass flow rate at control-volume face f (ṁ f = (siρui) f )
using the previous iteration values. Here, we used the UDS differentiating scheme to ap-
proximate the advection term. However, many high-order schemes could be used, such as
the MINMOD or CUBISTA schemes. For the sake of readability, the discretization procedure
will be presented for the UDS scheme, but it is important to stress that the methodology
is independent of the adopted discretization scheme. In this way, the coefficients of the
advection (adv) term contribution for the conservation of energy equation are given by:

aTu
F,adv = aTv

F,adv = (Cp) f max(ṁ f , 0), (60a)

aTu
P,adv = − ∑

F=NB(P)
aTu

F,adv, aTv
P,adv = − ∑

F=NB(P)
aTv

F,adv, (60b)
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where the superscript Tφ means the influence of the φ variable in the T energy equation.
The term max(ṁ f , 0) represents the maximum of ṁ f and 0, where the mass flux is positive
if it goes from owner to neighbor cells, i.e., leaves the control-volume VP.

The implicit diffusion (idi f f ) contribution, third term of Equation (57), is discretized,
taking a linear profile (see page 86 of [48]) as

(
sik

∂T
∂xi

)

f
= k f

(sisi) f

(dPF)i(si) f
(TF − TP), (61)

where (dPF)i is the vector joining the centroids P and F (see Figure 1). The coefficients of
the implicit diffusion term for the conservation of energy equation are given by

aTT
F,idi f f = −k f

(sisi) f

(dPF)i(si) f
, (62a)

aTT
P,idi f f = − ∑

F=NB(P)
aTT

F,idi f f . (62b)

Finally, the coefficients of the explicit term contribution (right-hand side of Equa-
tion (57)) for the conservation of energy equation are given by

bT
P,source = VP

[
(τN)ijDji +

ηE(T)
λ(T)

(
α(eΨ − I)ijDji + (1− α)

(eΨ − I)ii

2λ̄(T)

)]
. (63)

3.5. Block-Coupled Algorithm

Combining the discretized conservation of linear momentum (Equation (17)), conser-
vation of mass (Equation (27)), log-conformation tensor (Equation (35)) and conservation
of energy equations (Equation (58)), the following linear system of equations, written in
matrix form, is obtained for each control volume:
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(64)

The linear systems (Equation (64)) obtained for each control volume of the compu-
tational domain are merged in a full system of equations, which can be written in the
form AΦ = b where all variables Φ = (ui, p, Ψij, T) are solved simultaneously. In this
procedure, all variables in the different equations are treated implicitly, which is expected
to be advantageous to the stability of the overall calculation process. The fully implicit
coupled algorithm can be summarized into the following steps:

1. Initialize the fluid variables with the latest known values (un
i , pn, Ψn

ij, Tn).

207



Polymers 2022, 14, 4099

2. Assemble the discretized equations for the conservation of linear momentum, conser-
vation of mass, log-conformation tensor and conservation of energy (see Equations (17),
(27), (35), (58)) and solve for ui, p, Ψij and T (Equation (64)).

3. Iterate until convergence.

For the solution of the global system of discretized algebraic equations, it is funda-
mental that an efficient linear solver is used to obtain the best overall convergence. In this
work, the iterative solver Bi-Conjugate Gradient Stabilized (BiCGStab) [50], combined with
an LU preconditioner, was used to retrieve the solution of the global system of discretized
algebraic equations (see detailed discussion in Pimenta and Alves [30]). The initial residual
for each iteration is evaluated based on the current values of the field, before solving the
block-coupled system. After each block solver linear iteration, the residual is re-evaluated
(final residual). When the maximum number of linear iterations (in this work defined
as 100) or the final residual falls below the solver absolute tolerance (set as 10−6), the
block-coupled system current iteration stops and advances in time. All computations are
performed on a computer with a 2.00-GHz 64 cores AMD EPYC 7662 CPU processor and
128 GB of RAM.

4. Results and Discussion

The validation of the newly-developed, fully implicit, block-coupled, non-isothermal,
viscoelastic, log-conformation tensor-based algorithm was performed for the laminar,
incompressible, non-isothermal viscoelastic flow of an Oldroyd-B fluid in an axisymmetric
4:1 sudden contraction geometry. For assessment purposes, the results computed with
the newly-developed code were compared with the available data from the scientific
literature [18].

4.1. Geometry, Meshes, and Initial and Boundary Conditions

An axisymmetric 4:1 sudden contraction with ratio of the radii R1/R2 = 4 was
chosen as test geometry (Figure 2a), because of the availability of numerical data in the
literature [18]. The upstream length was l1 = 80R2 and the downstream length was
l2 = 50R2. The downstream channel height was chosen as R2 = 0.0020604 m.

(a)

(b) (c)

Figure 2. (a) Schematic of the 4:1 planar sudden contraction cross-section used to simulate the
non-isothermal flow of a viscoelastic matrix fluid described by the Oldroyd-B constitutive model.
The upstream length was l1 and the downstream length was l2. The upstream channel height was R1
and the downstream channel height was R2. The temperature at the upstream wall is Tw,1, while,
for the downstream wall, the temperature was Tw,2. (b) The geometrical domain was divided into
five blocks for mesh discretization. (c) A detailed view of the contraction area with the minimum
normalized cell size at the corner (∆z)min = (∆r)min = 0.01R2.
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The flow had a rotational symmetry that was normal to the rz−plane and, to save
computational resources and reduce the CPU times, only half of the domain was considered.
The characteristics of the meshes used to discretize the geometrical domain are presented
in Table 1. The meshes employed in the current work (M1 and M2) resulted from a
mesh convergence analysis performed by Habla et al. [18], and had a similar refinement
level to the two most refined meshes (M3 and M4) therein. The expansion or contraction
geometrical factors were defined for each direction as the ratio of two consecutive cells
lengths ( fz = ∆zi+1/∆zi ,with ∆zi being the length of the cell i in the z-direction). In this
way, since fz > 1 in Block V (see Table 1), in the z direction, the cells expanded from left
to right. Figure 2c shows the details of the level of mesh refinement at the contraction
region for M2. The higher refinement that occurs near the walls and in the contraction
region allowed for the highest gradients of the computed flow variables in these locations
to be captured.

Table 1. Characteristics of the meshes employed to simulate the non-isothermal viscoelastic flow of
a viscoelastic matrix fluid described by the Oldroyd-B constitutive model in the axisymmetric 4:1
planar sudden contraction geometry.

Block
Mesh 1 (M1) Mesh 2 (M2)

Nz × Nr fz fr Nz × Nr fz fr

Block I 61× 20 0.9061 0.9206 122× 40 0.9519 0.9595
Block II 61× 25 0.9061 1.0996 122× 50 0.9519 1.0486
Block III 61× 8 0.9061 0.8593 122× 16 0.9519 0.9270
Block IV 40× 20 1.1036 0.9206 80× 40 1.0505 0.9595
Block V 13× 20 1.1740 0.9206 26× 40 1.0835 0.9595
NC 4293 17172
∆zmin = ∆rmin 0.02R2 ∆zmin = ∆rmin 0.01R2

Nz and Nr are number of cells along z and r directions, respectively, inside each block. fz and fr are the
expansion/contraction ratios inside each block. NC is the number of cells in the mesh. ∆zmin and ∆rmin are the
minimum cell size in each direction.

The following boundary and initial conditions were used for all the runs that were
performed:

• For velocity, no-slip at the walls, symmetry at the centerline, parabolic velocity profile
at the inlet (with average velocity Uz,1 = 0.00129 m/s), and a zero-gradient condition
at the outlet, i.e., assuming a fully developed flow;

• For pressure, the inlet and wall boundary conditions were set as zero-gradient and
the centerline as symmetry boundary condition. At the outlet Dirichlet boundary
condition was used, with a fixed value p = 0. Notice that, although the zero-pressure
gradient specified at the inlet did not match the fully developed Poiseuille flow with
the average velocity Uz,1, this inconsistency did not affect the results, because the
length of the upstream channel was sufficiently large to achieve fully developed
flow conditions;

• For the log-conformation tensor components, zero values were assumed at the inlet, a
symmetry boundary condition was used at the centerline, a linear extrapolation of
the tensor components to the boundary was used at the walls, and a zero-gradient
condition was imposed at the outlet;

• For the temperature, a Dirichlet condition was imposed at the inlet (Tinl = 462 K),
a symmetry boundary condition was used at the centerline, at the upstream wall,
(z < l1), Tw,1 = 462 K, while, for the downstream wall, (z ≥ l1) the temperature Tw,2
was chosen such as to give temperature jumps of ∆T = Tw,2 − Tw,1 = −30 K, 0 K, 30 K.
A zero-gradient condition was imposed at the outlet;

• All fields were set to zero at the initial time.
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4.2. Numerical Parameters

The dimensionless numbers governing the flow are the Reynolds number Re, the
Weissenberg number Wi, the Peclet number Pe and the retardation ratio β, defined as:

Re =
ρR2Uz,2

η0
(65)

Wi =
λUz,2

R2
(66)

Pe =
λR2Uz,2cP

k
(67)

where Uz,2 is the mean velocity in the axial direction in the downstream channel, and
λ is the relaxation time. In this case study, Re = 3.9× 10−5, corresponding to creeping
flow conditions. The retardation ratio was equal to β = ηS/η0 = 19/20, thus assuming
the solvent contribution to be negligibly small, which approximately recovered an Upper-
Convected-Maxwell model. The Peclet number was kept constant at Pe = 345 by setting
cP = 1500 J/kg K and k = 0.17 W/mK. The WLF parameters were C1 = 4.54 and
C2 = 150.36. The split coefficient varied between pure energy elasticity and entropy
elasticity, α = 0 or 1, respectively.

The use of a normalized time-step ∆t/(R2/Uz,2) of 10−4 allowed for converged so-
lutions to be obtained for all the runs performed. The maximum local Courant number
corresponding to the normalized time-step 10−4 obtained for the axisymmetric 4:1 sudden
contraction is 0.07.

4.3. Effects of the Energy Partitioning Parameter α

In Figure 3, the temperature profile on the line r = 0.97R2 (Figure 3a) and the tempera-
ture contour plots (Figure 3b) are shown as a function of the axial position z/R1 for α = 0
and α = 1 at Wi = 5 and ∆T = 0 K. As illustrated in Figure 3a, the temperature profile
computed by the newly-developed, fully implicit, block-coupled, non-isothermal, viscoelas-
tic, log-conformation tensor-based algorithm is in agreement with the results presented
by Habla et al. [18]. Due to the increase in the deformation rate near the contraction, the
dissipation also increases, which leads to a temperature rise shortly before the contraction.
At the contraction, the fluid moves to the wall with the imposed fixed wall temperature
Tw,2 = 462 K and, therefore, due to heat conduction towards the wall, a fast decrease in
temperature is observed. Note that this decrease is remarkably higher for entropy elasticity
(α = 1) due to its higher temperature, which promotes a larger heat conduction rate. Subse-
quently, just after the re-entrant corner, due to the larger normal stresses developed here
(see Figure 4), which lead to an increase of dissipation, the temperature rises again at the
steepest rate. Further along the downstream channel, the temperatures also increase, but
now at a smaller rate and, ultimately, the difference in the temperatures between energy
elasticity and entropy elasticity cases is small, because the energy is now more released
as pure energy elasticity (α = 0) [18]. The temperature contour plots shown in Figure 3b
are similar for both the energy and entropy elasticities, as expected from the marginal
differences shown in Figure 3a for the temperature profile at r = 0.97R2. In both cases,
we see the formation of a larger temperature-rising region for z/R1 > 1, which is also
extended through the downstream channel radial direction.
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(a) (b)

Figure 3. (a) Temperature profiles on the line r = 0.97R2 [18] and (b) temperature contours as a
function of the axial position z/R1 for α = 0 and α = 1 at Wi = 5 and ∆T = 0 K using M2.

In Figure 4, the axial normal stress profile on the line r = 0.97R2 (Figure 4a) and the
axial normal stress contour plots (Figure 4b) as a function of the axial position z/R1 for
α = 0 and α = 1 at Wi = 5 and ∆T = 0 K, are shown. As illustrated in Figure 4a, the
axial normal stress profile computed by the newly-developed, fully implicit, block-coupled,
non-isothermal, viscoelastic, log-conformation tensor-based algorithm and the isothermal
version is in agreement with the results presented by Habla et al. [18]. In the non-isothermal
cases, the axial normal stress is smaller than the one obtained for the isothermal calculation.
This behaviour can be attributed to the fact that increasing the temperature leads to a
reduction in the viscosity value (see Equation (9)), which decreases the stress values, and
also leads to a reduction in the relaxation time, resulting in a smaller local Weissenberg
number and, therefore, fewer elastic effects (i.e., decrease in stresses). In addition, just after
the re-entrant corner, we see an abrupt increase of the normal stresses due to the increase
in the fluid deformation in this region, followed by a fast relaxation, before it starts to
increase further down the downstream channel, but now at a smaller rate. The axial normal
stress contour plots shown in Figure 4b are again similar for both the energy and entropy
elasticities. In both cases, we see the formation of a thinner layer of normal stresses rising
region at 0 < z/R1 < 0.2, which then increases in width, but with smaller normal stress
values, at 0.2 < z/R1 < 1.

(a) (b)

Figure 4. (a) Axial normal stress profiles τP,zz/(η0Uz,2/R2) on the line r = 0.97R2 [18] and (b) axial
normal stress contours as a function of the axial position z/R1 for α = 0 and α = 1 at Wi = 5 and
∆T = 0 K using M2.
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Additionally, Figure 5 shows the contours of the first normal stress difference and
shear stress predicted on M2 at α = 0, Wi = 5 and ∆T = 0 K, for a zoomed region
around the re-entrant corner. The maximum first normal stress difference is located on
the downstream channel wall near the re-entrant corner (see Figure 5a). Moreover, at the
contraction vertical wall, the first normal stress difference is negative, which is responsible
for fluid re-circulation and the formation of the corner vortex. The maximum magnitude
of the shear stress component is also located on the downstream channel wall near the
re-entrant corner (see Figure 5b); however, in that case, the shear stress value is negative,
pushing the fluid towards the symmetry line at r/R1 = 0. Finally, at the contraction vertical
wall, the shear stress is positive, allowing for the extension of the corner vortex size.
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Figure 5. Contours of (a) first normal stress difference (τP,zz − τP,rr)/(η0Uz,2/R2) and (b) shear
stress τP,rz/(η0Uz,2/R2) for α = 0, Wi = 5 and ∆T = 0 K using M2.

In Figure 6, the axial velocity profile on the line r = 0.97R2 (Figure 6a) and the axial
velocity contour plots (Figure 6b) as a function of the axial position z/R1 for α = 0 and
α = 1 at Wi = 5 and ∆T = 0 K are shown. As illustrated in Figure 6a, the axial velocity
profiles computed by the newly-developed, fully implicit, block-coupled, non-isothermal,
viscoelastic, log-conformation tensor-based algorithm and with the isothermal version are
in agreement with the results presented by Habla et al. [18]. In addition, we can see that
the influence of temperature on the local velocity profile for both cases of entropy elasticity
and energy elasticity is negligible, being similar to the axial velocity of the isothermal case.
The axial velocity contour plots shown in Figure 6b are, again, similar for both the energy
and entropy elasticities, showing the accommodation of the fluid near the re-entrant corner,
i.e., the fluid is accelerated in the center while decelerating in the wall-near regions, and a
fully developed velocity profile at the downstream channel.

(a) (b)

Figure 6. (a) Axial velocity profiles Uz/Uz,2 on the line r = 0.97R2 [18] and (b) axial velocity contours
as a function of the axial position z/R1 for α = 0 and α = 1 at Wi = 5 and ∆T = 0 K using M2.
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In Table 2, we provide a summary of the number of iterations and execution time
of the segregated/iterative and coupled/monolithic approaches for the calculation of the
non-isothermal, viscoelastic matrix-based Oldroyd-B fluid flow in the two-dimensional,
axisymmetric 4:1 planar sudden-contraction geometry, using the two different meshes,
M1 and M2, with α = 0 at Wi = 5 and ∆T = 0 K. The ratio of the number of iterations
required by the segregated algorithm to that required by the coupled one increases from
432 to 524 for M1 and M2, respectively, with accompanying computational cost ratios of 17
and 19, respectively, which clearly shows the benefits obtained by using the fully implicit
coupled approach.

Table 2. Comparison of the number of iterations and CPU time required by the segregated (S) and
coupled (C) solvers for the calculation of the non-isothermal viscoelastic matrix-based Oldroyd-B
fluid flow in the two-dimensional axisymmetric 4:1 planar sudden-contraction geometry, using the
two different meshes M1 and M2, with α = 0 at Wi = 5 and ∆T = 0 K.

Mesh Number of Iterations Execution Time [s]

C S S/C C S S/C
M1 827 357,681 432 103 1760 17
M2 1484 778,344 524 689 13,102 19

M1: 4293 CV; M2: 17172 CV.

4.4. Effects of Wall Temperature Jumps

The temperature and axial velocity profiles at the outlet of the downstream section are
shown in Figure 7 for Wi = 5, α = 0 and temperature jumps ∆T = −30 K, ∆T = 0 K and
∆T = +30 K. The results for the case of energy elasticity at the outlet of the downstream
section, for all temperature jumps, did not present any differences [18]. As shown in
Figure 7a, the wall (r/R1 = 0.25) temperature changes by more than 60 K and the centerline
(r/R1 = 0) temperature varied less than 5 K from ∆T = −30 K to ∆T = +30 K, in
agreement with the results obtained by Habla et al. [18]. These temperature changes are
responsible for the limited effect of external heating or cooling in the thermal control of the
flow at the bulk region. In Figure 7b, the axial velocity profile at the centerline increases
with the decrease in temperature jump, due to the smaller viscosity in the near-wall region.

(a) (b)

Figure 7. (a) Temperature T and (b) axial velocity Uz/Uz,2 as a function of the radial distance r/R1

at the outlet, with Wi = 5, α = 0 and temperature jumps ∆T = −30 K, ∆T = 0 K and ∆T = +30 K
using M2 [18].

The temperature and axial velocity contours are shown in Figure 8 for Wi = 5,
α = 0 and temperature jumps ∆T = −30 K and ∆T = +30 K. For the cooling case, i.e.,
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∆T = −30 K (top figures in Figure 8), the reduction in temperature on the downstream
channel walls promotes an increase in fluid centerline velocity of approximately 3.1 times
more than the one obtained for the case ∆T = 0 K (see Figure 6). For the heating case, i.e.,
∆T = +30 K (bottom figures in Figure 8), the increase in temperature on the downstream
channel walls promotes an increase in fluid centerline velocity of approximately 2.3 times
more than the one obtained for the case ∆T = 0 K (see Figure 6). Notice that the increase in
centerline velocity for the heating case is approximately 75% smaller than the one obtained
for the cooling case.
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Figure 8. (a) Temperature T and (b) axial velocity Uz/Uz,2 contours at Wi = 5, α = 0 and temperature
jumps ∆T = −30 K and ∆T = +30 K using M2.

Additionally, Figure 9 shows the contours of the first normal stress difference and shear
stress predicted on M2 at α = 0, Wi = 5, ∆T = −30 K (top) and ∆T = +30 K (bottom),
for a zoomed region around the re-entrant corner. The maximum first normal stress
difference was found to decrease by 35% and increase by 30% for the cases ∆T = −30 K
and ∆T = +30 K, respectively, when compared to the case ∆T = 0 K. The minimum value
of the shear stress is found to both increase and decrease by 50% for the cases ∆T = −30 K
and ∆T = +30 K, respectively, when compared to the case ∆T = 0 K.
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5. Conclusions

This paper presented a fully implicit coupled method (also known as a monolithic
approach) for the solution of laminar, incompressible, non-isothermal, viscoelastic flows
based on the log-conformation tensor framework for high Weissenberg number problems.
The fully implicit coupled solver is a pressure-based method in which the pressure equa-
tion is derived through the Rhie–Chow interpolation, allowing for coupling between the
pressure and velocity fields. In addition, the explicit diffusion term added by the improved
both-sides-diffusion (iBSD) technique to the linear momentum equations is discretized
with a special second-order derivative of the velocity field, allowing for coupling between
the velocity and log-conformation tensor fields. Subsequently, the divergence of the log-
conformation tensor term in the linear momentum equations is implicitly discretized,
and the velocity field is considered implicitly in the log-conformation tensor constitutive
equations by expanding the advection, rotation and the rate of deformation terms, all by
considering a Taylor series expansion truncated at the second-order error term. Finally, the
advection and diffusion terms in the energy equation are also implicitly discretized.

The validation of the newly-developed algorithm was performed for the non-isothermal
viscoelastic matrix-based Oldroyd-B fluid flow in the benchmark problem of a two-dimensional
axisymmetric 4:1 planar sudden-contraction geometry, and the results obtained by the fully
implicit coupled algorithm were shown to be in remarkable agreement with other results
found in the scientific literature (less than 5% error differences), which validated the present
implementation. The results were obtained at a high Weissenberg number, and allowed to
study the influence of the energy splitting factor at the limit of pure energy elasticity and pure
entropy elasticity, and the effect of the wall temperature jump near the contraction for positive
and negative temperature increments.

In future works, the algorithm will be further assessed by looking at 3D case studies
and employing non-linear viscoelastic fluid behaviors, such as the shear-thinning phe-
nomenon predicted by the Giesekus fluid model.
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Abstract: Polymer extrudate swelling is a rheological phenomenon that occurs after polymer melt
flow emerges at the die exit of extrusion equipment due to molecular stress relaxations and flow
redistributions. Specifically, with the growing demand for large scale and high productivity, polymer
pipes have recently been produced by extrusion. This study reports the development of a new
incompressible non-isothermal finite volume method, based on the Arbitrary Lagrangian–Eulerian
(ALE) formulation, to compute the viscous flow of polymer melts obeying the Herschel–Bulkley con-
stitutive equation. The Papanastasiou-regularized version of the constitutive equation is employed.
The influence of the temperature on the rheological behavior of the material is controlled by the
Williams–Landel–Ferry (WLF) function. The new method is validated by comparing the extrudate
swell ratio obtained for Bingham and Herschel–Bulkley flows (shear-thinning and shear-thickening)
with reference data found in the scientific literature. Additionally, the essential flow characteristics
including yield-stress, inertia and non-isothermal effects were investigated.

Keywords: extrudate swell; pipe die; polymer melt; Herschel–Bulkley fluids; yield stress; finite
volume method; interface tracking; free-surfaces; OpenFOAM

1. Introduction

The extrudate swell flow is a well-known benchmark problem in the polymer process-
ing field, where a free-surface and a boundary stress singularity at the die exit are present.
The variety of solutions for free-surface flows is usually very limited to simple cases [1].
However, with the increasing demand for large diameters and high productivity, plastic
pipes have recently been produced [2].

The polymer production process is mainly non-isothermal in nature, including heat
transfer phenomena such as heating and cooling, e.g., in the injection molding [3,4] or
extrusion [5–8] processes. Since the flow properties are strongly dependent on rheology
and temperature, it is of great interest to understand and predict this type of heat transfer
phenomenon. Although there is increasing research effort on non-isothermal free-surface
flows, these studies are limited to academic purposes and problems. Extrudates in general
can swell up to 15% due to thermal effects [9,10]. Phuoc and Tanner [11] developed a finite
element scheme based on the Galerkin method to explore the effects of thermally induced
property changes in extrusion. The swelling of self-heating extruded jets was investigated,
and a new phenomenon, the so-called thermal extrudate swell, was discovered. Extruded
expansions of up to 70% of the die diameter have been found in a Newtonian fluid with
thermal properties similar to those of low density polyethylene. Subsequently, Karagiannis
et al. [12] developed a three-dimensional (3D) non-isothermal code to study viscous
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free-surface flows with exponential dependence of viscosity on temperature. Again, the
code was based on Galerkin’s finite-element formulation, and, apart from the phenomenon
of thermally induced extrudate swelling, the bending and distortion of the extrudate due
to temperature differences and/or geometric asymmetries were confirmed numerically
and experimentally. Finally, Spanjaards et al. [13] developed a 3D transient non-isothermal
finite element code to predict the extruded shape of viscoelastic fluids emerging from an
asymmetric keyhole-shaped die. A systematic study was carried out to decouple the effects
of shear-thinning, elasticity, and temperature in the shape of the extrudate.

Another important effect to be considered when predicting the swelling of the extru-
date is the inertia, through the dimensionless Reynolds number, Re, defined as the ratio of
inertial forces to viscous forces within a fluid that is subjected to relative internal movement
due to different fluid velocities. In Newtonian flow, the extrudate swell ratio, χ, defined as
the ratio of the final extrudate radius to that of the die, decreases with increasing Re and
finally achieves a contraction rather than swelling, since χ is less than unity [14,15]. An im-
portant class of materials commonly used in extrusion is the yield-stress fluid, which does
not deform when subjected to a stress below the yield stress, τ0. Bingham [16] developed
the simplest constitutive equation with a yield-stress, which was then combined with a
power-law model to account for the effects of shear-thinning or shear-thickening, known as
the Herschel–Bulkley model [17]. To solve fluid flows described by constitutive equations
with unyielded (τ ≤ τ0) and yielded regions (τ > τ0), a special approach to overcome
the numerical difficulties created by these models (the viscosity diverges to infinity as the
strain rate γ̇ approaches zero) must be adopted. For that purpose, a common methodology
is to do a regularization of the constitutive equation so that the same expression is uni-
formly valid for any value of γ̇, i.e., to ensure that the viscosity is a continuous function
of strain rate. Notice that here τ and γ̇ represent the magnitudes of the stress tensor τ

and rate-of-strain tensor γ̇, respectively. Papanastasiou [18] developed the regularization
model for the Bingham constitutive equation, which was then extended to work with the
Herschel–Bulkley model by Ellwood et al. [19]. A survey of regularization models used
in the scientific literature can be found in Frigaard and Nouar [20]. For creeping flow
conditions (Re� 1), there are several studies where the results for the extrudate swell of
materials with yield stress are presented [18,21–24]. Generally, the conclusion is that in
creeping extrudate swell flow of yield-stress materials, the extrudate swell ratio decreases
as yield stress increases. Additionally, it was noticed that beyond a certain value of τ0, the
swell contracts slightly (χ < 1) and reaches a minimum, from which it starts to increase
again to reach unity asymptotically. For moderate Reynolds numbers (1 < Re < 200), the
scientific literature devoted to the study of the effects of inertia on the extrudate swell of
yield-stress fluids is scarce [19,25]. In this situation, as the yield stress increases, swelling at
lower Reynolds numbers and contraction at higher Reynolds numbers are reduced.

In recent decades, Computational Fluid Dynamics (CFD) simulation has expanded as
a significant framework to help engineers understand and improve polymer processing
techniques. Nonetheless, the current state of the art of numerical methods for complex prob-
lems, which is the case of non-isothermal free-surface extrudate swell flow of yield-stress
fluids, is insufficient for practical needs. In addition, proprietary packages are expensive
and cannot be modified to account for the engineer’s needs. As the solver here presented is
based in an open-source finite volume computational library, OpenFOAM [26], this allows
more capabilities to be added to the code to take into account the physics involved in the
phenomenon of interest, thereby making the simulation more realistic. Therefore, a general
and freely available solver, based on the open-source framework OpenFOAM [26], for
the simulation of the non-isothermal free-surface flow of yield-stress fluids would be of
great importance. Hence, this work deals with the development of a solver to calculate
non-isothermal free-surface flows of yield-stress fluids as an extension of the isothermal
free-surface flow solver presented elsewhere [15,27]. Notice that in Fakhari et al. [15], we
developed the predecessor of the current code, which was used to describe Newtonian
isothermal fluid flows, and there the efficiency of this framework was demonstrated in
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terms of both considering a larger computational time-step and also the smaller CPU wall
time to perform each iteration of the simulation. The objective of this work is to investigate
the combined effects of inertia, yield-stress, and temperature on the extrudate swell of
a pipe flow. It is worth pointing out that although the melted polymer chain strongly
depends on shear and stretch [28], this work focuses on the macroscale dimensional distri-
bution of the melted polymer in the extruded swell phenomena and does not go through
the microscale changes of the material such as crystallization kinetics.

The paper is organized as follows: in Section 2, we present the description of the prob-
lem, specifically, the balance equations that govern the non-isothermal free-surface flow
of generalized Newtonian fluids, the boundary and initial conditions, and the Arbitrary
Lagrangian–Eulerian formulation for the mesh movement. In Section 3, the numerical
method used to implement the proposed model is described. In Section 4, we present the
numerical results obtained for the non-isothermal extrudate swell of the Herschel–Bulkley
yield-stress fluid model, taking into account the combined effects of inertia, yield-stress
and temperature. Finally, in Section 5, we summarize the main conclusions of this work.

2. Problem Description

In this section, the governing equations to solve the incompressible and non-isothermal
polymer-melt extrudate flow in dies of cylindrical shape for pipe production are described.

2.1. Balance Equations

The equations of motion governing the non-isothermal flow of incompressible gener-
alized Newtonian fluids inside an arbitrary volume V bounded by a closed moving surface
S include continuity, momentum, and energy equations, which can be written as:

∇ · u = 0, (1)

∂u
∂t

+∇ · ((u− uS)u) = −∇P +∇ · τ, (2)

ρ cp

(
∂T
∂t

+ u · ∇T
)
= kp∇2T + τ : D, (3)

where∇ is the Hamilton differential operator, u is the fluid velocity vector, uS is the velocity
of surface S, P is the kinematic pressure, τ is the deviatoric stress tensor, ρ is the fluid
density, cp is the heat capacity, T is the temperature, kp is the isotropic thermal conductivity
based on the heat flux Fourier’s law, and D = (∇u+∇uT)/2 is the strain rate tensor. Note
that the last term on the right hand side of Equation (3) represents viscous heat dissipation
and is written in a form that assumes all mechanical energy is dissipated as heat.

2.2. Constitutive Equation

The following constitutive equation is adopted to describe the relationship between
stress and strain for the viscous fluid flow,

τ = 2η(γ̇)D, (4)

where γ̇ =
√

2D : D is the shear rate (invariant of the strain rate tensor D) and η(γ̇) is
the apparent viscosity, which is described by the Herschel–Bulkley model [17] with the
Papanastasiou regularization [18,19],

η(γ̇) = min
{

η0, τ0γ̇−1[1− exp(−mγ̇)] + kγ̇n−1
}

, (5)

where k is the consistency constant of proportionality, n is the flow index exponent, which
measures the degree to which the fluid is shear-thinning or shear-thickening, m is a stress
growth parameter, and τ0 is the yield shear stress. Note that the original Papanastasiou
regularization does not include the artificial upper-bounding by η0. However, this bound-
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ing is needed to avoid an infinite viscosity for γ̇ → 0 and n < 1. The Herschel–Bulkley
model is reduced to the Newtonian model when the yield-stress is zero, i.e., τ0 = 0, and
the flow index exponent is one, i.e., n = 1.

2.3. Temperature Dependency of the Apparent Viscosity

To analyze the effect of the temperature dependency of the apparent viscosity on
hydrodynamic and thermal behaviour of the flow, we keep constant the flow index n and
the yield stress τ0 and consider only a temperature-dependent consistency k(T):

k(T) = aT(T)k0, (6)

where aT denotes the shift factor and k0 is the consistency viscosity at the reference temper-
ature T0. The shift factor aT is defined by the Williams–Landel–Ferry (WLF) function:

log(aT) =
−c1(T − T0)

c2 + T − T0
, (7)

where c1 and c2 are material parameters.

2.4. Boundary and Initial Conditions

Considering that the fluid phases are immiscible, the fluid flow Equations (1)–(3) can
be used for each phase individually, and at the interface, the proper boundary conditions
must be used. First, the kinematic condition states that the fluid velocities on the two sides
of the interface, u1 f and u2 f , must be continuous

u1 f = u2 f . (8)

Then, from the momentum conservation law, Equation (2), follows the dynamic condition,
which states that forces acting on the fluid at the interface are in equilibrium,

[T2 − T1] · n = ∇sσ− σκn, (9)

where T1 and T2 are the stress tensors defined in terms of the local fluid pressure and veloc-
ity fields as T1 = −p1I + η1(γ̇)[∇u1 + (∇u1)

T ] and T2 = −p2I + η2(γ̇)[∇u2 + (∇u2)
T ],

respectively, σ is the interfacial tension and ∇s = [I− nn] · ∇ = ∇− n ∂
∂n is the tangential

gradient operator, which appears because σ and n are defined only on the surface. From
Equation (9) we derive the normal and tangential force balances [29] appropriate at a
fluid–fluid interface,

p2 − p1 = σκ − 2(η2(γ̇)− η1(γ̇))∇s · u, (10)

η2(γ̇)[n · (∇ut)2]− η1(γ̇)[n · (∇ut)1] =−∇sσ

− n(η2(γ̇)− η1(γ̇))∇s · u
− (η2(γ̇)− η1(γ̇))(∇su) · n,

(11)

where κ = −∇s · n is twice the mean curvature of the interface and ut = (I − nn) · u is the
tangential velocity component.

Dirichlet or Neumann boundary conditions for temperature T are specified depending
on the boundary wall considered. Natural convection on boundaries are treated by setting
the gradient (Neumann type boundary condition) according to

∇Tb =
h
kp

(Tb − T∞), (12)

where the temperature on the boundary Tb is obtained from the previous iteration, h is the
convection heat transfer coefficient, and T∞ is the ambient temperature.
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2.5. Arbitrary Lagrange–Eulerian Formulation

The above mathematical model, valid for arbitrary moving volume, is obtained from
the corresponding material volume model using the Reynolds’ transport theorem. For an
arbitrary moving volume, the relationship between the rate of change of the volume V and
the velocity us is defined by the geometrical (space) conservation law [30],

d
dt

∫

V

dV −
∮

S

n · us dS = 0. (13)

The problem of extrudate swelling contains moving boundaries due to the movement
of the free surfaces of the extrudate. Thus, the domain is described with a mesh that is
moving in time in such a way that the mesh moves with the free surfaces.

3. Numerical Method

The mathematical model for the non-isothermal free-surface flow of an incompressible
generalized Newtonian fluid described in Section 2 is numerically discretized using the
finite volume method [27]. First, the numerical integration in time is performed using a
second-order accurate implicit method [31], referred to as the backward scheme. Next, the
integral forms of the fluid flow equations are discretized in space using a second-order
accurate cell-centred unstructured finite volume method. The spatial domain is discretized
using a mesh, which is constituted by finite volumes (the so-called cells or elements) with
an arbitrary volume V bounded by a closed moving surface S, that conserve the relevant
quantities, such as mass, momentum, and energy:

∮

S
n · u dS = 0, (14)

d
dt

∫

V
u dV +

∮

S
n · (u− uS)u dS = −

∫

V
∇P dV +

∮

S
n · τ dS, (15)

ρcp

(
d
dt

∫

V
T dV +

∮

S
n · (uT) dS

)
=
∮

S
n · (kp∇T) dS +

∫

V
(τ : D) dV. (16)

Detailed information of the finite volume discretization employed in the moving
mesh interface tracking algorithm can be found in Tuković and Jasak [27]. To summarize,
the surface integrals of an integral conservation equation are transformed into sums of
face integrals which together with the volume integrals are approximated to second-order
accuracy by using the mid-point rule. Therefore, Equations (14)–(16) for each cell are
written as,

∑
f

nn
f · un

f Sn
f = 0, (17)

3un
PVn

P − 4uo
PVo

P + uoo
P Voo

P
2∆t

+ ∑
f
(ṁn

f − U̇n
f )u

n
f = −(∇P)n

PVn
P + ∑

f
nn

f · τn
f Sn

f , (18)

ρP(cp)P
3Tn

PVn
P − 4To

PVo
P + Too

P Voo
P

2∆t
+ ∑

f
ρ f (cp) f nn

f · un
f Tn

f Sn
f =∑

f
(kp) f nn

f · (∇T)n
f Sn

f

+ (τn
P : Dn

P)V
n
P ,

(19)

where ∆t is the time-step, the subscripts P and f represent the cell-center and face-center
values at cell with volume VP, the superscripts n, o and oo represent values evaluated at
the new time instance tn and two previous time instances to and too = to − ∆t. Finally,
the cell-face mass flux ṁn

f = nn
f · un

f Sn
f must satisfy the discretized mass conservation

law (Equation (17)), and the face volume flux U̇n
f must satisfy the discretized geometrical

conservation law (Equation (13)). Equation (17) is linearized for a pressure correction
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according to the consistent non-iterative PISO algorithm [32–34]. The algorithm can be
summarized as follows [35]:

1. Set initial guess of the solution at time t for pressure, velocity, temperature and mass
flow rate fields pn, un, Tn, and ṁn

f , respectively.

2. Define displacement directions for the interfacial mesh points and the control points.
3. In order to compensate the net mass flux through the interface, calculate displacement

of the interface mesh points (the least-squares volume-point interpolation scheme was
employed [36]).

4. Displacement of the interface mesh points is used as a boundary condition for the
solution of the mesh motion problem. After mesh movement, the new face volume
fluxes U̇n

f are calculated.

5. Update pressure and velocity boundary conditions at the interface.
6. Assemble and solve implicitly the momentum equation given by Equation (18) to

obtain a new velocity field u∗.
7. Compute the mass flow rate at the cell faces ṁ f using the Rhie–Chow interpolation

technique [37].
8. Using the new mass flow rates computed in Step 7, assemble the pressure correction

equation (Equation (17)) and solve it to obtain a pressure correction field p′.
9. Update the pressure and velocity fields at the cell centroids, pn and u∗, respectively,

and correct the mass flow rate at the cell faces ṁ∗f , to obtain continuity-satisfying
fields p∗, u∗∗ and ṁ∗∗f . The consistent version of the SIMPLE (Semi Implicit Method
for Pressure Linked Equations) algorithm is used here by assuming that the velocity
correction at point P is the weighted average of the corrections at the neighboring
grid points [32–34], resulting in a better estimating for the velocity corrections, and
consequently, a higher rate of convergence is obtained [15].

10. Using the latest available velocity and pressure fields, u∗∗ and p∗, respectively, as-
semble and solve explicitly the momentum equation to obtain a new velocity field
u∗∗∗.

11. Update the mass flow rate at the cell faces ṁ∗∗∗f using the Rhie–Chow interpolation
technique [37].

12. Using the new mass flow rates computed in Step 11, assemble the pressure correction
equation and solve it to obtain a pressure correction field p′′.

13. Update the pressure and velocity fields at the cell centroids, p∗ and u∗∗∗, respectively,
and correct the mass flow rate at the cell faces ṁ∗∗∗f , to obtain p∗∗, u∗∗∗∗ and ṁ∗∗∗∗f .

14. Go to Step 10 and repeat for a given number of corrector steps (nCorrectors = 3 in this
work).

15. Solve the temperature equation, Equation (19), to obtain T∗ and update the temperature-
dependent consistency viscosity Equations (6) and (7).

16. Set the initial guess for pressure, velocity, temperature and mass flow rate as pn = p∗∗,
un = u∗∗∗∗, Tn = T∗ and ṁn

f = ṁ∗∗∗∗f , respectively.

17. Repeat from Step 3 for a given number of times (nOuterCorrectors = 10 in this work).
18. Set the converged solution at time t = t + ∆t and advance to the next time step.
19. Return to Step 1 and repeat until the last time step is reached.

The Poisson-type equation for pressure is solved with a conjugate gradient method
with Cholesky preconditioner and the velocity and temperature linear systems are solved
using BiCGstab with an Incomplete Lower-Upper (ILU) preconditioning [38–40].

4. Results and Discussion

In this section, we present the validation and assessment of the newly developed
moving mesh finite-volume interface tracking solver that is able to efficiently handle
inelastic non-Newtonian matrix-based free-surface flows with non-isothermal effects. In
this work, the fluid rheology is described by the Herschel–Bulkley constitutive equation
with the Papanastasiou regularization. The newly developed solver is tested against fluid
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flow simulations in an axisymmetric domain geometry typical of pipe extrusion. The
first case study is devoted to the extrudate swell of a Bingham fluid, and subsequently,
the extrudate swell of Herschel–Bulkley shear-thinning and shear-thickening flows is
presented. These studies aim to verify the solver’s capabilities to accurately predict the
extrudate swell of inelastic non-Newtonian matrix-based fluids. Additionally, the effects of
inertia and yield stress on the extrudate swell are investigated. Finally, the non-isothermal
extrudate swell effects are studied for a Bingham fluid at moderate Reynolds number
(Re = 10), in order to test the robustness of the newly developed numerical algorithm,
specifically for non-isothermal calculations.

4.1. Problem Domain and Meshes

The benchmark case study that will be discussed is the axisymmetric extrudate swell
of non-Newtonian inelastic fluids. A schematic representation of the computational flow
domain, the boundary faces, and the discretization mesh for the initial time step (t = 0)
and at a steady state is shown in Figure 1. The level of mesh refinement used in the
numerical studies carried out in this study corresponds to the same level employed in
mesh M5 of our previous work [15], which resulted from a mesh convergence analysis.
Polar coordinates are employed for the description of the axisymmetric flow domain, thus
x = (r, z). The half width of the axisymmetric channel is denoted as R, which is considered
to be the scaling length. The inlet plane is taken sufficiently far upstream from the exit
so that the flow is fully developed with a mean velocity U. In the axisymmetric domain,
the two lateral boundary sides are considered to be wedge patches (i.e., the cylinder is
specified as a wedge of small angle, e.g., 5◦, and a thickness cell running along the plane
of symmetry, encompassing one of the coordinate planes). At the bottom, the axis of
symmetry is considered as empty patch. At the solid die wall, the no-slip (tangential
velocity is zero) and no-penetration (normal velocity is zero) conditions are imposed for
velocity, zero-gradient pressure, and a fixed value temperature. At the free-surface, the
kinematic condition, Equation (8), and the dynamic condition, Equations (10) and (11),
are imposed for pressure and velocity, along with natural convection, Equation (12), for
temperature. Finally, the outflow plane is taken sufficiently far downstream of the die exit
so that the flow is uniform. The die exit of the axisymmetric domain is located at x = 5R
from the inlet, and the outflow is located at x = 25R from the die exit.

The dimensionless numbers governing the flow are the Reynolds number,

Re =
ρU2−nRn

k
, (20)

which is the ratio of inertial forces to viscous forces within a fluid that is subject to relative
internal movement due to different fluid velocities; the Bingham number,

Bn =
τ0Rn

kUn , (21)

which is the ratio of yield stress to viscous stress and describes the extent to which the
controllable yield stress can exceed the viscous stress; the dimensionless growth exponent,

M =
mU
R

, (22)

that, by using a regularized constitutive equation such as the Papanastasiou model, it will
determine up to which convergent results can be obtained (in our simulations M ≥ 500 for
0 < Bn ≤ 10); and the Prandtl number,

Pr =
kcp

kp

(
U
R

)n−1
, (23)
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which is the ratio of moment diffusivity (kinematic viscosity) and thermal diffusivity of a
fluid, expressing the relationship between the movement quantity diffusion and the heat
quantity diffusion within the fluid itself.

(a)

(b)

r

x

6R

R

1.5R

0.5R

(c)

Figure 1. Schematic representation of (a) the axisymmetric extrudate swell domain geometry and
boundary faces (b) of an indicative discretization mesh at the initial time step t = 0, and (c) at
steady state.

4.2. The Effects of Inertia and Yield-Stress in the Extrudate Swell of Bingham Fluids

Initially, the combination of inertia and yield-stress effects on the extrudate swell ratio
obtained for the isothermal flow of Bingham fluids (i.e., n = 1) is studied. The swell ratio
is defined as the height of the free-surface away from the die exit, where the plug flow
has been established, divided by the die radius, i.e., χ = h0/R. As shown in Figure 2, the
extrudate swell ratio obtained by the newly developed solver is very close to the results
presented by Kountouriotis et al. [41] at Re = 1, 5, and 10. For the lowest Reynolds
number (Re = 1), as the yield stress effect is enhanced (i.e., increase of the Bn number), the
extrudate swell shrinks steeply for Bn > 0.1, and above a critical value of Bn > 5, the swell
contracts and becomes smaller than unity. At Re = 5 the extrudate swell ratio increases
with increasing Bn, reaching a maximum at Bn ≈ 1. Subsequently, the extrudate swell ratio
decreases and becomes lower than unity for Bn > 5. At Re = 10, the extrudate swell ratio
is below one for the lowest Bn numbers (Bn < 0.5), and then it enlarges, being higher than
one as Bn enhances, reaching a maximum at Bn ≈ 2. After that the swell ratio χ diminishes
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and again becomes lower than unity for Bn > 5. Regardless of the Re number used in
the simulations, for Bn ≥ 5, the extrudate swell ratio is very similar on each curve, which
means that the yield stress effects are predominant compared to the inertial effects.

10 10 10 10 10
0

10
1

0.96

1.00

1.04

1.08

1.12

1.16

Figure 2. Steady-state extrudate swell ratio χ for the isothermal extrudate swell of Bingham fluids
(n = 1) at Re = {1, 5, 10} and Bn = {10−3, 10−2, 10−1, 0.5, 1, 5, 10}. Solid lines represent the results
obtained by Kountouriotis et al. [41], and the symbols represent the results obtained by the newly
developed interface tracking code.

In Figure 3, the magnitude of the polymer velocity vector is shown for Re = 1, 5, and
10 and Bn = 0.001 and 10. At Bn = 0.001 (negligible yield-stress effects), the maximum
value of the magnitude of the polymer velocity vector is twice the inlet velocity and the
enhancement of inertia effects through the increase in the Re number leads to the reduction
of the die swell ratio, mimicking the behavior of the extrudate swell for a Newtonian fluid,
as presented by Fakhari et al. [15]. When the highest Bn number is considered (Bn = 10),
the maximum value of the magnitude of the polymer velocity vector is 1.3 times the inlet
velocity. This means that the increase in the yield stress promotes the retardation of the
flow, changing from parabolic shape profile to plug-flow. The consequence is that the
extrudate swell ratio decreases and, in fact, contracts. Note that the contour plots of the
magnitude of the polymer velocity vector are very similar at this higher Bingham number,
where increasing inertia effects do not change the shape of the flow field.

Figure 4 shows the contours of the magnitude of the polymer stress tensor at steady-
state for Re = 1, 5, and 10 at Bn = 0.001 and 10. When the yield stress effects are negligible
(Bn = 0.001), the maximum value of the stress tensor magnitude occurs for the lowest
Reynolds number (Re = 1), corresponding to the highest extrudate swell ratio. Increasing
the inertia effects decreases the localized maximum value of the magnitude of the polymer
stress tensor in the top right corner of the die wall, leading to a decrease in the extrudate
swell ratio. On the other hand, when the yield stress effects dominate the flow (i.e.,
Bn = 10), the maximum value of the magnitude of the polymer stress tensor is constant
for all Re numbers from 1 to 10, being three orders of magnitude lower than the case with
Bn = 0.001.
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Figure 3. Contours of the magnitude of the polymer velocity vector at steady-state for the isothermal
extrudate swell of Bingham fluids (n = 1) when Re = 1 (top), Re = 5 (middle) and Re = 10 (bottom),
and Bn = 0.001 (left) and Bn = 10 (right).

Figure 4. Contours of the magnitude of the polymer stress tensor at steady-state for the isothermal
extrudate swell of Bingham fluids (n = 1) when Re = 1 (top), Re = 5 (middle) and Re = 10 (bottom),
and Bn = 0.001 (left) and Bn = 10 (right).
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4.3. The Effects of Inertia and Yield-Stress in the Extrudate Swell of Herschel–Bulkley Fluids

In this section, the effects of inertia and yield-stress are investigated on the isothermal
extrudate swell of Herschel–Bulkley flows (n 6= 1). For this purpose, the simulations were
carried out at the same Re and Bn numbers as those presented in Section 4.2, but with a flow
index exponent representative of shear-thinning, n = 0.5, and shear-thickening, n = 1.5,
behaviors. As shown in Figure 5, the extrudate swell ratio obtained by the newly developed
solver is again very close to the results presented by Kountouriotis et al. [41] for both
n = 0.5 and n = 1.5 at Re = 1, 5, and 10. The general trend of the shear-thinning extrudate
swell ratio (see Figure 5a) at the different Re numbers is similar to the behavior shown for
the Bingham flow (n = 1) in Figure 2. In Figure 5a, we can see that, in general, for n = 0.5,
the extrudate swell ratio is lower than the ones obtained for n = 1 and n = 1.5. This
behavior allows us to conclude that the shear-thinning nature of the Herschel–Bulkley fluid
helps to reduce the swelling of the polymer. On the other hand, for the shear-thickening
behavior (n = 1.5), the extrudate swell ratio at different Re and Bn numbers is the highest,
as shown in Figure 5b. Additionally, the variation in the extrudate swell ratio with the
increase in the yield stress effects is more abrupt for this shear-thickening fluid, reaching a
maximum of 20% at Re = 1.

(a)
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Figure 5. Steady-state extrudate swell ratio χ for the isothermal extrudate swell of Herschel–Bulkley
fluids at Re = {1, 5, 10} and Bn = {10−3, 10−2, 10−1, 0.5, 1, 5, 10} with (a) n = 0.5 and (b) n = 1.5.
Solid lines represent the results obtained by Kountouriotis et al. [41], and the symbols represent the
results obtained by the newly developed interface tracking code.

Figure 6 shows the contours of the magnitude of the polymer velocity vector for
the isothermal extrudate swell of shear-thinning Herschel-Bulkley fluids (n = 0.5), when
Re = 1, 5 and 10 and Bn = 0.001s and 10. At Bn = 0.001 (negligible yield stress effects),
the maximum value of the magnitude of the polymer velocity vector is approximately
1.7 times the inlet velocity for 1 ≤ Re ≤ 10, which is 15% smaller than the value obtained
for the Bingham flow (n = 1), leading to variations of 7% in the extrudate swell ratio
when increasing Re from 1 to 10. On the other hand, when the highest Bn number is
considered (Bn = 10), the maximum value for the magnitude of the polymer velocity
vector is 1.1 times the inlet velocity, which is again 15% smaller than the value obtained
for the Bingham flow (n = 1). However, for this strongly dominated yield stress flow, the
extrudate swell ratio is kept constant for 1 ≤ Re ≤ 10 and again with a plug-flow velocity
profile leading to swell contraction (χ < 1).
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Figure 6. Contours of the magnitude of the polymer velocity vector at steady-state for the isothermal
extrudate swell of shear-thinning Herschel–Bulkley fluids (n = 0.5) when Re = 1 (top), Re = 5
(middle) and Re = 10 (bottom), and Bn = 0.001 (left) and Bn = 10 (right).

In Figure 7, we show the contour plots of the magnitude of the polymer stress tensor
at steady-state for the isothermal extrudate swell of shear-thinning Herschel–Bulkley fluids
(n = 0.5) when Re = 1, 5, and 10 and Bn = 0.001 and 10. When the yield stress effects are
negligible (Bn = 0.001), the maximum value of the magnitude of the polymer stress tensor
decreases with the increase of inertia from Re = 1 to 10, while at the highest Bn number,
the inertia do not have influence on the maximum value of the magnitude of the polymer
stress tensor. In general, for both of the Bn numbers, the magnitudes of the polymer stress
tensor are approximately one third of the ones obtained for the Bingham fluid (n = 1).

Figure 8 displays the contours of the magnitude of the polymer velocity vector for the
isothermal extrudate swell of shear-thickening fluids (n = 1.5), when Re = 1, 5, and 10 and
Bn = 0.001 and 10. As can be seen by the velocity contours at Bn = 0.001, the maximum
value for the magnitude of the polymer velocity vector is 2.2 times the inlet velocity for
1 ≤ Re ≤ 10, which is 10% larger than the value obtained for the Bingham flow (n = 1),
leading to variations of 17% in the extrudate swell ratio when Re is increased from 1 to 10.
At the highest Bingham number (Bn = 10), increasing the inertia effects does not change
the extrudate swell ratio and the maximum value of the polymer velocity vector magnitude.
The later remains 1.5 times the inlet velocity, which is approximately 13% larger than the
one obtained for the Bingham fluid (n = 1).
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Figure 7. Contours of the magnitude of the polymer stress tensor at steady state for the isothermal
extrudate swell of shear-thinning Herschel–Bulkley fluids (n = 0.5) when Re = 1 (top), Re = 5
(middle) and Re = 10 (bottom), and Bn = 0.001 (left) and Bn = 10 (right).
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Figure 8. Contours of the magnitude of the polymer velocity vector at steady state for the isothermal
extrudate swell of shear-thickening Herschel–Bulkley fluids (n = 1.5) when Re = 1 (top), Re = 5
(middle) and Re = 10 (bottom), and Bn = 0.001 (left) and Bn = 10 (right).
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Finally, in Figure 9, we show the steady-state contour plots of the magnitude of the
polymer stress tensor for the isothermal extrudate swell of shear-thickening Herschel–
Bulkley fluids (n = 1.5) when Re = 1, 5, and 10 and Bn = 0.001 and 10. As before, the
stress contours follow the same trend as in the other fluids, i.e., the maximum magnitude
of the polymer stress tensor decreases with an increase in inertia at Bn = 0.001, while it is
constant for the yield-stress-dominated flow (Bn = 10), regardless of the enhancement of
inertia from Re = 1 to 10. Note also that the maximum magnitude of the polymer stress
tensor for the shear-thickening Herschel–Bulkley fluid is around twice larger than the value
obtained for the Bingham fluid at both Bn numbers (Bn = 0.001 and 10).
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Figure 9. Contours of the magnitude of the polymer stress tensor at steady-state for the isothermal
extrudate swell of shear-thickening Herschel–Bulkley fluids (n = 1.5) when Re = 1 (top), Re = 5
(middle) and Re = 10 (bottom), and Bn = 0.001 (left) and Bn = 10 (right).

4.4. Non-Isothermal and Yield Stress Effects in the Extrudate Swell of Bingham Fluids

In this section, we study the effects of temperature and yield stress in the extrudate
swell ratio of Bingham fluids (n = 1) at Reynolds number Re = 10. We consider two
different scenarios for the die wall temperature Tw, one where Tw < Tinlet (cold wall) and
another where Tw > Tinlet (hot wall). We will then examine the thermally induced swelling
behavior as the Bingham number increases for these two configurations.

The thermal and physical properties of a typical polystyrene [7] used in the simulations
are listed in Table 1. An important issue for modeling the cooling of the polymer when it is
extruded is the definition of the boundary condition at the polymer and air interface. In this
work, we employed a defined convective heat flux as given in Equation (12). Additionally,
the influence of the temperature on the rheological behavior of the material is controlled by
the WLF equation for the shift factor employed in the temperature-dependent consistency
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parameter k (see Equations (6) and (7)). Typical extreme sets of WLF parameters (c1, c2) are
(4.54, 150.36), leading to thermorheological coupling [42].

Table 1. General conditions used in the non-isothermal simulations of the extrudate swell of Bingham
fluids (n = 1).

kp (W/m ◦C) 0.18
ρ (kg/m3) 1400
cp (J/kg ◦C) 1000
Inlet profile temperature, Tinlet (◦C) 180
Die wall temperature, Tw (◦C) 140 or 220
Room temperature, T∞ (◦C) 20
Air convection heat transfer
coefficient (free convection), h (W/m2 ◦C) 5

In this case study, the ratio of moment diffusivity and thermal diffusivity of the fluid,
defined by the dimensionless Prandtl number, is given by Pr = 0.7 (see Equation (23)). A
small Pr number means that heat diffuses very easily compared to moment.

In Figure 10, we show the extrudate swell ratio obtained by the newly developed
solver for the non-isothermal flow of Bingham fluids at Re = 10 and 0.001 ≤ Bn ≤ 10, with
a cold (blue symbols) and hot (red symbols) die wall. For the cold wall, the extrudate swell
ratio has a decreasing monotonic behavior, but being always larger than unity, meaning
that the polymer expands after the die wall. Note that the decreasing monotonic behavior
is related to the enhancement of the yield stress effects. Specifically, the extrudate swell
ratio χ slightly decreases from Bn = 0.001 to Bn = 0.1, and then it falls with a sharper
slope, having its smallest value around 1.06 at Bn = 10. In contrast with the cold die wall,
the extrudate swell ratio for the heating case study follows the same trend as the isothermal
studies, where we first see an increase in the extrudate swell ratio followed up by a decrease
due to the larger yield stress effects. Only at Bn = 2 and 3, the polymer expands after
the die wall, but for all the other Bn numbers, the polymer melt contracts, which is a
similar behavior to the shear-thinning isothermal extrudate swell at Re = 10 presented
in Section 4.3. Note that in Labsi et al. [43], it is shown that neglecting the viscosity’s
temperature dependency leads to undervaluing hydrodynamic properties, especially in the
cooling case. If we compare the results shown in Figures 2 and 10 at n = 1 and Re = 10, we
see that the extrudate swell ratio for the case neglecting viscosity’s temperature dependency
(Figure 2) is smaller than the one obtained when viscosity’s temperature dependence is
taken into account (Figure 10), and this behavior is more noticeable for the cooling case,
corroborating the conclusion presented in Labsi et al. [43].

Figure 11 shows the magnitude of the polymer velocity vector at Re = 10 for
Bn = 0.001 and 10, and for the cold and hot die wall case studies. For Bn = 0.001 (negli-
gible yield-stress effects), the maximum value of the magnitude of the polymer velocity
vector is 30% higher in the cold die wall case study and 5% lower in the hot die wall case
study, than the maximum values obtained for isothermal conditions. When the higher Bn
number is considered (Bn = 10), the maximum value of the magnitude of the polymer
velocity vector is 46% higher in the cold die wall case study and 8% lower in the hot die
wall case study, than the maximum values obtained for isothermal conditions. Notice also
that for the cold die wall case study at Bn = 10 the velocity profile has changed from a
plug-flow shape in isothermal conditions to a parabolic profile shape now. This means that
the non-isothermal effects are stronger than the yield stress effects for the cold die walls case
study at Re = 10. For the hot die wall case study at Bn = 10, the velocity profile maintains
the plug-flow shape profile, leading to a reduction in the extrudate die-swell ratio.
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Figure 10. Steady-state extrudate swell ratio χ for the non-isothermal axisymmetric extrudate swell
of Bingham fluids (n = 1) at Re = 10 and Bn = {10−3, 10−2, 10−1, 0.5, 1, 2, 3, 4, 5, 10}.

Figure 11. Contours of the magnitude of the polymer velocity vector at steady-state for the non-
isothermal asymmetric extrudate swell flow of Bingham fluids (n = 1) at Re = 10 for Bn = 0.001
(left) and Bn = 10 (right), when Tw < Tinlet (top) and Tw > Tinlet (bottom).

In Figure 12, we show contours of the steady-state dimensionless temperature field
at Re = 10 for Bn = 0.001 and 10, and for the cold and hot die wall case studies. As can
be seen in Figure 12, the temperature variation ∆θ for the case where cold die walls are
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used in the simulations is approximately twice the one obtained when hot die walls are
employed, which will not induce a high swelling ratio for the latter case (hot die walls).
This is due to the fact that the material flows toward the cooler (more viscous) region as the
flow rearranges in the extrudate, which will give higher swelling ratio of the cooler side (as
shown in the cold die walls).

Figure 12. Contours of dimensionless temperature at steady-state for the non-isothermal asymmetric
extrudate swell flow of Bingham fluids (n = 1) at Re = 10 for Bn = 0.001 (left) and Bn = 10 (right),
when Tw < Tinlet (top) and Tw > Tinlet (bottom).

5. Conclusions

A numerical algorithm able to solve non-isothermal and inelastic non-Newtonian
free-surface flows based on the Arbitrary Lagrangian–Eulerian (ALE) formulation was
presented and implemented using the finite-volume method. The implementation was
performed in the open-source OpenFOAM framework [26], where the interface is tracked
in a semi-implicit manner, which allowed robust and stable deformations of the interface.

The newly developed algorithm was assessed in terms of accuracy for isothermal
flow simulations of the axisymmetric extrudate swell of Bingham and Herschel–Bulkley
fluids. The effects of inertia and yield stress on the extrudate swell ratio computed by
the newly developed algorithm were studied and compared with results found in the
scientific literature for the range of the dimensionless Reynolds (Re) and Bingham (Bn)
numbers as follows: 1 ≤ Re ≤ 10 and 0.001 ≤ Bn ≤ 10. Additionally, the contours for
the magnitude of the polymer velocity vector and stress tensor fields are also shown and
discussed. For the isothermal Bingham flows, the extrudate swell ratio was found to vary
by approximately 13% from the lowest to the highest Re number when the yield stress
effects are negligible (Bn = 0.001). Additionally, at higher Bn numbers, the yield stress
effects are dominant and the extrudate swell ratio is equal for all the Re numbers tested,
being lesser than unity, which means that the swell contracts. For the isothermal Herschel–
Bulkley flows of the shear-thinning fluid, the extrudate swell ratio was found to vary by
approximately 8% from the lowest to the highest Re number when the yield stress effects
are negligible (Bn = 0.001). On the other hand, at higher Bn numbers, the yield stress
effects are dominant and the extrudate swell ratio is equal for all the Re numbers tested,
being also lesser than unit as in the Bingham flow case, meaning that the swell contracts.
In the case of using a shear-thickening fluid, the extrudate swell ratio was found to vary
by approximately 17% from the lowest to the highest Re number when the yield stress
effects are negligible (Bn = 0.001). Additionally, at higher Bn numbers, the extrudate swell
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ratio approaches the unitary value, which means that the polymer melt neither contracts
nor expands.

Finally, the newly developed algorithm was applied to study the non-isothermal flow
of axisymmetric extrudate swell using Bingham fluids at Re = 1. The effects of temperature
and yield stress on the extrudate swell ratio computed by the newly developed algorithm
were analyzed for the range of the dimensionless Bingham (Bn) numbers, 0.001 ≤ Bn ≤ 10,
and two different configurations, one representing a cold die wall and the other an hot
die wall. Additionally, the contours for the magnitude of the polymer velocity vector and
temperature fields are shown and discussed. For the cold die wall it was found that the
extrudate swell ratio has a monotonic decreasing behavior but always with a value greater
than unity for 1 ≤ Bn ≤ 10. However, for the hot die wall, the extrudate swell ratio first
increases for 0.001 ≤ Bn ≤ 2 and then decreases for 2 ≤ Bn ≤ 10, being greater than unity
only at Bn = 2 and 3.

In summary, the results presented here show that the newly developed interface
tracking code can accurately predict the non-isothermal extrudate swell of inelastic non-
Newtonian matrix-based fluids. The code that was implemented here is being currently
extended to handle viscoelastic non-Newtonian fluid flow calculations.
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30. Demirdžić, I.; Perić, M. Space conservation law in finite volume calculations of fluid flow. Int. J. Numer. Methods Fluids 1988, 8,
1037–1050. [CrossRef]

31. Ferziger, J.H.; Peric, M. Computational Methods for Fluid Dynamics, 3rd ed.; Springer: Berlin, Germany, 2002.
32. Van Doormaal, J.P.; Raithby, G.D. Enhancement of the SIMPLE method for predicting incompressible fluid flows. Numer. Heat

Transf. 1984, 7, 147–163. [CrossRef]
33. Issa, R.I. Solution of the implicitly discretised fluid flow equations by operator-splitting. J. Comput. Phys. 1986, 62, 40–65.

[CrossRef]
34. Tuković, Ž.; Perić, M.; Jasak, H. Consistent second-order time-accurate non-iterative PISO-algorithm. Comput. Fluids 2018, 166,

78–85. [CrossRef]
35. Moukalled, F.; Mangani, L.; Darwish, M. The Finite Volume Method in Computational Fluid Dynamics: An Advanced Introduction with

OpenFOAM and Matlab; Springer International Publishing: Cham, Switzerland, 2016.
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Abstract: Plastic is an attractive material for the fabrication of tubular optical instruments due to
its light weight, high strength, and ease of processing. However, for plastic components fabricated
using the injection molding technique, roundness and concentricity remain an important concern.
For example, in the case of a telecentric lens, concentricity errors of the lens barrel result in optical
aberrations due to the deviation of the light path, while roundness errors cause radial stress due
to the mismatch of the lens geometry during assembly. Accordingly, the present study applies
the Taguchi design methodology to determine the optimal injection molding parameters which
simultaneously minimize both the overall roundness and the overall concentricity of the optical
barrel. The results show that the geometrical errors of the optical barrel are determined mainly by the
melt temperature, the packing pressure, and the cooling time. The results also show that the optimal
processing parameters reduce the average volume shrinkage rate (from 4.409% to 3.465%) and the
average deformations from (0.592 mm to 0.469 mm) of the optical barrel, and the corresponding
standard deviation values are reduced from 1.528% to 1.297% and from 0.263 mm to 0.211 mm,
respectively. In addition, the overall roundness and overall concentricity of the barrel in the four
planes are positively correlated.

Keywords: plastic optical barrel; injection molding; roundness; concentricity; Taguchi method

1. Introduction

Plastic injection molding is a fast and economical process for fabricating optical
components with high precision, excellent performance, and good strength-to-weight
properties. However, the quality of injection molded parts is highly dependent on the
choice of processing parameters, including the melt temperature, mold temperature, filling
time, packing time, packing pressure, injection pressure, and so on. As a result, a proper
control of the processing conditions is essential [1–7].

Compared to conventional lenses, in which the magnification varies with the distance
between the lens and the object, telecentric lenses have a constant field of view at all
distances from the lens. As a result, they eliminate the parallax error inherent in traditional
fixed-focal length lenses and, therefore, find widespread use in machine vision-based
systems where precise and repeatable measurements are required, such as metrology, mi-
crolithography, semiconductor manufacturing, and so on [8–12]. Figure 1 presents a simple
schematic illustration of a typical coaxial bilateral telecentric optical system consisting of a
telecentric barrel, a coaxial light source, a holder, and an optical imaging system.

Among these components, the telecentric barrel plays a critical role in ensuring that
the light emitted by the coaxial light source follows the preset path. In particular, the
roundness and concentricity of the barrel must be strictly controlled in order to ensure a
proper placement and alignment of the internal lens [13–18]. The lens barrel is generally
fabricated from plastic material due to the latter’s light weight and ease of manufacturing.
However, as shown in Figure 1, the barrel has a varying tube diameter and an asymmetric
geometry (due to the presence of the holder). Thus, controlling the injection molding
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parameters in such a way as to minimize the roundness and concentricity errors caused
by the shrinkage and deformation of the barrel during the molding process represents a
significant challenge [19,20].

Figure 1. Coaxial bilateral telecentric optical system.

In general, the Taguchi method and mold flow analysis provide a convenient and
cost-effective approach for optimizing the processing conditions employed in the injection
molding process. Accordingly, the present study employs a hybrid approach consisting of
the Taguchi design method and mold flow simulations to determine the optimal settings of
the main injection molding parameters (i.e., the injection pressure, the packing pressure,
the melt temperature, the mold temperature, and the cooling time) for simultaneously
minimizing both the roundness and the concentricity errors of the telecentric barrel. Having
determined the optimal processing conditions, a further investigation is performed to
examine the correlation between the overall roundness and the overall concentricity of the
barrel and the effects of the optimal processing conditions on the average volume shrinkage
rate of the barrel following removal from the mold [21–25].

2. Theoretical Analysis

In the present study, the mold flow analysis is performed using Moldex3D computer
aided engineering (CAE) simulations. The simulations assume a contact interface between
the part’s surface and the mold wall and separate the warpage analysis process into
two parts, namely, in-mold deformation during the packing and cooling stages and free
deformation following ejection from the mold. For the geometric accuracy requirements of
the coaxial bilateral telecentric barrel, the final deformation analysis of the cured part from
the temperature after demolding to the room temperature will be calculated based on the
analysis method of the roundness and concentricity. The related theoretical calculations
are explained as follows.

2.1. Flow Analysis during Filling Stage

Using the Moldex3D solid simulation, the polymer melt flow develops during the
filling stage of the injection molding process where the melt flow is assumed to be in-
compressible. The polymer melt is assumed to be Generalized Newtonian Fluid (GNF).
Therefore, the non-isothermal 3D flow motion can be mathematically described by the
mass, momentum conservation, and energy conservation equations, which can be written
as follows [26]:

∂ρ

∂t
+∇·ρu = 0 (1)

∂(ρu)
∂t

+∇·(ρuu− σ) = ρg (2)

ρcp

(
∂T
∂t

+ u·∇T
)
= ∇·(k∇T) + η

.
γ

2 (3)
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where u is velocity, p is the pressure, ρ is the density, cp is the heat capacity, η is the viscosity,
.
γ is the shear rate, k is the heat conductivity, and σ is the stress tensor; this can be expressed
as follows:

σ = −pI + η
(
∇u +∇uT

)
(4)

Considering the constitutive equation for the general polymer materials, the Modified-
Cross viscosity [27] model with Arrhenius temperature is used to describe the rheological
property of the polymer melt.

η
(
T,

.
γ
)
=

η0(T)

1 +
(

η0
.

(T)γ/τ∗
)1−n (5)

η0(T) = Be(
Tb
T ). (6)

where η is the viscosity, η0 is the melt viscosity under zero-shear-rate conditions, τ∗ is the
parameter that describes the transition region between zero shear rate and the power law
region of the viscosity curve, n is the Power Law index, and B is the consistency index. The
Modified-Cross viscosity model includes the Newton’s fluid interval and the power-law
shear thinning interval. When the shear rate approaches zero, this model predicts the
zero-shear rate viscosity η0; when the shear rate is large, it predicts the power-law behavior.
The τ∗ in this model is a constant, which physically represents the critical shear stress
value for the transition from Newtonian fluid to power law fluid. Compared with the
other model, the Modified-Cross model requires fewer parameters and can capture the
dependence of viscosity on the shear rate. Therefore, the Modified-Cross model is often
used in commercial simulation software, just like the Moldex3D software in this study.

A volume fraction function, f, is introduced to track the advance of the melt front.
Here, f = 0 is defined as the air phase and f = 1 as the polymer melt phase. Hence, the melt
front is located within cells with 0 < f < 1. The advancement of f over time can be expressed
as the following transport equation:

∂ f
∂t

+∇·(u f ) = 0 (7)

After the part is ejected from the mold, a free thermal shrinkage happens due to the
temperature and pressure difference. The warpage analysis assumes the mechanical prop-
erties are elastic. The stress–strain equilibrium equations enable us to solve the problems.

2.2. Shrinkage and Warpage

The temperature and pressure changes which occur during the injection molding
process result in corresponding changes in the specific volume and density of the polymer.
These changes lead in turn to a warpage of the molded component as it cools from the melt
condition to the solid condition. The part additionally undergoes volume shrinkage during
the molding process and following its removal from the mold. During the packing stage,
the shrinkage reduces as the packing pressure and packing time increase.

For semi-crystalline polymers, the shrinkage behavior mainly depends on the degree
of crystallization. If the mold temperature is low and the cooling rate is high, it is not easy
to crystallize, but there is a small shrinkage; on the other hand, if the mold temperature is
high and the cooling rate is low, the macromolecular chain has enough relaxation time and
easily to form crystals. The amount of shrinkage will naturally increase.

For isotropic materials, the linear shrinkage is one-third the volumetric shrinkage (see
Equation (8) below). However, in the injection molding process, the orientation effect of
the polymer forming and the shrinkage behavior are both constrained by the mold wall.
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As a result, the shrinkage deformation exhibits a non-isotropic behavior and the linear
shrinkage in the part thickness is thus governed by Equation (9) [28–33].

SL = 1− (1− SV)
1/3 ≈

(
1
3

)
SV (8)

SL ≈ 0.9− 0.95SV (9)

where SL is the linear shrinkage rate, and SV is the volume shrinkage rate.

2.3. Stress Analysis after the Demolding Stage

In this stage, the plastic forming part is no longer restricted to the mold after de-
molding and is in the free shrinking stage. The free volume shrinkage of the molded
component following its removal from the mold depends mainly on the thermal stress
induced by the difference between the temperature of the part and that of the environment.
If the shrinkage stress exceeds the mechanical strength of the part, the part undergoes
warpage. Conversely, if the plastic part is sufficiently strong to resist the thermal stress,
the part retains its original geometry and dimensions. However, shrinkage voids may
still be formed within the plastic component, which degrade the mechanical properties
of the part and may lead to cracks and breakage under the effects of an external force. In
the warpage analysis of the Moldex3D solid model, the assumptions are as follows: the
material property is linear and elastic; there is a small amount of strain; the behavior is
approximately steady; and the plastic part is elastically deformed. The governing equations
for the material behavior in the warpage analysis can thus be expressed as follows [34]:

σij,j + fi = 0 (10)

σij = Cijkl

(
εkl − ε0

kl − αkl ·∆T
)
+ σF

ij (11)

εij =
(
ui,j + uj,i

)
/2 (12)

where σij is the stress tensor, σF
ij is the initial stress induced by the flow, εij is the in-

finitesimal elastic strain, ε0
ij is the initial strain from the P-v-T relationship, Cijkl is the

elastic material stiffness, αkl is the coefficient of linear thermal expansion, and ∆T is the
temperature difference.

2.4. Roundness Evaluation

The most common methods for determining roundness errors include the Least
Squares Circle (LSC) method, the Minimum Zone Tolerance Circle (MZC) method, the
Maximum Inscribed Circle (MIC) method, and the Minimum Circumscribed Circle (MCC)
method [35]. Figure 2 illustrates the LSC method, in which the center of the circle is first
determined by identifying the circular contour which minimizes the sum of squared error
(SSE) between the inner and outer radii of the interior surface (shown in red in Figure 2).
This center point is then used to draw the circumscribed and inscribed circles of the barrel
interior surface, respectively (see two black lines in Figure 2). Finally, the roundness of the
circle (∆Zq) is quantified as the radial distance (Rmax–Rmin) between them [36]:

Roundness = ∆Zq = Rmax − Rmin (13)
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Figure 2. Least squares circle method for determination of roundness (∆Zq) at specified Z-plane.

In practice, the center point of the least square circle is unique, and its accuracy
depends on the number of measurement points [37–40]. The overall roundness including n
planes can be defined as

Roundnessoverall =
n

∑
i=1

[(∆Zq)i]
2/n (14)

After the above calculation, one can get the center of each contour (Xc, Yc), the
roundness of each contour, and the overall roundness of all contours after the injection
molding processing.

2.5. Concentricity Evaluation

Concentricity refers to the deviation of the center of a circle or center of a cylinder from
the center of the reference form. It is generally evaluated as either the axis concentricity
tolerance (with the tolerance zone centered on the axis of the reference form) or the point
concentricity tolerance (with the reference point taken as the center of the circle). For either
method, the concentricity measurement process involves establishing the coordinates of
the required checking plane, measuring the position of the center of the contour circle that
needs to be compared after setting the datum, and calculating the distance between the
original center of the circle and the center of the actual contour. As with the roundness eval-
uation described above, the accuracy of the concentricity tolerance process also increases
with an increasing number of measurement points. Figure 3 illustrates the concentricity
evaluation process for the case where the reference coordinates (X,Y) are set as (0,0) and
the coordinates of the fitted circular contour are denoted as (Xc, Yc). The concentricity d at
specified Z-plane is then evaluated simply as [41].

Concentricity = d =

√
(Xc − X)2 + (YC −Y)2 (15)
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Figure 3. Calculation of concentricity (d) at specified Z-plane.

The overall concentricity including n contours can be defined as

ConcentricityOverall = ∑n
i=1 [di]

2/n (16)

3. Methods and Procedures

The geometry model of the telecentric lens barrel and positions of the tracked nodes
during the simulations were defined in Rhinoceros. The model was then imported into
Moldex3D to design the mold cavity and the gate, runner and cooling system, as well as
to perform the molding flow simulations. The simulations considered the use of PA66
polymer material with the properties shown in Table 1 as the feedstock material. The total
warpage was obtained directly from the output results of the mold flow analysis, while the
roundness was calculated based on the distance between each tracked node and the offset
center, and the concentricity was computed as the shortest distance between the offset
circle center and the original axis.

Table 1. Material properties of PA66 (TECHNYL A 216, Solvay Engineering Plastics; Source:
Moldex3D material library).

Properties Values Unit

Density 1140 Kg/m3

Mold shrinkage 1.90 %
Water absorption (24 h at 23 ◦C) 1.30 %

Tensile modulus 3000 MPa
Tensile strength at break 55 MPa

Tensile strain at break 30 %
Flexural maximum stress 120 MPa

Melt temperature 263 ◦C
Heat conduction coefficient 0.25 W/(m•K)
Coefficient of linear thermal
expansion (after demolding)

(23 ◦C to 85 ◦C)
7 E-5/◦C

Viscosity vs. shear rate under
different temperature See Figure 4a

P-v-T See Figure 4b
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Figure 4. (a) Viscosity and (b) P-v-T properties of PA66 material (Source: Moldex3D material library).

3.1. Material Characteristics and P-v-T curves of PA66

Figure 4a shows the relationship between the viscosity of PA66 and the shear rate at
different temperatures as the basis for subsequent mold flow analysis, and the Modified-
Cross viscosity [27] model (See Equations (5) and (6)) with Arrhenius temperature is
used to describe the rheological property of the polymer melt. Figure 4b shows the P-v-T
relationship diagram of PA66. In the process of plastic processing, the plastic undergoes a
very rapid cooling process under the temperature and pressure controlled by the molding
process and changes from a molten state to a solid state. Usually, the volume changes
greatly, and a simple comparison is no longer possible. To describe the capacity constant,
the relationship between specific volume/pressure/temperature characteristics (P-v-T) is
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determined to calculate the degree of compression of the material in the packing stage, as
well as the shrinkage rate and shrinkage warpage of the final plastic part after ejection.

The Modified Tait Model II [26] is used to describe the P-v-T relationship of semi-
crystalline materials (PA66) and is also the recommended P-v-T model in Moldex3D.

v(T, P) = v0(T)
[

1− Cln
(

1 +
P

B(T)

)]
+ vt(T, P) (17)

where v(T, P) is the specific volume; v0 is the specific volume at zero gauge pressure; T is
the temperature; P is the pressure; and C is the constant 0.0894.

v̂0(T) =
{

b1S + b2ST
b1L + b2LT

, i f T ≤ Tt
, i f T > Tt

(18)

B =

{
b3S exp

(
−b4ST

)

b3L exp
(
−b4LT

) , i f T ≤ Tt
, i f T > Tt

(19)

vt(T, P) =
{

b7 exp
(
b8T − b9P

)

0
, i f T ≤ Tt
, i f T > Tt

(20)

T = T − b5 (21)

Tt = b5 + b6P (22)

where vt is the value for semi-crystalline resins only applies to temperatures below the
transition temperature; Tt is used to characterize the abrupt viscosity change of the material
around its transition temperature; 13 parameters (b1S, b2S, b3S, b4S, b1L, b2L, b3L, b4L, b5, b6,
b7, b8, b9) are data-fitted coefficients. With only linear P-v-T transitions, b7, b8 and b9 are
for amorphous materials.

3.2. Modeling of Analyzed Product

The simulations considered a coaxial telecentric lens barrel with the dimensions and
geometry shown in Figure 5.

Figure 5. Designed geometry of telecentric lens (unit: mm).

Figure 6a,b show the gating and cooling system models used in the simulations. As
shown in Figure 6a, the gating system was designed with four runners to accommodate the
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large component size and thin wall thickness (3 mm). Moreover, the cooling water runner
system was numerically designed to fit snugly around the outside surface of the plastic
barrel, and a baffle-type water runner was used to prevent internal heat accumulation (see
Figure 6b).

Figure 6. (a) Gating and (b) cooling systems for injection molding process.

3.3. Taguchi Design Method

Figure 7 presents a flowchart of the hybrid Taguchi/CAE optimization process per-
formed in the present study to identify the plastic injection molding processing parameters
which minimize the overall roundness and overall concentricity of the optical barrel. As
shown, the process commenced by constructing the numerical model described in the
previous section and establishing the build surface and solid mesh. Having chosen suitable
signal-to-noise (S/N) ratios for evaluating the quality of each simulation outcome, the
Taguchi design processes were defined by establishing the control factors and level settings
of interest. For some specific quality requirements such as deformation, warpage, shrink-
age, weld line, air trap, roundness, concentricity, etc., each of these quality characteristics
will have different influential processing factors. Therefore, in order to find the best combi-
nation of parameters, the Taguchi method is usually used to screen the most influential
factors. This method is to utilize the statistical operation of the orthogonal array (OA)
to find the optimal parameter combination. In Taguchi method, OA is a general partial
factorial design. It is based on an orthogonal design matrix, allowing users to consider
selected subsets of multi-factor combinations at multiple levels. Orthogonal arrays are
balanced to ensure that all levels of all factors are considered equally in statistics. Other less
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influential parameters adopt the recommended values of polymer materials or injection
molding machines. Generally speaking, the processing factors that have an influence on
deformation are related to temperature and packing. After preliminary evaluation and
calculation, five control factors were chosen, namely, (A) the injection pressure, (B) the
packing pressure, (C) the melt temperature, (D) the mold temperature, and (E) the cooling
time. As shown in Table 2, each of the five control factors was assigned four different
level settings.

Figure 7. Flowchart showing main steps in Taguchi/CAE optimization process.
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Table 2. Control factors and level settings used in Taguchi simulations.

L16 (45)

A
Injection
Pressure

(MPa)

B
Packing
Pressure

(MPa)

C
Melt
Temp.
(oC)

D
Mold
Temp.
(oC)

E
Cooling

Time
(Sec)

Level 1 180 180 275 70 11
Level 2 200 200 280 80 13
Level 3 220 220 285 90 15
Level 4 240 240 290 100 17

Standard Parameters 200 200 280 80 13

Thus, the Taguchi simulations were configured in an L16(45) Orthogonal Array (OA),
as shown in Table 3.

Table 3. Taguchi analysis results for overall roundness and overall concentricity.

Trials

Processing Factors Overall
Roundness

Overall
Concentricity

A
Injection
Pressure
(MPa)

B
Packing
Pressure
(MPa)

C
Melt
Temp.
(◦C)

D
Mold
Temp.
(◦C)

E
Cooling

Time
(Sec)

∑4
i=1 [(∆Zq)i]

2/4∑4
i=1 [(∆Zq)i]

2/4∑4
i=1 [(∆Zq)i]

2/4
(mm2)(mm2)(mm2)

S/N
(dB)

∑4
i=1 (di)

2/4∑4
i=1 (di)

2/4∑4
i=1 (di)

2/4
(mm2)(mm2)(mm2)

S/N
(dB)

Standard
Parameters 200 200 280 80 13 0.002253 26.472 0.01487 18.278

1 180 180 275 70 11 0.002259 26.460 0.01569 18.043
2 180 200 280 80 13 0.002255 26.468 0.01488 18.274
3 180 220 285 90 15 0.002236 26.504 0.01397 18.549
4 180 240 290 100 17 0.002212 26.552 0.01309 18.832
5 200 180 280 90 17 0.002213 26.551 0.01534 18.141
6 200 200 275 100 15 0.002195 26.585 0.01417 18.486
7 200 220 290 70 13 0.002282 26.418 0.01472 18.321
8 200 240 285 80 11 0.002233 26.511 0.01314 18.813
9 220 180 285 100 13 0.002315 26.355 0.01658 17.804

10 220 200 290 90 11 0.002303 26.377 0.01562 18.062
11 220 220 275 80 17 0.002123 26.730 0.01256 19.012
12 220 240 280 70 15 0.002184 26.607 0.01257 19.007
13 240 180 290 80 15 0.002324 26.338 0.01684 17.736
14 240 200 285 70 17 0.002218 26.540 0.01458 18.362
15 240 220 280 100 11 0.002231 26.516 0.01367 18.641
16 240 240 275 90 13 0.002179 26.618 0.01242 19.058

Roundness
Optimized 220 240 275 90 17 0.002111 26.755 - -

Concentricity
Optimized 220 240 275 90 17 - - 0.01167 19.331

In the present study, the aim of the optimization process was to minimize the overall
roundness and overall concentricity of the selected planes in the plastic barrel. Hence, in
evaluating the quality of the solutions obtained from each simulation run in the OA, the
smaller-the-better S/N ratio was adopted for both quality measures, i.e.,

S/N = −10 log

(
1
n

n

∑
i=1

yi
2

)
, (23)

where yi is the roundness or concentricity and n is the number of measured points in the
simulation trial.
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3.4. Least Squares Circle Method for Evaluation of Roundness and Concentricity

The roundness and concentricity computations were performed at four planes dis-
tributed along the barrel length, namely, Z = 0, Z = 57.75, Z = 82.3, and Z = 117.7 (mm),
respectively, as shown in Figure 8. In determining the roundness using the LSC method
(see Section 2.4), the center of the least squared error circle was determined using the
function [42]:

f (x, y) = min
n

∑
i=1

[r(x, y)− R]2 (24)

where r(x, y) is the distance between the measured point and the known center of the circle,
(x, y) are the coordinates of the measured point, n is the number of measured points, and R
is the radius of the least square circle [43]. For each run in the OA array, the displacements
of the measurement nodes (see Figure 8) were obtained and used to obtain the center
point (Xc, Yc, Zc) and radius Rc (See Table 4) of the corresponding least square circle. As
described in Section 2.4, the roundness is denoted by ∆Zq.

Figure 8. Measurement nodes used for roundness and concentricity evaluation at different Z-planes.
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4. Results and Discussion

After Taguchi’s optimization calculation, including roundness, concentricity and
correlation analysis, the relevant analysis results will be confirmed and discussed. Table 3
shows the average S/N values of the overall roundness and overall concentricity obtained
in each of the 16 runs in the OA over the four measurement planes (Z1~Z4). The table also
shows the S/N values obtained under the standard injection molding conditions for the
injection machine and molding material (as prescribed by the manufacturer). Finally, the
table shows the S/N values for the overall roundness and overall concentricity obtained
under the optimal settings of the five control factors (see Section 4.1 below).

4.1. Factor Rank Analysis and Optimal Process Parameters

Figure 9a,b show the Taguchi response graphs for the overall roundness and over-
all concentricity, respectively. Referring to Figure 9a, it is seen that the optimal overall
roundness is obtained using factor level settings of A3, B4, C1, D3, and E4, i.e., an injection
pressure of 220 MPa, a packing pressure of 240 MPa, a melt temperature of 275 ◦C, a mold
temperature of 90 ◦C, and a cooling time of 17 s. Furthermore, the simulation results show
that the overall roundness is dominated by the melt temperature (Rank 1), packing pressure
(Rank 2), and cooling time (Rank 3) in sequence. By contrast, the injection pressure and
mold temperature, with smaller S/N ranges of 0.020909 dB and 0.010688 dB, respectively,
have only a relatively minor effect on the overall roundness. As shown in Table 3, the
S/N value of the overall roundness under the optimal processing conditions (26.755 dB) is
0.283 dB higher than that of the barrel produced under the standard processing conditions
(26.472 dB). Moreover, the S/N value is also higher than that produced in any of the
simulation runs in the OA. In other words, the effectiveness of the optimized parameter
design in minimizing the overall roundness of the molded plastic barrel is confirmed.

Figure 9b shows the Taguchi response graph for the overall concentricity of the molded
barrel. It is seen that the optimal overall concentricity is again obtained using control factor
level settings of A3, B4, C1, D3, and E4. The overall concentricity is determined mainly by
the packing pressure (Rank 1), melt temperature (Rank 2), and cooling time (Rank 3). The
injection pressure and mold temperature once again have only a minor effect on the overall
concentricity. Referring to Table 3, it can be seen that the optimal processing conditions
increase the S/N ratio (19.331 dB) by 1.053 dB compared with that obtained under the
standard processing conditions (18.278 dB). In addition, the S/N ratio of the optimized
design is higher than that obtained in any of the 16 runs of the OA. Thus, the effectiveness
of the optimal processing conditions in improving the overall concentricity of the barrel
is confirmed. Notably, the results presented in Table 3 show that the optimal values of
the overall roundness and overall concentricity, respectively, are obtained using the same
control factor level settings. In other words, the optimal design enables the simultaneous
optimization of both the overall roundness and the overall concentricity.

The results presented in Figure 9a show that the packing pressure, melt temperature,
and cooling time have similar S/N values, i.e., 0.146, 0.177, and 0.129 dB, respectively. In
other words, all three factors exert a similar effect on the overall roundness of the molded
barrel. However, the overall concentricity is dominated by a major factor, namely, the
packing pressure (S/N = 0.997 dB) (see Figure 9b) and two moderate influence factors,
namely, the melt temperature (S/N = 0.412 dB) and cooling time (S/N = 0.222 dB).

For the influence of packing pressure, when the mold cavity is completely filled with
plastic melt, and the plastic melt will change from high temperature and high pressure
to low temperature and low pressure. Due to changes in the temperature and pressure
of the plastic melt, the final filled part may have obvious shrinkage in the mold cavity.
Therefore, in order to overcome the shrinkage problem, the plastic melt in the runner
will be continuously filled into the mold cavity when the filling stage is completed. This
is called the packing stage of injection molding. In the packing stage, the inside of the
mold cavity will reach the highest pressure, and the plastic melt will continue to solidify
where it contacts the lower temperature mold wall. The packing process should continue
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until the injection gate is solidified. Generally speaking, increasing the packing pressure
or extending the packing time will delay the curing time of the plastic melt, which will
promote the dispersion of the pressure in the plastic part and reduce the volume shrinkage.
Excessive packing pressure is likely to cause factors such as difficulty in demolding, high
residual stress, burrs and flash. On the contrary, insufficient packing pressure will lead to
larger volume shrinkage and voids and other defects.

Figure 9. S/N response for (a) Overall roundness and (b) Overall concentricity.

The effects of the melt temperature and cooling time mainly affect the geometric
deformation of the injected part. Deformation is the most important factor that simultane-
ously affects the optimization of both roundness and concentricity. Generally, the control
factors affecting plastic deformation are temperature and cooling. The melt temperature
can determine the difference between the surface compressive stress and the internal tensile
stress of the injected part during the curing process. In addition, the cooling time is mainly
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because the semi-crystalline polymer needs sufficient time to crystallize during the cooling
process to reduce the residual stress and the shrinkage.

4.2. Correlation between Overall Roundness and Overall Concentricity

Comparing the results presented in Figure 9a,b, it can be seen that the overall round-
ness and overall concentricity have identical trends in terms of their dependency on the
level settings of each control factor. Furthermore, for both properties, the packing pressure,
melt temperature and cooling time exert the greatest effect on the simulation outcome,
while the injection pressure and mold temperature have only a minor effect. Figure 10
shows the results obtained when plotting the overall roundness values in Table 3 against the
corresponding overall concentricity values. Applying a regression analysis technique to the
simulation data, the correlation coefficient is determined to be R2 = 0.7159 (Or R = 0.846).
Considering the general correlation evaluation, the correlation coefficient of the two vari-
ables is greater than 0.7, which can be regarded as highly correlated. In other words, the
overall roundness and overall concentricity are positively related to one another, which ex-
plains why they respond in a similar manner to changes in the injection molding conditions
and can be simultaneously optimized using the same control factor level settings.

Figure 10. Analysis diagram of the correlation between overall roundness and overall concentricity.

4.3. Deformation and Shrinkage of Plastic Barrel

As shown in Figure 1, a holder structure is attached to the side of the lens barrel in
order to support the barrel during use and maintain the coaxial condition of the light as
it passes through the barrel. However, the addition of the holder induces a deformation
of the molded barrel since the greater thickness of the holder structure relative to that
of the barrel results in a corresponding reduction in the local cooling rate. Observing
the left-hand schematics in Figures 11 and 12, which show the barrel produced under
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the standard processing conditions, the local reduction in the cooling rate results in the
formation of two regions of high-volume shrinkage due to the difference in cooling rates
of the outer and inner regions of the holder structure, respectively. The greater volume
shrinkage rate (Figure 11) then causes the narrower portion of the barrel to deform in
the direction of the holder structure (Figure 12). However, as shown in the right-hand
schematics in the two figures, the optimal processing conditions suppress the local volume
shrinkage effect and reduce the barrel deformation accordingly. Figure 13 compares the
overall volume shrinkage rates of the barrels produced using the standard and optimized
processing conditions, respectively. (Note that in the ideal case, the volume shrinkage is
equal to zero.) A detailed inspection shows that the optimal processing conditions reduce
the overall average shrinkage rate and standard deviation from 4.409% to 3.465% and
1.528% to 1.297%, respectively. Similarly, Figure 14 compares the overall deformations of
the barrels produced using the standard and optimized processing conditions and shows
that the optimal processing conditions reduce the average deformations and standard
deviation from 0.592 mm to 0.469 mm and from 0.263 mm to 0.211 mm, respectively.

Figure 11. Cross-sectional shrinkage of final part processed using standard conditions (left) and
optimal conditions (right). (Volume shrinkage: %).

4.4. Manufacturing and Processing Implications of Present Results

Table 4 shows the eccentric coordinates, least square circle radius, roundness, and
concentricity values of the ideal telecentric barrel (original design) and barrels produced
under the standard and optimal processing conditions, respectively.
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Figure 12. Side-view deformation of final part processed using standard conditions (left) and optimal
conditions (right). (Displacement enlarged by factor of 10 for visualization purposes).

Figure 13. Shrinkage improvement of optimal process compared to standard process.
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Figure 14. Deformation improvement of the optimal process compared to the standard process.

Table 4. The analyzed results of Roundness and Concentricity are on the four measured planes.

Unit: Mm Measured
Planes

Least Square Circles
Roundness

(∆Zq)
Concentricity

(d)
Eccentric Coordinates Radius

Xc Yc Zc Rc

Original
Model

Z1 = 0

0 0 0

18.5

0 0
Z2 = 57.75 13.25

Z3 = 82.3 8

Z4 = 117.7 8

Standard
Processing

Z1 = 0 1.740 × 10−1 −2.405 × 10−4 0.9380 18.25 0.005442 0.1740

Z2 = 57.75 −6.099 × 10−3 −2.107 × 10−4 57.91 13.07 0.08299 0.006103

Z3 = 82.3 −5.464 × 10−2 −1.300 × 10−4 82.13 7.896 0.03662 0.05464

Z4 = 117.7 1.618 × 10−1 −6.092 × 10−4 117.0 7.916 0.02751 0.1618

Optimal
Processing

Z1 = 0 1.528 × 10−1 −1.852 × 10−4 0.7284 18.31 0.004390 0.1528

Z2 = 57.75 −1.698 × 10−2 −1.591 × 10−4 57.89 13.11 0.08240 0.01698

Z3 = 82.3 −5.810 × 10−2 −9.810 × 10−5 82.17 7.918 0.03246 0.05810

Z4 = 117.7 1.401 × 10−1 −5.558 × 10−4 117.2 7.934 0.02412 0.1401

Interestingly, the concentricity of the barrel produced under standard processing
conditions at planes Z2 and Z3 (see Figure 8) is better than that of the barrel produced
under the optimal process conditions at the same planes. It is speculated that this may
be due to the holder. However, the overall roundness of the barrel produced using the
optimal processing conditions is better than that of the barrel produced using the standard
processing conditions at all of the measurement planes.
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In general, the present results show that to improve the overall roundness and overall
concentricity of the optical telecentric barrel, it is necessary to reduce the thermally induced
residual stress to the greatest extent possible. The Taguchi optimization results suggest
that this can best be achieved using an appropriate injection speed, increasing the packing
pressure, extending the cooling time, reducing the product thickness difference, using an
appropriate material temperature, reducing the mold temperature to improve the difference
with the room temperature, and appropriately selecting the gate design.

5. Conclusions

In this study, the coaxial telecentric lens barrel was analyzed by considering the
tolerances of the roundness and concentricity. Mold flow technology combined with the
Taguchi design method were introduced to explore the roundness and concentricity arising
from the shrinkage and deformation in the injection molding process. Five control factors
and four levels of orthogonal array tables were selected for the Taguchi analysis. The
results show that an appropriate selection of processing factors and levels can effectively
optimize the roundness and concentricity of the lens barrel injection molding process. The
simulation results support the following main conclusions.

• This study has successfully employed a hybrid Taguchi/CAE simulation approach to
determine the optimal processing conditions which minimize the overall roundness
and overall concentricity errors of an optical telecentric barrel produced using the
plastic injection molding technique.

• The overall roundness and overall concentricity of the optical barrel are determined
mainly by the packing pressure, melt temperature, and cooling time. Both properties
can be improved by increasing the packing pressure, reducing the melt temperature,
and extending the cooling time.

• The overall roundness and overall concentricity of the molded barrel are positively cor-
related with one another. Thus, an appropriate selection of the processing conditions
optimizes both the overall roundness and the overall concentricity simultaneously.

• The holder structure added to the side of the lens barrel induces a local volume shrink-
age effect which causes an axial deformation of the barrel. However, the optimal
processing conditions reduce the overall volume shrinkage rate of the barrel from
4.409% (standard processing conditions) to 3.465% and reduce the overall deforma-
tions of the barrel from 0.592 mm (standard processing conditions) to 0.469mm. This
paper successfully improves the overall roundness and overall concentricity in the
vicinity of the holder structure accordingly.
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Abstract: In this study, the assembly behavior for two injected components made by a family mold
system were investigated. Specifically, a feasible method was proposed to evaluate the characteristic
length of two components within a family mold system using numerical simulation and experimental
validation. Results show that as the packing pressure increases, the product index (characteristic
length) becomes worse. This tendency was consistent for both the simulation prediction and experi-
mental observation. However, for the same operation condition setting through a basic test, there
were some differences in the product index between the simulation prediction and experimental
observation. Specifically, the product index difference of the experimental observation was 1.65 times
over that of the simulation prediction. To realize that difference between simulation and experiment,
a driving force index (DFI) based on the injection pressure history curve was proposed. Through the
DFI investigation, the internal driving force of the experimental system was shown to be 1.59 times
over that of the simulation. The DFI was further used as the basis for machine calibration. Further-
more, after finishing machine calibration, the integrated CAE and DOE (called CAE-DOE) strategy
can optimize the ease of assembly up to 20%. The result was validated by experimental observation.

Keywords: injection molding; degree of assembly; a family mold system; CAE-DOE optimization

1. Introduction

A family mold structure is one kind of the multi-cavity systems in the injection
molding process. It has been utilized in the injection molding industry to make a series
of assembly components for years. The related products are commonly in hand-held bar
codes [1], automotive components [2], smartphone lenses [3], luggage [4], watercraft [5],
toys [6], and so on. Due to various influencing factors and the complicated features of the
components, the assembly behavior is quite sensitive to the design and to the processing
during the injection molding. However, there is very little information to describe the
relationship between the assembly behavior of injected components and the injection
molding factors. Hence, it is very difficult to predict the assembly behavior in the design
phase for those assembly components.

Moreover, the degree of assembly could be associated with the design for manufactur-
ing and assembly (DFMA) standards. The main target is to integrate multiple components
with multiple functions to minimize some indicators such as energy consumption, carbon
footprint, number of parts, required amount of material, assembly time, and manufacturing
costs [7–10]. The degree of assembly is the total of the ease of assembly indicators calculated
by a series of manual handling and insertion analyses on the existing design based on
the Boothroyd and Dewhurst (BD), Lucas Hall (LH), and Hitachi Assembly Evaluation
(AEM) methods, among others. However, to the best of our knowledge, there is very little
information to discuss the assembly behavior of injected components associated with the
injection molding process. Meanwhile, some studies have discussed the degree of assembly
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of injected parts [11–13]. Unfortunately, most of them are provided as patents which are
disclosed by know-how without detailed mechanism information. Hence, a determination
of how to predict the sensitivity of the ease of assembly for assembling injected components
from the injection molding process in the design phase has not yet been fully constructed.

Furthermore, considering the testing through the manual handling and insertion
analysis on the existing design, the assembly behavior will be influenced by the final
geometrical structures of the injected parts. Theoretically, if each injected component can
maintain the final shape as close to the design as possible, the assembly behavior will
be smooth. Therefore, the strategies developed in the literature to reduce the shrinkage
and warpage of the individual injected parts might be the good solutions for the assem-
bly behavior of family mold products. Lee and Kim [14] used the thickness of injected
parts as the control factor to minimize the warpage of the product. Leo and Cuvelliez [15]
focused on the gate geometry and operation parameters to modify the dimensional ac-
curacy of the parts. Later, Yen et al. [16] selected the diameter and the length of the
runner to minimize the warpage of the injected parts. Zhai et al. [17] tried to catch the
balanced flow through runner size modification and then improve the product qual-
ity. They found that the target could be obtained by adjusting the runner sizes using a
non-dominated sorting genetic algorithm. Othman et al. [18] conducted a study of the
influence of the runner length and gate location on warpage and shrinkage to control
part quality. Moreover, many researchers have moved to material modification to en-
hance product quality. Thomason et al. [19,20] investigated the fiber reinforced effects
on the quality improvement of products experimentally. Kovacs and Solymossy [21] ap-
plied glass bead-filled PA6 to reduce the warpage and shrinkage of the injected parts.
Hakimian and Sulong [22] studied different thermoplastic composites to determine the im-
provement on warpage. Furthermore, to enhance the quality of the injection molding parts
effectively, scientists and researchers have integrated computer-aided engineering (CAE)
techniques and various optimization strategies. Ozcelik and Erzurumlu [23] integrated
finite element analysis, DOE, response surface methodology (RSM), and genetic algorithms
to reduce warpage effectively. They claimed that after being optimized, the warpage of
injected part was reduced by 51%. Zhai and Xie [24] combined CAE and sequential linear
programming (SLP) to optimize the gate design to obtain a balanced flow, and then to
reduce the warpage. Chiang and Chang [25] introduced RSM to optimize the shrinkage
and warpage of a cell phone. They concluded the shrinkage and warpage of injected
parts can be reduced by 53.9%. Fernandes et al. [26] integrated multi-objective genetic
algorithms and CAE techniques to optimize the cooling channel to minimize the warpage
of the injected parts. Tsai and Tang [27] utilized RSM to search for the optimal conditions
to optimize the accuracy of spherical lenses. Xu and Yang [28] combined the Taguchi
method, neural networks, and grey correlation analysis (GCA) to solve the multi-objective
optimization problem. Kitayama et al. [29] applied a sequential approximate optimization
(SAO) based on a CAE simulation to determine the optimal process parameters. They
concluded that a multi-objective design optimization is effective for weld line reduction and
clamping force minimization. Later, Hentati et al. [30] and Huang et al. [31] integrated CAE
and the Taguchi method to optimize injection molding process parameters. In addition,
Fernandes et al. [32] reviewed the studies done in the field of theoretical modeling and
various optimization techniques for the injection-molding process. The strengths and
weaknesses of each technique were discussed. It is noted that, in recent years, using CAE
technology to perform injection molding simulations virtually can enhance efficiency in
the product development and problem solving effectively. However, it is quite common to
encounter some difference between simulation predictions and experimental observation.
Huang et al. [31,33] proposed a feasible method to discover the cause of that difference.
They concluded that to diminish that difference, both the virtual and real injection molding
machines should be calibrated. Moreover, to discuss the performance of injection molding
machines, Chen et al. [34,35] proposed a method to derive the correlation between product
quality and machine quality indexes. They concluded that the pressure peak index, vis-
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cosity index, and energy index are strongly associated with product quality. Some quality
index could be useful to discover the internal driving force in the future.

As described above, it is noted that due to the non-balanced component structure, the
retention of dimensional precision for the individual components made by a family mold
system is strongly affected by operation conditions. Moreover, which interaction between
the individual component forming which will further influence assembly behavior is not
clear. Hence, in this study, the assembly behavior of two injected components made by a
family mold system was investigated. Specifically, a method to evaluate the characteristic
length of two components within a family mold system is proposed using numerical
simulation and experimental validation. Then, the correlation between the characteristic
length and the ease of assembly is further discussed. Moreover, to enhance the simulation’s
accuracy of the assembly behavior, machine calibration was performed. The influence of
machine calibration on the assembly behavior is then discussed. Furthermore, to optimize
the ease of assembly for this complicated system, the integrated CAE and DOE (called
CAE-DOE) is utilized for virtual optimization. Then the optimization efficiency in the
assembly behavior is verified by the physical DOE experiment.

2. Theory and Assumption

The polymer material in this study can be assumed to be a general Newtonian fluid
(GNF). During the injection molding process, the non-isothermal 3D flow motion can be
mathematically described by the following equations:

∂ρ

∂t
+∇·ρu = 0 (1)

∂

∂t
(ρu) +∇·(ρuu−σ) = ρg (2)

σ = −pI + η
(
∇u +∇uT

)
(3)

ρCp

(
∂T
∂t

+ u·∇T
)
= ∇·(k∇T) + η

.
γ (4)

where u is the velocity vector, T is the temperature, t is the time, p is the pressure, σ is
the total stress tensor, ρ is the density, g is gravitational force, I is the unit matrix, η is the
viscosity, k is the thermal conductivity, Cp is the specific heat, and

.
γ is the generalized

shear rate.
Moreover, the modified-cross model with Arrhenius temperature dependence is

employed to describe the viscosity of polymer melt:

η
(
T,

.
γ
)
=

ηo(T)

1 +
(
ηo

.
γ/τ∗

)1−n (5)

where

ηo(T) = BExp
(

Tb
T

)
(6)

where η is the viscosity, ηo is the zero shear viscosity, n is the power law index, B is the
consistency index, and τ∗ is the parameter that describes the transition region between the
zero shear rate and the power law region of the viscosity curve.

3. Methodology and Materials

In this study, a numerical simulation and experimental methods were utilized. The
associated systems for both methods are described as follows.
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3.1. Numerical Simulation System

Regarding the numerical simulation of the system, Moldex3D R16® software (supplied
by CoreTech System Co. Ltd., Hsinchu County, Taiwan) was adopted. The geometrical
structure of the system is shown in Figure 1. Specifically, it is a family mold system with
two components of parts A and B, as shown in Figure 1a. Part A is an inner part, and part
B is an outer part. The associated runner, with detailed dimensions, is listed in Figure 1b.
In addition, the dimensions of part A and part B are exhibited in Figure 1c,d. Their
dimensions are about 40 mm × 40 mm × 14 mm. In addition, the volumes of part A and
part B were 5.9 and 6.5 cm3, respectively. Furthermore, the moldbase and cooling channel
layout are presented in Figure 2. There are four cooling channels inside the moldbase. For
injection molding, the material used was acrylonitrile butadiene styrene, called ABS (PA757
supplied by Che-Mei, Tainan city, Taiwan). In order to perform the injection molding
simulation, several material properties need to be measured and stored as the database.
For example, the key properties to influence the flow and warpage are the temperature-
shear rate-dependent viscosity and the specific volume against pressure-temperature (pvT),
as presented in Figure 3. Those data were measured and provided from Moldex3D directly.
Furthermore, to evaluate the assembly behavior of these components, and to find out the
key practical factors for further study, a single factor test was performed with the associated
factors as listed in Table 1. Specifically, each factor has five levels. The reasons we selected
those factors is referred to in several studies mentioned earlier [14–18,21–25,27–31]. The
key operation parameters utilized in each reference are listed in Table 2. The goal of the
single factor test was to find out some practical operation parameter which can be utilized
as the major control factor to evaluate the variation of the characteristic lengths. Those
lengths were used to evaluate the assembly behavior and will be explained later.
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Table 1. The operation conditions for the single factor test.

Factor Level 1 Level 2 Level 3 Level 4 Level 5

Injection speed a (%) 30 40 50 60 70

Melt temperature (◦C) 190 200 210 220 230

Mold temperature (◦C) 30 40 50 60 70

Packing time (s) 3 5 7 9 11

Packing pressure b (%) 50 75 100 125 150

Cooling time (s) 7 9 11 13 15
a: based on the maximum speed of the screw movement with 125 mm/s. b: based on the end of filling pressure, PEOF.

Table 2. The key operation parameters utilized in the literature.

Ref. Authors Year

Key Operation Parameters

Mold
Temp.

Melt
Temp.

Injection
Speed/Time

Injection
Pressure

Packing
Pressure

Packing
Time

Cooling
Temp.

Cooling
Time

14 Lee and Kim 1995 X X X X X
15 Leo and Cuvelliez 1996 X
16 Yen et al. 2006

17 Zhai et al. 2009 X X X
18 Othman et al. 2013 X X X X X
21 Kova and Solymossy 2009 X X
22 Hakimian and Sulong 2012 X X X X
23 Ozcelik and Erzurumlu 2006 X X X X X
24 Zhai and Xie 2010

25 Chiang and Chang 2007 X X X X
27 Tsai and Tang 2014 X X X X X X
28 Xu and Yang 2015 X X X X X X
29 Kitayama et al. 2018 X X X X X X
30 Hentati 2019 X X X X
31 Huang et al. 2020 X X X X X X

Where “X” means that parameter has been considered in that reference.

Moreover, a basic test of the injection molding simulation was performed to determine
the relationship between the characteristic lengths and the assembly behavior. The oper-
ation conditions for the basic test are listed in Table 3. Specifically, the melt temperature
was 210 ◦C. The mold temperature was 50 ◦C. The injection speed was setup at 50% which
was based on the maximum speed of the screw movement, with 125 mm/s in the machine
(afterwards called injection speed 50% setting). The packing time was 7 s. The cooling time
was 11 s. The packing pressure was setup from 25% to 100%. Here the packing pressure
setting was based on the end of filling pressure, PEOF.

Table 3. Process conditions for the basic test.

Factor Operation Conditions

Injection speed (%) 50
Melt temperature (◦C) 210
Mold temperature (◦C) 50

Packing time (s) 7
Packing pressure (%) 25; 50; 75; 100

Cooling time (s) 11
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3.2. Experimental Equipment

Moreover, to discover the real variation of the assembly behavior based on the charac-
teristic lengths and to validate the simulation predictions, an injection molding experiment
was constructed as follows. Figure 4a presents the FCS 150SV injection machine supplied
by Fu Chun Shin Machinery Co. Ltd., Tainan City, Taiwan. This system offers a maximum
injection pressure of 140 bar, a maximum injection speed of 125 mm/s (the maximum speed
of the screw movement, as mentioned previously), and a maximum movement distance of
200 mm for the screw. The screw diameter is 44 mm. In addition, the real mold structure
is listed in Figure 4b. The dimensions for the cavity, runner, and cooling channels are as
described in Figure 2.
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3.3. Define the Characteristic Length as Product Index

To study the assembly behavior, some characteristic lengths are presented as in
Figure 5. Specifically, the product index based on the characteristic length is defined
as follows:

Xi = (XBi − XAi) (7)

where i is from 1 to 4; XAi is the outer length of part A, and XBi is the inner length of part B.
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For example, X1 = (XB1 − XA1) is the characteristic length at a central location (based on
part A), obtained from the difference between the inner length of part B and the outer
length of part A on the top plane. X2 = (XB2 − XA2) is the characteristic length at the end
location of the top plane (based on part A). Similarly, X3 and X4 are defined on the bottom
plane. Theoretically, when the characteristic length (Xi) is greater than zero where the inner
length of part B is larger than the outer length of part A, the assembly should be easy.
On the other hand, if the characteristic length (Xi) is smaller than zero, the assembly should
be not easy.

3.4. Integrate CAE and Design of Experiments (DOE) to Optimize the Key Factors in the
Assembly Behavior

The operational parameters of injection molding that influence the assembly behavior
of injected parts are very complicated. To examine the influence of the key factors on
the assembly behavior and to optimize them, design of experiment (DOE) optimization
was introduced. Specifically, DOE methods based on CAE technology (afterwards called
CAE-DOE) and physical DOE experiments were utilized. Here, to discover the optimiza-
tion efficiency of the DOE method before performing the machine calibration, the key
control factors include (A) injection speed, (B) mold temperature, (C) packing pressure,
(D) packing time, (E) melt temperature, and (F) cooling time, as listed in Table 4. For each
factor, three levels have been specified. For example, regarding the injection speed factor,
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level 1 to level 3 is 25 mm/s (20% injection speed setting) to 125 mm/s (100% injection
speed setting). Before discussing efficiency, all the operation parameters of the level 2
column were selected as the original design setting for CAE-DOE investigation. The char-
acteristic lengths of the injected parts based on this original design setting were used as
the basis for further comparison. In addition, the corresponding orthogonal array for
DOE performance using CAE (i.e., CAE-DOE) is listed in Table 5. Indeed, eighteen sets of
injection molding trials was executed numerically based on the L18 (21 × 37) orthogonal
array. Since only six major factors were considered and each factor has three levels, the
first and the eighth columns will be ignored for further application.

Table 4. The control factors and their levels in CAE-DOE before machine calibration.

Control Factor Level 1 Level 2 Level 3

A Injection Speed (mm/s) 25
(20%)

75
(60%)

125
(100%)

B Mold Temperature (◦C) 30 50 70

C Packing Pressure (MPa) 95 126 158

D Packing Time (s) 5 7 9

E Melt Temperature (◦C) 200 210 220

F Cooling Time (s) 9 11 13

Table 5. L18(21 × 37) orthogonal array for CAE-DOE performance.

Exp
A B C D E F

Injection Speed
(mm/s)

Mold Temp.
(◦C)

Packing Pressure
(MPa)

Packing Time
(s)

Melt Temp.
(◦C)

Cooling Time
(s)

1 2 3 4 5 6 7 8

1 1 1 1 1 1 1 1 1

2 1 1 2 2 2 2 2 2

3 1 1 3 3 3 3 3 3

4 1 2 1 1 2 2 3 3

5 1 2 2 2 3 3 1 1

6 1 2 3 3 1 1 2 2

7 1 3 1 2 1 3 2 3

8 1 3 2 3 2 1 3 1

9 1 3 3 1 3 2 1 2

10 2 1 1 3 3 2 2 1

11 2 1 2 1 1 3 3 2

12 2 1 3 2 2 1 1 3

13 2 2 1 2 3 1 3 2

14 2 2 2 3 1 2 1 3

15 2 2 3 1 2 3 2 1

16 2 3 1 3 2 3 1 2

17 2 3 2 1 3 1 2 3

18 2 3 3 2 1 2 3 1
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The eighteen sets of injection molding trials were executed. The associated characteris-
tic lengths and their average for each set were measured and will be discussed later, in the
Results and Discussion section. Moreover, based on the calculated characteristic lengths
for each set, the standard deviation Sn was calculated from Equation (8). Then the S/N
ratio (signal-to-noise ratio) was obtained by Equation (9).

Sn (Standard Deviation) =

√
∑(yi − y)2

N− 1
(8)

S/N = −10 × log
[
(y− y0)

2 + Sn
2
]

(9)

where for each injected part: yi is the deviation between the ith characteristic length; y is
the average of four characteristic length deviations; and y0 is 0.

4. Results and Discussion
4.1. Single Factor Test and Basic Test for Assembly Behavior
4.1.1. Perform a Single Factor Test

As mentioned earlier, the purpose of the single test was to determine some practical
operation parameters for further study of the assembly behavior. Figure 6 shows the results
of the single factor test on the influence of the characteristic lengths. For each factor, there
were five levels to test, as listed in Table 1. The deviation was estimated by the maximum
value of the characteristic length minus the minimum value, at each location. Then, the
average deviation was utilized to evaluate the sensitivity of each factor. For example,
in Figure 6a, when the injection speed setting increased from 30% to 70%, the average
deviation from the injection speed was about 0.023 mm. For the melt temperature effect,
the average deviation was 0.065 mm, as seen in Figure 6b. Figure 6c presents data that the
mold temperature does not provide significant influence, with only a 0.001 mm deviation.
Moreover, when the packing pressure is increased, it provides a significant influence, with
an average deviation of 0.121 mm, as shown in Figure 6d. Similarly, the average deviations
for the packing time and cooling time effects were 0.046 mm and 0.058 mm, respectively, as
shown in Figure 6e,f. Overall, the packing pressure effect had the most significant influence
on the variation of the characteristic lengths. In addition, the variation tendency of the
characteristic lengths was almost proportional to the changes of the packing pressures.
Hence, the packing pressure effect was selected as the practical parameter for further study
of the assembly behavior.

4.1.2. Perform a Basic Test

The goal for the basic test was to understand the flow behavior and the shrinkage
behavior of each location for parts A and B. It was also used to realize the correlation
between the characteristic length and the assembly behavior through simulation prediction
and experimental verification when the injection molding simulation was performed using
the operation condition of Table 3 at a 50% packing pressure setting. In Figure 7, when
the volume was filled at 37.5%, the flow behavior for both parts A and B looked similar.
However, from 63% to 100% volume filled, the flow imbalance phenomenon happened as
expected due to the volume difference of cavities A and B. Figure 8 shows the shrinkage
behavior for parts A and B. Regarding part A, XA1 and XA3 shrunk significantly because
there was no constraint. The higher packing pressure, the worse the shrinkage happened,
as shown in Figure 8c. However, since XA2 and XA4 were located at the end portion with
strong wall constraints, the higher packing pressure provided the expansive result. On the
other hand, for part B, since XB1 and XB2 were located within a concrete plane, when the
packing pressure was increased, their lengths increased slightly. At the same time, XB3 and
XB4 shrunk significantly because of lack of any constraint.
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Furthermore, since the variations of the individual lengths for parts A and B were not
in the same trend, we had to define the characteristic length to measure the interaction
among those individual lengths. In Figure 9a, there were four tests with different packing
pressure settings for simulation prediction. As the packing pressure increased, the variation
of the characteristic lengths was almost linearly changed. To give better understanding,
two packing pressures with lower and higher settings were selected and presented in
Figure 9b. For example, at a 25% (lower) packing pressure setting, the characteristic lengths
on the top plane were less than zero (X1 = −0.207 mm and X2 = −0.224 mm). Also, the
characteristic lengths on the bottom plane were close to or less than zero (X3 = 0.004 mm and
X4 = −0.013 mm). This means that the inner lengths of part B were less than outer lengths
of part A. Theoretically, these components are not easy to assemble. When the packing
pressure was increased to the 100% (higher) packing pressure setting, the characteristic
lengths on the top plane were far less than zero (X1 = −0.175 mm and X2 = −0.255 mm).
Also, the characteristic lengths on the bottom plane were less than zero (X3 = −0.061 mm
and X4 =−0.083 mm). When the higher packing pressure was applied, although X1 became
more positive, the others (X2 to X4) became more negative. This led the inner lengths of
part B to become much smaller than outer lengths of part A, theoretically resulting in a
more difficult assembly of parts A and B. Indeed, higher packing pressure is not a solution
to manage the degree of assembly in this study.
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A basic evaluation of the assembly behavior for parts A and B is also performed exper-
imentally. The operation conditions were the same as mentioned in the basic numerical test
(see Table 3). For each packing pressure operation, six samples each of part A and part B
were collected to measure the inner lengths and outer lengths, as described in Figure 5
and Equation (7). Then, the associated average characteristic lengths were obtained and
plotted, as in Figure 9c. As the higher packing pressure was applied, the X1 became more
positive, and the others (X2 to X4) became more negative. The basic tendency is similar
to that of the numerical prediction. To get a better understanding, two packing pressures
with lower and higher settings were selected and presented in Figure 9d. At the 25%
(lower) packing pressure setting, the characteristic lengths on the top plane were less than
zero (X1 = −0.035 mm and X2 = −0.24 mm). Also, the characteristic lengths on the bottom
plane were also less than zero (X3 = −0.007 mm and X4 = −0.145 mm). When the packing
pressure was increased to the 100% (higher) packing pressure setting, the characteristic
lengths on the top plane changed. X1 becomes more positive but X2 became far less than
zero (X1 = 0.042 mm and X2 = −0.267 mm). The characteristic lengths on the bottom plane
were also far from zero (X3 = −0.167 mm and X4 = −0.280 mm). This means that the
higher packing pressure will lead the inner lengths of part B to become much smaller than
the outer lengths of part A, resulting in more difficulty in the assembly of parts A and B.
Clearly, the tendency of the change of the characteristic lengths is in reasonable agreement
for both the simulation prediction and the experimental measurement.

4.1.3. Correlation between Characteristic Length and Assembly Behavior

To realize the relationship between the characteristic lengths and the assembly behav-
ior, a real integration test for parts A and B was performed, as shown in Figure 10. At the
25% packing pressure setting, the integration process assemble parts A and B was smooth
and without difficulty. From the top view and side view, it is clearly seen that the assembly
of parts A and B was completed as shown in Figure 10a. However, when the packing
pressure setting was changed to 100%, the integration test for the assembly became very
difficult. The integration test failed. Practically, the higher the packing pressure utilized,
the more difficulty encountered in the assembly operation. The results of the integration
test are consistent with the characteristic length behavior of the simulation prediction and
experimental observation, as discussed previously. Obviously, this method to evaluate the
assembly behavior using the characteristic lengths is feasible qualitatively so far.

4.2. Discover the Reason for the Difference between Simulation and Experiment for the
Assembly Behavior

Figure 11 shows the comparison between the characteristic lengths of the simulation
prediction and those of experimental measurement. When the packing pressure increased
from 25% to 100%, X1 increased, while the others (X2 to X4) decreased for both the simu-
lation and the experiment. However, when the comparison proceeded one-by-one from
X1 via X2 to X4, the amounts of simulation prediction were under-predicted at the top
plane for X1 and X2 (i.e., too much negative), and were over-predicted at bottom plane for
X3 and X4 (i.e., too much positive). Overall, the tendency is in reasonable agreement, but
the amount of characteristic length at each location was not exactly matched in both the
simulation and the experiment. To discover the difference between the simulation and the
experiment, the relationship between the internal driving force from the injection machine
and the characteristic length difference (∆Xi) on the injected parts was investigated. Here,
the characteristic length difference (∆Xi) is defined as Equation (10), as follows.

∆Xi = Xi (at 100% Packing) − Xi (at 25% Packing) (10)

where i is from 1 to 4.
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For example, ∆X1 (the characteristic length difference of the simulation) is equal
to 0.032 mm (i.e., (−0.175) − (−0.207) = 0.032 mm). Other characteristic length differ-
ences of the simulation were calculated, and are listed in Table 6. The average char-
acteristic length differences of the simulation were further calculated and are listed in
the rightmost column in Table 6. The ∆X1 of the experiment was equal to 0.077 mm
(i.e., (0.042) − (−0.035) = 0.077 mm). The other characteristic length differences and their
average were also calculated and are shown in Table 6. It is noted that the average of the
characteristic length differences of the experiment was about 1.65 times over that of the
simulation prediction (that is, 0.061/0.037 = 1.65). For the exact same operation condition
settings for both simulation and experimental systems, why did the experimental system
drive more dimensional variation in the final injection parts than its simulation counterpart
is a very interesting question. Before we proceed to answer this question, we note that
Huang et al. [33] mentioned that one of the reasons for the difference between numerical
predictions and experimental observations in injection molding is because the real machine
(experiment) and the virtual machine are not the same, even they have the same operation
condition settings. To reduce the difference between two systems, some injection machines
need to be calibrated. The details will be discussed in the following section.
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Table 6. Difference of the characteristic lengths between the 100% and 25% packing pressure settings
for both simulation and experiment (unit: mm).

∆X1 ∆X2 ∆X3 ∆X4 Ave ∆X

Simulation 0.032 −0.031 −0.065 −0.084 −0.037

Experiment 0.077 −0.027 −0.160 −0.135 −0.061

4.3. Machine Calibration Effects on Assembly Behavior
4.3.1. Perform Machine Calibration

To reduce the difference between the numerical prediction and the experimental
observations, machine calibration procedures were performed based on the direction
in [33]. However, the new controller was changed into the FCS injection machine and one
pressure transducer was installed at gate location. Some calibration procedures needed
to be modified from the the system in [33]. Specifically, the reference point to catch the
injection pressure history curve was moved to the gate location; the new controller was
installed, and the injection pressure history of the experiment was different. The details
of the calibration procedures are as follows. Machine calibration is based on the injection
pressure history curves for both the simulation and the experiment, using a circle plate
system with a pressure transducer installed at the gate. The sensor location is presented in
Figure 12. The data of the injection pressure can be recorded from the pressure transducer at
the gate, which is further used to create the pressure history curve for machine calibration.
Specifically, for the same operation condition settings, Figure 13a shows the injection
pressure history curves for both the simulation and the experiment at the 50% injection
speed setting. The experiment shows a higher injection pressure history curve than that
of the simulation counterpart over the entire period, which means that the real injection
machine has a higher driving force than that of the virtual simulation machine. To evaluate
the driving force for the injection molding through the entire cycle, a driving force index
(DFI) based on the total accumulated driving force was defined, as in Equation (11). It is
also called the viscosity index [34,35]. This equation can be regarded as reflecting the
accumulated resistance force of melt flow during injection molding.

DFI = 〈PTotal〉i =
∫ t

0

(
Pinj
)

i dt (11)

where i is either simulation or experiment, 〈PTotal〉 is the total accumulated driving force
with (MPa·s) viscosity units, and Pinj is the injection pressure measured at the gate location
at the time t.
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Figure 13. Injection pressure history curves used to perform machine calibration: (a) original injection
pressure history curves at the 50% injection speed settings for both simulation and experiment,
(b) schematic plots for the total driving force of the real experimental and simulation systems,
(c) comparison of the history of injection pressure between the simulation and experiment at various
injection speeds from 30% to 130%, (d) the matched pair for both the simulation and the experiment,
where the simulation 110% injection speed setting is matched with the experimental 50% injection
speed setting.

Through this equation, the total accumulated driving force is equal to the integration
area under the injection pressure history curve for both the simulation and experiment
systems. For instance, at the 50% injection speed setting, the DFI of the real experimental
system, 〈PTotal〉Exp, was about 1471.6 MPa·s, and the DFI of the virtual simulation system,
〈PTotal〉Sim, was about 928.3 MPa·s, as shown in Figure 13b. Specifically, the DFI of the real
experimental system was about 1.59 times over that of the virtual simulation system. This
result is quite consistent with that ratio of 1.65 times for the experimental product index
(characteristic lengths) difference from the simulation, as described previously. Based on
this idea, the key to calibrating the machine is to determine the matched pair for both the
simulation and the experimental systems that have the same DFI for the injection molding.
For example, when the real injection machine keeps the 50% injection speed setting, the
curve of the simulation system with the 50% injection speed setting is lower (i.e., with lower
driving force). At this moment, the injection speed setting can be increased to enhance the
driving force virtually. Until the injection speed setting of the simulation is increased to
110%, the injection pressure history curve is very close to that of the real injection machine
with the 50% injection speed setting, as shown in Figure 13d. In this Figure, 〈PTotal〉Exp is
about 1471.6 MPa·s, and 〈PTotal〉Sim is about 1449.2 MPa·s. The DFI of the real experimental
system was about 1.02 times over that of the virtual simulation system. That is to say, the
internal driving force of the 50% injection speed setting experimentally was matched by the
110% injection speed setting numerically. Specifically, when the injection speed setting is
50% in the experimental study, the counterpart in the simulation would be the 79.5 mm/s
injection speed setting. Other matched pairs were evaluated, and are listed in Table 7.
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Table 7. Matched pairs of injection speed settings for the simulation and experiment systems.

Simulation Simulation Injection Speed Setting
(mm/s) Experiment Injection Speed Setting a

90% 67.0 30%

100% 73.4 40%

110% 79.5 50%

120% 85.8 60%

130% 92.0 70%
a: based on the maximum speed of the screw movement with 125 mm/s.

4.3.2. Evaluate Calibration Effect on Assembly Behavior

After performing the machine calibration at various injection speed settings, the
machine calibration effect on the characteristic length changes could be further examined.
For example, Figure 14 presents the comparison of the characteristic lengths between
the simulation and experiment at the 25% to 100% packing pressure settings before and
after machine calibration at the 50% injection speed setting. Since those four different
characteristic lengths have different variation behavior, the calibration effect on each
characteristic length was calculated individually. The calibration rate for each characteristic
length is defined as in Equation (12):

Calibration rate = [∆L − (∆L)cal]/∆L∗100% (12)

where ∆L is the difference between the experimental characteristic length and that of the
simulation before machine calibration, and (∆L)cal is the difference between the experi-
mental characteristic length and that of the simulation one after machine calibration.
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Figure 14. At the 50% injection speed setting, the comparison of the characteristic length deviation
between simulation and experiment at the 25% to 100% packing pressure settings before and after
machine calibration.

For example, when the 100% packing pressure setting situation is considered, the
calibration rates for each characteristic length are shown as in Table 8. The average
calibration rate is about 18%. This demonstrates that the difference between simulation
prediction and experimental observation was reduced by 18%. In addition, the details of the
machine calibration effect for the 50% injection speed setting at various packing pressure
settings are listed in Table 9. It is noted that the calibration effect on the characteristic
lengths improved about 10%. Moreover, after the machine calibration was completed, the
relationship between the characteristic lengths and the assembly behavior was further
measured using the integration test described in Figure 10. The result of the integration
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test is shown in Table 10. Specifically, when it was at the 25% packing pressure setting,
although all Xi were smaller than zero, the real components A and B could be integrated
together smoothly. Similarly, all components passed the integration test from the 25% to
the 75% packing pressure settings. At the 100% packing pressure setting, the integration
test failed. At this moment, it could be found that as long as one characteristic length is
smaller than −0.25 mm, it would fail the integration test. Similarly, the virtual criteria to
assure the good assembly of parts A and B can be obtained when one characteristic length
is not smaller than −0.243 mm numerically, as listed in Table 11. Based on these results,
using numerical simulation to predict the ease of assembly has been verified as a feasible
and quantitative method.

Table 8. Measurements of the calibration effect for the 50% injection speed setting at the 100% packing
pressure setting.

before Calibration after Calibration
Calibration Rate (%)

Character. Length Sim Exp ∆L (Sim)cal (Exp)cal (∆L)cal

X1 −0.175 0.042 0.217 −0.170 0.042 0.212 2

X2 −0.255 −0.267 −0.012 −0.260 −0.267 −0.007 42

X3 −0.080 −0.167 −0.087 −0.096 −0.167 −0.071 18

X4 −0.103 −0.280 −0.177 −0.119 −0.280 −0.161 9

Average calibration rate 18

Table 9. Measurement of the calibration effect for the 50% injection speed setting at various packing
pressure settings.

Machine Calibration Rate (%)

Packing Pressure Setting (%) X1 X2 X3 X4 Average

25 0 0 9 0 2

50 1 0 11 8 5

75 2 42 14 8 17

100 2 42 18 9 18

Total average calibration rate 10

Table 10. Quantification of the degree of assembly through the integration test for the 50% injection
speed system, experimentally.

Packing Pressure (%) X1 X2 X3 X4 Integration Test

25 −0.035 −0.240 −0.007 −0.145 passed

50 −0.008 −0.233 −0.120 −0.173 passed

75 0.017 −0.250 −0.152 −0.238 passed

100 0.042 −0.267 −0.167 −0.280 failed

Table 11. Quantification the degree of assembly for the 50% injection speed setting in the simulation
system.

Packing Pressure (%) X1 X2 X3 X4 Integration Test

25 −0.207 −0.224 0.003 −0.013 passed

50 −0196 −0.235 −0.028 −0.045 passed

75 −0.187 −0.243 −0.050 −0.069 passed

100 −0.170 −0.260 −0.096 −0.119 failed
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4.4. Optimize the Assembly Behavior Using CAE-DOE
4.4.1. Optimization before the Machine Calibration

Before performing the machine calibration, the eighteen sets of injection molding trials
were executed using the parameters and settings found in Tables 4 and 5. The associated
characteristic lengths and their average for each set were measured are and recorded in
Table 12. For example, after the first molding simulation based on Set 1 conditions, the indi-
vidual characteristic lengths were −0.15, −0.25, −0.08, and −0.12 mm, respectively. Also,
the average characteristic length was −0.15 mm. Based on these calculated characteristic
lengths, the standard deviation Sn was 0.06 mm, which was calculated from Equation (8).
Then S/N ratio (signal-to-noise ratio) was 15.82 (obtained by Equation (9)). The quality
values of the remaining seventeen sets are listed in Table 12.

Table 12. Quality predictions based on the characteristic length for CAE-DOE before machine calibration.

Exp
Characteristic Lengths (mm)

Average Sn S/N
X1 X2 X3 X4

1 −0.15 −0.25 −0.08 −0.12 −0.15 0.06 15.82

2 −0.16 −0.27 −0.11 −0.14 −0.17 0.06 14.93

3 −0.13 −0.29 −0.20 −0.22 −0.21 0.06 13.27

4 −0.20 −0.24 −0.04 −0.06 −0.14 0.09 15.88

5 −0.15 −0.27 −0.13 −0.15 −0.17 0.05 14.80

6 −0.15 −0.28 −0.15 −0.19 −0.19 0.05 13.95

7 −0.15 −0.27 −0.14 −0.17 −0.18 0.05 14.52

8 −0.14 −0.28 −0.19 −0.20 −0.20 0.05 13.53

9 −0.17 −0.25 −0.09 −0.11 −0.15 0.06 15.54

10 −0.12 −0.29 −0.21 −0.23 −0.21 0.06 13.22

11 −0.18 −0.25 −0.07 −0.09 −0.15 0.07 15.74

12 −0.15 −0.26 −0.11 −0.15 −0.17 0.06 14.99

13 −0.16 −0.26 −0.14 −0.14 −0.17 0.05 14.88

14 −0.11 −0.29 −0.21 −0.25 −0.21 0.07 12.99

15 −0.18 −0.24 −0.06 −0.08 −0.14 0.08 15.93

16 −0.12 −0.29 −0.20 −0.24 −0.21 0.06 13.09

17 −0.15 −0.26 −0.16 −0.16 −0.18 0.05 14.50

18 −0.18 −0.26 −0.10 −0.13 −0.17 0.06 15.00

Moreover, before performing the machine calibration, the response for each factor was
estimated and recorded into Table 13. The responses of all factors can be plotted as shown
in Figure 15. From Table 13 and Figure 15, the optimized parameter set was determined
as (A2, B3, C1, D2, E1, and F3). This optimized parameter set was applied in the injection
molding simulation. The result is shown as “CAE-DOE (Sim)” in Figure 16. Compared
to the original design, the optimized conditions reduced the average characteristic length
from −0.169 mm (original) to −0.151 mm for the numerical simulation. Obviously, using
the virtual DOE method (CAE-DOE), the quality can be improved about 10.7%. Moreover,
to validate the efficiency of CAE-DOE optimization before performing the machine calibra-
tion, both the original design and the optimized parameter sets were utilized to execute
the injection molding experimentally, and these results are also exhibited in Figure 16.
The average characteristic length of the original design for the experimental system was
−0.150 mm. Using the (CAE-DOE) optimized parameter set to perform the real injection
molding, the average characteristic length was reduced to −0.143 mm, as demonstrated as
“CAE-DOE (Exp)” in Figure 16. Clearly, the ease of assembly improved about 5%.
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Table 13. Response values for various control factors before machine calibration.

A B C D E F

Level 1 14.66 14.57 15.57 14.67 14.61 14.54

Level 2 14.74 14.42 14.85 14.72 14.60 14.51

Level 3 14.36 14.78 13.34 14.37 14.56 14.72

Ei
1−2 0.08 −0.15 −0.72 0.05 −0.02 −0.03

Ei
2−3 −0.37 0.36 −1.51 −0.36 −0.04 0.21

Range 0.37 0.36 2.23 0.36 0.05 0.21

Rank 2 3 1 4 6 5

Where Ei
1−2 means the influence of the “i” factor on the S/N ratio from Level 1 to Level 2; Ei

2−3 means the
influence of the “i” factor on the S/N ratio from Level 2 to Level 3.
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4.4.2. Optimization after the Machine Calibration

After the machine was calibrated, the control factors and their levels were modified
as listed in Table 14. The corresponding orthogonal array for DOE performance using
CAE (i.e., CAE-DOE) is the same as that listed in Table 5. Then, eighteen sets of injection
molding trials were performed. The associated characteristic lengths and their average
for each set were measured and recorded into Table 15. The quality values of the eighteen
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sets are also listed in Table 15. Moreover, in the presence of the machine calibration ef-
fect, based on the S/N ratio, the response for each factor was estimated, as recorded in
Table 16. The responses of all factors were plotted, as shown in Figure 17. From Table 16
and Figure 17, after performing the machine calibration, the optimized parameter set
obtained was (A2, B3, C1, D2, E2, and F3). The optimized parameter set was used in the
injection molding simulation. The result is demonstrated as “CAE-DOE with calibration
(Sim)” in Figure 16. Compared to the original design, the optimized conditions reduced
the characteristic length significantly from −0.169 mm (original) to −0.134 mm in the
numerical simulation. After the machine calibration was performed, using CAE-DOE,
the assembly behavior improved about 20.7% in the simulation system. Obviously, these
results are consistent with those of the simulation prediction. Moreover, the efficiency of
CAE-DOE optimization after machine calibration has been validated as well. Specifically,
after the machine was calibrated, the average characteristic lengths of the injected parts,
based on the optimized parameter set, was reduced significantly from−0.150 mm (original)
to −0.119 mm in the experimental system. In addition, the real experimental validation
through the integration test was performed, as shown in Figure 18. Obviously, after the
machine was calibrated, the assembly behavior improved about 20.7% in the experimental
system. Overall, the driving forces to improve the ease of assembly were quite consistent
for both the simulation prediction and experimental observation. Moreover, both the
simulation and the experimental systems benefitted from the machine calibration effect.
The contribution of machine calibration to the ease of assembly is described in Figure 16.
First, from the simulation point of view, before and after machine calibration the average
characteristic by CAE-DOE went from −0.151 mm to −0.134 mm. The contribution of
the machine calibration effect was to enhance the ease of assembly by 11.3% in the sim-
ulation prediction. Moreover, from the experimental point of view, before and after the
machine calibration the average characteristic by real injection went from −0.143 mm to
−0.119 mm. The calibration effect enhanced the ease of assembly by 16.8% in the real
injected observation.

Table 14. Control factors and their levels in CAE-DOE after machine calibration.

Control Factor Level 1 Level 2 Level 3

A Injection Speed (mm/s) 67 79.5 92

B Mold Temperature (◦C) 30 50 70

C Packing Pressure (MPa) 90 120 140

D Packing Time (s) 5 7 9

E Melt Temperature (◦C) 200 210 220

F Cooling Time (s) 9 11 13

Table 15. Quality predictions based on the characteristic lengths for CAE-DOE after machine calibration.

Exp
Characteristic Lengths (mm)

Average Sn S/N
X1 X2 X3 X4

1 −0.14 −0.26 −0.10 −0.14 −0.16 0.06 15.41

2 −0.17 −0.26 −0.10 −0.12 −0.16 0.06 15.20

3 −0.15 −0.27 −0.16 −0.17 −0.19 0.05 14.19

4 −0.20 −0.24 −0.04 −0.05 −0.13 0.09 15.94

5 −0.15 −0.26 −0.11 −0.14 −0.17 0.06 15.08

6 −0.16 −0.27 −0.12 −0.16 −0.18 0.06 14.62

7 −0.15 −0.27 −0.13 −0.16 −0.18 0.05 14.73
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Table 15. Cont.

Exp
Characteristic Lengths (mm)

Average Sn S/N
X1 X2 X3 X4

8 −0.16 −0.27 −0.14 −0.16 −0.18 0.05 14.46

9 −0.18 −0.24 −0.06 −0.07 −0.14 0.08 16.01

10 −0.14 −0.27 −0.16 −0.18 −0.19 0.05 14.21

11 −0.19 −0.24 −0.05 −0.08 −0.14 0.08 15.88

12 −0.17 −0.25 −0.10 −0.13 −0.16 0.06 15.33

13 −0.16 −0.26 −0.13 −0.13 −0.17 0.05 15.01

14 −0.12 −0.28 −0.18 −0.22 −0.20 0.06 13.68

15 −0.18 −0.24 −0.10 −0.02 −0.14 0.08 15.94

16 −0.12 −0.28 −0.17 −0.21 −0.19 0.06 13.85

17 −0.17 −0.25 −0.11 −0.11 −0.16 0.06 15.30

18 −0.18 −0.26 −0.09 −0.11 −0.16 0.07 15.25

Table 16. Response values for various control factors after machine calibration.

A B C D E F

Level 1 15.04 14.86 15.75 14.93 15.02 14.89

Level 2 15.04 14.93 15.10 15.12 15.05 15.00

Level 3 14.94 15.22 14.17 14.97 14.95 15.12

Ei
1−2 0.00 0.08 −0.65 0.19 0.03 0.10

Ei
2−3 −0.11 0.29 −0.93 −0.15 −0.10 0.12

Range 0.11 0.36 1.58 0.19 0.10 0.23

Rank 5 2 1 4 6 3
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5. Conclusions

In this study, we proposed a feasible method to predict assembly behavior using
the characteristic length as the product index for two components within a family mold
system, using numerical simulation and experimental observation. Several key points can
be obtained, as follows:

(1) For the same operation condition settings of simulation and experimental systems,
as the packing pressure is higher, the assembly behavior based on the characteristic
lengths becomes poorer. The trend is consistent for both simulations and experiments,
but there is some difference between the simulation and experimental results.

(2) Based on the characteristic length variation (product index difference) investigation,
under the same operation condition setting, the product index difference of the exper-
imental observation was 1.65 times over that of the simulation prediction. Through
the DFI investigation, the internal driving force of the experimental system was
1.59 times over that of the simulation one. This shows the internal driving force is
quite matched with the product quality index. It also demonstrates that the simulation
and experimental systems are not the same. Hence, the injection machine needs to
be calibrated.

(3) After the injection machine was calibrated, the criteria for good assembly based on
the integration test could be constructed. Specifically, the individual characteristic
lengths should be not smaller than −0.250 mm in the real system (or not smaller than
−0.243 mm in the virtual simulation system). The consistency was good.

(4) To handle complex injection molding processing, the CAE-DOE optimization method
was verified with high efficiency in ease of assembly improvement. Moreover, after
finishing the machine calibration, the improvement of the CAE-DOE optimization
method could approach 20%. In addition, the driving forces to improve the assembly
behavior were quite consistent for both the simulation prediction and the experimental
observation. To handle the huge parameter operation window and optimize the
assembly behavior, the CAE-DOE optimization strategy was applied. After finishing
the machine calibration, the CAE-DOE strategy could optimize the ease of assembly
up to 20%. The result is validated by experimental observation.
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Abstract: Metal additive manufacturing techniques are frequently applied to the manufacturing
of injection molds with a conformal cooling channel (CCC) in order to shorten the cooling time
in the injection molding process. Reducing the cooling time in the cooling stage is essential to
reducing the energy consumption in mass production. However, the distinct disadvantages include
higher manufacturing costs and longer processing time in the fabrication of injection mold with
CCC. Rapid tooling technology (RTT) is a widely utilized technology to shorten mold development
time in the mold industry. In principle, the cooling time of injection molded products is affected
by both injection mold material and coolant medium. However, little work has been carried out to
investigate the effects of different mold materials and coolant media on the cooling performance of
epoxy-based injection molds quantitatively. In this study, the effects of four different coolant media
on the cooling performance of ten sets of injection molds fabricated with different mixtures were
investigated experimentally. It was found that cooling water with ultrafine bubble is the best cooling
medium based on the cooling efficiency of the injection molded parts (since the cooling efficiency
is increased further by about 12.4% compared to the conventional cooling water). Mold material
has a greater influence on the cooling efficiency than the cooling medium, since cooling time range
of different mold materials is 99 s while the cooling time range for different cooling media is 92 s.
Based on the total production cost of injection mold and cooling efficiency, the epoxy resin filled with
41 vol.% aluminum powder is the optimal formula for making an injection mold since saving in the
total production cost about 24% is obtained compared to injection mold made with commercially
available materials.

Keywords: conformal cooling channel; rapid tooling technology; mold material; cooling medium

1. Introduction

Wax injection molding is a frequently applied manufacturing technique for the produc-
tion of investment casting wax patterns due to time efficiency. The cooling time of the wax
patterns constitutes a large portion in cycle time. Nowadays, the conformal cooling channel
(CCC) was incorporated in the wax injection mold to improve the cooling efficiency of the
wax patterns in terms of uniform cooling during the cooling stage [1]. Low-pressure wax
injection molding is one of the most widely used approaches for producing wax patterns,
which can be used for investment casting [2] to manufacture metal components with intri-
cate shapes [3]. Kitayama et al. [4] optimized the process parameters of plastic injection
molding to reduce warpage of the plastics products using CCC. This work confirmed that
the CCC provides the reduction on the warpage of the injection molded part. Rajaguru
et al. [5] employed commercially available aluminum (Al)-filled epoxy resin to make a
cavity insert for low-volume production of plastic parts. The tool life is acceptable under
general process parameters. Lim et al. [6] proposed a method for designing the cooling
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channel by means of the energy balance principle and arrangement method. It was found
that both the tensile strengths and hardness of the roof side products were improved. Chen
et al. [7] showed segmented finite element models to optimize the geometries of the cooling
system. It was found that the computational time saves up to 92.6% compared with the
entire model of the U-shape component. Additive manufacturing (AM) techniques are
frequently used in various industries to create end-use parts or physical prototypes. Maji
et al. [8] developed patient-specific craniofacial implant through the AM, rapid tooling
(RT), and investment casting technologies. Gill and Kaplas [9] proposed rapid casting
technologies to fabricate a tool. It was found that the proposed rapid casting technologies
are effective for the production of cast technological prototypes in very short times avoiding
any tooling phase and with dimensional tolerances that are completely consistent with
metal casting processes. Nandi et al. [10] developed a new composite material to enhance
the solidification efficiency in the RT process. It was found that the solidification time
was minimized appreciably keeping the same advantages of RT process. Wang et al. [11]
optimized the molds with spherical spiral conformal cooling system and product structure
to reduce service stress of the injection molded parts. This work suggested that injection
molding defects such as warpage and residual stress cannot be ignored, especially for
the assembly edge. Mercado-Colmenero et al. [12] proposed a new method for the auto-
matic design of CCC based on the discrete geometry of the plastic part. The CCC follows
the profile of the mold core or cavity to perform a uniform cooling process for injection
molding process. This work demonstrated that the proposed algorithm is independent
of the computer-aided design (CAD) modeler used to create the part since it performs a
recognition analysis of the part surfaces, being able to be implemented in any CAD system.
Additionally, the design data can be utilized in later applications including the automated
design of the injection mold.

The wax injection mold with highly complex-shaped CCC capable of reduction cooling
times can be fabricated by the metal powder AM, such as laser fusing, direct metal laser
sintering, electron beam melting, selective laser melting, selective laser sintering, diffusion
bonding, or direct metal deposition. However, operating consumables of the metal powder
AM systems are costly. Thus, those approaches are not suitable for developing a new
product since higher initial cost of the capital equipment and maintenance. To overcome
this obstacle, RT technology was developed to meet this requirement since it is a cost-
effective method that builds tools without the need for complex conventional machining
operations. Typically, the RT technology is divided into two categories, namely direct
tooling and indirect tooling. Indirect tooling is widely used to manufacture an injection
mold for batch production of a new product in the research and development stage using
commercial Al-filled epoxy resin. According to practical experience, both mechanical
and physical properties of the wax injection mold fabricated by Al-filled epoxy resin are
limited due to intrinsic material properties. Tomori et al. [13] proposed a silicon carbide
filled epoxy casting system intended for prototype molds in plastic injection molding
applications. Results revealed that the flexural strength of the molded parts increased
with silicon carbide concentration. Kovacs and Bercsey [14] investigated the influence of
mold properties on the quality of injection molded parts. Results demonstrated that the
rapid tool inserts are useful in the injection molding technology, although the warpage
of the molded parts could be more significant. In addition, injection molding simulation
programmers can analyze the cooling time of the molded part or minimize the warpage
of the molded part using CCC. Khushairi et al. [15] proposed metal filled epoxy as an
alternative material used in RT application for injection molding. Results showed that
the compressive strength is increased from 76.8 to 93.2 MPa with 20% of brass fillers. In
addition, metal fillers also enhance the thermal properties and density of Al-filled epoxy
resin. Cost-effectiveness depends on the cooling time of the molded part greatly in the
injection molding process. Metal additive manufacturing (MAM) [16] technology is applied
to speed up manufacturing for the production of injection mold with CCC. However, the
distinct disadvantage is expensive spending [17] and longtime taking [18] in the fabrication
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of injection mold with CCC. Under certain condition of less expenditure is possible to
manufacture injection molds by RT technology with conformal cooling channel.

In general, the cooling time of injection molded products is affected by both injection
mold material and coolant medium. However, little work has been conducted to investigate
the effects of different mold materials and coolant media on the cooling performance of epoxy-
based injection molds. The goal of this study is to investigate the cooling performance of
epoxy-based injection molds fabricated from different mold materials using different coolant
media. In this study, ten sets of injection molds were fabricated using commercially available
Al-filled epoxy resin and epoxy resin added with three different particle sizes of stainless steel,
Al, and copper (Cu) powders. Four different kinds of cooling media, including cooling water,
compressed gas, cooling water with ultrafine bubble, and cold stream are used to study the
cooling performance using a low-pressure wax injection molding.

2. Experimental Details

Figure 1 shows the research process of this study. The three different particle sizes
of stainless steel (SUS) 316 powder, Al powder, and Cu powder were used in this study.
Figure 2 shows the three different kinds of fillers with the purity of the fillers is approxi-
mately 96–99%. Average particle sizes of the three different kinds of fillers were examined
by field-emission scanning electron microscopy (FE-SEM) (JEC3000-FC, JEOL Inc., Tokyo,
Japan). The Al powder and Cu powder have three average particle sizes of 45 µm, 75 µm,
and 150 µm, respectively. 316 stainless steel powder has three average particle sizes of
13 µm, 75 µm and 125 µm. The epoxy resin (EP-2N1, Ruixin Inc., Taipei, Taiwan) with the
viscosity about 13,000 mPa-s was used as matrix material. The mixture is composed of
epoxy resin, hardener, and filler. The curing agent and epoxy resin were mixed in a weight
ratio of 1:2 first and then filler particle was added. The mixture was stirred manually about
10 min until the mixture is well blended. The mixture was then degassed by a vacuum
pump (F-600, Feiling Inc., Taipei, Taiwan). Finally, the fabricated wax injection molds were
post-cured in a thermal oven at 60 ◦C for obtaining desired strength to withstand injection
and hold pressures. Note that the wax injection molds have very limited shrinkage after
post-cured process. The thermal conduction of the wax injection mold fabricated by differ-
ent mixtures was examined using a hot plate (YS-300S, Yong-Xin Inc., Taipei, Taiwan) with
the heating temperature of 40. The chemical composition of the filler was examined using
an energy-dispersive X-ray spectroscopy (EDS). The X-ray phase analysis was carried out
using an X-ray diffractometer (XRD) (D8 ADVANCE, Bruker Inc., Taipei, Taiwan) to study
the structures of the fabricated wax injection molds. To assess the benefits of the optimum
material formulation, commercially available Al powder-filled epoxy resin (TE-375, Jasdi
Chemicals, Inc., Taipei, Taiwan) was also employed to fabricate injection molds.
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Figure 3 shows the 3D CAD model and dimensions of the CCC, core and cavity inserts.
In this study, a pipe cover with the dimensions of 32 mm in outer diameter, 17.5 mm in
height, and 2.5 mm in thickness was selected as the master pattern. The circular CCC
was used in this study since it has the smallest pressure loss during the cooling stage [19].
According to the design guideline of the CCC, the distance between the wall of cooling
channel to the mold surface, and the pitch distance between central lines of cooling channels
are 4 mm, 7.5 mm, and 17 mm, respectively. Generally, there are various different types of
CC (i.e., longitudinal, zigzag, spiral, parallel, scaffold, or Voronoi diagram). In this study,
the spiral-shaped CCC was used in the wax injection mold. The core and cavity inserts have
a length of 55 mm, a width of 55 mm, a height of 35 mm. Thanks to the distinct advantage
of AM technique, the AM-based cooling channel was used to fabricate wax injection mold
via fused filament fabrication using polyvinyl butyral (PVB) filament since the industrial
alcohol solution is capable of dissolving the PVB plastic.
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Cooling media is a substance, which is widely applied to regulate or reduce temper-
ature of injection mold during the injection molding process. An ideal cooling medium
involves low cost, low viscosity, high specific heat capacity, non-toxic, and chemically inert
of the cooling system in the injection mold. Air is a common form of a cooling media,
which uses forced circulation to reduce temperature of injection mold during the injection
molding process. Thus, four different kinds of cooling media (i.e., compressed gas, cooling
water, cooling water with ultrafine bubble, and cold stream) were applied to study the
cooling efficiency of injection molds by low-pressure wax injection molding. Cold air comes
from the vortex tube. To evaluate cooling performance of the injection molds, a simple
and effective cooling time measurement system was designed and implemented. Figure 4
shows an in-house cooling time measurement system. This measurement system comprises
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a low-pressure wax injection molding machine (0660, W&W Inc., Taoyuan, Taiwan), three
k-type thermocouples (C071009-079, Cheng Tay Inc., Taipei, Taiwan) with a measurement
sensitivity of ±1 ◦C, a mold temperature controller (JCM-33A, Shinko Inc., Taipei, Taiwan),
and a water reservoir with a thermo-electric cooler (TEC12706AJ, Caijia Inc., Taipei, Tai-
wan). The process parameters for low-pressure wax injection molding involve injection
temperature of 95 ◦C, injection pressure of 0.06 MPa, and an ejection temperature of 30 ◦C.
The temperature sensors were installed in the mold cavity. The other end of the temperature
sensor was connected to a data acquisition system (MRD-8002L, IDEA System Inc., Taipei,
Taiwan). With the help of the temperature sensors, the temperature histories of the injection
molded wax patterns after low-pressure wax injection molding were recorded in time
interval of 1 s for determining the cooling time of the injection molded wax patterns. The
room temperature was kept at 27 ◦C for the entire study. The injection mold was held in
horizontal position and the molten wax at 82 ◦C was injected into the mold cavity at 27 ◦C.
The ejection temperature of the molded wax patterns was set at 30 ◦C via a series of test
runs. The inlet coolant temperature was kept at room temperature.
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3. Results and Discussion

To ensure the molding materials can fill the cavity completely and smoothly, a direct
gate was employed in this study. Figure 5 shows the mesh of the injection molded part and
cooling channels. The evolution of the flow front during the filling stage of wax injection
molding is also illustrated in this figure. It shows that the filling time is approximately 2 s
for the full filing of the molded part, showing the designed filling system is appropriate.
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In addition, no weld lines or air traps of the injection molded part were found at the end
of filling.
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To investigate the upper limit of the volume percentage (vol.%) of the filler particles
that can be added to the matrix material of epoxy resin, the vol.% of these three powders
was varied from 15 to 65 vol.%. Figure 6 shows the formability results of the epoxy
resin filled with three different powders with three different particle sizes. Based on the
formability and manufacturability of the specimens, the vol.% for 316 stainless steel powder
with an average particle size of 13 µm, 75 µm, and 125 µm can be added to the epoxy resin
are about 44 vol.%, 41 vol.% and 38 vol.%, respectively. The vol.% for Al powder with an
average particle size of 45 µm, 75 µm, and 125 µm can be added to the epoxy resin are
about 41 vol.%, 35 vol.% and 33 vol.%, respectively. The vol.% for Cu powder with an
average particle size of 45 µm, 75 µm, and 125 µm can be added to the epoxy resin are
about 41 vol.%, 39 vol.% and 36 vol.%, respectively.
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Figure 6. Formability results of the epoxy resin filled with three different powders with three different
particle sizes.

To investigate the precipitation of fillers in the injection mold, EDS was carried out
in this study. Figure 7 shows the precipitation analysis of the injection mold fabricated by
epoxy resin filled with SUS 316 powder. As can be seen, the colors of the top, middle, and
bottom of the injection mold are similar, showing that there is no any powder precipitation.
This inference is supported by the EDS measurements of the wax injection mold. It was
found that elements of Cr and Ni at the top, middle and bottom of the injection mold are
similar. This means the filler of SUS 316 powder can be dispersed uniformly in the injection
mold. Figure 8 shows the ten pairs of injection molds for low-pressure wax injection
molding. Figure 9 shows the results of before and after removing CCC. The weight of the
CCC is 27 g. The weight of the injection mold with CCC is 482 g. After removing the CCC,
the weight of the injection mold without CCC is only 455 g. This result revealed that the
CCC inside the injection mold was removed completely.
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Figure 7. Precipitation analysis of the injection mold fabricated by epoxy resin filled with SUS
316 powder.
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Figure 10 shows the results of the heat conduction experiment for core and cavity
of the wax injection mold fabricated by epoxy resin filled with three different particle
sizes of Cu powder. The results showed that the thermal conductivity of the wax injection
mold fabricated by epoxy resin filled with average particle size of 45 µm Cu powder is the
highest, followed by the wax injection mold fabricated by epoxy resin filled with average
particle size 75 µm Cu powder. The wax injection mold fabricated by epoxy resin filled with
average particle size 150 µm Cu powder has the lowest thermal conductivity. To further
verify the heat transfer characteristics of the wax injection mold fabricated by epoxy resin
filled with three different particle sizes of Cu powder, a series of experiment of low-pressure
wax injection molding were carried out. Figure 11 shows the temperature of wax pattern
as a function of the cooling time. The ejection temperature of the wax pattern was set as
30 °C. Similarly, the cooling time of the wax pattern is affected by the particle size of Cu
powder filled into the epoxy resin. The cooling time of the wax pattern fabricated by epoxy
resin filled with 45 µm Cu powder is the shortest. The cooling times of the wax pattern
duplicated by wax injection mold fabricated by epoxy resin filled with average particle size
of 45 µm, 75 µm, and 150 µm Cu powder are around 471 s, 511 s, and 608 s, respectively.
Thus, the wax injection mold fabricated by epoxy resin filled with Cu powder with a smaller
average particle size has better heat conduction effect. The schematic illustrations of heat
conduction of the wax injection mold fabricated by epoxy resin filled with Cu powder with
larger and smaller average particle sizes are shown in Figure 12. It should be noted that the
same phenomena were found when wax injection mold fabricated by epoxy resin filled
with SUS or Al powder with a smaller average particle size.
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Figure 12. Schematic illustrations of heat conduction of the wax injection mold fabricated by epoxy
resin filled with Cu powder with larger and smaller average particle sizes.

Figure 13 shows typical temperature history of the injection molded part after low-
pressure wax injection molding. Temperature history involves four stages, including
filling, early cooling, middle cooling, and late cooling stages. The cooling time of the wax
patterns was defined the duration form the filling stage to the temperature of wax pattern
reaching the ejection temperature of 30 °C. The heat of the molten wax was removed by the
coolant in the mold, which is recommended based on the solidification of the wax patterns.
The cooling time (tc) of the injection molded parts can be calculated by the following
equation [20–22]:

tc =
s2

π2α
ln
[

4
π

(
Tm − Tw

Te − Tw

)]
(1)

α is the thermal diffusivity;
Tw is the mold cavity surface temperature;
s is the part thickness;
Tm is the melt temperature;
Te is the average ejection temperature.
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Figure 13. Typical temperature history of the injection molded part.

Figure 14 shows cooling time of injection molded parts fabricated by ten sets of
injection molds cooled with different cooling water temperatures. Based on these results,
four phenomena were found: (a) cooling time of the wax pattern is shorter when the cooling
system uses a low temperature coolant; (b) cooling time of the wax pattern is not sensitive
to injection mold with different thermal conductivity when the cooling system uses a higher
temperature coolant; (c) cooling time of the wax pattern is sensitive to injection mold with
different thermal conductivity when the cooling system uses a lower temperature coolant;
and (d) cooling time of the wax pattern fabricated by injection mold made with Cu-filled
epoxy resin is not shorter than that fabricated by injection mold made with commercially
available Al-filled epoxy resin. Figure 15 shows the SEM micrograph of injection mold
made with Cu-filled epoxy resin. The underlying reason is that the mixture is easier to
generate porosity [23] when the Cu powder was added in the epoxy resin, which will affect
the heat transfer effect of the fabricated injection mold.
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Figure 14. Cooling time of injection molded parts fabricated by ten sets of injection molds cooled
with different cooling water temperatures.
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Figure 15. SEM micrograph of injection mold made with Cu-filled epoxy resin.
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Generally, the cooling water flow rate is an important issue in the cooling performance
of injection mold with CCC. The turbulent flow [24] having a Reynolds number greater
than 4000 provides three to five times as much heat transfer as laminar flow having a
Reynolds number less than 2100 [25]. Figure 16 shows cooling time of injection molded
parts fabricated by ten sets of injection molds cooled with different cooling water flow rates.
The Reynolds number for four different coolant flow rates is about 4927, 5913, 6897, and
7883, respectively. As can be seen, the cooling time of the wax patterns was not affected by
the different coolant flow rates while cooling water reaches turbulence fully. The Reynolds
number can be calculated by the following Equation (2) [26].

Re =
4Qρ

πDη
(2)

Q denotes the flow rate of the coolant;
D denotes the diameter of the cooling channel;
ρ denotes the density of the coolant;
η denotes the viscosity of the coolant.
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Figure 16. Cooling time of injection molded parts fabricated by ten sets of injection molds cooled
with different cooling water flow rates.

Figure 17 shows cooling time of injection molded parts fabricated by ten sets of
injection molds cooled with different compressed gas pressure. The results showed that
the cooling time of injection molded parts become shorter when compressed gas pressure
is higher. The main reason is that better cooling effect derived from faster gas flowing
caused by high pressure in the mold. Figure 18 shows cooling time of injection molded
parts fabricated by ten sets of injection molds cooled with different cold air temperatures. It
is interesting that two results were found. One is that the cooling time of injection molded
parts become shorter when cold air temperature is lower. The other is that the cooling
performance for cooling water is better than cold air under the same temperature.
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The viscosity of water and air is about 0.8 m Pa-s and 18 µ Pa-s, respectively. The
viscosity of water is about 44.5 times that of air. Therefore, the gas is mixed into the water
to form cooling water with ultrafine bubbles is efficient to improve cooling efficiency and
shorten the cooling time of injection molded parts. Figure 19 shows the cooling time
of injection molded parts fabricated by ten sets of injection molds cooled with different
temperatures of cooling water with ultrafine bubbles. As can be seen, the cooling water
with ultrafine bubbles is the best candidate of cooling medium. Cooling time of the injection
molded parts fabricated by commercially available Al-filled epoxy resin cooled with cooling
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water with ultrafine bubbles of 16 ◦C, 18 ◦C, 21 ◦C, 23 ◦C and 25 ◦C are 66 s, 72 s, 84 s, 93 s,
and 114 s, respectively. However, cooling time of the injection molded parts fabricated by
commercially available Al-filled epoxy resin cooled with conventional cooling water of
16 ◦C, 18 ◦C, 21 ◦C, 23 ◦C and 25 ◦C are 79 s, 85 s, 92 s, 110 s, 24 s, respectively. Cooling
efficiency of the injection molded parts can be increased by approximately 15.6%, 14.6%,
8.4%, 15.4% and 8%, respectively. Thus, average cooling efficiency about 12.4% can be
further increased compared with commonly used cooling water.
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Figure 19. Cooling time of injection molded parts fabricated by ten sets of injection molds cooled
with different temperature of cooling water with ultrafine bubbles.

To investigate cooling efficiency of cooling water with ultrafine bubbles at a temper-
ature of 25 ◦C, four different coolant flow rates of cooling water with ultrafine bubbles
are carried out. Figure 20 shows the cooling time of injection molded parts fabricated by
ten sets of injection molds cooled with different flow rates of cooling water with ultrafine
bubbles. The Reynolds number for four different coolant flow rates is about 4927, 5913, 6897,
and 7883, respectively. It should be noted that the cooling time of the injection molded parts
was not affected by the different coolant flow rates while cooling water reaches turbulence
completely. Figure 21 shows the shortest cooling time of injection molded parts fabricated
by ten sets of injection molds cooled with different four different cooling media. As can be
seen, the cooling water with ultrafine bubbles is the best candidate of the cooling medium.
It should be noted that the cooling performance will decrease significantly when the di-
ameter of the cooling channel is less than 1.5 mm. According to practical experience, the
time to cool the air is significantly lower than that of the water. Thus, the cooling medium
can be replaced with cold air when the diameter of the cooling channel is less than 1.5 mm,
since the cooling performance of cold air is acceptable. In addition, the mold material has a
significant effect on the cooling time of the injection molded part since cooling time range
of different mold materials is 99 s since the maximum and minimum cooling time is 279 s
and 180 s, respectively. However, the cooling time range for different cooling media is
only 92 s since the maximum and minimum cooling time is 279 s and 187 s, respectively.
Figure 22 shows the longest and shortest cooling time of injection molded parts fabricated
by ten sets of injection molds cooled with different four different cooling media. The total
production cost of an injection mold fabricated with commercially available Al-filled epoxy
resin is new Taiwan dollar (NTD) 3,046, while the total production cost of a injection mold
fabricated by epoxy resin filled with 41 vol.% Al powder is only NTD 3999. Based on total
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production cost of injection mold and cooling efficiency, epoxy resin filled with 41 vol.%
Al powder is the optimal formula for making an injection mold since saving in the total
production cost about 24% is obtained compared to injection mold made with commercially
available materials.
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According to the results described above, the findings of this study are very practical
and provide the greatest application potential in the precision mold industry, especially in
the mold design stage. In this study, the internal surface of the CCC fabricated by additive
manufacturing technology possesses high surface roughness compared with conventional
cooling channel made by computer-numerical control machining [27]. The service life of
the mold will be affected significantly due to stress concentration. The main reason is that
the mold is repeatedly heated [28] and cooled during the wax injection process. Ongoing
research is focused on improving the surface roughness of the CCC by abrasive blasting,
abrasive flow machining [29], electrochemical polishing, chemical polishing, laser polishing,
or ultrasonic cavitation abrasive finishing. In various industries, hydrogen [30,31] is widely
applied as a high-performance gaseous cooling medium since its thermal conductivity
is higher than all other gases. In addition, helium gas [32] or hydrogen [33] can also be
applied as cooling media in gas-cooled nuclear reactors since its low tendency to absorb
neutrons. Sulfur hexafluoride [34,35] is also widely applied to cool some high-voltage
power systems, such as circuit breakers, transformer, or switches. These issues are currently
being investigated and the results will be presented in a later study.

4. Conclusions

Generally, the cost-effectiveness depends on the cycle time of the injection molded
products significantly in the mass production process of new products. The MAM method
is frequently applied to speed up manufacturing for the production of injection mold
with CCC. However, the major issue is expensive spending and longtime taking in the
mold making process. The objective of this study is to study the cooling performance of
epoxy-based injection molds fabricated by different mold materials using different coolant
media. Based on the experimental results obtained from this work, the contributions and
findings of this study can be summarized as follows:

1. A low-cost recipe that can produce cooling efficiency better than that made of com-
mercial materials was demonstrated. The epoxy resin with 41 vol.% Al powder seems
to be the optimum recipe for making injection mold with high cooling efficiency.

2. The cooling time of the injection molded parts is extremely sensitive to both injection
mold material and the cooling medium. Cooling water with ultrafine bubbles is the
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best candidate of the cooling medium. Average cooling efficiency approximately
12.4% can be further increased compared with commonly used cooling water.

3. Mold material has a significant effect on the cooling time of the injection molded part,
which has a greater influence on the cooling efficiency than the cooling medium since
cooling time range of different mold materials is 99 s while the cooling time range for
different cooling media is only 92 s. In addition, The cooling medium can be replaced
with cold air while the diameter of the cooling channel is less than 1.5 mm and the
coolant medium is water.
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Nomenclature
Acronyms
CCC Conformal cooling channel
Al Aluminum
AM Additive manufacturing
RT Rapid tooling
CAD Computer-aided design
MAM Metal additive manufacturing
Cu Copper
FE-SEM Field-emission scanning electron microscopy
EDS Energy-dispersive X-ray spectroscopy
XRD X-ray diffractometer
SUS Stainless steel
PVB Polyvinyl butyral
NTD New Taiwan dollar
List of symbols
Tw Mold cavity surface temperature
s Part thickness
Tm Melt temperature
Te Average ejection temperature
Q Flow rate of the coolant
D Diameter of the cooling channel
Greek symbols
α Thermal diffusivity
ρ Density of the coolant
η Viscosity of the coolant
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Abstract: In polymer blown film extrusion, inhomogeneous die temperature distributions lead to
an inhomogeneous temperature and cause film thickness variations. To avoid an inhomogeneous
film thickness and to achieve good film qualities, thermal homogenisation of the melt is necessary.
Therefore, a new approach for cooling hot spots with heat pipes is investigated. CFD Simulations in
OpenFOAM show that heat pipes can be used to influence melt temperatures locally in the places in
which a temperature reduction is required. Since the outlets interact in a pre-distribution die, one
heat pipe is not sufficient to homogenise the temperature at every outlet to similar temperatures.
Two heat pipes show much better results with lower average temperature deviations between the
distributor outlets. In order to equalise the temperature at all outlets, at least one heat pipe per outlet
will be required.

Keywords: thermal homogenisation; pre-distribution; heat pipe; blown film extrusion; CFD

1. Introduction

About 39% of all plastics are processed into packaging [1]. In turn, 49% of all packaging
is produced using extrusion processes, such as blown film extrusion [2]. In blown film
extrusion, plastics granules are melted and homogenised in an extruder. Afterwards, the
melt is transformed into a tubular cross-section in an extrusion die consisting of a pre-
distributor and a main distributor, normally a spiral die (Figure 1). At the die outlet, the
melt is hauled-off and inflated. Air cooling then initiates the cooling process via convection.
At the same time, the melt is stretched in the circumferential direction by the blow up
process and in the extrusion direction by the haul-off. A great advantage of this process is
the variable film width, which can be easily adjusted by the blow-up ratio without changing
the die. Moreover, the induced biaxial stretching renders a stronger and less permeable
film [3,4].

The most important quality aspects of films are the homogeneous film thickness and
film flatness. Packaging films, in particular, often consist of multilayer films, where each
layer performs a specific function. If one of the layers contains thin spots, functions such as
keeping oxygen or water out can no longer be provided, which can lead to, e.g., spoiled
food [4]. To ensure the reliable function of every layer, the respective thinnest spot has to
reach a specified minimum thickness, which leads to unnecessary material usage in case of
inhomogeneous film thickness distribution. Whether the film has a homogeneous layer
thickness depends on various influences. One influence is the throughput distribution at
the die outlet [5]. Circumferential segments of the die outlet that carry more of the melt
cause an increased wall thickness in the film. Another influence is the temperature and the
viscosity distribution at the die outlet [6]. Areas with higher melt temperatures are more
stretched in the blow-up-process due to the lower extensional viscosity. Therefore, these
areas appear as thin sections in the film.
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To reach a perfectly homogeneous blown film, a large number of empirical and sim-
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pation and asymmetric heat conduction in the die material can lead to an inhomogeneous 
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To reach a perfectly homogeneous blown film, a large number of empirical and simu-
lative studies from research and industry has been carried out. They find a temperature
influence on the melt distribution and temperature distribution in extrusion dies. Astarita
et al., pointed out, using the example of the mandrel holder die, that non-uniform dissipa-
tion and asymmetric heat conduction in the die material can lead to an inhomogeneous
temperature distribution in the die [6]. The fact that inhomogeneous temperature distri-
butions at the die outlet can influence the throughput distribution was shown by Vergnes
et al., using the example of a flat die [7]. This also includes the influence of shear heating
in the extrusion die [8–11]. Zatloukal et al., performed a non-isothermal flow analysis
on the flow channel in a spiral die [12]. In their work, the influence of the temperature
distribution calculations was investigated. A comparison of the non-isothermal and isother-
mal calculations show that the simulation results of the non-isothermal calculations agree
better with experimental data. This observation explained the viscous dissipation causing
a temperature increase and viscosity decrease. Another study on spiral distributor dies
was carried out by Skabrahova et al. [13]. They simulated the flow channel of an axial
spiral distributor to investigate whether the assumption of a homogeneous throughput and
temperature distribution at the inlet to the spiral distributor is permissible. By simulating
different asymmetric inlet conditions at the spiral distributor inlets, they showed that some
equalisation processes for thermal and rheological homogenisation take place along the spi-
rals. Nevertheless, inhomogeneous inlet conditions lead to a significant deterioration of the
melt distribution profile at the die exit. However, these considerations on non-uniform inlet
conditions are not based on real measurements, since only different hypothetical scenarios
were run [13]. The general importance of thermal influences on the throughput distribution
in extrusion dies is also emphasized by Pittman [14]. In a review of the state-of-the-art
extrusion die simulation, he explains that both dissipative shear heating and temperature
distribution in the die can negatively affect the velocity distribution at the die exit. Pittman
recommends introducing differences between the melt and flow channel wall temperatures
in a targeted manner in order to influence and equalize the flow in this way. Burmann et al.,
also discussed the temperature influence in spiral mandrels. They give general advice on
how spiral mandrel dies can be optimized with regard to processing temperatures [15,16].
The installation of internal temperature control systems (water or oil temperature control),
thermal separation by insulating layers or improvement of heat exchange (e.g., by ceramic
fins) are recommended as possible solutions to improve thermal conditions. In later con-
tributions, it was pointed out that the plastic melt is subjected to locally different dwell
time and temperature-related stresses in the overall extrusion die system, depending on the
design of the main and pre-distributor [17]. Saul investigated the automated die design of
radial spiral dies in his dissertation [18]. He suggested for future investigations to consider
non-isothermal calculations, due to local melt shear heating. Moreover, he pointed out
the expansion potential of his investigations, which optimise the temperature distribution
in the die. The temperature effect in a pre-distributor was analysed four years later by te
Heesen, using the example of a centrally fed star pre-distributor [19]. The non-isothermal
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flow simulations, taking into account both shear heating of the melt and heat conduction
in the die material, show that the shear stresses and the pressure drop are influenced
by the dissipative shear heating. However, no influence on the throughput distribution
was observed, which can be attributed to the rotationally symmetric geometry of a star
distributor. Furthermore, te Heesen notes that the temperature influence can affect the
throughput distribution in more complex pre-distributors, such as a 2n-distributor. The
analysation and homogenisation of the thermal effects in a 23-pre-distributor was carried
out by Yesildag [5,20]. The different melt temperatures cause viscosity differences between
the outlets, which lead to an inhomogeneous mass throughput. Yesildag’s approach to ho-
mogenising the throughput distribution was to integrate heating cartridges and thermally
conductive inserts to homogenise the temperature distribution in the die. Prior to practical
trials, the effect of heating cartridges and thermally conductive inserts was investigated us-
ing CFD Simulations. He succeeded in homogenising the melt distribution at the die outlets,
but to optimise the temperature distribution for one process point, 12 heating cartridges
are necessary. Each of them has a different temperature, which makes this approach highly
process point dependent and requires a separate control circuit for each cartridge. Another
disadvantage is the occurrence of overheated spots in the die, which rules out the usage
of thermally sensitive materials such as EVOH or PVDC. In addition, heating cartridges
require high maintenance due to their short service life. Therefore, a simpler approach in
the form of adjustable nozzles was developed [21]. Through adjustable nozzles at every
pre-distributor outlet, an equal distribution of the melt flows can be achieved. However, the
temperature distribution remained outlet dependent. Therefore, film thickness variations
will appear, despite a melt distribution homogenisation in the pre-distributor.

In addition to the described direct heating methods for extrusion dies, which are based
on electricity, another method is indirect heating by liquids. Indirect heating is preferred in
the processing of elastomers [22]. The key feature that distinguishes heating with liquids
from electrical heating is the ability to provide heat regardless of ambient conditions. This
proves to be an advantage in the typical, relatively low temperatures that are common in
the processing of elastomers [22]. Fluid heating is also occasionally used in relatively small
dies for thermoplastics. To add or remove heat from a specific area, such as from the exit
zone of the mandrel of blown film dies, oil heating is used. The reassembly of the dies,
when they are changed or serviced, is usually more complicated than with direct electric
heating, because of the heating flow channel cleaning [22]. A further disadvantage of liquid
heating is the technical complexity and the cost in cases where different die zones must be
maintained at different temperatures. Current technology requires a separate heating unit
for each temperature zone.

Since the temperature has a major influence on polymer viscosity, it affects not only
the flow resistances and thus the mass flow distribution, but also the extensional viscosity
beyond the outlet of the main distributor. During inflation, the melt parts of lower exten-
sional viscosity can be stretched more easily, resulting in thin spots in the film. To avoid
thickness variations in the film, this paper’s approach is to develop an alternative thermal
die control with heat pipes in order to avoid producing temperature hot spots in the die,
which is not only less process point dependent, but also requires low maintenance and can
be easily retrofitted.

Heat pipes are already used in many areas such as electronics cooling and aerospace [23–25].
They consist of a closed outer body, usually cylindrical in shape, with a capillary structure
on the inner walls and are partially filled with a fluid [25,26]. This structure is shown in
Figure 2.

When the temperature at one end of a heat pipe is increased, the fluid starts to
evaporate causing localised cooling. A pressure gradient is established inside the cylinder,
and the gas flows to the colder end. Here the evaporated fluid cools down and condenses.
Through the capillary structures, the fluid is transported back to the warmer end. The
process repeats as long as there exists a temperature gradient between the heat pipe’s
ends. Due to the high enthalpies of evaporation and condensation, heat pipes are able to
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transport large amounts of heat. If, for example, a solid copper rod with a diameter of 8 mm
and a length of 300 mm is used to transfer a heat quantity of 100 W, a driving temperature
gradient of theoretically 1493 ◦C would be required. According to heat pipe manufacturers,
a heat pipe achieves the same heat transfer with a driving temperature gradient of approx.
0.5 K [24]. Through the choice of cylinder material and working fluid, it is possible to create
heat pipes for nearly every application temperature range. According to Stephan, heat
pipes with a copper cylinder and water as working fluid are suitable for most polymer
extrusion application temperature ranges [25]. The heat pipe performance can be calculated
with Equation (1) and is dependent on the temperature difference between the heat pipe
ends, the chosen material combination, the cross section and the capillary structure [26].

∆T =
·

QRtot, (1)

Rtot is the total thermal resistance, including the radial resistance between external heat
source and evaporator wall and the axial resistance of the steam flow. The heat pipe
performance or heat flux density is restricted by several physical boundaries shown in
Figure 3 [26]:

• Viscosity limit This limits the heat flux density at working temperatures just above
the fluid’s melting point. Here, the pressure difference driving the steam between
evaporator and condenser is small, and the steam flow is determined by high viscous
forces and can even be interrupted.

• Sound velocity limit If the vapour reaches the sonic velocity at a certain evaporator
temperature, this velocity cannot be exceeded even by reducing the steam pressure in
the condenser. This limits the maximum heat transfer.

• Interaction limit At high heat flux density, liquid is entrained by the vapour, and a
partial drying out of the capillary leads to a breakdown in the liquid flow.

• Capillary force limit The capillary force limit is reached when the flow losses of the liq-
uid heat transfer medium are greater than the existing capillary pressure. This scenario
is dependent on the temperature difference between evaporator and condenser.

• Boiling limit Bubbles boiling in the capillary restrict the flow of the liquid or stop it.
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If one of these five limits is exceeded, the capillary structure in the heating zone dries
out. This significantly increases the thermal resistance in the evaporator. Since this thermal
resistance has a significant influence on the overall thermal resistance, this results in a
significant temperature increase in the heat source.

Heat pipes have short reaction times, a compact design and enable operation without
an external power source [27,28]. Lakemeyer et al., already investigated the use of heat
pipes or the heat pipe principle for temperature control of extruder screws [29]. In this case,
the extruder screw acts as a heat pipe, the temperature peaks in the screw are reduced and
the thermal homogenisation of the screw takes place through heat equalisation processes.
Furthermore, Kartelmeyer et al., used heat pipes to control the temperature of injection
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moulds, as this approach is a low-maintenance and efficient way of transporting heat [27,
28].
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To compare different heat pipes, a specific performance rating can be useful. One
possibility is to calculate the merit number M, which is composed of the surface tension σ,
the evaporation enthalpy ∆he and the kinematic viscosity νl (Equation (2)).

M =
σ∆he

νl
, (2)

The performance number M should be as large as possible in the application-specific
temperature range.

Considering the high performance of heat pipes, in this paper it is investigated whether
a maximum of two heat pipes per pre-distribution half is sufficient to achieve thermal
homogenisation. For this purpose, CFD simulations are performed to determine suitable
heat pipe positions. Starting from an initial baseline simulation without heat pipes, four
suitable positions are defined. To assess the suitability of the heat pipes, the average tem-
perature deviations in each outlet, the thermal melt homogeneity and the melt distribution
are considered. Two promising positions are further investigated by varying the heat pipe
power up to 80 W for one heat pipe or 210 W in the case of two heat pipes. The effects
of heat pipes with different cooling capacities need to be investigated to ensure that an
appropriate heat pipe capacity is considered when a heat pipe is specified for a practical
application. The aim is to achieve temperature and melt distribution deviations of less than
1% between the outlets.

2. Materials and Methods

In order to investigate local cooling through the operating behaviour of the heat
pipes and their effect on melt temperature and melt distribution, CFD simulations were
performed using OpenFOAM software (OpenFOAM Foundation Ltd., London, UK). In
Section 2, the authors present the material and methods used for the CFD-Simulations.

2.1. Materials

As low-density Polyethylen (PE-LD) is the most processed material in the blown film
extrusion, a PE-LD type 2101N0W from SABIC, Riyadh, Saudi Arabia is investigated in
the simulations. In order to describe the shear-thinning, temperature-dependent material
behaviour, the combined approach of Carreau and Williams, Landel and Ferry (WLF)
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is suitable [18,19,21,26]. The Carreau and WLF parameters were determined from high-
pressure capillary measurements at IKV. The shear viscosity η in dependence of the shear
rate

·
γ and temperature T is described in Equations (3) and (4).

H(
·
γ) =

18, 757.01

(0.86
·
γ)

0.703 , (3)

lg(a T) =−
8.86(T − 257.481 K)

101.6 K + T − 257.481 K
, (4)

Another relevant material parameter is the specific melt density. The pressure and
temperature dependent density was determined using p-v-T measurements. As the density
is almost constant at 200 bar and temperatures between 180 ◦C and 230 ◦C, incompressibility
of the melt is assumed. For the simulations, an average density value of 769 kg/m3 is
set. To perform a non-isothermal simulation, thermal properties are required as well. The
thermal conductivity of 0.282 W/(Km) at 473.15 K was determined in a laser flash analysis
(LFA). The specific heat capacity of 2.722 J/(gK) at 473.15 K was determined by differential
scanning calorimetry (DSC).

2.2. Start and Boundary Conditions

In accordance with common practice, a steady state with laminar, perfectly wall-
adherent and incompressible flow is considered. Moreover, a homogeneous temperature
and velocity at the die inlet are assumed (Figure 4) [5,20,21].
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2.3. Meshing

The die geometry analysed is based on the work of Yesildag [5]. In the pre-processing,
all chamfers, holes and threads are neglected. Furthermore, the die geometry is reduced
to one half of the symmetrical die. Since a future comparison of heat pipes and fluid oil
heating is intended, an easy mesh adjustment is advantageous. Therefore, the use of the
immersed boundary method is appropriate at this point [30]. The defining feature of this
approach is the possibility to perform the entire simulation on a fixed Cartesian grid.

To discretise the pre-distribution geometry, the mesh generator snappyHexMesh
is used, which performs a representation of the complete computational domain by
hexahedron-shaped control volumes. All elements are first assigned a very high-flow
resistance. For this purpose, according to Khadra et al., at the moment the conservation
equation is extended with a term in which a proportionality factor for the velocity vector
is integrated. The proportionality factor represents the inverse Darcy coefficient, i.e., the
permeability of the material [30]. If this value is very high, the flow of the fluid through this
geometry volume is suppressed, representing the steel body. The flow channels are then
taken into account by means of an adjustment of the local flow resistances. In this process,
the flow resistance is reduced in all elements of the die grid that are located within the flow
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channel geometry. Although a coarser partitioning is sufficient outside the flow channel,
since only the heat conduction is calculated, the mesh in the flow channel is refined to
represent flow effects sufficiently accurately. Mesh independence checks have shown that a
one-level refinement is sufficient. Furthermore, areas where an integration of heat pipes
would potentially be useful are refined. For reasons of symmetry, it is sufficient to perform
the calculations for only one half of the mould. This results in a mesh with 620,141 volumes,
which is shown in Figure 5 and leads to a computation time of about 3.5 h.
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2.4. Solver

A solver based on the SIMPLEC (Semi-Implicit Method for Pressure Linked Equations-
Consistent) method is used [31,32]. The solver is implemented in the open-source finite
volume software OpenFOAM (OpenFOAM Foundation, London, UK). The differential
equations of mass, momentum and energy conservation are solved for the variables pres-
sure, flow velocity and temperature, whereat the shear heating is additionally taken into
account for the latter. This flow solver was extended in [33] by an immersed boundary
approach according to Khadra et al. [30].

∇ · u = 0, (5)

∇pnorm = ∇ · (u × u) − ∇ · τnorm − δu, (6)

0 =∇·(uT) +∇·(α∇T) +
τnorm

cp
: (∇ × u), (7)

In the conservation equations, u is the vector of velocities and pnorm is the pressure
normalized to the density ρ. Moreover, T is the temperature and α is the local thermal
diffusivity. The zero-velocity Dirichlet condition is used as a penalty condition. The inverse
Darcy coefficient δ in the momentum equation is 0 for the fluid region and becomes >>0
for the die region, which corresponds to a complete suppression of flow. In [33], the
temperature distribution could not yet be described. Therefore, a heat equation, including
the shear heating calculated from the shear stresses in the energy equation, is implemented
as follows [34].

0 =∇·(uT) +∇·(α∇T) +
τnorm

cp
: (∇ × u), (8)

τNorm= ν((∇ × u)+(∇ × u)T), (9)

τnorm is the tensor of the shear stress normalized to the density ρ, cp is the local specific
heat capacity and ν is the kinematic viscosity (nu).

To take into account the highly variable placement of the heat pipes a similar approach
is applied. For simplicity, the heat pipes are considered as simple cylindric geometries,
functioning as a constant heat sink. In those cells defined as part of the heat pipes, a
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constant cooling rate in K/s is assumed. The cooling rate is freely adjustable. Therefore,
the energy equation is extended as follows:

0 =∇·(uT) +∇·(α∇T) +
τnorm

cp
: (∇×u)+εC, (10)

For die regions without heat pipes ε is 0. Cells overlapping with the heat pipe geometry
(ε = 1) act as a heat sink for C < 0 and as heat source for C > 0. The immersed boundary
method is reasonable at this point, laminar material behaviour is assumed and no turbulent
wall conditions are required. In addition, the heat fluxes at the boundary between solid
steel and liquid melt are expected to be low so that the assumption of perfect heat transfer
between solid and liquid is reasonable.

3. Simulation Results and Discussion

In order to determine the temperature distribution without thermal homogenisation,
a first basic simulation is performed without heat pipes. According to Yesildag, the temper-
ature and throughput variation between the outlets increases as the difference between the
melt and die temperature increases. Moreover, the shear heating effect is affected by the
total mass throughput. A homogeneous inlet mass flow of 100 kg/h with a constant melt
temperature of 453.15 K and an outer die temperature of 473.15 K is assumed, which is in the
range of realistic processing temperatures [35]. The temperature of the cool air in the centre
of the die is assumed 293.15 K; this causes a heat transfer coefficient of 18 W/(m2*K) [5].
Since the top and bottom of the die are in contact with other heated components of the
extrusion line, e.g., the spiral die, it can be assumed that the heat loss is comparatively
low. Therefore, the top and bottom are considered adiabatic. Figure 6 shows the resulting
temperature distribution both in the die and at the outlets. The outlets are numbered from
1 to 4. It becomes clear that the temperature in the outlet is not homogeneous. In addition,
the temperature at outlets 1 and 4 seems to be lower than at outlets 2 and 3, which is in
good agreement with the work of Yesildag and Hopmann and shows that the immersed
boundary approach works [5,20,21].
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Figure 6. Temperature distribution in a 2n-pre-distributor without heat pipes.

A consideration of the mass flow distribution in dependence of the outlets (Figure 7) as
well as the representation of the temperature across the outlet diameter shown in Figure 8
supports this thesis. Due to a shielding effect of the flow channel, the die region A is
warmer than the die region B (Figure 6), which leads to a slightly warmer melt at outlet
3 where a temperature maximum of 460.63 K on average is present. Outlet 2 shows
a temperature of 459.63 K. The minimum temperature of 456.32 K is found at outlet 1.
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The temperature differences between the minimum and maximum temperature of 4.31 K
meaningfully impacts the shear and extensional viscosity. The shear viscosity drops by
8.9% (Equation (4)).

Polymers 2022, 14, x FOR PEER REVIEW 9 of 19 
 

 

W/(m²*K) [5]. Since the top and bottom of the die are in contact with other heated compo-
nents of the extrusion line, e.g., the spiral die, it can be assumed that the heat loss is com-
paratively low. Therefore, the top and bottom are considered adiabatic. Figure 6 shows 
the resulting temperature distribution both in the die and at the outlets. The outlets are 
numbered from 1 to 4. It becomes clear that the temperature in the outlet is not homoge-
neous. In addition, the temperature at outlets 1 and 4 seems to be lower than at outlets 2 
and 3, which is in good agreement with the work of Yesildag and Hopmann and shows 
that the immersed boundary approach works [5,20,21]. 

 
Figure 6. Temperature distribution in a 2n-pre-distributor without heat pipes. 

A consideration of the mass flow distribution in dependence of the outlets (Figure 7) 
as well as the representation of the temperature across the outlet diameter shown in Fig-
ure 8 supports this thesis. Due to a shielding effect of the flow channel, the die region A is 
warmer than the die region B (Figure 6), which leads to a slightly warmer melt at outlet 3 
where a temperature maximum of 460.63 K on average is present. Outlet 2 shows a tem-
perature of 459.63 K. The minimum temperature of 456.32 K is found at outlet 1. The tem-
perature differences between the minimum and maximum temperature of 4.31 K mean-
ingfully impacts the shear and extensional viscosity. The shear viscosity drops by 8.9% 
(Equation (4)). 

 
Figure 7. Melt throughput deviation without heat pipes. Figure 7. Melt throughput deviation without heat pipes.

Polymers 2022, 14, x FOR PEER REVIEW 10 of 19 
 

 

 
Figure 8. Temperature distribution in the cross section of each individual outlet. 

To homogenise the temperature and the mass throughput, the third outlet was 
cooled. Therefore, four different heat pipe positions are investigated, which are shown in 
Figure 9. In each simulation, one heat pipe with a radius of 3 mm and a length of 30 mm 
was integrated. Since the pre-distributor is an interacting system where the effect on one 
outlet leads to deviations at all other outlets, the efficiency of the heat pipes and the aver-
age of the temperature deviation across all four outlets (Equation (11)) were compared. 
The resulting average temperature deviations for a cooling rate of −25 K/s, which corre-
sponds to a heat transfer capacity of 44 W, are shown in Figure 10. According to a manu-
facturer’s data sheet, a heat pipe with a diameter of 6 mm and a length of 100 mm can 
reach up to 137 W [36]. 

∆Taverage,  x=

∑ Tj
nx
j=1
nx

-∑ ∑ Tj
nx
j=1

4
x=1∑ nx4

x=1∑ ∑ Tj
nx
j=1

4
x=1∑ nx4

x=1

, (11) 

 
Figure 9. Heat pipe position 1–4. 

Figure 8. Temperature distribution in the cross section of each individual outlet.

To homogenise the temperature and the mass throughput, the third outlet was cooled.
Therefore, four different heat pipe positions are investigated, which are shown in Figure 9.
In each simulation, one heat pipe with a radius of 3 mm and a length of 30 mm was
integrated. Since the pre-distributor is an interacting system where the effect on one outlet
leads to deviations at all other outlets, the efficiency of the heat pipes and the average of the
temperature deviation across all four outlets (Equation (11)) were compared. The resulting
average temperature deviations for a cooling rate of −25 K/s, which corresponds to a heat
transfer capacity of 44 W, are shown in Figure 10. According to a manufacturer’s data sheet,
a heat pipe with a diameter of 6 mm and a length of 100 mm can reach up to 137 W [36].
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The average temperatures at the third outlet are decreasing the closer the heat pipe
is positioned to the outlet. This is caused by the large surrounding melt-carrying surface.
Position 4 is nearly surrounded by melt flow channel walls, which is resulting in a larger
heat flow at constant heat flow density, and thus a smaller temperature difference between
outlet 1 (minimum temperature) and outlet 3 (maximum temperature). Without heat pipes
the temperature difference is 4.31 K. With one heat pipe at position 4 with a cooling rate of
−25 K/s it decreases to 3.51 K.
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As the temperature distribution is not homogeneous over the outlet surface (Figures 6
and 8), ethermal was used to evaluate the thermal homogenisation at all outlet’s cross sections.
The indicator ethermal is often used to evaluate mixing devices and allows a comparison of
the temperature distribution in one cross section compared to the temperature distribution
in another cross section [37,38]. The calculation of ethermal is given in Equations (12) and (13),
where σ describes the thermal homogeneity at the outlet without heat pipe influence and
the outlet with heat pipe influence with A = total area, Ai = cell area, υi = cell temperature,
−
υ = average temperature in the outlet plane.

ethermal =
σwithout_heat_pipe − σwith_heat_pipe

σwithout_heat_pipe
, (12)

σ = ∑n
i=1

Ai(υi −
−
υ)

2

A
, (13)

The sum of the squared temperature differences of each cell to the mean temperature
normalised to the cell area is calculated. In the case of a constant temperature in a cross
section, σ = 0, in all other cases σ > 0. If ethermal is negative, there is a less homogeneous
temperature distribution at the outlet compared to the original temperature profile without
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heat pipe cooling. If no change in temperature homogeneity is calculated, ethermal = 0. If,
on the other hand, 0 < ethermal < 1, the thermal homogeneity at the outlet with the heat pipe
is better than without the heat pipe. In the special case ethermal = 1, the melt has a perfectly
homogeneous temperature at the outlet with the heat pipe. When comparing the thermal
homogeneity (Figure 11) it is noticeable that the addition of a heat pipe improves the
thermal homogeneity at all outlets regardless of the position. As expected, the influence is
greatest for any heat pipe position at outlet 3. In agreement with the average temperatures,
the homogeneity increases with the melt-carrying surface influenced by a heat pipe. This
leads to an ethermal of 0.53 for outlet 3 at heat pipe position 4. Moreover, the homogeneity
for outlet 4 at position 4 is increasing. For outlet 1 and 2 the maximum homogeneity is
reached at position 2.
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Figure 11. Thermal homogenisation indicator ethermal at each outlet for different heat pipe positions.

Finally, the temperature changes will influence the melt throughput distribution.
Therefore, the mass throughput deviations with dependence on the heat pipe positions are
shown in Figure 12. For a perfectly homogenous distribution, the deviation should be 0% at
all outlets. It is obvious that as the influence of the heat pipe on the melt channels increase,
the throughput at outlet 3 decreases. This was to be expected since the temperature and
thus the shear viscosity drop. Since the viscosity describes the flow resistance, throughput
decreases at lower viscosities or higher flow resistances. However, the heat pipe influence
at position 4 is so great that the system is overcompensating. The mass flow deviation at
outlet 3 drops into the negative.
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All in all, the first simulations show that it is possible to influence the temperature and
melt distribution with heat pipes. In terms of thermal homogeneity, positions 3 and 4 seem
to be particularly promising. In the following, the heat transfer capacity of the heat pipes
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at position 3 and 4 is varied, starting with an increasing cooling rate at position 3 from
−25 K/s to −35 K/s, which corresponds to the heat transfer capacity of 44.4 W and 62.1 W.
The increasing heat transfer capacity has the effect of a further temperature drop at outlet 3
(Figure 13). At the same time, the temperature at outlet 2 rises. One explanation is a mass
throughput redistribution (Figure 14). Due to the lower temperature at outlet 3, the flow
resistance at that outlet increases, caused by higher viscous forces. Therefore, the output at
outlet 2 increases, which is leading to an increasing viscous shear heating at that very same
outlet. As shown in Figure 14, the increasing cooling rate leads to a linearly lower mass
flow at outlet 3. At the same time, the melt is redistributed to outlets 1 and 2 where the
melt flow also increases linearly. The mass flow at outlet 4 remains nearly unaffected. The
parameters of the linearisation in Equation (14) are given in Table 1 and could be further
investigated in the future to predict the required heat pipe performances to achieve optimal
mass flow distributions for different process points.

Melt throughput deviation = Cooling rate × x + y, (14)
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Table 1. Linearisation parameters to predict the melt throughput deviation in case of one heat pipe at
position 3.

Outlet x y R2

1 0.49 −1.69 1
2 0.39 1.5 1
3 −0.82 1.25 1
4 −0.06 −1.06 0.9996
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A similar, slightly weaker effect can be observed for the average temperatures (Figure 13).
The temperature change dependent on the cooling rate can also be linearised (Equation (15)).
The corresponding parameters are given in Table 2. Due to the small number of process
points on which the linearisation is based, this correlation should be confirmed by further
investigation.

∆Taverage = Cooling rate × x + y, (15)

Table 2. Linearisation parameters to predict the average outlet temperatures in case of one heat pipe
at position 3.

Outlet x y R2

1 0.041 −1.02 1
2 0.023 0.75 0.9999
3 −0.070 1.14 1
4 0.005 −0.87 0.9998

The analysis of the simulation results with a heat pipe at position 4 shows again
the larger heat flux surface at this heat pipe position. The melt flows are increasing and
decreasing more strongly, but the same effects tend to be observed. With a cooling rate
of −35 K/s, it is possible to equalise the average temperatures in outlets 2 and 3. To
achieve similar average temperatures at heat pipe position 3, the cooling rate was raised to
−45 K/s (79.9 W). The remaining temperature difference between outlet 2 and 3 is 0.2 K. In
addition to mass flow redistribution, the decreasing average temperatures at outlet 3 result
in increasing thermal homogeneity (Figure 15). The heat pipes at position 3 seem to result
in a more homogeneous temperature distribution at all outlets compared to position 4.
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As the output at position 2 represents a new, excessively high mass flow, the integration
of another heat pipe could be helpful to homogenise the temperature and mass flow
distribution. Therefore, the integration of another heat pipe is tested by integrating two
heat pipes symmetrically, as shown in Figure 16. To cool down the temperature at outlets 2
and 3, and since the average temperature at outlet 3 is higher than at outlet 2 (Figure 6), the
cooling rates of the heat pipes at position 3′ are set lower than at position 3. The difference
between the two positions is 10 K/s and 20 K/s, respectively. Maximum cooling rates of up
to −70 K/s are simulated, with all cooling rates listed in Table 3. The extrusion operating
point remains the same.
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Table 3. Heat pipe performances and process point for simulations with two heat pipes.

Material Throughput Melt
Temperature

Die
Temperature

Support Air
Temperature

Cooling Rate
Position 3

Cooling Rate
Position 3′

LDPE 2101N0W 100 kg/h 453.15 K 473.15 K 298.15 K

−25 K/s −15 K/s
−35 K/s −25 K/s
−45 K/s −35 K/s
−50 K/s −30 K/s
−60 K/s −40 K/s
−70 K/s −50 K/s

By integrating a second heat pipe, the temperature at outlet 2 decreases as expected
(Figure 17). By increasing the cooling rates, the average temperatures converge further. A
maximum cooling rate at which the average outlet temperatures fall below the optimum
temperature is not yet reached in the process points investigated. For all selected cooling
rates, the difference between the average temperature at outlet 2 and 3 remains between 0.8
K and 1 K. The temperature differences seem to tend to be slightly higher for the cooling
rate difference of 20 K/s.
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By increasing the cooling rate difference between position 3 and 3′, the average
temperatures converge further. The average temperature deviation for the cooling rate
combination of −60 K/s and −40 K/s is less than 1%.

326



Polymers 2022, 14, 2271

As shown in Figure 18, thermal homogenisation is improving for all outlets when
increasing the cooling rates. Moreover, higher cooling rate differences between position 3
and 3′ seem to result in more homogenous temperatures at all outlets. The most homoge-
nous process point is reached with a cooling rate of −70 K/s at position 3 and −50 K/s
at position 3′. The mass flow deviation (Figure 19) shows that the mass flow distribution
is significantly improved by the heat extraction of the two heat pipes at position 3 and
3′ compared to the state without heat pipes. The mass flow deviation for all test points
with two heat pipes is less than 1%. Compared to one heat pipe (Figure 14), the mass
flow distribution is no longer overcompensated and significantly improved. Especially
at cooling rates of −45 K/s at position 3 and −35 K/s at position 3′, to then −50 K/s at
position 3 and −30 K/s at position 3′, respectively, the mass flow distribution is excellent.
At higher cooling rates, the throughput deviation becomes worse again for the process
point investigated but is still acceptable compared to the distribution without heat pipes.
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cooling rates, the throughput deviation becomes worse again for the process point inves-
tigated but is still acceptable compared to the distribution without heat pipes. 

 
Figure 18. Thermal homogenisation indicator for two heat pipes with different performances at po-
sition 3 and 3′. 

 
Figure 19. Average throughput deviation for two heat pipes with different performances at position 
3 and 3′. 

4. Conclusions 
Inhomogeneous die temperatures lead to an inhomogeneous temperature distribu-

tion at pre-distributor outlets, and thus to an inhomogeneous distribution of mass flow 
over the pre-distributor outlets. This is caused by the externally applied heating and sim-
ultaneous flow of cold blowing air through the die centre as well as local shear heating of 
the melt. Since the temperature has a major influence on the polymer viscosity, it affects 

Figure 19. Average throughput deviation for two heat pipes with different performances at position
3 and 3′.

4. Conclusions

Inhomogeneous die temperatures lead to an inhomogeneous temperature distribution
at pre-distributor outlets, and thus to an inhomogeneous distribution of mass flow over the
pre-distributor outlets. This is caused by the externally applied heating and simultaneous
flow of cold blowing air through the die centre as well as local shear heating of the melt.
Since the temperature has a major influence on the polymer viscosity, it affects not only
the flow resistances and thus the mass flow distribution, but also the extensional viscosity
in the film bubble. During inflation, the melt parts of lower extensional viscosity can be
stretched more easily, resulting in thin spots in the film. To avoid an inhomogeneous film
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thickness distribution and to achieve good film qualities, thermal homogenisation of the
melt is necessary in the pre-distributor. Therefore, a new approach for cooling hot spots
with heat pipes was investigated. Our simulations show that heat pipes can be used to
influence melt temperatures at those locations where a temperature reduction is required.
Two suitable heat pipe positions were identified that improve the homogeneity of the melt
temperature by using only one heat pipe per die half. In addition to the heat pipe position,
the heat pipe performance has a major influence on the temperature distribution and the
melt flow distribution. With one heat pipe with a performance of 79.9 W the average
temperature drops, but no thermal homogenization is achieved. Instead, the originally
maximum flow at one of the outlets falls below the optimal average flow per outlet, and the
melt flow deviation is overcompensated. Furthermore, the simulations show that both the
average temperatures and the melt throughput deviation can be predicted with the cooling
rates. Since the outlets of a pre-distribution die interact, one heat pipe is not sufficient
to fully homogenise the temperature at each outlet to similar temperatures. Cooling the
melt stream with the highest temperature creates a new maximum temperature and melt
flow at another outlet. This changes as soon as a second heat pipe is integrated to cool
the new maximum melt flow outlet. With heat pipe cooling of −60 K/s and −40 K/s, a
maximum average temperature deviation and melt flow deviation of less than 1% can be
achieved for all outlets. Whether our assumption that two heat pipes are sufficient for
thermal homogenisation and also applies to other process points must be investigated in
further simulation studies. For other process points, at least one heat pipe per outlet could
be required in perspective in order to equalise the temperature at all outlets independently
of the process point. Of course, the heat pipe performances would still have to be adjustable
via cooling and set depending on the process point.

Due to the small number of process points investigated, the observed linear correlation
between the cooling rate and the resulting average temperature and melt flow deviation
should be confirmed by further CFD simulations, but also in practical tests. For future
practical tests, further investigations are necessary to also develop a prediction of the
average temperature and melt flow deviation for systems with more than one heat pipe
per die half. For the practical tests, a 23 pre-distributor will be retrofitted with heat pipes
at the simulated suitable positions. An external air cooling system will be developed to
cool the heat pipes. For this purpose, bent heat pipes will be used coming out of the
side of the die where a pipe system with cool air flow will cool them. One challenge will
be the isolation against die surfaces where cooling through the heat pipes is not desired.
Another limitation is the available space around the pre-distributor in industrial blown
film extrusion lines. In addition, the spiral die also has an influence on the temperature
deviation. Another simulation setup with a spiral die could help to estimate the thermal
influence in the downstream flow channel.
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Abstract: Many theoretical analyses of extrusion ignore the effect of the flight clearance when pre-
dicting the pumping capability of a screw. This might be reasonable for conventional extruder screws
with “normal” clearances but leads to errors when more advanced screw designs are considered. We
present new leakage-flow models that allow the effect of the flight clearance to be included in the
analysis of melt-conveying zones. Rather than directly correcting the drag and pressure flows, we
derived regression models to predict locally the shear-thinning flow through the flight clearance.
Using a hybrid modeling approach that includes analytical, numerical, and data-based modeling
techniques enabled us to construct fast and accurate regressions for calculating flow rate and dissipa-
tion rate in the leakage gap. Using the novel regression models in combination with network theory,
the new approximations consider the effect of the flight clearance in the predictions of pumping
capability, power consumption and temperature development without modifying the equations for
the down-channel flow. Unlike other approaches, our method is not limited to any specific screw
designs or processing conditions.

Keywords: leakage flow; extrusion; modeling and simulation; polymer processing

1. Introduction

Plasticating extruders abound in the polymer industry. Due to their great versatil-
ity, they are used in many polymer-shaping operations, producing semi-finished plastic
products such as films, pipes, profiles, sheets, and fibers. In addition, they are frequently
found in compounding and recycling operations. Although plasticating extruders come
in various designs, the elementary processing steps are generally the same: (i) transport
and (ii) melting of particulate solids, followed by (iii) mixing and (iv) pumping of the
polymer melt.

Numerous theoretical studies have modeled the extrusion process to increase the
understanding of the transport mechanisms governing physical operation. The funda-
mentals of extrusion modeling were summarized in various books: Tadmor and Klein [1],
White and Potente [2], Tadmor and Gogos [3], Campbell and Spalding [4], Rauwendaal [5],
Agassant et al. [6], and others. Recently, Wilczyński et al. [7] presented a thorough review
of global extrusion modeling.

The assessment of leakage flow and its prediction has been of interest since the earliest
theories for the metering zone. Over the past decades, many analyses have modeled
polymer-melt flows in single-screw extruders. Most of these, however, ignored the effect of
flight clearance.

1.1. Analysis of Flow in Metering Channels

Early theoretical analyses that investigated melt conveying in single-screw extrud-
ers dealt with one- and two-dimensional flows of temperature-independent Newtonian
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fluids. These problems have exact analytical solutions for the drag and pressure flows in
the cross- and down-channel directions, respectively. The first model of screw viscosity
pumps was published anonymously [8] and later extended by Rowell and Finlayson [9].
Similarly, Carley et al. [10] proposed a simplified flow theory for screw extruders. Mohr
et al. [11,12] investigated the characteristics of the transverse flow in the screw channel.
Both the complexity and the accuracy of the analysis increase when the non-Newtonian
flow behavior of polymer melts is included. It is well known that polymer melts are
shear-thinning fluids whose viscosity decreases with increasing shear rate. Pseudo-plastic
behavior complicates the mathematical model such that the governing flow equations
must be solved numerically, and exact closed-form analytical solutions are no longer pos-
sible. The viscosity being dependent on the shear rate, the drag and pressure flows are
coupled. For multidimensional flows, complexity is increased further by the combined
effect of shear in the down- and cross-channel directions. To gain insights into how a
material’s shear-thinning nature affects melt conveying in single-screw extruders, several
authors presented numerical solutions for one- and two-dimensional flows of power-law
fluids in metering channels. Rotem and Shinnar [13] obtained numerical results for a
one-dimensional flow under isothermal conditions. Including the effect of transverse flow,
Griffith [14], Zamodits and Pearson [15], and Karwe and Jaluria [16] presented numerical
solutions for shear-thinning flows in infinitely-wide screw channels.

With the development of more advanced computers, a trend emerged towards a
numerical analysis of three-dimensional flows in metering channels. Including non-
Newtonian and non-isothermal effects, a number of studies provided detailed insights into
the recirculating extruder channel flow. Spalding et al. [17] applied the finite-element
method to examine the flow in a helical metering section. Ghoreishy et al. [18] pre-
sented a non-isothermal analysis of elastomer melt flow in unwound screw channels.
Polychronopoulos and Vlachopoulos [19] analyzed the development of Moffat Eddies
in the flight root corners of the screw channel. Vachagina et al. [20] investigated the
non-isothermal conveying behavior of a Giesekus fluid in a helical screw section.

To avoid numerical procedures, various approximate solutions for shear-thinning
flows were developed. Booy [21] employed the classical Newtonian pumping model
to derive effective viscosity values and approximate shear-thinning flow behavior. Rau-
wendaal [22] proposed correction factors to the drag- and pressure flows in the tra-ditional
model to include the shear-rate-dependent flow behavior of polymer melts. Similarly,
Spalding et al. [23] introduced a correction factor for the drag flow.

Rather than presenting corrections to the traditional Newtonian theory, we pro-posed
an alternative approach for power-law fluids. Using a hybrid modeling approach that
combines analytical, numerical, and data-based modeling techniques, we approximated
a large number of numerical solutions of scaled flow equations obtained for two- and
three-dimensional formulations. Assuming two-dimensional flows of power-law fluids
in infinitely-wide screw channels, Pachner et al. [24] and Roland et al. [25,26] proposed
regression models for the prediction of throughput and viscous dissipation. To include the
influence of the flight flanks, we [27–30] extended the theories to three-dimensional flows.
These widely applicable models increase prediction accuracy by including the combined
effects of shear-thinning flow behavior, transverse flow, and screw flights.

1.2. Analysis of Leakage Flow

The influence of leakage flow on the pumping capability of extruder screws has been
investigated since the earliest theories for the metering zone. Rowell and Finlayson [9]
approximated the annular clearance between flight land and barrel surface by two parallel
plates and assumed the leakage flow to be a pressure flow through an infinitely wide slit.
Gore and McKelvey [31] extended the analysis by adding the effect of flight clearance on the
drag flow. Mohr and Mallouk [12] presented a more sophisticated theory by considering the
pressure flow caused by the cross-channel pressure gradient in the screw channel and the
effect of flight clearance on the drag flow. A detailed review of the early Newtonian theories
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was provided by Tadmor and Klein [1]. For extruder screws with “normal” clearances, the
velocity profile in the flight clearance was shown to be determined mainly by the drag-flow
component and influenced only marginally by the transverse pressure gradient.

Taking the shear-thinning flow behavior of polymer melts into account, Rauwendaal
and Housz [32] used a numerical approach to readdress the flow characteristics in the flight
clearance. For large flight clearances and small power-law indices, a significant influence
of the transverse pressure flow was identified. Further, the total power consumption
of the screw was shown to be affected considerably by the power consumption in the
clearance. To account for the effect of leakage on throughput, corrections were made to (i)
the transverse flow in the screw channel and (ii) the net flow rate. Focusing on pressure-
generating metering zones, their analysis omitted overridden functional zones that are
subject to a negative axial pressure gradient.

Including non-isothermal effects, Meyer et al. [33] numerically evaluated the tem-
perature development in the flight clearance. Taking a pure drag flow into account, the
results indicated that the thermal development length is generally smaller than the avail-
able gap length. When predicting the velocity and temperature distribution at the exit
of the flight clearance, the flow can therefore be considered fully developed. To inves-
tigate the effect of leakage flow on the temperature distribution in the screw channel,
Pittman and Rashid [34] and Rauwendaal [35] carried out numerical analyses of two- and
three-dimensional power-law-model-based flows.

1.3. Research Approach

This work presents a new modeling approach to including leakage effects in the
analysis of melt-conveying zones. Rather than directly correcting the drag and pressure
flows, we developed new analytical regressions to predict the flow rate and dissipation
locally in the leakage gap. In the construction of the leakage-flow models, particular
attention was paid to their usability in our screw-simulation routine for predicting the
conveying behavior of melt-conveying zones. For detailed information, the reader is
referred to the following articles and PhD-theses: Aigner [36], Marschik et al. [37–39],
Roland et al. [40], and Luger [41].

The main idea of the simulation approach is based on network theory: To reduce
the complexity of the flow situation, the screw channel is subdivided into very small
interconnected segments of constant cross-section and physical parameters. These sections
are represented by network elements that consist of a source and a resistance connected in
parallel. Using melt-conveying models from the literature, the network elements describe
the flow locally in the screw channel. Analogously to electrical circuits, the network
elements are connected via nodal points to form an equivalent flow network, whose flow
rates and pressure differences are evaluated by means of nodal analysis. In contrast to time-
consuming numerical simulations based on computational fluid dynamics, the method
iteratively solves a linearized set of network equations and is therefore significantly faster.

To illustrate the objective of this research, Figure 1 shows a flow network of a con-
ventional metering zone, which consists of down- and cross-channel elements. Due to the
changes in channel depth in the transverse direction, the latter is initialized with three
network elements in series: (a) one from the channel center to the pushing flight, (b) one
over the flight clearance, and (c) one from the trailing flight to the channel center one turn
behind. The extrusion literature provides numerous theories for predicting the character-
istics of the down-channel flow. Accurate models for the analysis of leakage effects, in
contrast, remain elusive.

A flow chart of our work is given in Figure 2. First, we described mathematically the
flow under consideration, converted the model into a dimensionless form, and carried
out a detailed analysis of the governing equations. The dimensionless model was then
solved numerically to evaluate flow rate and dissipation for a large number of physically
independent setups. To remove the need for numerical methods, we derived approximate
equations for flow rate and dissipation, using symbolic regression based on genetic pro-
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gramming. The structure of the regression models and their parameters were optimized
iteratively until we obtained satisfying prediction accuracies. The new regressions were
designed to be able to describe the properties of the network elements positioned in the
flight gap.

Figure 1. The development of leakage-flow models to predict flow rate and dissipation in the leakage gap of a discretized
screw channel.

Figure 2. Schematic work-flow chart of the hybrid modeling approach, including analytical, numeri-
cal, and data-based modeling.
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2. Model Development

We used a hybrid modeling approach to derive approximate equations for the flow
rate and the dissipation in the flight clearance. The method incorporates (i) analytical, (ii)
numerical, and (iii) data-based modeling techniques. A detailed description of the main
characteristics of our hybrid modeling approach was provided in [42].

2.1. Analytical Modeling
2.1.1. Problem Definition

We applied the flat-channel approximation to simplify the helical reference frame of
the screw. The screw channel is unwound and considered as a rectangular flow channel
covered by an infinite flat plate. The top view of the unwound screw channel is shown
in Figure 3. The simplified channel representation is based on a Cartesian coordinate
system: x is the cross-channel direction and z the down-channel direction. Avoiding
cylindrical coordinates, the effect of channel curvature is ignored. The validity of the
flat-plate model was discussed critically by Sun and Rauwendaal [43] and Roland et al. [44]
for Newtonian and non-Newtonian polymer melts, respectively. Both studies confirmed
the correctness of the approximation for small channel-depth-to-diameter ratios. This
geometrical precondition is particularly fulfilled in the flight clearance. For conventional
extruder screws with standard clearances, the ratio is typically in the range of δ/Db = 0.001.
As a result, the error introduced by unwinding the screw channel at the radial position of
the barrel is small. The influence of channel curvature can hence be ignored. The following
parameters were used to describe the geometry of the screw: Db is the screw diameter, t
the screw pitch, e the flight width, w the channel width, and ϕb the pitch angle.

Figure 3. The top view of the unwound screw channel.

Drawing on the traditional pumping model, we reversed the kinematics of the process;
that is, the screw is stationary, and the barrel moves at circumferential speed vb:

vb = Db π N, (1)

where N is the screw speed. The barrel velocity can be decomposed into a cross- and a
down-channel component, vb,x and vb,z:

vb,x = vb sin(ϕb); vb,z = vb cos(ϕb); (2)

tan(ϕb) =
t

Db π
. (3)
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Unlike previous studies that investigated the effect of the flight clearance [9,12,31,32],
we locally analyzed the flow between flight land and barrel surface. Figure 4 illustrates the
flat-plate model of the screw channel and the flight clearance.

Figure 4. Flat-plate approximation of the unwound screw channel (a) and the flight clearance (b). In the representation of
the flight clearance, the flow channel was rotated clockwise by 90◦: x is the direction across and z the direction along the
clearance.

The space through which the leakage flow occurs can be considered infinitely wide,
resulting in a two-dimensional flow. Note that the coordinate system is the same in both
cases. For convenience, however, the flow channel of the flight clearance was rotated
clockwise by 90◦: (i) x is the direction across the clearance, and (ii) z is the direction along
the clearance. The channel gap between barrel surface and flight land is given by the
clearance δ.

2.1.2. Governing Equations

In the first step, we derived the governing equations to mathematically describe the
flow through the flight clearance. To this end, we made the following assumptions: (i) the
flow is independent of time, fully developed, and isothermal, (ii) the fluid is incompressible
and wall-adhering, and (iii) gravitational forces are ignored. A detailed discussion on the
validity of these commonly-applied assumptions was provided by Tadmor and Klein [1].
The velocity field was reduced to a two-dimensional flow:

v =




vx(y)
0

vz(y)


. (4)

Assuming a fully developed flow, the velocity components are functions of the channel-
height coordinate y only; that is, the two-dimensional formulation is not capable of pre-
dicting any flow rate variations in the x- and z-directions. Meyer et al. [33] confirmed
the validity of the assumption for both Newtonian and power-law fluids. Due to the low
velocities and high viscosities of extruder flows, the Reynolds number is usually small
(Re�1), and the flow can be considered laminar [28,30]. Viscous forces being dominant
over inertial forces, we reduced the problem to Stokes flow. By omitting time derivates, we
ended up with the following simplified momentum equations:

∂p
∂x

=
∂τyx

∂y
. (5)

∂p
∂z

=
∂τyz

∂y
. (6)
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In our isothermal theory, the momentum equations are uncoupled from the energy
equation, which allowed us to evaluate viscous dissipation from the velocity field subject
to the following boundary conditions:

vx(y = 0) = 0. vx(y = δ) = vb,x. (7)

vz(y = 0) = 0. vz(y = δ) = vb,z. (8)

The rheological behavior of the polymer melt was expressed by a nonlinear constitu-
tive equation that relates the stress tensor τ to the rate-of-deformation tensor D, which is
given by the symmetric part of the velocity-gradient tensor L:

τ = 2 η D. (9)

D =
1
2

(
L + LT

)
. L = ∇v. (10)

For most polymer melts, the viscosity is strongly dependent on the velocity gradients
in the flow field, rendering them shear thinning. To describe the shear-rate dependency
of the viscosity, we applied a power-law model, where K is the consistency and n the
power-law index. The magnitude of shear rate

∣∣ .
γ
∣∣ is related to the second invariant of the

rate-of-deformation tensor:
η = K

∣∣ .
γ
∣∣n−1. (11)

∣∣ .
γ
∣∣ =

√
2(D : D) =

[(
∂vx

∂y

)2
+

(
∂vz

∂y

)2
] 1

2

. (12)

With these definitions, the shear stresses were obtained from:

τyx = η
∂vx

∂y
= K

[(
∂vx

∂y

)2
+

(
∂vz

∂y

)2
] n−1

2
∂vx

∂y
. (13)

τyz = η
∂vz

∂y
= K

[(
∂vx

∂y

)2
+

(
∂vz

∂y

)2
] n−1

2
∂vz

∂y
. (14)

Finally, the momentum equations were rewritten as:

∂p
∂x

=
∂

∂y



K

[(
∂vx

∂y

)2
+

(
∂vz

∂y

)2
] n−1

2
∂vx

∂y



. (15)

∂p
∂z

=
∂

∂y



K

[(
∂vx

∂y

)2
+

(
∂vz

∂y

)2
] n−1

2
∂vz

∂y



. (16)

These coupled nonlinear partial differential equations are the governing equations
of our model. In combination with the boundary conditions in Equations (7) and (8), the
equation system describes the velocity field of the two-dimensional flow. Since, generally,
valid closed-form analytical solutions are unknown, the shooting method was used to
calculate the velocity field and the volume flow rate

.
V per unit width and total viscous

dissipation per unit area (
.
qdiss = τ : L):

.
V =

δ∫

0

vx(y)dy. (17)
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.
qdiss = η

[(
∂vx

∂y

)2
+

(
∂vz

∂y

)2
]

. (18)

.
Qdiss =

δ∫

0

.
qdiss(y)dy. (19)

2.1.3. Theory of Similarity

Before the flow equations were solved numerically, the model was converted into
a dimensionless form, using the theory of similarity, for the following reasons [26–30]:
(i) Two systems described by the same dimensionless quantities are similar; (ii) varying
any one of the independent input parameters changes the physical conditions of the flow;
(iii) solutions obtained for a specific set of dimensionless input parameters apply to all
dimensional variations that yield the same dimensionless input parameters.

We introduced the following dimensionless spatial coordinate and fluid velocities:

ξ =
y
δ

. vx =
vx

vb,x
vz =

vz

vb,x
. (20)

These definitions were used to derive dimensionless parameters for shear rate and
viscosity in the flight clearance:

η∗δ =
η δn−1

K vn−1
b,x

=
∣∣∣ .
γ
∗∣∣∣

n−1

δ
=

[(
∂vx

∂ξ

)2
+

(
∂vz

∂ξ

)2
] n−1

2

. (21)

Similarly, the momentum equations were transformed into dimensionless form:

6 Πδ
p,x =

∂

∂ξ





[(
∂vx

∂ξ

)2
+

(
∂vz

∂ξ

)2
] n−1

2
∂vx

∂ξ



; (22)

6 Πδ
p,z =

∂

∂ξ





[(
∂vx

∂ξ

)2
+

(
∂vz

∂ξ

)2
] n−1

2
∂vz

∂ξ



, (23)

where the parameters Πδ
p,x and Πδ

p,z are dimensionless pressure gradients:

Πδ
p,i =

∂p
∂i δn+1

6 K vn
b,x

, i = x, z. (24)

In addition, the boundary conditions were rewritten to:

vx(ξ = 0) = 0. vx(ξ = 1) = 1. (25)

vz(ξ = 0) = 0. vz(ξ = 1) = tan(90◦ − ϕb). (26)

Solving the dimensionless momentum Equations (22) and (23) in combination with
the boundary conditions (25) and (26) required an additional mathematical constraint to
be defined. Previous theories that modeled two-dimensional flows of polymer melts in
infinitely wide screw channels considered the cross-channel net flow to be zero [22,26].
Physically, this means that leakage flow across the screw flights was ignored. Since this
assumption is not reasonable in the analysis presented here, we instead assumed the
pressure gradient in the z-direction to be zero. In our local formulation, this implies that
the corresponding flow component is governed exclusively by the rotation of the screw:

∂p
∂z

= 0 → Πδ
p,z = 0. (27)
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Our assumption is based on the results of a similar study [26], in which the authors
examined the flow of polymer melts in infinitely wide screw channels. For a variety
of screw designs and processing conditions, the dimensionless down-channel pressure
gradient along the screw channel Πp,z was shown to be within the range of (−1.0; 1.0).
Rather than using the channel depth h, our theory requires the flight clearance δ to be
predefined for the calculation of the dimensionless pressure gradient in the z-direction.
Since the latter is significantly smaller, the dimensionless down-channel pressure gradient
along the flight clearance Πδ

p,z converges to zero.
A comparison of typical parameter values of Πp,z and Πδ

p,z is given in Table 1. The
results indicate the different orders of magnitude of the parameters.

Table 1. Dimensionless pressure gradients in the screw channel Πp,z and in the flight clearance Πδ
p,z.

Parameter Unit Screw Channel Flight Clearance

K Pasn 1000 1000
n - 0.3 0.3
D mm 45 45
N rpm 100 100

h or δ mm 3.5 0.075
∂p/∂z Pa/m 50·105 50·105

Πδ
p,z or Πδ

p,z - 0.82 0.006

Finally, we derived dimensionless parameters for the volume flow rate Πδ
V and the

total viscous dissipation Πδ
Q:

Πδ
V =

2
.

V
δ vb,x

= 2
1∫

0

vx(ξ) dξ. (28)

Πδ
Q =

.
Qdiss δn

K vn+1
b,x

=

1∫

0

[(
∂vx

∂ξ

)2
+

(
∂vz

∂ξ

)2
] n+1

2

dξ. (29)

Our dimensionless model has three independent input parameters that completely
describe the physics of the flow: (i) the screw-pitch ratio t/Db, indicated by tan(ϕb), (ii) the
power-law index n, and (iii) a dimensionless pressure gradient across the flight clearance
Πδ

p,x. The first is part of the boundary conditions (25), while the second and third are
included in the momentum Equations (22) and (23).

2.1.4. Set-Up of Parametric Study

We created four sets of physically independent design points by varying the input
parameters t/Db, n, and Πδ

p,x (Tables 2–4). For all sets, the screw-pitch ratio and the power-
law index were varied within the ranges (0.5–2.47) and (0.2–1.0), respectively. These ranges
include almost all extruder screws and polymer melts in industrial use. The variation of the
dimensionless pressure gradient across the flight clearance Πδ

p,x was adjusted case by case.
To determine the industrially relevant parameter ranges, we carried out screw calculations
for various types of extruder screws, using our network-based routine [1–40].

Table 2. The ranges of variation for t/Db, n, and Πδ
p,x for Data Set 1.

Variable Min Max Delta

t/Db 0.50 2.47 variable
n 0.2 1.0 0.1

Πδ
p,x -1.0 1.0 0.1
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Table 3. The ranges of variation for t/Db and n for Data Sets 2 to 4.

Variable Min Max Delta

t/Db 0.50 2.47 variable
n 0.2 1.0 0.1

Table 4. The ranges of variation for Πδ
p,x for Data Sets 2 to 4.

n
Data Set 2 Data Set 3 Data Set 4

Min Max Delta Min Max Delta Min Max Delta

1.0 −2000 2000 200 −40 40 4 −20 20 2
0.9 −2000 2000 200 −20 20 2 −10 10 1
0.8 −1000 1000 100 −20 20 2 −10 10 1
0.7 −400 400 40 −20 20 2 −10 10 1
0.6 −200 200 20 −10 10 1 −5 5 0.5
0.5 −80 80 8 −10 10 1 −5 5 0.5
0.4 −32 32 3.2 −5 5 0.5 −3 3 0.3
0.3 −12.8 12.8 1.28 −3 3 0.3 - - -
0.2 −6.4 6.4 0.64 - - - - - -

For conventional extruder screws with normal clearances (δ ≈ 0.001 Db), the dimen-
sionless pressure gradient is relatively small. Its magnitude, however, increases if the
extruder screw is constructed with an undercut flight. This situation can be found, for
example, in barrier screws. High dimensionless pressure gradients arise in the context of
high-performance screws, such as energy-transfer screws, in which screw flights are, by de-
sign, undercut to promote cross-channel mixing. In addition, the direction of leakage flow
depends on the conveying characteristics of the screw. For pressure-generating functional
zones, leakage flow typically reduces the throughput. For strongly overridden functional
zones, in contrast, polymer melt passing through the clearance is forced towards the screw
tip to increase the net flow rate of the processing machine. This effect can be increased if
the flight clearance is undercut.

For Data Set 1, the dimensionless pressure gradient was varied within the range
(−1.0; 1.0). Since pressure development also depends on the shear-thinning nature of the
polymer melt, the minima, maxima, and increments for Data Sets 2–4 were based on the
power-law index. In total, we created 11,781 design points. Finally, Data Sets 1–4 were
merged, and design points with multiple occurrences were deleted, which yielded 9231
physically independent setups.

2.2. Numerical Modeling
2.2.1. Numerical Solution Procedure

In the next step, we numerically evaluated the target variables (dimensionless volume
flow rate Πδ

V and dimensionless dissipation Πδ
Q) of our model for all 9,231 physically

independent setups, using the shooting method. To this end, we calculated the velocity
field in the flight clearance by solving the governing equations of our dimensionless
model. A detailed description of the numerical solution procedure was given in [26].
Transforming the boundary value into an initial-value problem, we derived explicit forms
of the dimensionless momentum equations:

∂vx

∂ξ
=

1
η∗δ

(
6 Πδ

p,xξ + C1

)
; (30)

∂vz

∂ξ
=

C2

η∗δ
, (31)
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where the dimensionless viscosity was rewritten as:

η∗δ =

[(
6 Πδ

p,xξ + C1

)2
+ C2

2

] n−1
2n

. (32)

The initial estimates of the integration constants C1 and C2 were taken from the Newtonian
solution. Applying the Simpsons rule yielded the following equations for the velocity
profiles:

vx(ξ) = vx(ξ = 0)︸ ︷︷ ︸
0

+

1∫

0

∂vx

∂ξ
dξ. (33)

vz(ξ) = vz(ξ = 0)︸ ︷︷ ︸
0

+

1∫

0

∂vz

∂ξ
dξ. (34)

To iteratively solve the unknowns, we used a Newton-Raphson scheme:

xn+1 = xn − J(xn)
−1[f(xn)− f(x)], (35)

where x is the vector of unknowns, J the Jacobian matrix, and f is the vector of boundary
conditions:

(
C1,n+1
C2,n+1

)
=

(
C1,n
C2,n

)
−
( ∂vx,1

∂C1

∂vx,1
∂C2

∂vz,1
∂C1

∂vz,1
∂C2

)−1[(
vx,1,n
vz,1,n

)
−
(

tan(ϕb)
1

)]
. (36)

The velocity boundary conditions at the barrel surface will not be met unless the initial
values are perfect. The converged solutions for the velocity profiles were then used to
determine the dimensionless target variables Πδ

V and Πδ
Q.

For all calculations, the dimensionless channel height was divided into 1000 equidis-
tant segments. A solution was considered converged if the difference in dimensionless
volume flow rate Πδ

V between two iterations was smaller than 10-8. Previous analyses have
shown that these settings are sufficient to obtain mesh-independent results for our target
variables [26].

2.2.2. Numerical Results

Our parametric design study encompassing 9,231 independent setups provided nu-
merical solutions for the dimensionless volume flow rate Πδ

V and the dissipation Πδ
Q in the

flight clearance as functions of the dimensionless input parameters t/Db, n, and Πδ
p,x.

Figure 5 shows the dimensionless volume flow rate as a function of the dimensionless
pressure gradient across the flight clearance for various power-law indices. For all setups,
the curves are symmetrical about the point of pure drag flow (Πδ

p,x = 0); that is, an
equidistant increase in the pressure gradient (positive or negative) affects the magnitude of
the dimensionless volume flow rate equally.

The power-law index is a measure of the shear-thinning behavior of the polymer
melt: the lower the power-law index, the more shear-thinning is the fluid. Assuming a
Newtonian fluid, the widely-known linear behavior is evident: For Πδ

p,x = 0 (pure drag
flow), the curve satisfies Πδ

V = 1, while for Πδ
p,x = 1, the zero-throughput condition is

fulfilled Πδ
V = 0.
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Figure 5. The volume flow rate Πδ
V as a function of pressure gradient Πδ

p,x: Influence of power-law index for t/Db = 0.5 (a)
and t/Db = 1.0 (b).

Generally, the volume flow rates become negative if a critical pressure gradient is
reached. From a mathematical viewpoint, this means that the direction of flow changes
to the negative x-direction. Physically, it implies that the pressure flow caused by the
pressure build-up across the clearance exceeds the drag flow, which yields a negative
net throughput. According to our model definition, this behavior is subject to strongly
overridden melt-conveying zones. Positive flow rates, in contrast, are found in pressure-
generating metering zones, in which the leakage flow reduces the net throughput. With
decreasing power-law index, the critical pressure gradient shifts to lower values.

The curves become increasingly nonlinear and pressure-sensitive with decreasing
power-law index. Two effects are evident: (i) For a given dimensionless volume flow rate,
the more the dimensionless pressure gradient (positive and negative) increases, the less
shear-thinning the fluid. (ii) For highly shear-thinning polymer melts, small variations in
the pressure gradient can lead to pronounced variations in the volume flow rate.

The influence of the screw-pitch ratio on the dimensionless volume flow rate is less
pronounced (Figure 6). For positive pressure gradients, the target variable increases with
increasing screw-pitch ratio, while the opposite behavior is evident for negative pressure
gradients. This effect is caused by the influence of the flow along the flight clearance (in
the z-direction) on the deformation rates, which becomes more pronounced the lower the
screw-pitch ratio.

For markedly positive or negative dimensionless pressure gradients (Figure 6b), the
effect of the screw-pitch ratio decreases significantly since the flow is governed mainly by
the pressure gradient across the flight clearance.

Figure 7 illustrates the influence of the power-law index on the dimensionless dissipa-
tion for a square-pitched screw with t/Db = 1. Viscous dissipation is mainly responsible
for the temperature development in the channel. Due to inner friction, mechanical energy
is converted into heat, causing a rise in melt temperature.
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Figure 6. The volume flow rate Πδ
V as a function of pressure gradient Πδ

p,x: Influence of screw-pitch ratio for n = 0.2. The
scaling of the diagrams was adjusted to better visualize the influence for smaller pressure gradients (a) and larger pressure
gradients (b).

Figure 7. Dimensionless dissipation Πδ
Q as a function of the dimensionless pressure gradient Πδ

p,x (a) and as a function of the

dimensionless volume flow rate Πδ
V. (b) The influence of the power-law index for a square-pitched screw with t/Db = 1.0.

The dimensionless dissipation can be plotted as a function of either the dimensionless
pressure gradient (Figure 7a) or the dimensionless volume flow rate (Figure 7b). For both
representations, the curves are again symmetrical about the point of pure drag flow (Πδ

p,x =

0 or Πδ
V = 1), where the target variable reaches a minimum. In general, the dimensionless

dissipation increases if the pressure flow contributes to the flow characteristics; that is, the
higher the dimensionless pressure gradient, the more pronounced is the frictional heat
generation. Similarly, dissipation becomes highly dependent on the power-law index for
strongly pressure-generating or pressure-consuming flows.

Three effects are observed: (i) For moderate pressure gradients, the more dimen-
sionless dissipation decreases, the more shear-thinning the polymer melt. (ii) For higher
magnitudes, in contrast, the more frictional heat generation decreases, the more Newtonian
the fluid. (iii) For constant dimensionless volume flow rates, viscous heating increases with
the increasing power-law index.

Figure 8 shows the influence of the screw-pitch ratio on the dimensionless dissipa-
tion for a polymer melt with power-law index n = 0.2. For both constant dimensionless
pressure gradients (Figure 8a) and constant dimensionless flow rates (Figure 8b), viscous
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dissipation increases with decreasing screw-pitch ratio. This result is again caused by
the effect of transverse flow in the leakage gap. The influence of the screw-pitch ratio on
dimensionless dissipation vanishes almost completely in strongly pressure-generating and
pressure-consuming flows.

Figure 8. Dimensionless dissipation Πδ
Q as a function of the dimensionless pressure gradient Πδ

p,x (a) and as a function of

the dimensionless volume flow rate Πδ
V. (b) The influence of the screw-pitch ratio for a polymer melt with power-law index

n = 0.2.

To represent the diverse characteristics of the leakage flow, we considered a wide range
of dimensionless pressure gradients. Especially for highly shear-thinning polymer melts
with low power-law indices, our extended dataset caused a significant nonlinear increase in
the target variables, yielding values higher than

∣∣Πδ
V
∣∣ > 105 and

∣∣∣Πδ
Q

∣∣∣ > 106, as illustrated

in Figure 9. Recently, we have shown that the parameters are limited to
∣∣ΠV

∣∣ < 40 and∣∣∣ΠQ

∣∣∣ < 140 when analyzing the flow in metering channels [26]. This comparison illustrates
the increased complexity of the following symbolic regression analysis.

Figure 9. The dimensionless volume flow rate Πδ
V (a) and dimensionless dissipation Πδ

Q (b) as functions of the dimensionless

pressure gradient Πδ
p,x for a square-pitched screw with t/Db = 1.0 and a polymer melt with the power-law index n = 0.2.
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2.3. Data-Based Modeling
2.3.1. Symbolic Regression Analysis

Removing the need for numerical simulations required two analytical regressions that
accurately predict the numerical solutions of our parametric design study. For this reason,
we approximated the numerical solutions of our parametric design study analytically by
using symbolic regression based on genetic programming implemented in the open-source
software HeuristicLab (Hagenberg, Austria) [45]. This data-based modeling approach
searches the space of mathematical expressions to find regressions that relate sets of input
and output data. For detailed information, the reader is referred to [46,47].

To reduce the ranges of our target variables and the nonlinearities in our dataset, we
took advantage of the following phenomenon: For large dimensionless pressure gradients,
our numerical results showed that the influence of the screw-pitch ratio converges to zero,
causing the pressure flow across the flight clearance to dominate the overall flow character-
istics. Ignoring the effect of the flow in the z-direction, we used the following analytical
relationships to approximate the dimensionless volume flow rate and the dissipation [26]:

Πδ
V,app = 1− sign

(
Πδ

p,x

) 3
1
n n

2 n + 1

∣∣∣Πδ
p,x

∣∣∣
1
n . (37)

Πδ
Q,app =

(2n + 1)n

nn

∣∣∣Πδ
V − 1

∣∣∣
(1+n)

. (38)

Considering the flow of a power-law fluid, the first relationship describes the dimen-
sionless volume flow rate as a function of the pressure gradient by a linear superposition
of a one-dimensional drag and pressure flow. The second relationship, in contrast, ap-
proximates the dimensionless dissipation as a function of the volume flow rate by a
one-dimensional pressure flow. These parameters were used to create new target variables
by correcting the numerical results:

∆Πδ
V = Πδ

V −Πδ
V,app. (39)

∆Πδ
Q =

Πδ
Q

Πδ
Q,app + 1

. (40)

Figure 10 illustrates the characteristics of the modified target variables for a square-
pitched screw and various power-law indices. Rather than showing a strong nonlinear
increase for increased dimensionless pressure gradients, both parameters reach a plateau,
thereby decreasing the value range of the target variables. Again, the curves are symmetri-
cal about the point of pure drag flow (Πδ

p,x = 0 or Πδ
V = 1).

In the construction of the regression models, we randomly divided our dataset into
three subsets: (i) a training set, (ii) a test set, and (iii) a validation set, including 4000, 2000,
and 3231 design points, respectively. The first two subsets were employed to develop and
optimize the symbolic regression solutions, while the third subset was used to validate the
models against unseen numerical results not used in model development.

We applied the NSGA-II algorithm [48] to construct two regressions of the form:

∆Πδ
V = f

(
Πδ

p,x, n, t/Db

)
; (41)

∆Πδ
Q = f

(
Πδ

V , n, t/Db

)
. (42)

This multi-objective non-dominant genetic algorithm simultaneously optimizes model
quality and complexity. The latter was adjusted by restricting (a) the model size to a
maximum tree length of 100, and (b) the function set, which defines the functions used to
generate symbolic regression solutions, to (i) constant, (ii) state variable, (iii) addition, (iv)
multiplication and division, and (v) cosine and sine, thus limiting the search space of the
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regression analysis. Model optimization was driven by a constant optimization evaluator,
which calculates Pearson R2 of a symbolic regression solution and optimizes the constants
used:

R2 = 1− ∑n
i=1(yi − ŷi)

2

∑n
i=1(yi − y)2 , (43)

where yi and ŷi are the numerical and approximated results, respectively, and y is the mean
of the numerical solutions.

Figure 10. The corrected dimensionless volume flow rate ∆Πδ
V (a) and corrected dimensionless dissipation ∆Πδ

Q (b) as

functions of the dimensionless volume flow rate Πδ
V for a square-pitched screw with t/Db = 1.0 and a polymer melt with

power-law index n = 0.2.

For each model, we first performed 20 runs to generate a set of symbolic regression so-
lutions, using the training and test data and then selected the most accurate approximation.
To evaluate model quality, we carried out an error analysis for all subsets.

2.3.2. Symbolic Regression Results

Our hybrid modeling approach provided two analytical regression for the corrected
dimensionless volume flow rate ∆Πδ

V and the corrected dimensionless dissipation ∆Πδ
Q:

∆Πδ
V

(
Πδ

p,x, n, t/Db

)
= a00 +

A1 + A2 A3

A4 + A5 + A6
; (44)

∆Πδ
Q

(
Πδ

V , n, t/Db

)
= b00 +

B1 +
B2
B3

+ B4

B5 + B6
, (45)

where A1–A6 and B1–B6 are the subfunctions, which contain 25 (a00–a24) and 31 (b00–b30)
coefficients, respectively. The subfunctions and their coefficients are given in the Ap-
pendix A. Note that the regressions predict the corrected target variables, while the actual
parameters result from:

Πδ
V = ∆Πδ

V + Πδ
V,app. Πδ

Q = ∆Πδ
Q

(
Πδ

Q,app + 1
)

. (46)

Avoiding complex nested analytical functions, the models include only basic arith-
metic operations and analytical functions. Due to their relatively simple mathematical
structure, the approximations allow fast computation of the target variables without the
need for further numerical simulations.

To evaluate the accuracy of the regression solutions, we carried out an error analysis
for all subsets, including 9,231 design points in total. For this reason, we determined the
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mean absolute error (AEmean), the maximum absolute error (AEmax), and the coefficient of
determination (R2). The accuracy of the dissipation model was additionally investigated
by comparing the mean relative error (REmean) and the maximum relative error (REmax):

AEmean =
1
N

n

∑
i=1
|yi − ŷi|. AEmax = max (|yi − ŷi|). (47)

REmean =
1
N

n

∑
i=1

|yi − ŷi|
yi

. REmax = max
( |yi − ŷi|

yi

)
. (48)

Overviews of the results of the error measures are given in Tables 5 and 6. Both models
achieved a coefficient of determination R2 > 0.999 for all subsets, which indicates excellent
accuracy of the approximations. Since the results of the error measures of all subsets fall
within a similar range, we conclude that overfitting was avoided. The low mean absolute
and mean relative errors confirm the validity of the new models over the entire range
of input parameters. Note that the design points of the validation set were not used for
model development and therefore enabled an unbiased estimation of model quality. To
demonstrate the performance of the regression models on the original numerical data,
including 9231 design points, Table 7 shows the error measures of the final models in
Equation (46). As the corrected target variables were constructed by using addition and
multiplication, the models for the flow rate and dissipation exhibit the same absolute
and relative errors, respectively. Comparisons of numerical and approximated results
are illustrated in Figures 11 and 12 for various setups. The points indicate numerical
results, and the continuous lines approximated solutions. Further, Figures 13 and 14 show
a normalized representation of all design points in the form of scatter plots that compare
numerical and approximated results for all subsets. Removing the need for numerical
simulations, the new leakage-flow models can be used to include the effect of the flight
clearance in the analysis of melt-conveying zones.

Table 5. The error measures of ∆Πδ
V = f

(
t/Db, n, Πδ

p,x

)
.

Quality
Measure Unit Training Set Test Set Validation Set

R2 - 0.99985 0.99983 0.99986
AEmean - 0.00536 0.00543 0.00545
AEmax - 0.04511 0.06068 0.06735

Table 6. The error measures of ∆Πδ
Q = f

(
t/Db, n, Πδ

V

)
.

Quality
Measure Unit Training Set Test Set Validation Set

R2 - 0.99999 0.99999 0.99999
AEmean - 0.00638 0.00698 0.00634
AEmax - 00.15041 0.17306 0.20197
REmean % 0.31 0.33 0.3
REmax % 6.65 6.29 6.64

Table 7. The error measures of Πδ
V = f

(
t/Db, n, Πδ

p,x

)
and Πδ

Q = f
(

t/Db, n, Πδ
p,x

)
.

Quality Measure Unit Πδ
V Πδ

Q

R2 - 0.99985 0.99999
AEmean - 0.00513 1047.77
AEmax - 0.06735 30270.9
REmean % - 0.31
REmax % - 6.64
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Figure 11. A comparison of approximated results obtained from ∆Πδ
V = f

(
t/Db, n, Πδ

p,x

)
and numerical solutions

for t/Db = 0.50 (a) and t/Db = 1.23 (b). The points indicate numerical results, and the continuous lines approximated
solutions.

Figure 12. A comparison of approximated results obtained from ∆Πδ
Q = f

(
t/Db, n, Πδ

V

)
and numerical solutions for

t/Db = 0.50 (a) and t/Db = 1.23 (b). The points indicate numerical results, and the continuous lines approximated
solutions.

348



Polymers 2021, 13, 1919

Figure 13. A scatter plot of ∆Πδ
V = f

(
t/Db, n, Πδ

p,x

)
: training and test set (a) and validation set (b). The dashed lines

indicate an absolute error of 0.07.

Figure 14. A scatter plot of ∆Πδ
Q = f

(
t/Db, n, Πδ

V

)
: training and test set (a) and validation set (b). The dashed lines

indicate a relative error of 10%.

3. Conclusions

We have proposed novel analytical regression models for predicting the volume flow
rate and the viscous dissipation rate in the flight clearance of single-screw extruders. Unlike
theories that correct the drag and pressure flows in the traditional pumping model, these
approximations were designed to locally evaluate the characteristics of the leakage flow.
Using a local reference system of the flight clearance allowed us to relax a variety of
modeling assumptions and, therefore, to increase the accuracy of the models.

The approach presented here combines analytical, numerical, and data-based model-
ing techniques. The governing flow equations were rewritten in a dimensionless form by
applying the theory of similarity. Three physically independent dimensionless input pa-
rameters of the flow were identified: (i) the screw-pitch ratio t/Db, (ii) the power-law index
n, and (iii) a dimensionless pressure gradient across the flight clearance Πδ

p,x. These di-
mensionless parameters were varied to create 9,231 physically independent setups, whose
volume flow rates and dissipations were evaluated numerically with the shooting method.
The numerical solutions of the design study were then approximated by means of symbolic
regression based on genetic programming. The hybrid modeling approach yielded two
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analytical relationships for volume flow rate and dissipation, the accuracy of which we
have demonstrated in an error analysis, yielding a Pearson R2 > 0.999 for both models.
The first model showed a maximum absolute error of AEmax = 0.06735, while the second
model produces a maximum relative error of REmax = 6.64%.

A novel feature of our theory is the flat-plate representation of the flight clearance.
This local reference system gives rise to a two-dimensional flow in which the drag- and
pressure flows in the cross- and down-channel directions are coupled due to the shear-
rate-dependent viscosity of the power-law fluid. To be able to solve the governing flow
equations, we introduced a mathematical constraint by omitting the pressure gradient
along the flight clearance (in the z-direction). From a physical viewpoint, this means that
the corresponding flow component is governed exclusively by the rotation of the screw.
This assumption was shown to be valid if the flight clearance is significantly smaller than
the channel depth (δ/h� 1).

To extend the applicability of the new leakage-flow models to a variety of screw
designs and processing conditions in industrial use, our approach considered a significant
range of dimensionless pressure gradients. Preliminary analyses indicated that these
parameter ranges cover several orders of magnitude, depending on the depth of the
leakage gap. Low values were observed for conventional screw designs with standard
clearances (δ ≈ 0.001 Db), while high values were detected for high-performance screws
with pronounced undercut distances between main and secondary flight (e.g., wave-
dispersion screws). In addition, the calculations illustrated that the direction of leakage flow
is governed mainly by the conveying characteristics of the extruder screw. For pressure-
generating melt-conveying zones, leakage flow reduces the net flow of the processing
machine. For strongly overridden functional zones, in contrast, leakage flow increases the
net flow.

Since the diverse characteristics of the leakage flow were considered in the construction
of the design points, the numerical results of our parametric study extend over several
orders of magnitude. To decrease the parameter ranges for the symbolic regression analyses,
two modified target variables were constructed by assuming that, for large dimensionless
pressure gradients, the flow can be approximated mathematically by linear superposition
of one-dimensional drag and pressure flows. The corrected parameters were designed to
reach a plateau for increased dimensionless pressure gradients, thereby decreasing the
nonlinearities in the dataset.

The novel leakage-flow models will be implemented in our screw-simulation routine
based on network theory (presented in [1–40]). The aim is to accurately describe the
properties of the network elements positioned in the leakage gap to include the effect of the
flight clearance in the prediction of pumping capability and power consumption. Using the
new leakage-flow models in the network calculation, the modeling approach is no longer
limited to any specific geometrical design and allows fast and accurate analysis of various
types of extruder screws, including both conventional and high-performance screws.
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Appendix A

Appendix A.1. Subfunctions of Equations (44) and (45)

(
t

Db

)

e f f
= π tan

(
90− arctan

(
t

Dbπ

))
(A1)

A1 = a01 Πδ
p,x

(
t

Db

)

e f f
(A2)

A2 = a02 (a03 + n) (a04 + n) Πδ
p,x

(
a05 + (a06 + n) Πδ

p,x
2 + (a07 + a08 n)

(
t

Db

)

e f f

)
. (A3)

A3 = n +
(

a09 + a10 Πδ
p,x

2
)( t

Db

)

e f f
. (A4)

A4 = a11 + a12 Πδ
p,x

2. (A5)

A5 = a13

(
a14 + Πδ

p,x
2 + a15

(
t

Db

)

e f f

)(
a16 Πδ

p,x
2 + Πδ

p,x
4 + a17

(
t

Db

)

e f f

)
. (A6)

A6 = a18 n3

(
a19 + n + a20

(
t

Db

)

e f f

)
+ a21 n2 (a22 + n)

(
Πδ

p,x
2 + a23

(
t

Db

)

e f f

)(
Πδ

p,x
2 + a24

(
t

Db

)

e f f

)
. (A7)

B1 = b01 + b02 n + b03

(
t

Db

)

e f f
+ b04 n

(
t

Db

)

e f f
+ n

(
t

Db

)

e f f

(
b05n + b06

(
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Db
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)
+ b07

(
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Db
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B2 = b08 + b09 Πδ
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(
t

Db
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e f f

(
b10 + b11 n3

)
+

(
t

Db

)2

e f f

(
b12 + b13 n2

)
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B3 = b14 + b15 n + b16 Πδ
V + b17

(
Πδ

V

)2
+

1

b18 + b19
(
Πδ

V
)2 + b20

(
t

Db

)

e f f
. (A10)

B4 = b21 sin
(

b22 Πδ
V

)
. (A11)

B5 = b23 + b24 Πδ
V + b25

(
Πδ

V

)2
+ b26

(
t

Db

)

e f f
. (A12)

B6 = n

(
b27 +

b28

b29 −
(
Πδ

V
)2 + b30

(
t

Db

)

e f f

)
. (A13)
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A.2. Model Coefficients

Table A1. Model coefficients.

a00 0.0000413479 b00 0.998487

a01 −2.97497 b01 −11.4595
a02 390.644 b02 9.75142
a03 −1.00056 b03 1.69836
a04 −0.121986 b04 −0.775636
a05 −0.394801 b05 −0.533892
a06 −0.317506 b06 0.1505
a07 −0.093065 b07 0.063818
a08 0.762303 b08 0.910203
a09 0.11879 b09 −0.148087
a10 0.121586 b10 0.169683
a11 4.04094 b11 −0.471171
a12 11.6959 b12 0.015469
a13 89.2206 b13 0.30448
a14 −0.147822 b14 1.74533
a15 0.0113796 b15 0.343839
a16 −0.0381859 b16 −3.1969
a17 0.0171605 b17 1.597370
a18 791.442 b18 −67815.8
a19 −1.01937 b19 67789.9
a20 0.209565 b20 0.00156
a21 4118.38 b21 1.01936
a22 −0.26066 b22 1.45018
a23 0.00593881 b23 17.2059
a24 0.26419 b24 −13.3529

b25 6.68431
b26 0.35355
b27 −2.15945
b28 −0.00005
b29 0.99991
b30 −0.368
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Table A2. Nomenclature.

aij
coefficients of

regression model
.

V volume flow rate

Ai
subfunctions of

regression model w channel width

AEmax
maximum absolute

error x cross-channel
coordinate

AEmean mean absolute error x vector of unknowns

bij
coefficients of

regression model y up-channel
coordinate

Bi
subfunctions of

regression model yi numerical result

C1,2 constants ŷi approximated result

Db barrel diameter y mean value of
numerical results

D rate-of-deformation
tensor z down-channel

coordinate

e flight width α
temperature
coefficient

f vector of boundary
conditions δ flight clearance

i number of parallel
screw flights

.
γ shear rate

J Jacobian
.
γ
∗
δ

dimensionless shear
rate

K consistency η viscosity

L velocity gradient
tensor η∗δ

dimensionless
viscosity

.
m mass-flow rate vi

dimensionless
velocities

n power-law index ξ
dimensionless height

direction

N screw speed Πδ
p,i

dimensionless
pressure gradients

R2 coefficient of
correlation Πδ

Q
dimensionless

dissipation

REmax
maximum relative

error Πδ
Q,app

approximated
dimensionless

dissipation

REmean mean relative error ∆Πδ
Q

corrected
dimensionless

dissipation

p pressure Πδ
V

dimensionless flow
rate

t screw pitch Πδ
V,app

approximated
dimensionless flow

rate

vi velocities ∆Πδ
V

corrected
dimensionless flow

rate
vb barrel velocity ρm melt density

vb,x
barrel velocity in

x-direction τij shear stresses

vb,z
barrel velocity in

z-direction τ stress tensor

v velocity vector ϕb pitch angle
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Abstract: Fused deposition modeling (FDM) is one of the most affordable and widespread additive
manufacturing (AM) technologies. Despite its simplistic implementation, the physics behind this
FDM process is very complex and involves rapid heating and cooling of the polymer feedstock. As
a result, highly non-uniform internal stresses develop within the part, which can cause warpage
deformation. The severity of the warpage is highly dependent on the process parameters involved,
and therefore, currently extensive experimental studies are ongoing to assess their influence on the
final accuracy of the part. In this study, a thermomechanical Finite Element model of the 3D printing
process was developed using ANSYS. This model was compared against experimental results and
several other analytical models available in the literature. The developed Finite Element Analysis
(FEA) model demonstrated a good qualitative and quantitative correlation with the experimental
results. An L9 orthogonal array, from Taguchi Design of Experiments, was used for the optimization
of the warpage based on experimental results and numerical simulations. The optimum process
parameters were identified for each objective and parts were printed using these process parameters.
Both parts showed an approximately equal warpage value of 320 µm, which was the lowest among
all 10 runs of the L9 array. Additionally, this model is extended to predict the warpage of FDM
printed multi-material parts. The relative percentage error between the numerical and experimental
warpage results for alternating and sandwich specimens are found to be 1.4% and 9.5%, respectively.

Keywords: warpage; finite element analysis (fem); FDM; Taguchi; multilateral

1. Introduction

Fused deposition modeling is one of the Additive Manufacturing (AM) processes in
which the part is manufactured layer by layer from the thermoplastic polymers extruded
through a heated nozzle, which moves along the programmed path. It was originally
developed by Stratasys Inc., and nowadays has become one of the most popular and
affordable AM processes [1]. One of the most significant advantages of the FDM process is
its ability to produce parts of complex shapes [2]. In addition, the FDM process requires
no tooling [3] and offers a high degree of customization, as the cost per part produced
by AM is lower for small batches [4]. Nonetheless, several drawbacks limit its use in the
industry, and the most important among them are build speed, mechanical properties, and
part dimensional accuracy [5,6].

The accuracy of the parts produced by FDM is highly dependent on the process
parameters employed. For this reason, recently there have been several studies conducted
to optimize the quality of the end-product produced by FDM. An approach involving
benchmark artifacts was also used in several studies to compare the accuracy of the FDM
with other popular AM processes [7,8]. In addition, Mahmood et al. (2018) [9] performed
Taguchi optimization of the 13 common printing parameters to achieve the highest accuracy
of the features of the benchmark artifact. Anitha et al. [10] used Taguchi optimization to
study how surface roughness is affected by printing parameters. It was found that layer
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thickness is the most significant parameter while printing speed is the least significant one.
Similar conclusions were obtained by [11,12]. Multi-objective Grey Taguchi optimization
of the FDM was performed by Sood et al. [3] to minimize length, width, and thickness
deviations. It was found that shrinkage is predominant along the length and width. This
occurs during the cooling from the glass transition temperature of the plastic to room
temperature. However, thickness deviations are always positive. One of the reasons for
this is the positive round-off error of the printer.

Apart from the dimensional deviations, the warpage of the parts is also a serious issue
in FDM. Due to rapid cooling and heating during the deposition process, non-uniform
shrinkage occurs within a part, and it starts to warp. Several studies were performed to
investigate how the warpage is affected by printing parameters. Experiments show that
warpage is highly affected by the layer thickness, and the lower the layer thickness, the
higher the warpage [13–16]. On the other hand, several analytical models in which an
elastic material behavior was assumed [15,17–19] showed the direct correlation between
the layer thickness and the warpage. Similarly, Armilota et al. [20] developed an analytical
model, which considers reheating of the layers and yielding. This model showed a greater
accuracy compared to the simple models based on the theory of elasticity.

The reasons for the discrepancy between the analytical models and experiments are
still unknown and under investigation. Finite Element Analysis (FEA) of the FDM process
can be used to understand these discrepancies. Recent studies [21–24] have shown that
coupled thermomechanical studies using FEA can be successfully employed to recreate
the thermal history of the part and model its residual stresses and deformations. It was
found that residual stresses are highly affected by the rate of cooling and increasing the
convection will increase the development of residual stresses, which leads to excessive
distortions and delamination. Cattenone et al. [25] studied how the Finite Element setup
affects the result for distortions and residual stresses. Distortions of the semi-crystalline
polymers were studied by Samy et al. [26], who found a direct correlation among warpage,
residual stresses, and relative crystallization. However, works mentioned above consider
simple-shaped bodies, which can be meshed by the structured grid. Several studies were
also employed to model complex shapes [27–30]. An approach used in these studies is to
approximate geometry around the boundary by voxelization.

As discussed, warpage was studied in numerous works previously, however, for now,
the results are inconsistent. This is especially true for the layer thickness. In addition,
although the effect of the cooling rate on the warpage is known, to the authors’ knowledge
no study attempted to consider the effects of the nozzle and build-plate temperatures.
Furthermore, FEA has already shown its reliability in modeling the FDM printing process.
It allows obtaining and assessing data that cannot be measured during the experiments and
provides a better insight into the warpage occurrence. However, such nonlinear, transient
simulations require large computational power. Hence, the main objective of this work was
to develop a transient thermomechanical, simple material, model using FEM. This model
was used to optimize and study the effect of three parameters such as layer thickness, bed
temperate and nozzle temperature. FEA results were validated against several analytical
models and experimental results. In a second phase, this FEA model was extended to
multi-material FDM printing.

2. Methodology

The Finite Element Model of the FDM process was built and used to predict and opti-
mize warpage. The results were verified against experimental results and analytical models
available in the literature. The following sections described the design of experiment (DOE)
of the procedure involved in every step of the investigation.

2.1. Finite Element Model

The model selected for Finite Element Analysis and 3D printing is the standard
sample for tensile testing along with the build platform, as shown in Figure 1a. The
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build platform having dimensions equal to those in the actual printer was added to the
analysis to represent the heat transfer through the bottom layer more accurately. The part
was selected as it is long and thin, which allows obtaining larger warpage and facilitates
the measurements.

To simplify the analysis, the following assumptions were used:

(1) The phase change and creep effects at high temperatures were neglected. This is a
common assumption, which was employed in several previous studies [21,25] and
did not show any significant deviations.

(2) It was assumed that the entire layer is deposited at once (or instantaneously). This
assumption is also commonly used in analytical models [15,17–20]. The results from
El Moumen et al. [23] also show that this assumption does not cause significant
deviations when deformations are modeled using FEA.

(3) Plastic was assumed to have isotropic material properties with flawless microstructure.
(4) Chamber and plate temperatures were assumed to have constant temperatures, and

natural convection effects were neglected.

The assumptions (3) and (4) were also successfully employed in previous studies [21,25]
and did not lead to significant errors between experimental and numerical results.

Due to the second assumption, the printed part is symmetrical and only one-quarter
of the part needs to be modeled, with proper symmetry conditions to be applied at the
boundaries. This reduced the computational time of the analysis significantly. The final
domain used for Finite Element simulations is shown in Figure 1b.
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During the FDM printing process, the plastic filaments are heated and extruded
through a nozzle. Upon cooling, the strains and internal stresses start to develop within
the part. For this reason, in the following study, the thermal history of the built part was
re-created. The equation governing the thermal analysis is given as follows:

c
∂T
∂t

=
∂

∂xi

(
k

∂T
∂xj

)
+ q (1)

with boundary conditions T = Tb on Γu and − ∂T
∂xi

ni = qn on Γj. The initial condition
is given by T(x, y, z, 0) = T0. Here, T is temperature, k is heat conductivity, c—specific
heat, and q—body heat per unit volume (zero in this study), qn—heat transfer rate at
the boundary per unit area, Tb—bed temperature, Γu—Dirichlet boundary, Γj—Neumann
boundary, and T0—initial temperature. The initial temperature was assumed to be the
temperature of the nozzle used in real printing. The Dirichlet boundary in the following
analysis was imposed on the whole build plate, as shown in Figure 2a. The Neumann
boundary was set on the whole surface of the part, including the top surface of the platform.
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In the following study, the heat transfer at the boundary might occur due to convection
and radiation. Convective heat transfer qc can be found by the following equation.

qc = h(T − Tc) (2)

where h is the convective heat transfer coefficient and Tc is the temperature of the sur-
roundings. Because the printer used for the experiments is open, it was assumed that Tc is
constant and equal to 22 ◦C (room temperature). The convective heat transfer coefficient
can be found using an empirical relation given as follows:

NuL =
hL
kair

= (0.037ReL − 871) 3√Pr (3)

where ReL and Pr are the Reynolds and Prandtl numbers of the air around the part [31].
Using this relation, convective heat transfer was calculated, and it is equal to 80 W/m2C.
This is consistent with the values commonly found in the literature [21,22,27]. Usually, heat
radiation from the part surface is very small and was ignored in the previous studies [21,25].
As it was suggested by Costa et al. [32], radiation heat transfer can be neglected when the
convective loss is large (larger than 60 W/m2C). Hence in this work, radiation was ignored.

The solution of Equation (1) was used to find the strain field using the following equation.

εt
ij = αI(T − Tc) (4)

where εt
ij is a thermal strain and α is the linear heat expansion coefficient, I—identity matrix.

The result of the thermal strain was used as a boundary condition for the structural analysis.
This is governed by the equilibrium equation given by

∂

∂xj

(
Cij

∂uj

∂xi

)
+ fi = ρ

∂2ui
∂t2 (5)

with the boundary conditions, u = ug on Γu and ∂u
∂xi

= fs on Γj. Here, u is the displacements
field, fi—the body force per volume (zero in this study), fs—the surface traction per
area, Cij—material stiffness matrix, ρ—the material density, ug—prescribed displacements.
Moreover, the strains are given as the sum of elastic, thermal, and plastic stresses εe

ij, εt
ij,

ε
p
ij, respectively.

εij =
∂ui
∂xj

= εe
ij + εt

ij + ε
p
ij (6)
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For the structural analysis, no surface traction was imposed on the part. However, a
fully constrained displacement boundary condition was imposed, as shown in Figure 2b.
These supports will be deleted during the spring-back phase of the simulation and will be
discussed later. To avoid rigid body translation at this stage, one vertex at the center of the
full part was also fully constrained for the duration of the whole simulation.

To discretize the model, the structured hex mesh was used, as shown in Figure 3a. The
order of the mesh is two, meaning that there is a mid-side node on each edge of an element,
as shown in Figure 3b. This allows using second-order shape functions, alleviates shear
locking, and increases the accuracy of the solution for a given number of elements. The
maximum size of the mesh is 1 mm along the x and z axes. A second-order interpolation
was used and therefore, there were three nodes per element edge and the distance between
two nodes is comparable with one road-width of the deposited filament. Along the y-axis,
the size of a mesh is equal to the height of the layer.
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The deposition of the molten plastic was modeled using the element birth and death
method. In the following method, different elements can be activated at different time
steps, and the part topology is updated according to the activation algorithm [21].

The approach utilized for our development is represented in Figure 4. First, the
elements were deactivated except for the platform. Starting from the time step 1, the layers
were activated one by one and left for cooling. Simultaneously, after each time sub-step
within a time step, the thermal analysis was conducted first according to Equations (1)–(3).
Then the thermal result was used to calculate thermal loading using Equation (4), and
it was used as input for equilibrium Equations (5)–(6). The time sub-step incremented,
and the equations were solved again until the whole step was resolved. After one layer
was resolved entirely, the next layer was activated. After all the layers are activated,
the platform’s temperature boundary condition is turned off, and it is left for cooling
until it reaches equilibrium with the environment. Afterward, the part detachment is
performed, and due to the thermal loading and constrained shrinkage, the part warps and
deformations are obtained.
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Figure 4. Algorithm used to perform simulations.

The material used in these simulations is Acrylonitrile Butadiene Styrene (ABS),
and the material constants from Equations (1)–(6) are listed in Table 1. Other properties:
heat capacity, heat transfer coefficient, Young’s modulus, and yield stress were set as
temperature-dependent, and their variation was obtained from [25]. For this simulation, an
elastic perfectly plastic hardening model was assumed. This assumption is in agreement
with the findings of [33]. To avoid the convergence problem, the secant modulus in the
plastic region was set to 10% of young’s modulus at the corresponding temperature.

Table 1. Constant material properties.

Density (ρ) 1040 kg/m3 Poisson Ratio (v) 0.38
Glass transition temperature ( Tg) 105 ◦C Thermal expansion (α) 9 × 10−5/◦C

2.2. Experimental Setup

The samples were printed using the Ultimaker S3 printer (Ultimaker B.V., Utrecht,
The Netherlands), which has a dual extrusion print head and a nozzle of 0.4 mm diameter.
The geometry of the samples is shown in Figure 5. It was sliced in Ultimaker Cura software
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where extrusion temperature, bed temperature, and layer thickness were set individually
for each experimental run according to the Taguchi orthogonal array (Tables 2 and 3),
while other parameters were not changed throughout the experiments and are shown
in Table 4. The ABS filaments (Bestfilament”, Tomsk, Russia) were 2.85 mm in diameter.
Three samples were printed for each experimental run resulting in 27 samples in total.
Depending on the position, three samples were labeled such that the sample in the middle
was denoted as “0” and the samples to the left and right of it were labeled “−1” and “1”,
respectively (Figure 5b).
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Table 2. Factors and levels.

Factor Symbol
Level

Unit
1 2 3

Layer thickness A 0.1 0.2 0.3 mm
Bed temperature B 85 95 105 ◦C

Nozzle temperature C 220 230 240 ◦C

Table 3. L9 orthogonal array.

Experimental Run № A (mm) B (◦C) C (◦C)

1 0.2 85 220
2 0.2 95 230
3 0.2 105 240
4 0.25 85 230
5 0.25 95 240
6 0.25 105 220
7 0.3 85 240
8 0.3 95 220
9 0.3 105 230

Table 4. Default Printing factors.

Factor Value Unit

Wall thickness 1.3 mm
Infill density 100 %
Infill pattern Rectilinear -
Print speed 55 mm/s
Fan speed 2 %
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Before printing, the surface of the building platform was cleaned with the ethanol
solution. To avoid excessive adhesion to the platform surface and subsequent damaging
removal, no glue was applied. However, without glue, the samples were displaced from
the specified positions by the movement of the nozzle and severely warped, which caused
the nozzle to scratch the surface of the samples. Moreover, this scraping could damage the
nozzle. Hence, brims were added to samples. After printing was completed, the samples
were allowed to cool, then they were carefully removed from the platform and the brims
were cut off. The platform was cleaned for the next experimental run and the procedure
described above was repeated. The samples were then measured using a digital caliper.

Each sample was measured three times. Then the values were averaged. The parame-
ter that denotes warpage was labeled as “H” and is shown in Figure 6.

Polymers 2021, 13, x FOR PEER REVIEW 9 of 21 
 

 

samples were allowed to cool, then they were carefully removed from the platform and 
the brims were cut off. The platform was cleaned for the next experimental run and the 
procedure described above was repeated. The samples were then measured using a digital 
caliper. 

Each sample was measured three times. Then the values were averaged. The param-
eter that denotes warpage was labeled as “H” and is shown in Figure 6. 

 
Figure 6. The warped edge of a sample. 

3. Simulations and Experimental Results 
The simulations were run, parts were manufactured, and warpage was measured 

according to the procedure. Figure 7 shows the deformation of the part just after the re-
moval of the supports. It is seen that the part warps and the maximum deformation is 
expected at the corners of the part. There is also a shrinkage center at the geometrical 
center of a part. The deformations close to it are low, which was also observed by [15]. 
Thus, the part attains the shape of the bowl. The reason for this pattern is the shrinkage of 
the part during cooling. Due to the shrinkage, internal forces are generated within a con-
strained part. These forces cause internal moments, and after the removal of the part, they 
cause warping [18,20]. 

 

Figure 6. The warped edge of a sample.

3. Simulations and Experimental Results

The simulations were run, parts were manufactured, and warpage was measured
according to the procedure. Figure 7 shows the deformation of the part just after the
removal of the supports. It is seen that the part warps and the maximum deformation
is expected at the corners of the part. There is also a shrinkage center at the geometrical
center of a part. The deformations close to it are low, which was also observed by [15].
Thus, the part attains the shape of the bowl. The reason for this pattern is the shrinkage
of the part during cooling. Due to the shrinkage, internal forces are generated within a
constrained part. These forces cause internal moments, and after the removal of the part,
they cause warping [18,20].

Figures 8 and 9 show the warpage deformation along the central half-length and
utmost half-width. It is seen that the warpage progresses along the length and width. At
the center of the part, zero warpage is expected, while close to the end it attains maximum
value. In addition, warpage along the length increases more compared to the width
dimension. Thus, for longer dimensions, the warpage is larger. Similar findings were also
observed by [20].
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In order to compare the experimental results, numerical and several published analyt-
ical models, all the results were plotted, as shown in Figure 10. In addition, a comparison
of experimental results and numerical predictions are listed in Table 5. Several analytical
models were used to calculate warpage as the function of printing conditions. The results
obtained using models developed by [17,19] were identical, as seen from the figure. This
happened because they used similar principles (equilibrium) and assumptions (elastic
loading at room temperature) in the derivations of their models. Note that warpage was
predicted twice by Armillota et al. [20] using material properties at the room temperature
(RT) conditions and the average temperature (AT) of the range. The latter model offered
the best predictions for warpage among the given analytical models so far. The reason for
this might be the inclusion of the yielding and layer reheating [21].
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Run №
Layer

Thickness
(mm)
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perature

(◦C)

Extrusion
Temperature

(◦C)

Experimental
H (µm)

Predicted
H (µm)

Error
%

1 0.2 85 220 506 814 60.9
2 0.2 95 230 709 805 12.8
3 0.2 105 240 639 818 28.0
4 0.25 85 230 414 825 99.3
5 0.25 95 240 617 764 23.8
6 0.25 105 220 588 790 34.4
7 0.3 85 240 483 545 12.8
8 0.3 95 220 501 573 14.3
9 0.3 105 230 457 689 50.8

From Table 5, the predictions of the finite element method were found to be close to
the experimental results in some simulations but diverged in others. The model fits the
results well for Runs 2, 5, 7 and 8. However, for Run 4, the discrepancy between Finite
Element prediction and experimental measurement is high. The reasons for this might
be the assumptions employed in Finite Element modeling and human errors during the
measurements. Indeed, from Figure 10, it can be noticed that 410 µm of warpage measured
during the experiment is abnormally low compared to other printings with similar process
parameters. It can be noted that the predictive capability of the model becomes better at
higher levels of the layer thickness. These findings may be supported with the aid of surface
chemistry and roughness. It is reported that decreased coating weight generates higher
hydrophobicity and surface roughness while thick layers come with fewer empty spaces
between the layers, resulting in a reduced hydrophobic effect. In addition, thin layers of
filament are most likely to retain the intrinsic unevenness of the surface [34,35]. Some
studies reported on the extensive hydrophobic nature of thin coating related to the higher
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surface roughness [36], while other studies [37] suggested decreased surface roughness as
well as hydrophobicity due to filled up voids and formation of large aggregate in the case
of multiple layers. However, this hypothesis needs to be further investigated.

It can also be noticed that the values obtained by the proposed model are consis-
tently higher than the experimental results. Similar overprediction was obtained by [25].
Normally, the strain energy of the approximate FE solution is always not greater than
that of the exact solution [38], and hence predicted deformations should be lower than
measured. This discrepancy might be explained by the fact that in the current model,
creeping of the part was not included in the calculation. Due to heating from the printing
bed and nozzle, the printed part is always heated during the building process. The creep
rate of ABS is significantly higher at elevated temperatures [39]. Hence, because of the
action of the adhesion of part to the platform, which acts in the opposite direction of the
warpage, the part experiences severe deformation and straightens. Because of neglecting
this effect in the Finite Element model, results obtained using FEM are larger than those in
the actual experiments.

4. Taguchi Optimization

The Taguchi method can help to design experiments to study the effects of process
parameters on response parameters. In addition, it allows reducing the number of ex-
perimental runs without resorting to complicated calculations. In this study, the process
parameters are layer thickness, extrusion, and bed temperature, while warpage was chosen
as a response parameter. It is desired to reduce the warping of the samples. Hence, the
smaller-is-better approach was used. To analyze the effects of the process parameters
on the warpage, the S/N ratios need to be calculated. Equation (7) is used to calculate
η (S/N ratio) for the smaller-is-better approach in Taguchi analyses, where σ, Yavg, and Y0
are variance, average, and target value, respectively. In this study, the target value is 0.

η = −10 log
(

σ2 +
(
Yavg −Y0

)2
)

(7)

SST =
N

∑
i=1

(ηi − η) (8)

SSj =
L

∑
i=1

(
ηji − η

)
(9)

MSj =
SSj

DOFj
(10)

Fj =
MSj

MSe
(11)

For ANOVA analysis, SST, SSj, MSj, Fj values were calculated using Equations (8)–(11),
where SST is the total sum of squares and η is called the average of S/N ratios of N
number of experiments. SSj is called the sum of squared deviations of the jth factor and L
is the level of that factor. MSj and DOFj are called the variance and the degree of freedom
of the jth factor, respectively. Fj is the F-value of the jth factor and is calculated by dividing
MSj by the error’s variance (MSe).

The results of calculations can be seen in Tables 6 and 7 for experimental and FEM
predicted values of H, respectively. The larger values of S/N ratios indicate the optimum
level of the parameter. Taguchi optimization from experimental results showed that for
minimum warpage deviation layer thickness, bed temperature and extrusion temperature
should be at levels 3, 1, and 2, respectively (Figure 11). ANOVA analysis can show
the statistical significance of factors if the p-value is less than 0.05. The p-values from
experimental H analyses were 0.272, 0.243, 0.607 for layer thickness, bed temperature, and
extrusion temperature, respectively (Table 8).
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Table 6. S/N ratios response table for experimental H.

Level Layer Thickness (mm) Bed Temperature (◦C) Nozzle Temperature (◦C)

1 −55.74 −53.37 −54.49
2 −54.51 −55.61 −54.18
3 −53.62 −54.90 −55.20

Delta 2.11 2.24 1.01
Rank 2 1 3

Table 7. S/N ratios response table for FEM predicted H.

Level Layer Thickness Bed Temperature Nozzle Temperature

1 −58.19 −57.09 −57.11
2 −57.98 −56.98 −57.74
3 −55.55 −57.65 −56.88

Delta 2.64 0.67 0.86
Rank 1 3 2

Table 8. ANOVA table for the warpage optimization based on experimental results.

Source DOF SS MS F p Contribution

A 2 6.713 3.356 2.675 0.272 35.961
B 2 7.818 3.909 3.116 0.243 41.885
C 2 1.626 0.813 0.648 0.607 8.711

Error 2 2.509 1.255 - - 13.443
Total 8 18.666 - - - 100
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Figure 11. Experimentally derived results for warpage.

Taguchi optimization of warpage deviations using FEM results are shown for min-
imum warpage when levels of input parameters are as follows, 3, 2, and 3 (Figure 12).
The p-values from ANOVA analyses were 0.042, 0.419, 0.343 for layer thickness, bed
temperature, and extrusion temperature, respectively (Table 9).
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Table 9. ANOVA table for FEM predicted H.

Source DOF SS MS F p Contribution

A 2 12.911 6.455 22.819 0.042 83.60
B 2 0.784 0.392 1.385 0.419 5.07
C 2 1.184 0.592 2.092 0.343 7.66

Error 2 0.566 0.283 - - 3.66
Total 8 15.444 - - - 100

According to the optimization based on experimental results (Figure 11 and Table 7),
layer thickness and bed temperature are the most significant factors affecting the warpage
of the part. Layer thickness and bed temperature have a contribution of approximately
36% and 42% to the final warpage. Additionally, the dependence of the warpage on the
layer thickness is monotonic, and with an increase in the layer thickness, the warpage is
minimized. On the other hand, the dependence of the warpage on the bed temperature is
not monotonic.

Similarly, according to the optimization based on simulation results (Figure 12 and Table 9),
layer thickness solely has the largest impact on the warpage. Its contribution is about 83.6%
Again, simulation results show the inverse monotonic correlation between warpage and
layer thickness, which agrees with experimental results. Similar results were also observed
in other works [13–16].

To verify the results, the optimum levels of the process parameters were set, and
the samples were printed using those parameters. The measured values of the warpage
can be seen in Table 10. Optimum process parameters based on the results of the FE
simulations lead to a part with a slightly smaller warpage value of 310 microns. At the
same time, optimum process parameters based on the experimental results produce a part
with a warpage equal to 320 microns. Nevertheless, both samples yield to lower warpage
compared to the results from nine runs shown in Table 5.
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Table 10. Warpage at optimum parameters.

Factor and Levels Measured H (µm)

Experiment A3B1C2 320
Simulation A3B2C3 310

5. Model Validation for Multilaterals

The application of FEM using ANSYS ® (ANSYS 2020R2, Canonsburg, Pennsylvania)
was further extended to predict the warpage of FDM printed multi-material parts. In this
study, HIPS (High Impact Polystyrene, Bestfilament”, Tomsk, Russia) thermoplastic was
used in different combinations with ABS (Acrylonitrile Butadiene Styrene (Bestfilament”,
Tomsk, Russia) material because of their better compatibility and uniformity when printed
on top of each other [40]. As in the case of pure ABS part, a bilinear plastic model was used
for HIPS Material. Both constant and transient material properties for HIPS material were
based on the secondary findings, as shown in Table 11.

Table 11. Material properties for HIPS material.

Property Value Source

Glass transition temperature (◦C) 100 [40]
Density (kg/m3) 1048 [41]

CTE (Coefficient of thermal expansion) (1/◦C) 6.7 × 10–5 [42]
Thermal conductivity (W/mK) Transient [41]

Specific Heat (J/kgK) Transient [41]
Elastic Modulus (MPa) Transient [43]
Yield Strength (MPa) Transient [43]

The effect of material combinations on the warpage of printed multi-material parts
was studied using a numerical study. The following material combinations were studied
both numerically and experimentally:

Alternating specimen (AA HH AA HH AA HH)
Sandwich specimen (AAA HHHH AAA)
Note that HH stands for the two layers of the HIPS material, whereas AAA denotes

the three layers of the ABS plastic (see Figure 13). Figure 14 shows the illustration of a
printed multi-material sandwich specimen (AAA HHHH AAA).
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The same process parameters (0.3 mm layer thickness, 95 ◦C platform temperature,
and 240 ◦C nozzle temperature) were used for both numerical and experimental studies.
The numerical simulation result for the part warpage is presented in Figure 15.
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Table 12 provides detailed values of the numerical and experimental findings in terms
of printed part warpage. The same material combinations were printed using a commercial
Ultimaker S3 FDM printer. HIPS and ABS thermoplastics were obtained from the “Best
filaments” manufacturer.

Table 12. Numerical simulation and experimental results.

Material Combination
Warpage (µm)

Error (%)
FEM Experimental

Alternating specimen
(AA HH AA HH AA HH) 607.93 616.67 1.4

Sandwich specimen
(AAA HHHH AAA) 467.63 516.67 9.5

It can be noted that the FEM predicted values for the part warpage are bigger than the
corresponding experimental findings. This implies that FEM overestimates the dimensional
deviation of FDM printed parts. The same finding was stated in other literature [25]. The
relative percentage error between the numerical and experimental warpage results for
alternating and sandwich specimens are 1.4% and 9.5%, respectively (see Table 12). In this
study, all the material properties were obtained from the existing literature and therefore
might not be the same as the utilized thermoplastics. This can be considered as a feasible
reason for the discrepancy between the numerical and experimental results. For example,
the warpage prediction using FEM was shown to be linearly dependent on the CTE of
the assigned material [42]. Therefore, the accuracy of numerical simulation in predicting
the warpage of FDM printed parts can be enhanced by implementing the exact material
properties as an input.
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6. Conclusions

In this study, the FDM printing process was simulated to predict the warping deforma-
tion of the printed samples made from ABS only and from altering ABS-HIPS combinations
(multi-material parts). The results were compared with analytical models from the litera-
ture and with the experimental results. The FEA model showed that samples warp in a
bowl-like shape, which was also observed on experimentally printed parts. The predictions
of the FEA model are closer to the actual warpage at higher values of the layer thickness.
From this investigation, the following conclusions were observed:

• Both simulated and experimental results showed that the warpage decreases with
increasing layer thickness.

• With regards to the analytical models, all models predicted much higher warping
deformation compared to the experimental values and their respective numerical
approximations. It was observed that using a model developed by Armillota et al. [20],
calculated warpage values became more in line with experimental data when the
average temperature was used instead of room temperature.

• In all analytical models and the developed FEA model, the warpage was overestimated.
On the other hand, the FE results for displacement should be lower because the
stiffness matrix obtained through the Finite Element solution is stiffer. This might
happen because the assumptions employed in the FE modeling for the simplicity
effect of the creep were not ignored.

• Regarding simulations of multi-material parts, the relative percentage error between
the numerical and experimental warpage results for alternating and sandwich speci-
mens are 1.4% and 9.5%, respectively.

Author Contributions: Conceptualization, A.P. and D.T.; methodology; validation, D.T.; investiga-
tion, D.S., B.Z., A.S.; writing and editing, D.S., B.Z., A.S., A.P., D.T.; supervision, A.P. and D.T.; project
administration, D.T.; funding acquisition, D.T. All authors have read and agreed to the published
version of the manuscript.

Funding: This research study was funded by Nazarbayev University under the project “Cost Effective
Hybrid Casting Methods for Cellular Structures”, grant No.: 240919FD3923.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

Symbol Meaning
c Specific Heat
T Temperature
t Time
L Length
A Coefficient of Thermal Expansion
ρ Material Density
k Coefficient of Thermal Conductivity
q Internal Heat Generation per unit Volume
Γu Dirichlet Boundary
Γj Neuman Boundary
ni Unit normal vector
T0 Initial Temperature
qc Convective Heat Flux
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h Convective Heat Transfer Temperature
Tc Temperature of the surrounding medium
NuL Nusselt Number
εt

ij Thermal Strain
εe

ij Elastic Strain
ε

p
ij Plastic Strain

uj Displacement Vector
Cij Material Stiffness Matrix
fi Body Force
fs Surface Force
η S/N Ratio
σ Variance
Yavg Average Response
Y0 Target Response
SST Total Sum of the Squares
SSj Sum of Squared Deviations of the jth Factor
MSj Variance of the jth factor
DOFj Degree of Freedom of the jth factor
Fj F-value of the jth factor
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Abstract: The development of analytical methods for viscoelastic fluid flows is challenging. Currently,
this problem has been solved for particular cases of multimode differential rheological equations of
media state (Giesekus, the exponential form of Phan-Tien-Tanner, eXtended Pom-Pom). We propose a
parametric method that yields solutions without additional assumptions. The method is based on the
parametric representation of the unknown velocity functions and the stress tensor components as a
function of coordinate. Experimental flow visualization based on the SIV (smoke image velocimetry)
method was carried out to confirm the obtained results. Compared to the Giesekus model, the
experimental data are best predicted by the eXtended Pom-Pom model.

Keywords: polymer solution; Giesekus; eXtended Pom-Pom; visualization; analytical solution

1. Introduction

Nonlinear differential rheological equations of state are being used increasingly often
to describe the rheological properties of viscoelastic fluids and to solve fluid mechanics
problems related to polymer melts and solutions. First of all, the features of viscoelastic
polymer-based materials behavior include stress-relaxation phenomena, the presence of
elastic properties, nonlinear dependence of effective viscosity on shear rate, the occurrence
of normal stresses in shear flows, and the ability to swell.

The rheological models based on relaxation equations of state and the structure of
polymer molecules, which describe all the above phenomena that occur in flows of vis-
coelastic polymer materials in the channels of production equipment, are well known
in the literature. Analytical solutions can be obtained using simple equations or under
rather rough simplifying conditions. As a consequence, most of the studies deal with
unimodal viscoelastic rheological models, e.g., Gruz and Pinho [1,2] (Poiseuille-Couette
flows of PTT fluids), Oliveira [3] (Fene-P and Giesekus fluid flows in round pipes and flat
channels), Schleiniger and Weinacht [4], or a number of works by Oliveira et al. [5] and
Coelho et al. [6,7] (isothermal and non-isothermal Fene-P and PTT fluid flows in round
pipes and flat channels [5,8]), Hashemabadi [9,10]. Nevertheless, the rheological properties
of polymeric melts and concentrated polymer solutions are very often more complex than
predicted by such unimodal models, and hence multimode models providing more ade-
quate description are required. In [11], an analytical solution was obtained for a simplified
multimode rheological model of a PTT fluid flow. In most cases, calculations of multimode
viscoelastic flows are carried out by numerical methods, e.g., [12,13]. The disadvantage of
the numerical approach to solution of the considered problems is that for each particular
case, it is necessary to perform a full complex of numerical studies, which, due to strong
nonlinearity of the considered equations, requires significant computational resources. In
contrast, the parametric representation of solution yields distributions of velocities and
stresses for a wide variety of problems with any degree of accuracy.

Analytical methods for viscoelastic fluid flows described in [4–6] employed simplified
rheological models which led to relations connecting the nonzero components of the
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elastic strain tensor and the shear-rate gradient. Using the solution to the momentum
transfer equation in projection onto the direction of a viscoelastic medium motion for such
simplified models, the authors [4–6] then obtained a correlation between a specific selected
unknown function and a transverse coordinate. In this case, the remaining unknown
functions are expressed in terms of the selected one using the obtained relations. Our
solution method does not have the drawback of using simplified rheological models and
can be adapted to an arbitrary number of the rheological model modes. Some experimental
studies were carried out to visualize the viscoelastic medium flow in a round pipe to check
the obtained results of theoretical studies. The experimental data were compared with the
results obtained using the Giesekus model and Extended Pom-Pom.

2. Problem Statement
2.1. Mathematical Model

A steady laminar isothermal flow of viscoelastic incompressible fluid in around pipes
was considered. We assumed that the velocity vector had a single axial velocity component
Vz, which is a function of the only variable r of a cylindrical coordinate system r, ϕ, z
with the z-axis directed along the pipe axis. Under the assumptions made, the system of
equations for the momentum transfer and continuity in the selected coordinate system can
be written as

− ∂P
∂z

+
1
r

d(rσrz)

dr
= 0,−∂P

∂r
+

1
r

d(rσrr)

dr
− σϕϕ

r
= 0,− ∂P

∂ϕ
= 0,

dVz

dz
= 0 (1)

where P is the pressure; σrr, σϕϕ, σrz are physical components of the stress tensor in the
cylindrical coordinate system. Let us assume that the liquid adheres to the pipe wall. It
follows from (1) that

σrz = −|C0|r/2, ∂P/∂z = C0 = const = −|C0| (2)

The rheological equation of state for a multimode viscoelastic fluid can be written as

σ =
n

∑
k=1

σk +σN ,σN = 2ηN D

where n is the total number of modes; σ is the extra stress tensor; σN is the Newtonian part
of extra stress tensor; ηN is the solvent viscosity; σk is the elastic part of extra stress tensor
corresponding to each mode.

Two rheological models of viscoelastic behavior were used to determine the elastic
components of each mode:

Giesekus model [14]:

σk + λk
∇
σk +

αkλk
ηk

σk ·σk = 2ηkD, (k = 1, . . . , n) (3)

Single-equation eXtended Pom-Pom [15] (hereinafter mentioned as eXt. Pom-Pom):

f (σk)σk + λk

(
∇
σk

)
+

λkαk
ηk

(σk ·σk) +
ηk
λk

( f (σk)− 1)I = 2ηkD (4)

where f (σk) = 2
εk

exp
[

2(Λk−1)
qk

](
1− 1

Λk

)
+ 1

Λk
2

(
1− αkλk

2tr(σk ·σk)
3ηk

2

)
, Λk =

√
1 + λktrσk

3ηk
is

the backbone stretch, εk = λs0k
λk

, k = 1, . . . , n; k is the current mode number,
∇
σ = dσ

dt − σ ·
∇VT −∇V ·σ is the upper convective derivative of the tensor σ; I is the unit tensor; p is
the pressure; D =

(
∇V + (∇V)T

)
/2 is the rate of deformation tensor; V is the velocity; λk

is the relaxation time; ηk is the polymeric viscosity; qk is the number of arms at the backbone
extremity of the Pom-Pom molecule; αk and εk are the rheological parameters.
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2.2. Parametric Method

In the present paper, we suggest that a solution method based on the search for
an unknown functional dependency Vz(r) should be used in a parametric form. Let us
consider a solution method for multimode Giesekus fluid flows in round pipes. For this
purpose, we rewrite (3) in a cylindrical coordinate system according to [16]. After some
transformations and introduction of the parameter

ρk =
λk
ηk

∣∣∣σrr(k)

∣∣∣ (5)

we obtain the following expression for nonzero components of the elastic stress tensor and
the shear rate gradient:

σrz(k) = −
ηk
λk

Ak, σzz(k) =
ηkρk
αkλk

(
2− αk(ρk + 1)

(1− ρk)

)
, σrr(k) = −

ηk
λk

ρk (6)

dVz

dr
= −1 + ρk(1− 2αk)

(1− ρk)
2

Ak
λk

(k = 1, . . . , n) (7)

Hereinafter Ak =

√
ρk(1−αkρk)√

αk
.

Introducing the parameter ρk into (6), we get

σrz =−
ηN(1− 2αkρk + ρk)

λk(1− ρk)
2 Ak −

n

∑
j=1

ηj

λj
Aj (k = 1, . . . , n) (8)

r̃ =
2R
|C0|

(
ηN(1− 2αkρk + ρk)

λk(1− ρk)
2 Ak +

n

∑
j=1

ηj

λj
Aj

)
, (r̃ = r/R) (9)

The remaining components of the stress tensor can be obtained similarly: σzz, σrr.
The parameter ρk was introduced for each of the modes; therefore, to obtain the para-

metric dependences dVz(r)/dr, Vz(r), and σij(r) we select the parameter ρ1, corresponding
to the first mode. The remaining parameters ρk(k 6= 1) must be expressed in terms of the
main one ρ1 using equations (7).

The parametric dependence of the dimensionless shear rate gradient will have the form:




dvz(ρ1)
dr̃ = − 1+ρ1(1−2α1)

(1−ρ1)
2

A1
λ̃1Wi

r̃(ρ1) =
1

Kr

(
η̃N(1−2α1ρ1+ρ1)A1

λ̃1(1−ρ1)
2 +

n
∑

j=1

η̃j

√
ρj(ρ1)(1−αjρj(ρ1))
√

αjλ̃j

)
(10)

where ρj(ρ1) is determined with any degree of accuracy from (7) using numerical methods,
for example, by dichotomy method; λ̃j = λj/λa, η̃j = ηj/η0 and η̃N = ηN/η0 are dimen-

sionless simplexes; λa =
n
∑

i=1
λiηi/

n
∑

i=1
ηi is the average relaxation time; η0 = ηN +

n
∑

i=1
ηi

is the maximum possible fluid viscosity; vz = Vz/Va is the dimensionless velocity; Va =
Q/
(
πR2) is the average bulk velocity; Q is the fluid flow rate through the cross-section

of the circular pipe; R is the radius of the circular pipe. Here Wi = (λaR/Va) is the Weis-
senberg number, Kr = Wi · Eu · Re0 · Γ is the dimensionless complex; Eu = |C0l|/

(
ρVa

2)

is the Euler number; Re0 = (ρVa(2R))/η0 is the Reynolds number; l is the pipe length;
∆P = |C0l| is the pressure drop in a round pipe across the length l.
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To obtain the dependence of the dimensionless velocity vz on the dimensionless
variable in a parametric form, it is necessary to use the condition

1∫

0

vz r̃dr̃ =
1
2

(11)

The parametric dependence of the axial component of the dimensionless velocity on
the dimensionless coordinate can be obtained from (10) by integrating these relations





vz(ρ1) =
η̃N

2KrWiλ̃1
2α1

(1+(1−2α1)ρ
w
1 )

2
ρw

1 (1−α1ρw
1 )

(1−ρw
1 )

4

− η̃N
2KrWiλ̃1

2α1

(1+(1−2α1)ρ1)
2ρ1(1−α1ρ1)

(1−ρ1)
4 + 1

2KrWi

n
∑

j=1

η̃j

λ̃j
2αj

B
(
ρj
)

r̃(ρ1) =
1

Kr

(
η̃N(1−2α1ρ1+ρ1)A1

λ1(1−ρ1)
2 +

n
∑

j=1

η̃j

√
ρj(ρ1)(1−αjρj(ρ1))√

αjλj

)
(12)

where B
(
ρj
)
=

ρw
1∫

ρj

(1+(1−2αj)ρj)(1−2αjρj)

(1−ρj)
2 dρj is calculated analytically; ρw

1 is the parameter

value on the pipe wall.
The direct use of analytical expressions (12) is hampered by the fact that there is a

functional dependence between the dimensionless complexes Wi and Kr, which can be
determined using (11).

Similarly, a parametric problem solution for multimode fluid flows can be obtained
using eXt. Pom-Pom can be obtained. In this case, it is convenient to use the following
expression as a parameter (ρk)

σϕϕ(k) =
η̃k

λ̃k

η0

λar2 (−ρk), η̃k = ηk/η0, λ̃k = λk/λa. (0 ≤ ρk ≤ 1) (13)

Then 



vz(ρ1) =
ρw

1∫
ρ1

·
γk(ρ1)(dr̃/dρ1)/λ̃kdρ1

r̃(ρ1) = −
(

η̃N
λ̃m

·
γm(ρm) +

n
∑

k=1

η̃k
λ̃k

λk
ηk

σrz(k)(ρk)

)
(Kr)−1

(14)

where dependences ρk(ρ1) can be obtained from the definition of the shear rate gradient

·
γ =

dvz

dr̃
=

·
γ1

Wiλ̃1
= . . . =

·
γn

Wiλ̃n
(15)

A more detailed description of the method is provided in [17].

3. Materials and Methods
3.1. Experimental Setup

Experimental studies to investigate the structure of the viscoelastic fluid flow were
carried out on a test bench (FRC KazSC of RAS, Kazan, Russia) shown in Figure 1. The
test sections were made of transparent plexiglass with the diameter D1 = 39 (inner)/D1 =
45 (outer) mm (Figure 1c). The inlet and outlet sections had the length of 43 D1 sufficient
to exclude the inflow and outflow effects. The test section was placed in a rectangular
duct (Figure 1d) to compensate for optical distortions. The space between the test section
and the duct was filled with a fluid with a refractive index close to that of the test section
and the duct. The actual fluid temperature was controlled using a resistance temperature
device DTS034-RT100.A3.25/1.5 (OVEN, Moscow, Russia) with the uncertainty of 0.1 ◦C
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(Figure 1f,g). The fluid temperature was kept constant using a KENTATSU (KENTATSU
DENKI, Guangdong, China) air conditioner installed in the room.
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(c) Plexiglass pipe; (d) rectangular duct; (e) laser; (f) resistance thermocouple; (g) temperature monitor.

3.2. Visualization

Velocity profiles were estimated using the Smoke Image Velocimetry (SIV, Kazan,
Russia) method developed at our institute. It is an optical measurement method. Arti-
cles [18,19] give a detailed description of the SIV method, estimation of its accuracy, and
applicability to the measurement of various flow characteristics. The SIV method was
chosen due to the peculiarities of the image-processing algorithm. In particular, the SIV
method requires neither uniform seeding of the flow with tracers nor smoothing the max-
imum of the cross-correlation function when refining the displacement of tracers with
subpixel accuracy. These aspects simplify the preparation of the working fluid and increase
the measurement accuracy. Figure 2 illustrates the tracer’s motion at different times. For
example, the motion of one particle is highlighted with a red rectangle. The detailed de-
scription of the SIV method is presented in [18,19]. The used frequency value was sufficient
to fulfill the condition for the permissible displacement of the tracer images with respect
to the size of the compared interrogation windows at the highest flow rates and provided
the convenience of a virtual decrease in the shooting frequency at lower flow rates. The
virtual decrease in the shooting frequency was used to increase the displacement of tracers
in the compared pairs of frames to the optimal values from the standpoint of measurement
accuracy (about half the longitudinal size of the interrogation window). The size of the
compared interrogation windows in all cases was 28 × 20 pix2 and was selected based on
the patterns of the distribution of tracers in the flow visualization frames. The scaling factor
was 24.4 pix/mm. The spacing between grid nodes was 20 pix (0.82 mm). The shooting
time and the number of captured frames were sufficient for time averaging of the data. For
most of the investigated modes, 1000 pairs of frames were compared.
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3.3. Polymer Solution Preparation 

Figure 2. The tracer’s motion at different time: (a) t = t0; (b) t = t0 + ∆t.

The laser light sheet in the experiments was created by a continuous diode laser SSP-
ST-532-NB-LED (Changchun New Industries Optoelectronics Tech. Co. Ltd, Changchun,
China) (Figure 1e). The laser light sheet was no more than 0.6 mm thick. Filming was
carried out with a Phantom Miro C110 digital video camera (Vision Research, Inc., Wayne,
New Jersey, USA) with a frequency of 60 fps in steady flow regimes. The image processing
procedure included elimination of static objects and noise filtering. The procedures for
searching and filtering erroneous velocity vectors were applied to the primary quantitative
data. The average number of erroneous vectors in the entire volume of the obtained data
was no more than 0.56%.

3.3. Polymer Solution Preparation

An aqueous solution of polyacrylamide with polyamide particles (average diameter
20 µm) was used as a viscoelastic liquid. The influence of gravity and inertia forces on the
position of tracers relative to the carrier medium during the measurements was negligible.
The fluid was prepared in the following order. Polyamide particles with a concentration of
0.013% of the total mass were added to warm distilled water and slightly (manually) mixed.
Then, the mixing process was carried out using an overhead stirrer Heidolph Hei-TORQUE
Value 100 (Heidolph Instruments GmbH & Co. KG, Schwabach, Germany) with a ViscoJet
stirrer (Heidolph Instruments GmbH & Co. KG, Schwabach, Germany). After two minutes
of mixing, the polyacrylamide powder was gradually added. It took 15 min to mix 700 mL
volume. The uncertainty in weighing of distilled water, polyacrylamide powder, and
polyamide particles was less than 0.1%. Prior to the experiment, the finished liquid was
stored in 5 L canisters in a dark cabinet.

3.4. Rheological Measurements

The viscosity curve, as well as dynamic moduli of two concentration of polymer
solutions (2500 and 7500 ppm weight), were measured using MCR 102 rheometer (Anton
Paar, Graz, Austria) equipped with a Peltier (H-PTD200) (Anton Paar, Graz, Austria)
temperature control system with an accuracy of 0.01 ◦C; parallel-plate geometry was
employed with a plate diameter of 50 mm with 1 mm gap.
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4. Results and Discussion

Figure 3 shows the experimental viscosity curve and dynamic moduli of tested samples
of polymer solutions (the temperature value was taken from experimental studies of
flow visualization). Intermediate calculations showed that four modes are sufficient to
approximate the dynamic modulus curves and the viscosity curve, which is consistent with
the literature [11] (Figure 3). The literature data [20] were used to find the linear spectrum
of the relaxation time for the four-modal rheological equations of state of a viscoelastic
medium. The search for a set of nonlinear parameters of rheological models (3) and (4) is
based on the flow curve approximation; e.g., for the Giesekus model, a detailed algorithm
was presented in our earlier published work [21]. For the reader’s convenience, Table 1
presents the parameters of the Giesekus and eXt. Pom-Pom models that we found, which
characterize the rheological behavior of the tested samples (2500 and 7500 ppm). From the
figure, we can see that the eXt. Pom-Pom model, in comparison with the Giesekus model,
best approximates the experimental viscosity curves for both concentrations, especially in
the shear rate range 0.1 <

.
γ < 60. A slight deviation in the storage modulus approximation

in the interval ω < 0.02 was caused by the use of four modes; however, as is shown below,
this deviation does not significantly affect the final result.

Polymers 2022, 14, x FOR PEER REVIEW 7 of 11 
 

 

An aqueous solution of polyacrylamide with polyamide particles (average diameter 
20 μm) was used as a viscoelastic liquid. The influence of gravity and inertia forces on the 
position of tracers relative to the carrier medium during the measurements was negligi-
ble. The fluid was prepared in the following order. Polyamide particles with a concen-
tration of 0.013% of the total mass were added to warm distilled water and slightly 
(manually) mixed. Then, the mixing process was carried out using an overhead stirrer 
Heidolph Hei-TORQUE Value 100 (Heidolph Instruments GmbH & Co. KG, Schwabach, 
Germany) with a ViscoJet stirrer (Heidolph Instruments GmbH & Co. KG, Schwabach, 
Germany). After two minutes of mixing, the polyacrylamide powder was gradually 
added. It took 15 min to mix 700 mL volume. The uncertainty in weighing of distilled 
water, polyacrylamide powder, and polyamide particles was less than 0.1%. Prior to the 
experiment, the finished liquid was stored in 5 L canisters in a dark cabinet. 

3.4. Rheological Measurements 
The viscosity curve, as well as dynamic moduli of two concentration of polymer 

solutions (2500 and 7500 ppm weight), were measured using MCR 102 rheometer (Anton 
Paar, Graz, Austria) equipped with a Peltier (H-PTD200) (Anton Paar, Graz, Austria) 
temperature control system with an accuracy of 0.01 °C; parallel-plate geometry was 
employed with a plate diameter of 50 mm with 1 mm gap. 

4. Results and Discussion 
Figure 3 shows the experimental viscosity curve and dynamic moduli of tested 

samples of polymer solutions (the temperature value was taken from experimental 
studies of flow visualization). Intermediate calculations showed that four modes are suf-
ficient to approximate the dynamic modulus curves and the viscosity curve, which is 
consistent with the literature [11] (Figure 3). The literature data [20] were used to find the 
linear spectrum of the relaxation time for the four-modal rheological equations of state of 
a viscoelastic medium. The search for a set of nonlinear parameters of rheological models 
(3) and (4) is based on the flow curve approximation; e.g., for the Giesekus model, a de-
tailed algorithm was presented in our earlier published work [21]. For the reader’s con-
venience, Table 1 presents the parameters of the Giesekus and eXt. Pom-Pom models 
that we found, which characterize the rheological behavior of the tested samples (2500 
and 7500 ppm). From the figure, we can see that the eXt. Pom-Pom model, in compari-
son with the Giesekus model, best approximates the experimental viscosity curves for 
both concentrations, especially in the shear rate range 0.1 60γ< < . A slight deviation in 
the storage modulus approximation in the interval 0.02ω <  was caused by the use of 
four modes; however, as is shown below, this deviation does not significantly affect the 
final result. 

   

           (a)                                         (b) 

Figure 3. Viscosity curve (a) and dynamic moduli (b); experiment and fitting with four-mode
Giesekus and eXt. Pom-Pom models (2500 ppm at T = 22.8 ◦C and 7500 ppm at T = 20.0 ◦C).

Table 1. Parameters of Giesekus and eXt. Pom-Pom models (2500 ppm at T = 22.8 ◦C, 7500 ppm at
T = 20.0 ◦C).

Giesekus eXt. Pom-Pom

Concentration
[ppm] λi [s] ηi [Pa·s] ηN [Pa·s] αi qi εk αi

2500

0.1406 0.1253

0.0411

0.495 1 0.1 0.9
0.991 0.71 0.495 2 0.4 0.5

7.1911 4.064 0.495 1 0.1 0.7
62.6357 17.1691 0.495 1 0.1 0.6

7500

0.1106 0.4699

0.0962

0.495 1 0.1 0.6
1.0032 3.8742 0.495 2 0.4 0.1
9.0587 31.7676 0.495 1 0.1 0.6

98.5914 191.802 0.495 1 0.1 0.4
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Since the specific values of the average bulk velocity (Va) used in flow visualization
were calculated during post-processing by integrating the velocity profile over the pipe
section according to the formula

Va = 2
R∫

0

Vzrdr/R2 (16)

then analytical solutions were obtained using the initial experimental data.
For 2500 ppm, we visualized four variants of the flow with the values Va = 1.866; 4.579;

7.511; 9.588 [mm/s], which corresponded to the following Weissenberg numbers: Wi = 4.80;
Wi = 11.76; Wi = 19.29; Wi = 24.63. For 7500 ppm, two variants with the values Va = 0.993;
1.561 [mm/s] were investigated, which corresponded to the following Wi = 4.29; 6.74.

The visualization method was preliminarily tested on the flow of 40% glycerol and 60%
propylene glycol (Figure 4). Good agreement of the experimental data with the parabolic
velocity profile characterizing the laminar flow of Newtonian fluid in a round pipe was
obtained. The relative uncertainty did not exceed 0.6%.
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Figure 4. Dimensionless axial velocity profiles in the pipe for various va [mm/s] (Newtonian flow,
the mixture of 40% glycerol and 60% propylene glycol with dynamic viscosity µ = 166 × 10−3 Pa·s;
T = 22.6 ◦C).

Figures 5 and 6 show the profiles of dimensionless axial velocity in the longitudi-
nal section of the channel, which characterize the laminar flow of tested polymer so-
lutions in the circular pipe. The illustration of the obtained data shows that the ex-
perimental data are best predicted using the eXt. Pom-Pom model, while the relative
uncertainty consequently does not exceed 0.9 and 0.96% for 2500 and 7500 ppm. For
the Giesekus model, there is a tendency to overestimate the axial velocity values on the
channel axis with a decrease in the Weissenberg number. For 2500 ppm, the relative
uncertainty on the channel axis does not exceed 1.2% at Wi = 24.63 and it is 4.66% at
Wi = 4.80. For 7500 ppm the discrepancy is more pronounced, so the relative uncertainty
equals 8.77% at Wi = 4.29 and 7.49% at Wi = 6.74. Additional calculation was performed
for a particular case, i.e., Wi→0 (tending to Newtonian flow), to check the correctness of
the developed method. At Wi = 0.01, the calculated velocity profiles predicted by both
the Giesekus and eXt. Pom-Pom models coincided with the parabolic profile. The latter
indicates that even for the simplest case of viscoelastic fluid flow in a round pipe, the
Giesekus model overestimates the value of axial velocity in the central region of the channel
in the range of Weissenberg numbers 0.1 < Wi < 25. The obtained results agree with the
results of other authors who investigated more complex geometries [22].
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5. Conclusions

Our proposed parametric method for multimode Giesekus fluid flows remains stable
in a wide range of Weissenberg numbers, but the velocity profiles predicted by this model
are slightly higher than the experimental data in the central region of the channel. The best
agreement with the experimental data was obtained using the eXt. Pom-Pom model for
example of pipe flows of aqueous polyacrylamide solutions with 2500 and 7500 ppm con-
centrations. The SIV method used to visualize turbulent flows demonstrated its efficiency
for visualization of viscoelastic fluid flows and can be successfully applied to the analysis
of more complex flows.
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Abstract: Two main problems are studied in this article. The first one is the use of the extrusion
process for controlled thermo-mechanical degradation of polyethylene for recycling applications.
The second is the data-based modelling of such reactive extrusion processes. Polyethylenes (high
density polyethylene (HDPE) and ultra-high molecular weight polyethylene (UHMWPE)) were
extruded in a corotating twin-screw extruder under high temperatures (350 ◦C < T < 420 ◦C) for
various process conditions (flow rate and screw rotation speed). These process conditions involved a
decrease in the molecular weight due to degradation reactions. A numerical method based on the
Carreau-Yasuda model was developed to predict the rheological behaviour (variation of the viscosity
versus shear rate) from the in-line measurement of the die pressure. The results were successfully
compared to the viscosity measured from offline measurement assuming the Cox-Merz law. Weight
average molecular weights were estimated from the resulting zero-shear rate viscosity. Furthermore,
the linear viscoelastic behaviours (Frequency dependence of the complex shear modulus) were
also used to predict the molecular weight distributions of final products by an inverse rheological
method. Size exclusion chromatography (SEC) was performed on five samples, and the resulting
molecular weight distributions were compared to the values obtained with the two aforementioned
techniques. The values of weight average molecular weights were similar for the three techniques.
The complete molecular weight distributions obtained by inverse rheology were similar to the SEC
ones for extruded HDPE samples, but some inaccuracies were observed for extruded UHMWPE
samples. The Ludovic® (SC-Consultants, Saint-Etienne, France) corotating twin-screw extrusion
simulation software was used as a classical process simulation. However, as the rheo-kinetic laws of
this process were unknown, the software could not predict all the flow characteristics successfully.
Finally, machine learning techniques, able to operate in the low-data limit, were tested to build
predicting models of the process outputs and material characteristics. Support Vector Machine
Regression (SVR) and sparsed Proper Generalized Decomposition (sPGD) techniques were chosen to
predict the process outputs successfully. These methods were also applied to material characteristics
data, and both were found to be effective in predicting molecular weights. More precisely, the sPGD
gave better results than the SVR for the zero-shear viscosity prediction. Stochastic methods were also
tested on some of the data and showed promising results.

Keywords: polyethylene recycling; artificial engineering; polymer extrusion; machine learning

1. Introduction

Considering the current situation of plastic consumption worldwide, the issue of end-
of-life of polymer materials has become a significant problem. Polyethylene (PE) accounts
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for most plastic packaging and, consequently, plastic waste [1]. As PE is a thermoplastic, the
most common method for its recycling is mechanical recycling, which involves reprocessing
the materials [2–4]. These processes can induce the formation of radicals by homolytic
cleavage of the polymers, inducing degradation, branching or even crosslinking of the
materials leading to different final properties [5–9]. Consequently, to these properties
changes, the applications of the mechanically recycled polymers have to be adapted [10–12].
Whereas the majority of recycled high and low-density polyethylenes (HDPE and LDPE)
are however produced that way, Ultra High Molecular Weight Polyethylenes (UHMWPE),
mostly used for high-performance applications due to their superior mechanical properties,
are more difficult or impossible to process due to their high viscosity [13]. The other
principal way of recycling polymers is by chemical recycling, which consists of a chemical
transformation leading to new raw materials. Whereas polyethylene terephthalate (PET)
can be depolymerized into dimethyl terephthalate and ethylene glycol by mathanolysis [14],
no such reactions are possible for PE. The main way of PE chemical recycling is then
pyrolysis, leading to smaller carbonated molecules, which can, in theory, be reinjected into
the chemical industry [2,6,15–21].

Whilst thermal degradation of polymers that include heteroatoms in their structure
(PMMA, for instance) leads to simple products and mechanisms, PE degradation is more
complex [22]. A simplification of PE degradation mechanisms is presented in Figure 1.
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Figure 1. Simplified mechanisms of thermal degradation of polyethylene [23,24].
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As shown in this figure, different degradation mechanisms are possible for PE thermal
degradation. The process conditions then define their probability. Whereas for polymers
with a more complex structure, the end-chain scission mechanism would be preponderant,
in the case of polyolefins, random scissions are more significant [24]. Therefore, the higher
the molecular weight of the polyolefin, the more random scissions occur, resulting in a
narrowing of the molecular weight distribution [25]. As schematized in Figure 2, the molec-
ular weight decreases with the increase of the temperature of the reaction, leading first to
oligomers and then to smaller molecules whose nature depends on propagation and termi-
nation mechanisms. A short reaction time at high temperatures would favour β-scissions,
leading to the formation of a certain yield of the ethylene monomer. However, longer
reaction times tend to favour the production of cyclic compounds due to intramolecular
and intermolecular transfers, which are less easy to valorize afterwards [25].
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Figure 2. Representation of the different products of polyethylene degradation depending on temper-
ature and residence time, inspired from Vollmer et al. [25].

The final products are then highly dependent on the processing conditions. Moreover,
classic pyrolysis processes induce heat and mass transfer problems, leading to highly
heterogeneous products without the possibility of controlling the degradation [25].

Other innovative ways of PE recycling were recently studied. Manas et al. [26,27], for
instance, studied the recycling of PE crosslinked by irradiations by using it as a filler for
virgin LDPE, Elmanowich et al. [28] studied the use of supercritical fluids for PE recycling,
and recent promising studies are about the enzymatic degradation of polymers [29,30].

The present work aims at controlling the thermo-mechanical degradation of PE by car-
rying out a twin-screw extrusion process at high temperatures (320 < T ◦C < 420). Whereas
polyethylene extrusion usually leads to branching and crosslinking, the extrusion thermal
conditions in this work favour degradation mechanisms closer to pyrolysis conditions.

With the question of the process control comes the issue of its simulation. Extrusion
simulation has been widely studied in the last decades. However, the complexity of the
physical phenomena involved in the extrusion process involves either a long time and a
significant computing power or a lot of hypotheses and simplifications. Furthermore, in this
study, the viscoelastic properties of the materials evolve with their degradation. Due to the
temperatures reached in the extruder, the materials are at the limit of pyrolysis. Moreover,
the presence of oxygen involves additional chemical reactions due to high-temperature
oxidation. Thus, the complexity of the degradation mechanisms increases the imprecision
of the simulation.

On the other hand, machine learning does not need to understand these complex
physics, only to have accurate experimental data to predict the results of new experiments.
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This approach often leads to faster computing and sometimes to more precise results, the
imprecision coming from unknown phenomena or simplifications unavoidable in classical
simulations that are not necessary with machine learning. Such methodologies were
successfully employed in previous works on various reactive extrusion systems [31,32].

The following is a study of the degradation of HDPE and UHMWPE by twin-screw
extrusion at high temperatures. Then, several methods will be applied and compared to
determine the extruded polyethylenes’ final viscosities and molecular weights. Finally,
the modelling of this process with the twin-screw extrusion Ludovic® simulation software
(SC-Consultants, Saint-Etienne, France) will be compared to the results obtained with
Machine-Learning methodologies.

2. Experimental Section
2.1. Materials and Extrusion

HDPE (HDPE XRT70, TOTAL, Melt Flow Index (MFI: 190 ◦C/5 kg) = 0.7 g/10 min) and
UHMWPE (GUR 4130, Celanese, Melt Flow Index (MFI: 190 ◦C/21.6 kg) < 0.1 g/10 min)
were extruded in an intermeshing corotating twin-screw extruder ZSE 18 MAXX/HPe
(Leistritz, Nuremberg, Germany) for various temperatures, screw rotation speeds and
exit flow rates, reaching 29 different configurations. These processing conditions are
summarized in Table 1.

Table 1. Processing conditions used in this study.

Materials Tmax * Flow Rate Screw Rotation Speed

HDPE XRT70 TOTAL,
(MFI = 0.7 g/10 min (190 ◦C, 5 kg))

350 ◦C
390 ◦C
420 ◦C

1 to 6 kg/h 300 to 1000 rpm

UHMWPE GUR 4130, Celanese,
(MFI < 0.1 g/10 min (190 ◦C, 21.6 kg))

390 ◦C
420 ◦C 1 and 3 kg/h 300 to 1000 rpm

* Tmax correspond to the maximal setpoint temperature cf. Figure 3.

As the Polyethylene samples are highly viscous, and in order to have a maximum
of possibilities concerning flow rate and rotation speed combinations, the screw profile
was designed with quite a low shear and few restrictive elements. The temperature was
increased progressively along with the barrel blocks and progressively decreased before
the die for security issues and to limit the degradation at the die exit. The polyethylenes
were introduced at the extruder entrance with a gravimetric feeder. The die had a 3 mm
diameter. At the exit, the materials were cooled by air and then pelletized. The extruder
configuration is described in Figure 3.
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The details about the different extrusion configurations tested and the in-line measures
are presented in the Appendix A of this article, in Table A1.
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The torque, the Engine Power and the die pressure were measured for each experiment.
Thermocouples placed around the centre of the extruder (Tc at L = 38D) and in the die
permitted to measure the melt temperature. However, it appears that the temperature
measured is the one of the inner surface of the barrel and not precisely the bulk material
temperature. Therefore, a manual thermocouple was used to measure it at the die exit of
the extruder.

2.2. Characterizations

The rheological behaviour of the extruded and raw materials was studied using a
DHR-2 (TA Instruments, New Castle, DE, USA), a stress-controlled rheometer. Frequency
sweeps have been carried out at 190 ◦C from 100 to 0.01 rad·s−1 under nitrogen and with
1% deformation. The geometry used was 25 mm diameter parallel plates with a 1 mm gap.

The molecular weight distributions of five samples (two degraded HDPE, two de-
graded UHMWPE and raw HDPE XRT70) were measured using high-temperature steric ex-
clusion chromatography (HT-SEC) using a Viscositek (Malvern Panalytical Ltd., Malvern, UK)
device. The samples were previously dissolved in toluene at 100 ◦C for 30 min.

2.3. Theoretical Methodologies
2.3.1. Determination of Mw from Viscoelastic Behaviour

The molecular weight distributions have been calculated using the TA instrument
tool implemented in the Trios software (TA Instruments, New Castle, DE, USA). This tool,
based on the double reptation theories [33,34], uses a model linking the molecular weight
distribution to the relaxation modulus via the following relationship:

G(t) = G0
N ·




∞∫

ln (Me)

F
1
β w(M)dln(M)




β

(1)

where G(t) is the linear viscoelastic relaxation modulus, G0
N is the plateau modulus, w(M)

is the molecular weight distribution, F(M, t) is the monodisperse relaxation function, and
β takes the value 1 for simple reptation and 2 for double reptation. Several models exist to
define the F function. In this study, as in most cases, a single exponential form described by
Equation (2) is applied. Table 2 presents the definition of the constants used by the model
and their values in this work, which correspond to classical values for polyethylene.

F
1
2 (M, t) = exp

(
−t

2λ(M)

)

with λ(M) = Kλ(T)Mα;
Kλ(T) = Kλ(T0) exp

(
Ea
RT

) (2)

Table 2. Parameters used for the molecular weight distribution calculation from inverse
rheology method.

Symbol Parameter Value

T Test Temperature 190 ◦C
α Relaxation time exponent 3.6

G0
N Plateau modulus 2.3 × 106 Pa

Ea Activation Energy 30 kJ/mol
Kλ Front Factor 2.5 × 10−21 s·(mol/g)3.6

Me Entanglement Molecular
weight 1250 g/mol

Mr Reptation Molecular weight 2500 g/mol
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2.3.2. Determination of Mw from Measured Die Pressure

As the pressure measured at the extruder die depends on the viscosity of the viscous
polymer, which can be related to the molecular weight, it is then possible to estimate
the viscosity and subsequently the molecular weight without the need for post-process
characterizations. Figure 4 summarises the different steps required to measure Mw from
the die pressure measurement.
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Figure 4. Scheme of the Mw determination from die pressure measurement.

The first step is to determine the value of the viscosity and the shear rate in the die.
For this purpose, the die is considered a capillary rheometer. The experimentally measured
temperatures and pressures are then approximated to those of the narrowest section of
the die. As in a capillary rheometer, an apparent shear rate

.
γapp and an apparent viscosity

ηapp are calculated as a function of the flow rate Q, the die cross-section and length r and L
and the difference between die and outside drop pressure ∆P according to Equation (3).

.
γapp =

4 Q
π r3 ; ηapp =

∆P r
2 L

.
γapp

(3)

These values are valid at the temperature of the die Tdie, it is then necessary to calculate
them at a reference temperature T0 which is set at 190 ◦C in this study. This correction is
then done assuming an Arrhenius dependence of the viscosity (Equation (4)).

ηapp(Tdie) = aT × ηapp(T0) ; aT = exp
(

Ea

R
×
(

1
T0
− 1

Tdie

))
(4)

Ea = activation energy;
R = ideal gases constant.

Then, the Rabinowitsch correction (Equation (5)) has to be applied to calculate real
shear rate and viscosity

.
γdie and ηdie.

.
γdie =

3m+1
4m

.
γapp ; ηdie =

4m
3m+1 ηapp ;

with m− 1 =
∂ log(η)
∂ log(

.
γ)

(5)

Usually, the parameter m is obtained by measuring several values of
.
γapp and ηapp and

calculating the slope of the resulting line by plotting log(ηapp) = f (log(
.
γapp)). However,

in the present study, it is impossible to obtain more than one point of the curve because
measuring another pressure value means changing the process and thus changing the
material itself. A first regression is then performed considering a Carreau-Yasuda model
(Equation (6)) passing through this single point; it is thus considered that all degraded
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PE still follow a Carreau-Yasuda law. m and a parameters are set as the ones of the raw
HDPE XRT70 (m = 0.058 and a = 0.248). They have been determined by a frequency sweep
with the rheometer and a fitting with the Carreau-Yasuda model. The Cox-Merz law was
assumed to compare the actual shear viscosity and the complex viscosity measured by
oscillatory rheometry tests. According to the literature [35], the viscosity at high shear rates
does not depend on molecular weight. The viscosity curves of different molecular weight
polyethylene samples converge then on an identical power-law behaviour. Making this
assumption, λ and η0 have been determined for each sample through classical regression
methods, and the equation is thus completely described.

η
( .
γ, T

)
= η0 ·(1 +

(
λ× .

γ
)a
)m−1

a (6)

m and a = dimensionless indexes;
λ [s] = characteristic time;
η0 [Pa·s] = zero shear viscosity.

The m parameter can then be calculated with the resulting curve, which enables the
calculation of real shear rate

.
γdie and viscosity ηdie in the die thanks to Rabinowitsch

correction. Finally, the real viscosity curve passing through this point is estimated by a
second regression with a Carreau-Yasuda model in the same way as the first regression.

It is then possible to link the average molecular weight Mw to η0 considering Equation (7).
Often estimated at 3.4 for entangled polymers, the α exponent has been fixed at 3.6 in this
study to be homogeneous with previous calculations and other HDPE studies [36–38] (the
results being similar with the two values). The K constant can be determined from the
values of η0 and Mw of the reference HDPE.

η0 = K×Mα
w (7)

3. Modelling and Machine Learning
3.1. Simulation

Ludovic® software (SC-Consultants, Saint-Etienne, France) is a well-known twin-screw
extrusion simulation software. Due to its computing speed, ease of use and flexibility, it has
proven its reliability in many different fields and applications. Initially developed for starch
extrusion, it is now developed and used for plastics compounding and the pharmaceutical,
cosmetics, food, and construction industries. This broad use makes it an interesting choice
for this study and for comparison with new approaches such as machine learning.

Its efficiency is due to many simplifications and hypotheses and its adaptability to
each situation. First, the melting process is considered instantaneous, but the user can also
implement a melting model. Then, specific geometries are used depending on the element,
allowing the flow calculation in only one dimension. Elements are divided into several
sections in which the fluid is considered as Newtonian and isothermal. Specific viscosities
depending on shear rate and temperature are however defined and chosen by the user.
Dedicated articles were published for a complete description of the method [39].

Here, the software was configured to match screw profile, extruder, die and tem-
perature profile with the experiments. Transfer coefficients were fixed at 50 W·m−2·K−2

for the die and 350 W·m−2·K−2 for the barrel, corresponding to similar and previous
simulations [31,40].

Concerning the viscosity of the polyethylene, several options are available: Choosing a
rheological model between Power Law and Carreau-Yasuda and indicating the correspond-
ing parameters, implementing a new model, or entering a set of points (SoP) corresponding
to rheological measurements. It is also possible to couple the viscosity with some simu-
lation results, such as reaction rate (requires entering a description of the kinetics), total
residence time, cumulated strain or total dissipated energy. Nevertheless, it requires
knowing the relation between these parameters and viscosity. In our case, polyethylene
viscosity evolves during the extrusion due to the degradation under high temperature.

395



Polymers 2022, 14, 800

Berzin et al. [41] developed a method for coupling the starch viscosity variation with the
SME on Ludovic® (SC-Consultants, Saint-Etienne, France) However, here, the dependence
between degradation and the process parameters is unknown, and the objective is to use
the simulation classically.

HDPE viscosity has been defined as following a Carreau-Yasuda model, in which pa-
rameters have been determined from rheological measurements on the raw polyethylenes.

Concerning UHMWPE, it appears that the available rheological measurement methods
underestimate the viscosity. Several hypotheses and simplifications had then to be made in
order to approximate it for our simulation.

As a first simplification, the elastic modulus (G′) has been considered as constant and
equal to its rubbery plateau value G0

N , which can be calculated the following way:

G0
N =

ρR T
Me

(8)

where ρ is the density of the polymer estimated at 930 kg/m3 according to the supplier,
R is the perfect gas constant, T is the reference temperature (T = 190 ◦C) and Me is the
molecular weight between entanglements (1.25 kg/mol for polyethylene).

Then, as the loss modulus is significantly lower than the value of the elastic modulus,
its contribution to viscosity calculation has been neglected.

Finally, the Cox-Merz hypothesis has been made, allowing to assimilate the actual
viscosity η and shear rates

.
γ of the extruder to the complex viscosity η∗ and angular

frequency ω, thus obtaining the following approximation:

η
( .
γ
)
= η∗(ω) =

G′(ω)

ω
=

G0
N

ω
(9)

All the polymer characteristics used have been summarised in Table 3.

Table 3. Thermal Properties and viscosity laws used in the simulation.

Thermal Properties HDPE XRT70 UHMWPE GUR 4130

Heat Capacity [J kg−1 K−1] 1550 1840
Density [kg m−3] 947 930

Thermal Conductivity [W mK−1] 0.35 0.41
Melting Temperature [◦C] 129 135
Melting enthalpy [kJ kg−1] 190 122

Viscosity Law

Carreau-Yasuda: Power Law:

η
( .
γ
)
= η0 ·(1 +

(
λ× .

γ
)a
) m−1

a η
( .
γ
)
= K

.
γ m−1

η0 = 2.5 × 106 Pa·s
λ = 0.33 s
a = 0.25

m = 0.058
Tref = 190 ◦C

Ea = 30 kJ·mol−1

m = 0
K = 2.86 × 106 Pa·s

Tref = 190 ◦C
Ea = 30 kJ·mol−1

3.2. Machine-Learning

Since a data-driven model is only fed by data, the more data there is, the more accurate
the prediction will be. While today, in the era of “big data”, one of the main concerns is to
classify this huge amount of data successfully, this study is in the opposite situation dealing
with the low data limit imposed by the number of extrusions and the available hardware.
The dataset used in our study includes four types of inputs (HDPE or UHMWPE, flow rate,
screw rotation speed and maximal imposed temperature), and only around 27 data, each
corresponding to an extrusion configuration. To find a law linking the outputs to these
inputs, it is consequently necessary to use algorithms able to perform with few data. As
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regression methods are well adapted to this case, Support Vector Machine Regression (SVR)
and Sparsed Proper Generalized Decomposition (sPGD), two regression methods, have
been tested for those data. Their specific modes of operation are described hereafter.

The process is as follows: the dataset is first randomly divided into training and test
groups. Then, the training inputs and outputs are implemented in the algorithm, which,
depending on the method, will “learn” from these data, creating a model linking the inputs
to the outputs. The model is then tested with the remaining data, and the outputs predicted
by it are compared to the real ones, allowing qualifying its accuracy.

3.2.1. Support Vector Machine Regression—SVR

SVR is a derivate of the Support Machine Vector—SVM—classification method. It is
a classical method known for its effectiveness in high dimensional spaces and is widely
described in the literature, such as Smola et al. in 2004 [42]. As with all classification
methods, SVM aims to find the equation of the limit between two classes. As it can be
tricky or impossible to find this limit in the original space of the data, the strategy here is to
represent the data in a higher-dimensional space where the equation of the limit would
be more simple. This principle is represented in Figure 5. This transformation is carried
out via a transformation function called “kernel” (noted ϕ in the figure). This kernel is
defined by the user, depending on the system and its complexity. Here the “RBF” kernel
was chosen as it is adapted to nonlinear systems.
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Figure 5. Scheme of SVM principle.

The decision surface defining the different class areas is defined according to two
parameters C and ε defined by the user. ε represents the maximum error between the
decision surface and the experimental points, and C characterizes the smoothness of this
surface. To be more specific, a high value of C would make the decision surface fit exactly
all the experimental points but can lead to overfitting. It would hardly represent reality
and would not fit new points that are not part of the training points. On the contrary, a low
value of C would smooth the decision surface, enabling more errors and bringing more
realism. This principle can also be used for regression purposes, and this is how the SVR
method used here works. Then, the decision surface does not represent a border between
classes but a hyper-surface approximating the points, predicting numerical values for new
testing points.

3.2.2. Sparsed Proper Generalized Decomposition—sPGD

This regression method has been developed and fully described by Ibáñez et al. [43].
To give an idea of the principle of this method, let us consider an output y that depends on
two input parameters x1 and x2. The simplest regression method, particularly in the case of
few experimental data, is a linear regression such as described by Equation (10).

y(x1, x2) = a + b× x1 + c× x2 (10)

where three experimental data, i.e., values of (y, x1, x2), are necessary to find a, b and c
parameters of Equation (10).
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However, the dependence between the inputs and outputs is often nonlinear, and
calculating richer regressions would necessitate more data. The principle of sPGD is
considering instead of (10) the following equation:

y(x1, x2) = X1(x1)× X2(x2) (11)

The dependence relation between the output y and the inputs x1 and x2 would thus
be a product of functions depending each on x1 and x2. To determine these functions
without needing more data, the following method is applied. First, X1(x1) is fixed and
X2(x2) is estimated thanks to the available data. Only two data are then necessary to
have a linear function in each coordinate and then a bilinear regression with only three
data (some regularisation being needed to avoid unphysical behaviours). However, a
more significant amount of data would lead to richer approximations. Then, X1(x1) can
be estimated by fixing X2(x2) to its just calculated value using the same data. With this
method, three experimental data could lead to a quadratic dependence instead of a linear
one with Equation (10).

3.2.3. Stochastic Methods

Classically, the way of estimating the equation matching a maximum with data is to
apply the classical least-squares procedure. However, another method called “stochastic”
based on statistics is possible.

Let consider a set of two variables xi and yi that we attempt to describe by a linear func-
tion yi = yi(xi) = axi + b. The classical lest squares procedure consists of minimizing S.

S =
1
2 ∑

i
(yi − f (xi))

2 =
1
2 ∑

i
(yi − (axi + b))2 (12)

The number of samples is n (i = 1..n).
The linear regression applied at each data point reads:

b + ax1 = y1
. . .

b + axn = yn

(13)

whose matric form reads



x1 1
. . . . . .
xn 1



(

a
b

)
=




y1
. . .
yn


 (14)

or using a more compact form

X
(

a
b

)
= Y (15)

The least-squares procedure used for solving the just overdetermined system consists
of pre-multiplying the previous system by XT that results in

XTX
(

a
b

)
= XTY (16)

or more explicitly 


∑
i

x2
i ∑

i
xi

∑
i

xi n



(

a
b

)
=




∑
i

xiyi

∑
i

yi


 (17)
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It is then possible to prove that the solution of this system results

a = Cov(x,y)
Var(x)

b = y− ax
(18)

with y and x the mean value in the sample of variables y and x, respectively.
We suppose now that for each input xi the response yi follow a Gaussian distribution

with a standard deviation σi. Let denotes by Nσ(.) the Gaussian distribution around the
zero value with standard deviation σ. The least-squares procedure previously described is
here modified. The idea consists in saying that each yi must follow a normal distribution
centred at axi + b and with a standard deviation σi.

The optimization problem results then in the maximization of the following sum

S =
1
2 ∑

i
Nσi (yi − f (xi)) =

1
2 ∑

i
Nσi (yi − (axi + b)) (19)

To get back on a classical optimization problem expressed in terms of minimization, we
just have to add a negative sign on the sum. The resolution cannot be made analytically, as
was done in the case of the least-squares’ procedure. We can however use a descent scheme.

Assuming that the standard deviation does not depend on x, one could look for the sta-
tistical regression with a minimum standard deviation. For that, the most straightforward
procedure consists of, for a tentative a and b coefficients of the regression, compute the stan-
dard deviation of the sampling, and then apply the previous rationale for computing the
regression, that is, for updating a and b coefficients and iterate until reaching convergence.

The procedure described above is easily generalized to handle multiparametric regres-
sions with richer nonlinear regressions. This method was tried on 10 data corresponding
only to HDPE extruded at 190 ◦C and coupled to SVR previously described methodology.

4. Results and Discussion
4.1. Comparison of Estimated and Measured Viscosities

The viscosities of the extruded materials deduced from the pressure measured at the
die were compared to the rheometer measurements. The viscosity curves obtained from
die pressure measurements are compared to data calculated from rheometer experiments
in Figure 6A only for the samples resulting from HDPE 390 ◦C extrusion. Figure 6B
compares the zero shear viscosities obtained for all samples with the two different methods.
A Carreau-Yasuda model was thus used to fit the experimental viscosity curves, which
validate the use of such a model for the degraded PE. With this type of representation, the
closer the points on the x = y line are, the closer the values of the two methods for the same
sample are. The samples from extrusions performed at different temperatures or with the
UHMWPE give similar results. The results are fully detailed in Table A3 of the Appendix A.

Despite the assumptions made, the estimated viscosity curves are close to the rheome-
ter experiments. However, the region of the Newtonian plateau at low frequency seems to
be more pronounced for the rheometer data, leading to a higher value of the parameter a of
the Carreau-Yasuda law. But the interest of this method is to avoid offline characterizations.
Given the lack of information to model the curve correctly, it seems unlikely that better
results can be obtained. Besides, the comparison of zero-shear viscosities gives satisfac-
tory results and proves that this method can rapidly approximate the final viscosity of
extruded materials.

4.2. Molecular Weight Distribution

Figure 7A shows the comparison of the values of weight average molecular mass
(Mw) obtained with the three methods previously described, i.e., (i) viscoelastic behaviour
measurements, (ii) from die pressure and (iii) from size exclusion chromatography (SEC).
Only the five samples analyzed by SEC are in the 3D figure, the other ones being in the
die pressure versus viscoelastic behaviour plane. Figure 7B compares Mw values obtained
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by the three techniques and Mn values obtained by SEC and viscoelastic measurements.
The results are fully detailed in Table A3 of the Appendix A. It appears that despite the
simplifications they induce, the three methodologies give similar results for the determi-
nation of Mw for all samples, with a factor of less than 2 between values in most cases.
Thus, it appears that, concerning the determination of Mw, the viscoelastic measurement
method has few advantages over the die pressure method, which does not require offline
characterizations. However, its advantages actually lie in the fact that this technique allows
obtaining the complete distribution of molecular weights, unlike the die pressure method,
which only allows obtaining the Mw.
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Figure 7. (A) Comparison of weight average molecular weight (Mw) of degraded polyethylenes
obtained from the estimated zero shear rate viscosity versus the one obtained from viscoelastic
behaviour measurements. (B) Comparison of weight average (Mw) and number average (Mn)
molecular weight values obtained with different specified methodologies.
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The Mn values obtained are compared to SEC values in Figure 7B. Figure 8 compares
complete molecular weight distributions obtained by SEC and calculated from viscoelastic
measurements for an HDPE and a UHMWPE. These figures point out that concerning
HDPE samples, the distributions calculated are close to the ones obtained by SEC, which
is the more precise methodology. It is consequently possible for this type of sample to
determine the molecular weight distribution only from frequency sweep experiments,
avoiding using SEC, which is a more complex and less accessible process involving the use
of hot CMR solvents. However, for UHMWPE samples, Mn values are not as close to the
SEC values. It can be due to structural differences with HDPE samples, inducing different
parameters for the reptation model (relaxation time exponent, entanglement and reptation
molecular weights, etc.).
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4.3. Ludovic® Simulation

Figure 9 compares the values obtained with Ludovic® simulation (x-axis) to the exper-
imental measures (y-axis) for different process parameters. This representation involves
that the closer the values are to the x = y line, the closer the predictions of Ludovic® are to
the measures. These results are fully detailed in Table A2 of the Appendix A.

The die temperatures measured by the extruder thermocouple are all around 200 ◦C,
while the output temperatures measured with a manual thermocouple are much higher
and more scattered. It is often a problem with extruder thermocouples which, being placed
on the walls of the die, are influenced by its temperature and do not measure the actual
melt temperature.

Concerning the simulation results, the first thing to notice is that all temperatures seem
to be overestimated by the software, which matches the fact that polyethylene degradation
is not considered. The actual viscosity decreases along with the screws and causes less
self-heating than what could be expected without degradation. The temperature is, in fact,
closer to the one imposed by the extruder.

This viscosity error also causes an overvaluation of the pressure in the die, more
accentuated for UHMWPE because of its high viscosity. Concerning the torque and the
engine power, and in the case of HDPE, the experimental values match pretty well with the
simulation. It can be surprising considering the error between simulated and experimental
viscosities caused by degradation. However, as viscosity decreases along the extruder, we
can think that the torque value is mainly ruled by the most viscous part, which is the raw
polyethylene present in the first screw elements and not yet degraded. The torque is then
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ruled by the viscosity of raw polyethylene, which is the one implemented in Ludovic®

(SC-Consultants, Saint-Etienne, France) The ability of machine learning algorithms to make
better predictions than classic simulation is studied in what follows.
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Figure 9. Comparison of Ludovic® Simulation versus Experimental data for in-line measured parameters.

4.4. Data-Based Modelling
4.4.1. Modelling of In-Line Measures with Machine-Learning Methods

This part presents the results obtained by Machine-Learning (ML) method on in-line
measured parameters, which correspond to the parameters measured directly during the
extrusion without needing additional experiments.

Figures 10 and 11 show the results obtained for centre and exit temperatures (manual
thermocouple), torque, engine power and exit pressure for SVR and sPGD methods, respec-
tively. To obtain these results, the model obtained after training with SVR regression has
been applied on inputs and these figures represent the resulting outputs compared with
the measured ones. Blue dots correspond to the data used for training and constructing the
model, whereas the red star ones represent data that are new for the model as they have
not been used for the training. Regarding these results, it appears that both methodologies
give acceptable results as the dots are well distributed along the x = y line and relatively
close to it.
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In order to have more precise comparison tools, R2 scores were calculated on the
results and presented in Table 4. The closer the score is to 1, the closer the model is to
measures. Whereas obtaining a good score for training data is accessible, obtaining it for
both training and test data is trickier. This table shows that both methods give acceptable
errors but that the sPGD can be more precise for most parameters, particularly for the die
pressure. On the contrary, exit temperature is a little bit more precisely modelled with SVR.

Table 4. R2 scores errors for SVR and sPGD methods.

R2 Error
Centre

Temperature
Exit

Temperature Torque Engine
Power Die Pressure

SVR train 0.93 0.93 0.91 0.93 0.92
SVR global 0.92 0.88 0.8 0.92 0.75
sPGD train 0.99 0.91 0.82 1 0.98

sPGD global 0.99 0.88 0.71 0.99 0.84

Finally, either of these methods gives better results than the classical Ludovic® (SC-
Consultants, Saint-Etienne, France) software model and good predictions without the need
to understand the physical phenomena involved in the extrusion process. However, if this
last point appears to be an advantage in favour of this method, it should be noted that one
should be wary of it because the algorithm can model data that are false in the absolute.
For example, the measured exit and centre temperature are very probably underestimated.
Both algorithms, however, succeed to predict them, which proves that there is a logic
between input parameters and these values. Nevertheless, they do not prevent eventual
systematic errors in the measurements.

4.4.2. Modelling of Viscosity and Molecular Weight

One of the main interesting aspects of data-based simulations is that there is no need
to understand the physics behind the measurements to obtain predictive models of these
results. Consequently, it is a less time and power-consuming way to obtain predictions for
any measurements, as long as the correct inputs are given. ML methods can also succeed
in predicting values depending on unknown phenomena. However, they work as black
boxes and cannot help to understand these phenomena.

For example, in this work, understanding the degradation mechanisms sufficiently
to predict the final molecular weights of the material seems out of reach. On the contrary,
predicting these values with ML methods seems entirely feasible. Figure 12 presents the
results obtained with SVR and sPGD methods when predicting zero-shear viscosity η0 and
weight and number average molecular weights Mw and Mn. Table 5 presents the R2 scores
obtained, indicating the precision of these methods.

Both methods successfully model Mw values with reasonably high precision, but Mn
values predictions are less accurate. Mw and Mn values implemented in the software
are deduced from the viscoelastic behaviours of the melt samples. It has previously been
shown that this method is more accurate for predicting Mw than Mn. This fact can explain
the significant error noticeable for some of the data. Concerning the viscosity, the results
obtained with the SVR method are pretty bad, and the predicted values seems shifted from
the real ones. The cause of this phenomenon is unclear since the algorithm succeeds to
predict Mw which, as seen previously, can directly be related to viscosity. sPGD algorithm
presents similar R2 scores for viscosity, but less shifted values, which shows that the choice
of the regression method is crucial.
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SVR train 0.48 0.91 0.77 

SVR global 0.50 0.86 0.70 
sPGD train 0.49 0.90 0.77 

sPGD global 0.50 0.82 0.75 

Both methods successfully model Mw values with reasonably high precision, but Mn 
values predictions are less accurate. Mw and Mn values implemented in the software are 
deduced from the viscoelastic behaviours of the melt samples. It has previously been 

Figure 12. Results of zero-shear viscosity and weight and number average molecular weights
predicted by SVR and sPGD methods versus the experimental ones. The blue dots correspond to
training data, and the red stars correspond to test data for HDPE and UHMWPE indiscriminately.

Table 5. R2 scores errors for the determination of η0, Mw and Mn with SVR and sPGD methods.

R2 Error η0 Mw Mn

SVR train 0.48 0.91 0.77
SVR global 0.50 0.86 0.70
sPGD train 0.49 0.90 0.77

sPGD global 0.50 0.82 0.75

4.4.3. Stochastic Models

One problem with data-driven models is that their accuracy depends on the accu-
racy of the data, which necessarily includes inaccuracies due to measurement techniques.
Stochastic models allow considering probability curves instead of points as data, thus
smoothing out these inaccuracies and generally simplifying the model. The SVR method
coupled with the stochastic approach was tested on ten data corresponding to HDPE
extruded at Tmax = 390 ◦C. The results are shown in Figure 13.

As there are only two inputs for these data (Screw rotation speed and Flow rate), the
results can be plotted in 3D graphs. The middle surface corresponds to the predictions,
and the translucent ones correspond to the superior and inferior acceptation boundaries.
Despite the limited amount of data, the method gave satisfactory results. Therefore, this
method is promising and needs to be tested with the different polymers and temperatures
as inputs and other outputs such as viscosities or molecular weights to see if the stochastic
approach can make an improvement.
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Figure 13. Results obtained with the stochastic method coupled to SVR. The dots correspond to
training values, and the stars correspond to test ones.

5. Conclusions

HDPE and UHMWPE were degraded by twin-screw extrusion under different high
temperatures (320 < T ◦C < 420) and for different process conditions (flow rate and screw
rotation speed), leading to numerous different extrusion configurations. Several parameters
were measured for each configuration, creating a dataset with four different inputs, five
outputs, and thirty-eight data.

The shear viscosity curves of the extruded materials were estimated from the measured
die pressure and temperature. Their comparison with frequency sweep measurements
showed that despite the numerous simplifications, the results were accurate. This fact
shows that this method can be used to rapidly obtain an approximation of the final zero-
shear viscosity of extruded materials.
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Two methods were tested to estimate the molecular weight of extruded polyethylene.
One was based on the viscoelastic behaviour of the material, and the other was deduced
from die pressures and temperatures. The results showed that the average molecular
weight Mw values were similar for both methods and similar to those obtained by SEC for
the five samples tested. The method determining Mw only from measured die pressure
and temperature thus seems more advantageous because it does not involve offline charac-
terizations. However, this method is not sufficient to obtain the complete molecular weight
distribution. In contrast, the other method based on viscoelastic measurements determined
the complete molecular weight distribution. The results were good for HDPE but with
some inaccuracies for UHMWPE samples. Although, as with the SEC, it requires offline
characterizations, it is faster and is an interesting alternative.

The Ludovic® (SC-Consultants, Saint-Etienne, France) twin-screw extrusion simu-
lation software was used as a classical model of the extrusion experiments. Since the
degradation mechanisms occurring in the extruder are unknown, the simulation was
performed considering the viscosities of the raw materials, which led to overestimated
pressures and temperatures. Consequently, SVR and sPGD Machine-Learning methods
were applied to the dataset and succeeded in modelling the extrusions’ torque, engine
power, die pressure, and die and centre temperatures. They also gave good results for the
predictions of Mw. Mn has also been successfully predicted but with more inaccuracies,
probably caused by its method of determination. Besides, whereas the SVR method gave
inaccurate results for zero-shear viscosity modelling, sPGD’s results were more acceptable.
Finally, stochastic methods were tested on ten of the data giving promising results.

Machine-Learning seems to be a valuable tool for extrusion simulation as it is possible
to obtain quickly accurate models. However, it is essential to keep in mind that ML methods
cannot be used as predictive tools and also that the accuracy of the results depends on the
accuracy of the data. In perspective, it could be interesting to think about the scale-up of
this process and about how machine-learning could be a helpful tool for this purpose. Few
experiments on a larger scale could then be necessary to adapt the whole model to it.
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Appendix A. Detail of Data’s

Table A1. In-line measurements for the different tested extrusion parameters.

Process Inputs Extrusion in-Line Measurements

PE Type Q
(kg/h)

N
(rpm) Tmax (◦C) Torque

(N·m)
Pe

(Bar)
Tc

(◦C)
Engine Power

(kW)
Te

(◦C)

HDPE 3 300 350 21.3 28 355 1.04 248

HDPE 3 600 350 17.7 22 357 1.68 273

HDPE 6 300 350 13.8 12 353 3.97 236

HDPE 6 600 350 12.4 12 355 6.89 258

HDPE 1 300 390 10.3 7 395 0.46 226
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Table A1. Cont.

Process Inputs Extrusion in-Line Measurements

PE Type Q
(kg/h)

N
(rpm) Tmax (◦C) Torque

(N·m)
Pe

(Bar)
Tc

(◦C)
Engine Power

(kW)
Te

(◦C)

HDPE 3 300 390 16.7 13 395 0.81 242

HDPE 3 300 390 17.4 17 393 0.81 247

HDPE 3 500 390 16.0 15 394 1.23 260

HDPE 3 500 390 16.0 15 394 1.20 261

HDPE 3 600 390 13.8 12 395 1.31 263

HDPE 3 700 390 14.2 14 396 1.59 268

HDPE 3 1000 390 12.4 8 397 2.01 274

HDPE 5 600 390 20.6 18 396 2.01 276

HDPE 6 300 390 28.7 25 391 0.69 273

HDPE 6 600 390 21.3 19 393 1.02 286

HDPE 6 1000 390 17.0 20 396 0.38 307

HDPE 3 300 420 12.4 4 423 0.60 226

HDPE 3 600 420 10.3 3 424 1.00 230

HDPE 6 300 420 24.8 10 421 0.59 257

HDPE 6 600 420 19.2 8 422 1.81 258

UHMWPE 1 300 390 13.1 25 397 0.64 260

UHMWPE 1 600 390 11.4 13 398 1.09 276

UHMWPE 1 1000 390 9.6 9 399 1.38 286

UHMWPE 3 400 390 22.0 35 398 1.41 280

UHMWPE 3 600 390 16.3 30 397 1.74 307

UHMWPE 3 1000 390 14.2 34 397 1.74 307

UHMWPE 3 300 420 21.3 10 424 1.00 234

UHMWPE 3 600 420 11.0 9 430 1.06 256

UHMWPE 3 1000 420 10.3 7 430 1.61 268

Table A2. Ludovic® results obtained for the different tested extrusion parameters.

Process Inputs Ludovic® Simulation

Polymer Q
(kg/h)

N
(rpm)

Tmax
(◦C)

Torque
(N·m)

Te
(◦C)

Tc
(◦C)

Pe
(bar)

Engine Power
(kW)

HDPE 3 300 350 19.0 363 409 49 1.19

HDPE 3 600 350 13.1 491 520 31 1.65

HDPE 6 300 350 30.2 357 390 67 1.90

HDPE 6 600 350 20.3 473 481 45 2.55

HDPE 1 300 390 10.4 376 443 27 0.65

HDPE 3 300 390 18.7 369 426 47 1.18

HDPE 3 500 390 14.6 459 496 34 1.53

HDPE 3 500 390 14.6 459 496 34 1.53
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Table A2. Cont.

Process Inputs Ludovic® Simulation

Polymer Q
(kg/h)

N
(rpm)

Tmax
(◦C)

Torque
(N·m)

Te
(◦C)

Tc
(◦C)

Pe
(bar)

Engine Power
(kW)

HDPE 3 600 390 13.0 499 530 30 1.64

HDPE 3 700 390 12.1 539 568 27 1.78

HDPE 3 800 390 11.4 579 606 24 1.91

HDPE 3 1000 390 6.4 597 356 23 1.33

HDPE 5 600 390 17.9 487 503 40 2.26

HDPE 6 300 390 29.8 363 407 65 1.87

HDPE 6 600 390 20.1 481 491 44 2.53

HDPE 6 800 390 17.2 553 554 36 2.89

HDPE 6 1000 390 14.1 597 520 32 2.95

HDPE 3 300 420 18.5 374 439 47 1.17

HDPE 3 600 420 12.9 505 538 30 1.63

HDPE 6 300 420 29.5 368 419 64 1.85

HDPE 6 600 420 20.0 488 498 43 2.51

UHMWPE 1 300 390 14.8 402 471 127 0.93

UHMWPE 1 600 390 9.0 459 530 83 1.13

UHMWPE 1 1000 390 6.3 510 590 60 1.32

UHMWPE 3 400 390 19.8 444 485 92 1.66

UHMWPE 3 600 390 13.8 486 519 70 1.74

UHMWPE 3 1000 390 9.2 547 577 49 1.92

UHMWPE 3 300 420 25.0 419 477 112 1.57

UHMWPE 3 600 420 13.7 488 527 69 1.72

UHMWPE 3 1000 420 9.1 550 581 48 1.90

Table A3. Viscosities and molecular weights for the different tested extrusion parameters.

Process Inputs Zero Shear-Rate Viscosities Molecular Weights (Inverse
Rheology)

Mw (From
Die Pressure)

Polymer Q
(kg/h) N (rpm) T (◦C) η0 from Die

Pressure (Pa·s)
η0 Rheometer

(Pa·s)
Mw

(g/mol)
Mz

(g/mol)
Mn

(g/mol) Mw (g/mol)

HDPE 3 300 350 2.6 × 104 3.2 × 104 1.1 × 105 5.0 × 105 2.4 × 104 1.1 × 105

HDPE 3 600 350 1.3 × 104 2.1 × 104 9.1 × 104 4.3 × 105 1.9 × 104 8.6 × 104

HDPE 6 300 350 1.1 × 104 3.5 × 104 1.0 × 105 5.2 × 105 1.9 × 104 8.3 × 104

HDPE 6 600 350 1.1 × 104 1.3 × 104 8.4 × 104 3.7 × 105 1.9 × 104 8.2 × 104

HDPE 3 300 390 6.4 × 103 3.2 × 103 6.0 × 104 1.5 × 105 2.4 × 104 7.0 × 104

HDPE 6 300 390 7.4 × 103 3.4 × 103 7.1 × 104 2.2 × 105 2.3 × 104 7.3 × 104

HDPE 6 600 390 4.0 × 103 2.5 × 103 6.4 × 104 2.0 × 105 2.0 × 104 6.1 × 104

HDPE 6 1000 390 1.4 × 103 1.2 × 103 5.4 × 104 1.5 × 105 1.9 × 104 4.5 × 104

HDPE 3 300 420 3.5 × 102 9.0 × 101 2.8 × 104 5.9 × 104 1.3 × 104 3.0 × 104

HDPE 3 600 420 2.2 × 102 1.0 × 102 2.9 × 104 5.9 × 104 1.4 × 104 2.6 × 104

HDPE 6 300 420 8.1 × 102 3.5 × 102 4.1 × 104 9.3 × 104 1.8 × 104 3.8 × 104

HDPE 6 600 420 5.2 × 102 3.1 × 102 3.9 × 104 8.7 × 104 1.8 × 104 3.4 × 104
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Table A3. Cont.

Process Inputs Zero Shear-Rate Viscosities Molecular Weights (Inverse
Rheology)

Mw (From
Die Pressure)

Polymer Q
(kg/h) N (rpm) T (◦C) η0 from Die

Pressure (Pa·s)
η0 Rheometer

(Pa·s)
Mw

(g/mol)
Mz

(g/mol)
Mn

(g/mol) Mw (g/mol)

UHMWPE 1 300 390 7.4 × 104 5.0 × 104 1.2 × 105 1.4 × 106 9.6 × 103 1.4 × 105

UHMWPE 1 600 390 1.3 × 104 5.4 × 104 1.1 × 105 8.8 × 105 1.3 × 104 8.6 × 104

UHMWPE 1 1000 390 5.8 × 103 1.0 × 104 6.6 × 104 3.5 × 105 1.2 × 104 6.8 × 104

UHMWPE 3 400 390 5.3 × 104 7.0 × 103 1.6 × 105 1.5 × 106 1.6 × 104 1.3 × 105

UHMWPE 3 600 390 3.1 × 104 1.0 × 105 1.6 × 105 3.4 × 106 5.8 × 103 1.1 × 105

UHMWPE 3 1000 390 4.8 × 104 2.9 × 104 1.2 × 105 8.7 × 105 1.5 × 104 1.3 × 105

UHMWPE 3 300 420 1.9 × 103 3.1 × 103 6.3 × 104 2.4 × 105 1.6 × 104 4.9 × 104

UHMWPE 3 600 420 1.5 × 103 4.2 × 103 6.8 × 104 2.6 × 105 1.8 × 104 4.6 × 104

UHMWPE 3 1000 420 9.4 × 102 1.9 × 103 5.8 × 104 2.0 × 105 1.7 × 104 4.6 × 104
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Abstract: Seawater treated with lime and sodium carbonate in different proportions to reduce
magnesium and calcium contents is used in flocculation and sedimentation tests of artificial quartz
and kaolin tailings. Solid complexes were separated from water by vacuum filtration, and factors such
as lime/sodium carbonate ratio, kaolin content, flocculation time, and flocculant dose are evaluated.
The growth of the aggregates was captured in situ by a focused beam reflectance measurement
(FBRM) probe. Solid magnesium and calcium complexes are formed in raw seawater at pH 11,
impairing the performance of flocculant polymers based on polyacrylamides. The results show that
the settling rate improved when the treatment’s lime/sodium carbonate ratio increased. That is, when
a greater removal of magnesium is prioritized over calcium. The amount of magnesium required
to be removed depends on the mineralogy of the system: more clay will require more significant
removal of magnesium. These results respond to the structural changes of the flocs, achieving that
the more magnesium is removed, the greater the size and density of the aggregates. In contrast,
calcium removal does not significantly influence flocculant performance. The study suggests the
necessary conditions for each type of tailing to maximize water recovery, contributing to the effective
closure of the water cycle in processes that use seawater with magnesium control.

Keywords: tailings flocculation; seawater; calcium and magnesium removal; lime; sodium carbonate

1. Introduction

An important number of mineral deposits are located in arid or semi-arid regions,
where any water consumption has significant economic and socio-environmental reper-
cussions [1,2]. Thus, reducing water consumption in the concentration stages is an urgent
task [3,4]. In this sense, solid–liquid separation has a fundamental role because it is the
stage in which the greatest amount of water is recovered [5]. This process separates solid
particles by flocculating them in water and settling by gravity [6,7]. As a result, a highly
concentrated sediment is obtained that is transported through a pipe to a disposal area
for further dewatering and consolidation. At the same time, the clarified overflow is
recycled in the upstream operations. A common flocculant is a high molecular weight
anionic polyacrylamide (A-PAM), which generates high sedimentation rates when applied
at relatively low doses [8–10].

Currently, several mining operations use seawater in their processes, either directly
or after desalination by reverse osmosis [2,11]. For example, by 2030, the consumption
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of seawater in Chile would increase by 156% compared to 2019, which represents 47% of
the water required by the copper mining at the national level [2]. The use of desalinated
seawater ensures an adequate water supply. However, desalination plants pose numerous
environmental challenges, mainly related to the wastewater concentrated in salt and
chemicals. Discarding can affect coastal water quality and dramatically change the marine
environment [12,13]. Furthermore, this process requires energy supplied by fuels, which
implies high emissions of atmospheric pollutants [14]. The direct use of seawater offers
the advantage of avoiding the construction of desalination plants, reducing the associated
economic and environmental costs. However, this implementation should be directed to
new plants since older facilities are not prepared to the withstand high salinities [2].

Several studies have been dedicated to evaluating the consequences of a saline envi-
ronment in the mineral flocculation processes and its impact on the thickening stages. For
example, Ji et al. [15] used different flocculants to sediment quartz and albite in a highly
saline solution, finding high sedimentation rates and a clearer supernatant. Liu et al. [16]
suggested that salts enhance the aggregation of bentonite and illite, but hinder the aggre-
gation of kaolinite. Recently, Jeldres et al. [17] and Quezada et al. [18] have used NaCl
brines, showing that a saline medium can favor the flocculation of mineral particles by
increasing the adsorption of the flocculant on the surface of the particles. These results are
interesting because they challenge the idea that flocculants roll up in the presence of salts,
losing the adsorptive capacity of their mineral particles. Thus, salinity can favor or harm
flocculation, depending on the type of flocculant and mineral considered. The process is
more complicated in seawater, especially when the concentration circuit is carried out in
alkaline conditions that are characteristic of froth flotation operations. It is typical for the
copper minerals processing to operate at a pH higher than 10.5, with the aim of depressing
non-valuable minerals such as pyrite, which tend to float due to their hydrophobic nature,
thus contaminating the concentrate [19,20]. However, this strategy cannot be implemented
when using seawater since solid Ca/Mg complexes can arise, producing a buffering effect
at a pH above 10 and a considerable reduction in the recovery of molybdenite [21,22].
Furthermore, the consequences for thickening operations are challenging. The few studies
that have been performed in this regard show that the presence of precipitates leads to
considerably lower sedimentation rates. For example, Ramos et al. [23] analyzed the floc-
culation of mine tailings using seawater in a wide range of pH in the pulp, and reported
a severe detriment to the sedimentation rate once the pH of the slurry reaches the value
at which solid precipitates (pH > 10.3). In their main results, Ramos et al. found that
magnesium causes the greatest detriment. They also found that calcium does not affect
the process within the pH range considered (pH < 11.1). Ramos et al. suggested that
magnesium precipitates would have a higher affinity for the flocculant, which impairs the
unique interaction of the polymer with the mineral. This forced the use of high doses, first
to saturate the surface of the precipitates, and then to flocculate the mineral particles.

To reduce the impact caused by precipitates and solid complexes on foam flotation,
Castro [24] proposed reducing the magnesium content of seawater by treating it with lime.
Later, Jeldres et al. [25] supplemented the strategy by using a mixture of lime and sodium
carbonate to reduce magnesium and calcium content. The authors achieved good recovery
of molybdenite and chalcopyrite at an alkaline pH, promoting pyrite depression. Recently,
Jeldres et al. [26] studied thickening operations, finding that a lime removal treatment
can improve the performance of the thickeners. The authors considerably increased the
sedimentation rate of mineral tailings at pH 11, obtaining higher values than at natural pH.
More recently, Arias et al. [27] proposed a biotechnological treatment to remove divalent
ions from seawater, using a fluidized bed bioreactor completed with the halotolerant
ureolytic strain Bacillus subtilis LN8B. These latest studies [26,27] have yielded promising
results in reducing magnesium in seawater, opening up a new line of research that needs
to be explored systematically.

In this work, different mixtures of lime with sodium carbonate are used to produce sea-
water with varying magnesium contents. These treated waters are evaluated in flocculation
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and sedimentation tests of synthetic quartz and kaolin tailings in terms of lime/sodium
carbonate ratio, kaolin content, flocculation time, and flocculant dose.

2. Materials and Methods
2.1. Materials

Seawater from San Jorge Bay in Antofagasta (Chile) was filtered through a U.V. purifi-
cation system to eliminate bacterial activity. The electrical conductivity was 50.2 mS/cm
at 25 ◦C, and the pH was natural (pH 7.5). The concentration of the primary ions was
determined by the methods indicated in Table 1.

Table 1. Ionic concentration of seawater and analytical methods.

Ion Concentration [g/L] Analytical Method

Na+ 10.8 Atomic absorption spectrometry
Mg+ 1.42 Atomic absorption spectrometry
Ca2+ 0.42 Atomic absorption spectrometry
K+ 0.39 Atomic absorption spectrometry
Cl− 18.9 Argentometry

HCO3
− 0.14 Volumetric acid-base titration

Synthetic tailings were prepared from mixtures of quartz and kaolin in different
proportions. The quartz particles were available in our lab (XRD in Figure 1a) and the
kaolin was procured from Ward’s Science (Rochester, NY, USA). The kaolin composition
included mainly kaolinite and halite and a small proportion of SiO2 (XRD in Figure 1b).
The XRD analyses were performed on a Bruker D8 Advance X-ray diffractometer (Bruker,
Karlsruhe, Germany). Once collected, diffraction data were processed and analyzed using
the latest versions of the International Centre for Diffraction (ICDD) databases.

1 
 

 
                              (a) 

Figure 1. Cont.
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Figure 1. X-ray diffraction of quartz (a) and kaolin (b) powder, showing kaolinite (K), halite (H) and 
quartz (Q). 

Volume-weighted particle size distribution (PSD) was measured by laser diffraction 
using a Microtrac S3500 instrument (Verder Scientific, Newtown, PA, USA). As shown in 
Figure 2, 10% of the particles were smaller than d10 = 1.8 and 3.8 µm in the kaolin and 
quartz samples, respectively. SNF 704, provided by SNF Chile S.A., was used as a floccu-
lant. This reagent has a molecular weight of 18 × 106 and a medium charge density (30–
50% anionic functionalities). The alkalizing agents used to precipitate magnesium at alka-
line pH were analytical-grade lime and sodium carbonate, obtained from Sigma-Aldrich 
(Santiago, Chile). The pH of the suspensions was controlled with sodium hydroxide, ob-
tained from Sigma-Aldrich, Chile. 
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Figure 2. Size distribution for quartz and kaolin particles in distilled water at natural pH. 

2.2. Magnesium Removal Treatment 
Magnesium ions were partially removed from seawater by precipitation with lime 

and sodium carbonate in different proportions and overall concentration of 0.07 M. The 

Figure 1. X-ray diffraction of quartz (a) and kaolin (b) powder, showing kaolinite (K), halite (H) and
quartz (Q).

Volume-weighted particle size distribution (PSD) was measured by laser diffraction
using a Microtrac S3500 instrument (Verder Scientific, Newtown, PA, USA). As shown in
Figure 2, 10% of the particles were smaller than d10 = 1.8 and 3.8 µm in the kaolin and
quartz samples, respectively. SNF 704, provided by SNF Chile S.A., was used as a flocculant.
This reagent has a molecular weight of 18 × 106 and a medium charge density (30–50%
anionic functionalities). The alkalizing agents used to precipitate magnesium at alkaline pH
were analytical-grade lime and sodium carbonate, obtained from Sigma-Aldrich (Santiago,
Chile). The pH of the suspensions was controlled with sodium hydroxide, obtained from
Sigma-Aldrich, Chile.
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2.2. Magnesium Removal Treatment

Magnesium ions were partially removed from seawater by precipitation with lime
and sodium carbonate in different proportions and overall concentration of 0.07 M. The
resulting solution was mixed for 30 min at room temperature, generating a highly alkaline
environment that favored the formation of the calcium and magnesium precipitates that
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were finally separated by vacuum filtration. This filtrate, referred to as treated seawater
throughout this document, was used in flocculation and sedimentation tests of artificial
quartz and kaolin tailings. Ca and Mg concentrations were measured by inductively
coupled plasma mass spectrometry (ICP-MS, Varian 220 FS Atomic Absorption Spectropho-
tometer, Varian, Palo Alto, CA, USA).

2.3. Flocculation Kinetic

In a 1 L beaker, 24 g of the quartz–kaolin-based mineral was mixed with 246 g of water,
and the pH was adjusted to 11 with sodium hydroxide. For this, a stirring rate (600 rpm)
was applied for 5 min using a 30 mm diameter turbine impeller at the end of a vertical
axis (4 mm diameter) placed 20 mm above the bottom of the container. Subsequently, the
stirring was reduced to 220 rpm, then the flocculant solution and the remaining volume
of water were added to reach 300 g of suspension. This methodology ensured the same
solids concentration (8% by weight) for all the flocculation experiments. The calcium and
magnesium that were not precipitated in the lime/sodium carbonate treatment did so
during the pH control with sodium hydroxide in the conditioning for the flocculation tests.

The evolution of the aggregate size of each pulp was determined using the fo-
cused beam reflectance measurement (FBRM) system (Particle Track E25, Mettler Toledo,
Columbus, OH, USA), which consists of a processing unit and a probe with a 19 mm
diameter tip and a sapphire window (14 mm diameter) at the measuring tip. The probe
was inserted vertically into the container with the pulp, 10mm above the stirrer and 20 mm
off-axis. The FBRM probe features a laser that is focused through the sapphire window and
scans a circular path at a tangential velocity of 2 m/s. Once the beam encounters suspended
solids in the focal plane, backscattered light is generated. A chord length is obtained from
the persistence of any high backscattered light intensity and the speed of the laser. The
software processes the recorded data into histograms of the counts corresponding to chord
lengths in selected channel sizes ranging from 1 µm to 1 mm as quickly as every 2 s. In
this case, the chord length distributions (CLD) represent 100 channels in the full range,
but the histograms are presented as line graphs for easy comparison. The FBRM system
offers two types of particle size distributions, the unweighted CLD, which is more sensitive
to finer particles, and the squared-weighted CLD, which is more susceptible to coarse
particle aggregates. The raw data were processed in this work without any weighing to
detect dispersed fine particles. However, the average size was obtained as a function of the
square-weighted size distribution.

2.4. Sedimentation Tests

The settling rate was determined by interrupting the flocculation tests at specific
preset times of 20, 40, 60, and 80 s. Then, the suspension was poured from the bottom of
the flocculation cell into a cylindrical tube (35 mm inner diameter). The cylinder, with its
contents, was slowly inverted three times and then placed on a surface to determine the
sedimentation rate classically.

2.5. Fractal Dimension

The fractal dimension of the aggregates was determined according to the methodology
of Heath et al. [28], expressed in the equation

Uh =

d2
aggg(ρs − ρl)

(
↼

dagg
↼
dp

)D f−3

18µ


1− φs




↼
dagg
↼
dp




3−D f



4.65

(1)

where Uh is the hindered settling rate in m/s, dp is the average size of the primitive
particles, dagg is the average size of the aggregates after some flocculation time, ρs and
ρl are, respectively, the densities of the solid and liquid phases, g is the acceleration of
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gravity, µ is the fluid viscosity, φs is the solid fraction, and Df is the mass fractal dimension.
To determine the fractal dimension, the hindered settling rate of the previous section
was used, and the squared weighted mean chord length was used for the average size
of the aggregates. All the other parameters in the equation were constant for all the
systems studied.

3. Results and Discussion

Water recovery in mineral concentration processes using seawater requires fine control
of magnesium. In this study, seawater was treated with lime and sodium carbonate
to precipitate magnesium, and then filtered. Various proportions of lime and sodium
carbonate were used. Treated seawater was used in flocculation and sedimentation tests of
artificial tailings of quartz and kaolin to evaluate the lime/sodium carbonate ratio, kaolin
content, flocculation time, and flocculant dose. The growth of the aggregates was captured
by the FBRM probe.

3.1. Seawater Treatment

The main reactions when seawater is treated with various proportions of lime and
sodium carbonate are as follows.

Ca(OH)2 + Mg2+ ←→ Mg(OH)2 + Ca2+ (2)

Ca2+ + 2OH− ←→ Ca(OH)2 (3)

Ca(OH)2 + SO2−
4 + 2H2O←→ CaSO4·2H2O + 2OH− (4)

Mg(OH)2 + SO2−
4 ←→ MgSO4 + 2OH− (5)

Ca(OH)2 + CO2−
3 ←→ CaCO3 + 2OH− (6)

Mg(OH)2 + CO2−
3 ←→ MgCO3 + 2OH− (7)

Magnesium combines to give rise to various complexes with varying solubilities. The
solubility constants are summarized in Table 2.

Table 2. Ionic concentration of seawater and analytical methods.

Product Solubility Product (Ksp)

Mg(OH)2 5.61 × 10−12

MgCO3 6.82 × 10−6

Ca(OH)2 5.02 × 10−6

CaCO3 3.36 × 10−9

Figure 3 shows the concentration of calcium and magnesium in seawater after being
treated with different proportions of lime and sodium carbonate, always maintaining
a total concentration of 0.07 M of these reagents. When using 100% sodium carbonate,
the magnesium concentration decreases from 1420 to 920 mg/L because it precipitates
as magnesium carbonate. However, as the lime/sodium carbonate ratio increases, the
amount of magnesium in the solution decreases significantly, with almost complete removal
when 100% lime is used. This result shows that lime precipitates more magnesium as
magnesium hydroxide than sodium carbonate as magnesium carbonate. The explanation
lies in the higher solubility of magnesium carbonate, 2.61 × 10−3 at 25 ◦C, versus the
solubility of magnesium hydroxide, which is only 1.77 × 10−4 at 25 ◦C. Regarding calcium,
the concentration decreases from 400 to 113 mg/L when using 100% sodium carbonate
and increases when the lime content increases, reaching 2412 mg/L when using 100%
lime. Seawater treatment with lime/sodium carbonate ratios below 50% is ineffective for
magnesium reduction, as shown in Figure 3.
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Figure 3. Calcium and magnesium concentrations in seawater treated with different lime/sodium
carbonate ratios with a concentration of 0.07 M. Initial Mg and Ca are, respectively, 1420 mg/L and
420 mg/L.

3.2. Implications of Magnesium Content

The magnesium content in tailings prepared with seawater treated with different
lime/sodium carbonate ratios has great implications for flocculation kinetics and settling
rates. Figure 4 shows the flocculation kinetics of artificial clay-based tailings in treated and
raw seawater obtained using the FBRM technique. It is important to recall that treated
seawater has a reduced magnesium content according to the lime and sodium carbonate
ratio used. Figure 5 shows the tailing settling rates measured when the flocculation test
was interrupted at 20, 40, 60, and 80 s, which we call flocculation times. Every flocculation
test began from scratch. In general, the kinetics led to large aggregates in the short term,
but prolonged agitation produced fragmentation of the aggregates and thus a decrease in
settling rates. This fragmentation was practically irreversible when the flocculant chains
ere torn apart [29,30]. Agitation not only deteriorated the flocculation but also the quality
of the seawater with respect to its magnesium content. When seawater treatment was
performed with lime/sodium carbonate ratios below 50%, the flocculation kinetics were
not much different from the kinetics in raw seawater, according to Figure 4.
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Figure 5. Effect of seawater treatment and flocculation time on the settling rate of flocculated tailings.
Quartz/kaolin = 80/20, pH 11, stirring rate 220 rpm, and flocculant dose 17 g/t. Seawater treated
with lime/sodium carbonate in different ratios (Tsw). Raw seawater is included for comparison.

Small aggregates, no more than ca. 120 microns, were formed, that rapidly disaggre-
gated after brief stirring. When the treatment involved lime/sodium carbonate ratios over
50%, the amount of magnesium cations in the liquor decreased rapidly after the massive
formation and separation of insoluble magnesium hydroxides. In the subsequent floccu-
lation tests, large aggregates formed, which disaggregated more slowly, but significantly,
with prolonged agitation. For example, when the content of lime in seawater was over
90%, the aggregates reached ca. 250 microns in a short time, and after stirring for 250 s, the
average size reached ca. 150 microns. Such fragmentation as flocculation time increases
was due to the sustained hydrodynamic shear and more frequent contact of magnesium
complexes which invariably form at alkaline pH with tailings particles. These complexes
are expected to eventually coat the tailings particles and flocculant chains, inhibiting their
interactions. Therefore, flocculation improves with water treated with high lime/sodium
carbonate ratios and deteriorates markedly with low ratios. In the latter case, the formation
of magnesium complexes due to the strong alkalinity of the medium and the ion-pairing of
magnesium ions and anionic groups in the flocculant suppresses the action of the flocculant
in the same way as in raw seawater. In Figure 4, the size reached by the aggregates in
treated and raw seawater can be determined when flocculation is interrupted after 20, 40,
60, and 80 s, and settling begins. Figure 5 summarizes the corresponding settling rate data.

The settling rates increased to more than acceptable values for the industry as the
lime/sodium carbonate increased from 70 to 100% at all flocculation times, although the
higher the flocculation time, the lower the settling rate. As the ratio increases toward 100%,
almost all magnesium is precipitated in complexes, including magnesium hydroxide, and
was removed prior to flocculation tests. However, the magnesium that does not precipitate
during the treatment does so in the alkaline environment in which flocculation occurs.
If the flocculation time is short (20 s in Figures 4 and 5), the complexes do not interfere
with the flocculation of the tailings particles; rather, they are incorporated into the process,
forming large agglomerates that settle easily. However, if the flocculation under agitation
lasts a long time (60 and 80 s in Figures 4 and 5) before being interrupted, sedimentation
is notoriously impeded due to fragmented aggregates and a degraded flocculant. The
high concentration of calcium cations under high lime conditions does not appear to affect
the flocculation of the tailings particles. Motta et al. [31] observed a synergistic effect
between Ca2+ concentration and polyacrylamide dose leading to a beneficial effect on
particle flocculation. However, there is no consensus; other works suggest that a high
calcium concentration would affect the performance of flocculants due to coiling [32,33].

In seawater treated with lime/sodium carbonate ratios lower than 70%, the remaining
magnesium content in the water is very high, and the sedimentation rates are unacceptably
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low, in the order of 1 m/h, only comparable to the rates obtained in raw seawater, as
shown in Figure 5. The fate of the sedimentation in these cases and in raw seawater is
decided in the flocculation stage regardless, of the flocculation time. In seawater with
low lime (less than 50%), the concentration of magnesium that remains in solution after
the treatment is over 920 mg/L, so it is ineffective for magnesium reduction, as shown in
Figure 3. Then, in the strongly alkaline medium of flocculation, this remaining magnesium
forms hydroxylated complexes that, being deposited on the particles and the flocculant
chains, prevent their interaction. Additionally, the residual magnesium cations interact
with the acrylate groups in the flocculant chains by ion-pairing, thus preventing the particle–
flocculant interaction even more.

For Ramos et al. [23], the presence of magnesium precipitates distracts the flocculant
from the tailings particles, generating selectivity problems. According to these authors,
the magnesium precipitates effectively interact with the flocculant chains occupying their
functional groups. In recent work, Quezada et al. [29] used molecular dynamics simulations
to study the interaction between flocculants and brucite, the crystalline form of magnesium
hydroxide. The interaction between the deprotonated oxygen of the acrylic group of
the polymer and the oxygen on the brucite surface dominates. A minor but significant
contribution is that of hydrogen bonds between the nitrogen of the acrylamide group and
the oxygen on the surface of the brucite.

3.3. Effect of Flocculant Dose

Figure 6 shows the flocculation kinetics of artificial clay-based tailings in seawater
treated with lime and different flocculant doses. The FBRM technique provided the average
size of the aggregates. Figure 7 shows the corresponding settling rates of the tailings.
Settling rates were measured once the flocculation tests were interrupted after 20 s, that
is, when the aggregates reached their largest size. Thus, each flocculation test began
from scratch.

The flocculation kinetics in Figure 6 show a continuous growth of the tailing aggregates
with increasing flocculant doses. For example, the size peaks at doses of 8 to 21 g/t
ranged from 165 to 310 µm. It is also true that the larger the aggregates, the greater the
fragmentation with the flocculation time. For example, at 21 g/t, after 250 s of flocculation,
the aggregate size decreased from ca. 300 microns to less than 200 microns, a 66% relative
decrease from the initial size. On the other hand, at 8 g/t, after 250 s of flocculation,
the size decreased from ca. 175 microns to ca. 100 microns, that is, 57% of the initial
size. Flocculation enhancement with flocculant dose also occurs in seawater treated with
different lime/sodium carbonate ratios, but this amount was less than when the ratio was
100% lime. These data are not shown here but are available on request.
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Quartz/kaolin = 80/20, pH 11, stirring rate 220 rpm, and flocculation time 20 s.

The sedimentation behavior of the tailings particles, once the agitation in the floccu-
lation cell was stopped at 20 s, was similar for different doses of the flocculant (Figure 7).
If the dose of flocculant was high (21 g/t) and the lime/sodium carbonate ratio was high
(>90%), the settling rate was also high. As the lime/sodium carbonate ratio decreased, the
settling rate also decreased, regardless of how high the flocculant dose was; this result was
not different from that of raw seawater. If the flocculant dose was very low, such as 8 g/t, it
did not matter much that the seawater treatment was only with lime, the settling rates were
unacceptably low, almost as low as in seawater. Thus, seawater treatment for magnesium
abatement and flocculant type/dose are critical for adequate solid–liquid separation. Both
must be optimal to correctly control the rupture of the aggregates and the flocculant’s
degradation, especially the flocculant’s interaction with the magnesium complexes formed
in each seawater treatment and the ion pairing between the magnesium cations and the
anionic sites of the flocculant chains. According to Ramos et al. [1], magnesium complexes
monopolize the flocculant up to a critical dose. Above this dose, the flocculation of the
mineral begins. The sedimentation data from seawater treated with a 70% lime/sodium
carbonate ratio support this thesis. Settling was poor for flocculant doses of 8 to 17 g/t;
however, at 21 g/t, a settling rate greater than 5 m/h was obtained. When the ratio was
100% lime and the flocculant dose was as low as 8 g/t, the settling rate was already ac-
ceptable, about 5 m/h, but doubling the flocculant dose quadrupled the settling rate. It is
important to remember that Figure 5 corresponds to 20 s after stopping the flocculation
test. This short time minimizes the interaction between the magnesium complexes and the
flocculant chains.

3.4. Effect of the Kaolin Content

Clays are generally tricky to flocculate unless they are the flocculating agents [34].
Therefore, separating clays from water in large thickeners requires extremely well-defined
conditions and well-designed flocculating polymers, especially if the ionic strength is high
such as in raw seawater or partially desalinated or treated seawater.

Figure 8 shows the flocculation kinetics of tailings prepared with different quartz/kaolin
ratios in seawater treated with lime to abate magnesium at a fixed flocculant dose of 17 g/t.
The largest aggregates were formed in the absence of clay particles. The aggregates of
quartz tailings reached a maximum size of 330 microns very quickly (ca. 20 s), while the
aggregates of quartz and kaolin tailings in a 60/40 ratio reached less than 250 microns
at longer times (ca. 40 s). Therefore, flocculation time requires special control. Large
quartz aggregates break under prolonged shear, so the sedimentation operation should be
carried out in short times, close to 20 s. Clay-rich aggregates are smaller. In this case, the
settling operation must occur immediately after a sufficient particle–flocculant contact time,
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between 40 and 50 s. The flocculation kinetics curves for tailings in seawater treated with
lime and sodium carbonate in different proportions are not shown here, but are available
on request.
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Figure 8. Clay-based tailings flocculation kinetics in seawater treated with lime with different
quartz/kaolin ratios. pH 11, stirring rate 220 rpm, and flocculant dose 17 g/t.

Figure 9 shows the settling rates of tailings of quartz/kaolin for treated and raw
seawater at a flocculant dose of 17 g/t. Settling rates were measured once the flocculation
tests are interrupted after 20 s, that is, when the aggregates reached large sizes, although
not exactly their maximum size, as was the case with the kaolin-rich tailings. The tests for
each particle system were independent and began from scratch. Figure 9 shows that kaolin
deteriorates sedimentation, reducing the settling rate, which was a known impact [16].
When the seawater treatment was with lime alone, practically all the magnesium formed
insoluble complexes that were removed and discarded before the flocculation tests. The
settling rate for quartz tailings exceeded 30 m/h, and the settling rate for quartz/kaolin
tailings in a 60/40 ratio was only 5 m/h. These low settling rates were due to the smaller
size of the aggregates in the presence of the kaolin particles, due to the fine size of the clay
particles and their plate-like shape with a high specific surface that consumes flocculant.
Interestingly, when using water treated with sodium carbonate only, almost all the magne-
sium remained in the ionic state in the solution. As a result, the settling rate was practically
zero for tailings with kaolin content less than 20%, and 2 m/h for tailings with more than
40% kaolin. At first, it seems that these settling results are better for systems with higher
clay content; however, when they are compared with results in raw seawater, it is seen that
they are not different. The latter suggests that the treatment only with carbonate sodium
(without lime), is unsuitable for systems with high clay content, from the point of view
of sedimentation.

The thickening stages generally do not require sedimentation rates as high as those
observed with seawater treated 100% with lime; in fact, discharge from underflows is
hampered at high rates. Rates between 10 and 20 m/h can be considered acceptable in the
copper mining industry. Therefore, removing all magnesium from seawater is unnecessary
to achieve optimal sedimentation conditions. However, this depends on the clay content.
The higher the kaolin content, the greater the amount of magnesium to abate.

423



Polymers 2021, 13, 4108

Polymers 2021, 13, x FOR PEER REVIEW 12 of 16 
 

 

Time [s]

0 50 100 150 200 250

M
e

an
 c

h
or

d 
le

ng
th

 [
m

],
 l c

0

50

100

150

200

250

300

350

100/0
90/10
80/20
60/40

Quartz / Kaolin

 
Figure 8. Clay-based tailings flocculation kinetics in seawater treated with lime with different 
quartz/kaolin ratios. pH 11, stirring rate 220 rpm, and flocculant dose 17 g/t. 

Magnesium concentration [ppm]

0 200 400 600 800 1000 1200 1400

In
iti

a
l s

et
tli

n
g 

ra
te

 [m
/h

],
 v

0

0

5

10

15

20

25

30

35

100/0
90/10
80/20
60/40

Tsw 
100/0

Tsw 
95/5

Tsw 
90/10

Tsw 
50/50

Tsw
 0/100 Rsw

Quartz / Kaolin

Tsw 
70/30

 
Figure 9. Effect of quartz/kaolin ratio and seawater treatment on the settling rate of flocculated tail-
ings. pH 11, stirring rate 220 rpm, flocculant dose 17 g/t, and flocculation time 20 s. 

The thickening stages generally do not require sedimentation rates as high as those 
observed with seawater treated 100% with lime; in fact, discharge from underflows is 
hampered at high rates. Rates between 10 and 20 m/h can be considered acceptable in the 
copper mining industry. Therefore, removing all magnesium from seawater is unneces-
sary to achieve optimal sedimentation conditions. However, this depends on the clay con-
tent. The higher the kaolin content, the greater the amount of magnesium to abate. 

3.5. Structure of Aggregates 
The fractal dimension can be a handy indicator of the structural characteristics of 

tailings aggregates formed under different magnesium concentration conditions, which 
depend on the lime/sodium carbonate ratio, flocculant dosage, flocculation time, and ka-
olin content. The structural characteristics include compactness, resistance to hydrody-
namic shear, the effectiveness of the flocculant at the applied dose, the effect of insoluble 
complexes formed during the process, and even permeability. In addition, depending on 
the type of system, flocculation conditions define the structure of the aggregates and the 

Figure 9. Effect of quartz/kaolin ratio and seawater treatment on the settling rate of flocculated
tailings. pH 11, stirring rate 220 rpm, flocculant dose 17 g/t, and flocculation time 20 s.

3.5. Structure of Aggregates

The fractal dimension can be a handy indicator of the structural characteristics of
tailings aggregates formed under different magnesium concentration conditions, which
depend on the lime/sodium carbonate ratio, flocculant dosage, flocculation time, and
kaolin content. The structural characteristics include compactness, resistance to hydrody-
namic shear, the effectiveness of the flocculant at the applied dose, the effect of insoluble
complexes formed during the process, and even permeability. In addition, depending
on the type of system, flocculation conditions define the structure of the aggregates and
the settling behavior [28,35]. Figure 10 shows the fractal dimensions and densities of
aggregates of quartz and kaolin tailings at various conditions. Figure 10a shows that
the fractal dimension and density of the aggregates change little if the flocculation time
is extended. Thus, the size of the aggregates decreases with flocculation time, but their
structure and density remain relatively constant. For example, the fractal dimension starts
with a value of 2.36 at 20 s of flocculation and ends at 2.21 after 80 s of flocculation. The
density begins at a value of at 1480 g/cm3 at 20 s and ends at 1410 g/cm3 at 80 s. These
results are in agreement with those of Quezada et al. [36], who observed that aggregates
from mine tailings flocculated with anionic polyacrylamides maintain their structure when
the shear rate is less than 200 s−1. The effect of the magnesium content is different when
seawater is treated with varying proportions of lime and sodium carbonate. Figure 10b
shows that the fractal dimension of the aggregates at 400 ppm magnesium were ca. 2.3
but at a high magnesium concentration at the limit of raw seawater, the fractal dimension
reached values close to 1. The implications for the water recovery operation are dramatic:
sedimentation is very slow because the aggregates are structurally very loose and light,
and water clarification may require prohibitive times. The aggregates are so light that the
density of the aggregates decreases from 1480 g/cm3 in liquor with 400 ppm magnesium
to 1320 g/cm3 in raw seawater. Regarding the dose of the flocculant, Figure 10c shows that
the higher the dose, the greater the fractal dimension, although the increase is slight, from
2.2 to 8 g/t to 2.4 to 21 g/t. This result is consistent with the results of a previous study by
Jeldres et al. [36]. In contrast, the density of the aggregates remained relatively constant at
1450 g/cm3 in the dose range used. Finally, Figure 10d shows the impact of the clay content
of the tailings on the fractal dimension and the density of the aggregates that are formed,
both of which decrease. The fractal dimension decreased slightly, maintaining values be-
tween 2.4 without kaolin and 2.3 with 40% kaolin. The density of the aggregates decreased
dramatically from 1500 g/cm3 without kaolin to 1330 g/cm3 with 40% kaolin. Here, the
difficulty for the water recovery operation is the lightness of the aggregates in tailings with
high clay content, the clarification times in the latter case would also be prohibitive.
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Figure 10. Fractal dimensions and density of aggregates as functions of (a) flocculation time (quartz/kaolin 80/20, floccu-
lant dose 17 g/t, magnesium concentration 3 ppm), (b) magnesium concentration (quartz/kaolin ratio 80/20, flocculant 
dose 17 g/t, flocculation time 20 s), (c) flocculant dose (quartz/kaolin ratio 80/20, flocculation time 20 s, magnesium con-
centration 3 ppm), (d) and kaolin content in quartz tailings (flocculant dose 17 g/t, flocculation time 20 s, magnesium 
concentration 3 ppm). All tests were performed at pH 11. 

4. Conclusions 
Seawater treated with different lime and sodium carbonate proportions was used to 

improve the flocculation and sedimentation of clay-based tailings under highly alkaline 
conditions. The precipitated solids, mainly magnesium and some calcium, were separated 
from the water by vacuum filtration. When operating with raw seawater at pH 11, solid 
magnesium complexes impair the selectivity of the flocculating polymer, drastically re-
ducing its performance. However, promising results were obtained when using magne-
sium control-treated seawater, including a significant increase in the sedimentation rate 
caused by structural changes in the aggregates, including size, fractal dimension, and den-
sity. A low fractal dimension revealed open and porous structures, intensifying at high 
magnesium concentrations and clay contents. If, in addition, the density of the aggregates 
was low, then the sedimentation of the tailings and the clarification of water were of little 
practical use. The results suggest that both the flocculation and the sedimentation of low-
clay content tailings occur with industrially attractive yields even in the presence of mag-
nesium. However, the flocculation and sedimentation of high-clay tailings requires a sig-
nificant lowering of the magnesium concentration to be of industrial interest. The latter 
can be achieved by using seawater treated with lime. 
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Figure 10. Fractal dimensions and density of aggregates as functions of (a) flocculation time (quartz/kaolin 80/20, flocculant
dose 17 g/t, magnesium concentration 3 ppm), (b) magnesium concentration (quartz/kaolin ratio 80/20, flocculant dose
17 g/t, flocculation time 20 s), (c) flocculant dose (quartz/kaolin ratio 80/20, flocculation time 20 s, magnesium concentration
3 ppm), (d) and kaolin content in quartz tailings (flocculant dose 17 g/t, flocculation time 20 s, magnesium concentration
3 ppm). All tests were performed at pH 11.

4. Conclusions

Seawater treated with different lime and sodium carbonate proportions was used to
improve the flocculation and sedimentation of clay-based tailings under highly alkaline
conditions. The precipitated solids, mainly magnesium and some calcium, were separated
from the water by vacuum filtration. When operating with raw seawater at pH 11, solid
magnesium complexes impair the selectivity of the flocculating polymer, drastically reduc-
ing its performance. However, promising results were obtained when using magnesium
control-treated seawater, including a significant increase in the sedimentation rate caused
by structural changes in the aggregates, including size, fractal dimension, and density. A
low fractal dimension revealed open and porous structures, intensifying at high magne-
sium concentrations and clay contents. If, in addition, the density of the aggregates was
low, then the sedimentation of the tailings and the clarification of water were of little prac-
tical use. The results suggest that both the flocculation and the sedimentation of low-clay
content tailings occur with industrially attractive yields even in the presence of magnesium.
However, the flocculation and sedimentation of high-clay tailings requires a significant
lowering of the magnesium concentration to be of industrial interest. The latter can be
achieved by using seawater treated with lime.
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Abstract: The investigation of plastic pallet molding, assisted by a sequential valve gate system,
has not yet been performed due to the limitations of the pallet scale. Furthermore, at present, the
application of recycled plastics by chemical industries has become extremely popular around the
world. This study aimed to determine pallet flatness experimentally and numerically using recycled
polypropylene with a large-scale pallet. Short-shot testing on injection molding was performed
to obtain short-shot samples for confirmation of the flow front during simulated filling. The real
injected pallet profile, which was measured by an ATOS, was compared after confirmation to the
numerical profile of the pallet. The pallet’s flatness was accurately compared to the real experimental
and numerical results. By adjusting the temperature of the cooling channel within the cavity plate
to 55 ◦C, the flatness of the pallet achieved by the newly proposed sequential valve gate-opening
scheme was about 7 mm, which meets the height directional warpage standard determined by the
pre-set sequential scheme. The numerical flatness is in line with existing flatness values for pallets.
Furthermore, the proposed cooling temperature gives the highest yield in terms of pallet molding
from the perspective of the stakeholders.

Keywords: plastic pallet; injection molding; flatness; sequential valve gate system; molding flow analysis

1. Introduction

As defined in the SFS-EN ISO 445 standard, a pallet is a “rigid horizontal platform of
minimum height, compatible with being handled by pallet trucks, forklift trucks and/or
other appropriate handling equipment” and can be used “as a base for assembling, loading,
storing, handling, stacking, transporting, or displaying goods and loads” [1]. Pallets can
be made of wood, plastic, aluminum and composites, and used under the three pallet
management strategies of single use, buy/sell, and pooled. A pooled pallet is leased to
customers without transfer of ownership. A standardized pallet is designed to last several
trips, under a scheme called the “buy/sell” strategy. However, single-use pallets are the
simplest strategy, as they are discarded after one trip [2], after having been loaded with
goods and transported by container ships to places all over the world. Recycled plastic
pallets were found to be superior to conventional plastic pallets by an impact category
analysis of the results per trip. The recycled plastic pallets also performed better in terms of
environmental impact compared of wooden pallets [3]. Single-use pallets made of recycled
plastic via injection molding are the subject of this study.

Recycled plastics are based on recycled PE (rPE) and recycled PP (rPP), and they
have outstanding potential. They have the potential to significantly contribute to new
markets with more demanding and critical applications. One of the applications with the
highest demand is found in the lower-quality end of the agricultural and building sectors,
serving as a structural part [4]. Gall et al. [5] revealed the properties of the recycled plastics,
and found that the density, melt flow rate (MFR) and Charpy impact strength of the rPP
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materials varied from 0.904 to 0.924 g/cm3 (by ISO 1183), from 13 to 22 g/10 min (by ISO
1133), and from 5.9 to 6.8 kJ/m2 (by ISO 179). The content of calcium carbonate in the rPP,
analyzed by a thermos-gravimetric analyzer (TGA), ranged from 0.29 to 1.92% in mass.
As they contain diverse contaminants, recyclables should be blended with legacy calcium
carbonate and a polymeric cross-contaminant to modify the MFR for later applications
in plastic engineering processes. One of the more common industrial plastic-processing
technologies is plastic injection molding.

When using rPP in micro-injection molding, a uniaxial extension test showed that the
increases in Young’s modulus, yield stress and ultimate stress values were 3.07%, 10.97%
and 27.33%, respectively. A 1.29% reduction was found in the breakage strain compared to
virgin PP samples [6]. The variations in the recycled plastic’s properties may disturb the
final quality of the injection part, due to the injection parameter setting remaining constant
throughout the whole process. An important quality of the injection part is the warpage,
which can face problems related to a combination of poor material characterization and in-
adequate control of the processing parameters [7–11]. The temperature differences between
the two mold surfaces significantly affect the morphology distributions of the molded parts.
The cooling rate may affect the injection parts in terms of relaxation/reorganization levels
and give rise to an asymmetric distribution of mechanical properties [12]. An imbalance
in the mold-filling is one of the factors affecting the asymmetric temperature distribution
of the injection part [13,14]. Plastic injection molding involves four major stages: filling,
packing, cooling, and ejection. The injection pressure and rate, packing pressure and time,
and cooling temperature and time may affect the quality of the injection part. The mold
temperature seems to be one of the main process parameters that affects the properties
of molded parts [15,16]. Nevertheless, the mold temperature is actually unstable during
the process. The temperature of the mold has never been controlled individually, as it is
affected by the cooling channel and cooling time, as well as the mold opening time.

Filling the mold cavity with melted material via a gate is essential for the small
injection part. Considering the limitation of the flow length from the gate, multi-gate filling
can reduce a machine’s required injection parameters, and the filling time, during injection
molding. Not using multi-gate filling injection is associated with a higher number of weld
lines. A weld line is formed when two separate melt fronts join into one flow. Moreover,
while weld lines are not appropriate for parts, it is impossible to avoid all of them due
to the filling efficiency of large molding components. It is well known that the strength
of weld lines is lower than the strength of the general plastic-molding material, since a
lower temperature, along with air bubbles, occurs between the fronts. The structural parts
molded by rPP, such as the pallet and water cage, endure the external load. The weld lines
within the molded structure parts face an increased risk due to the injection molding of
plastic pallets via multiple gates, whereby the melted materials flow into the mold cavity
from a molding machine.

The concurrent filling of multiple gates increases the filling pressure, meaning that
a larger injection molding machine is required to clamp and pack the mold during the
filling and packing processes. A sequential valve gate-opening system can be used to
decrease the clamping and packing forces, which divides the gates into several groups
during the filling stage. Via this sequential valve gate-opening system, the flow front from
the initial gates spreads to the lateral gates. The lateral gates are activated to pass on the
melt material when they come into contact with the front. This approach could eliminate
many weld lines from the molded part. Moreover, the scale of the injection machine can be
decreased. During the injection molding of ASTM-D638 standard specimens (200 mm in
length, 20 mm in width, and 2 mm in thickness) made of acrylonitrile butadiene styrene
(ABS), sequentially setting the on/off times of these filling gates enabled the sequential
valve gate system to eliminate the welding lines and increase the tensile strength [17].
In addition, the different temperature levels of the melted material’s flow fronts tensile
strengths, and melt polyamide flow front temperature (PA6) were correlated with the
strength of the welding line [18].
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The sequential valve gate-opening system could be implemented to create large-scale
plastic parts with a moderately sized injection machine. Knowing the flow front of the
melt material in the mold cavity is essential for setting the switching time of all the gates in
the sequential valve gate system—a theoretical model or a numerical approach could be
used to predict the flow front of the injection in the mold cavity. Iwko et al. [19] derived
numerical results to verify the experimental results by constructing a comprehensive model
of the plasticization process in a screw-barrel system injection molding machine. They
found that the output pressure and temperature of the plasticization process, determined
numerically by the model, fit the experimental results with an average error of less than
10%, but the flow front in the mold cavity was never assessed.

Cardozo [20] reviewed the numerical approaches to filling via injection molding,
and indicated that the Moldex3D software, a commercial software available for injection
molding, could provide an understanding of the physical effects occurring in the mold
cavity. Moldex3D was applied to investigate the molding process, while the prediction of
the flow front during filling was derived from the Hele–Shaw model [21]. The finite-volume
approach was used to determine the multi-physical quantities involved in the packing and
cooling processes. Furthermore, the equation governing the jetting behavior of the filling
from the gate was discretized by a control volume-based, finite-volume method [22]. By
using each of the commercialized software, including ANSYS Fluent [23,24], Moldflow [25],
Open FOAM [26] and Moldex3D [10,27–30], one could analyze the multiple physical
parameters of the output molding parts in relation to the operational parameters of the
injection molding process. Notably, the experimental investigator could easily make a
comparison between the simulation results and the real operational results in the laboratory.

Using Moldex3D, the authors undertook a numerical feasibility study of a single-use
pallet created via a sequential valve gate system [10]. However, the experimental results of
this rib-structured pallet have not been determined. Differing from previous rib-structured
pallets, the target pallet has a flat top surface. The aim of this study is to investigate the
temperature, pressure, stress and warpage of the injection-molded rPP flat surface pallet
with size dimensions of 1 m × 1 m × 0.13 m by CAE simulation and experimental methods.
The results for the numerical warpage of a plastic pallet produced via a sequential valve
gate system, derived by Moldex3D 2020, are compared with the real profile of the rPP pallet
measured by the ATOS scan box 5120 system. Using the injection parameters of the plastic
pallet, the specifications of the injection machine, and a polymer database, a fundamental
investigation can be conducted to understand the injection molding process. By using a
sequential valve gate-opening system to mold a plastic pallet, the flow fronts during the
filling stage can be derived for an evaluation of the actuating time of the gates. A detailed
understanding of the pre-setting sequence applied to the valve gates may help to determine
the ideal sequence. A pre-set valve gate-opening sequence, provided by the cooperating
company, would enable a comparison of the flatness of the pallet. A new proposed valve
gate-opening sequence can then be used to derive an improved pallet flatness, which will
help to evaluate the accuracy of the numerical predictions.

2. Experimental Setup and Software

Figure 1 shows the dimensions of the plastic pallet that were used in this study. It
has a flat top surface and a reinforced structure with ribs at the base. The ribs are 3 mm in
thickness and were changed according to the draft angle used for the injection molding.
A general rule when arranging the positions of the filling gates is to ensure that the ratio of
flow length to rib thickness is below 150. When the ratio is lower than 150, the running
length of the melted polymer within the mold during injection is sufficient to maintain the
melting state. In this application, the maximum filling length from gates #1, #4, #13 and #16
to the four corner legs of the pallet was 394 mm. The ratio of the flow length to rib thickness
in this study was 131.3, which is smaller than the general standard when arranging the
positions of the filling gates. As such, there were 16 filling gates (7.0 mm in diameter
and 20 mm in height), as shown in Figure 1a. rPP was used as the injection molding
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plastic material to simulate real-world plastic waste reduction. The pallet’s dimensions
were 1000 mm in length and width and 130 mm in height, as shown in Figure 1b. An
isometric view of the pallet’s base (Figure 1c) shows the complex features that should be
cooled during the molding process by the baffle cooling flow system, as shown in Figure 1d.
The molding experiments included sequential gate-opening and concurrent valve gate-
opening systems for the melt-filling process, in order to numerically analyze the mold flow.
The gates’ opening and closing were sequentially controlled by a pneumatic system, so that
the previous gates were closed by relay during melt filling, and the following gates were
concurrently opened—this assumes that the melted material starts to fill the mold cavity
once the valve gate is completely open.

Figure 1. Cont.
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Figure 1. Injection-molded pallet (1000 mm × 1000 mm × 130 mm). (a) Sixteen filling gates in
the pallet; (b) dimensions of the pallet (front view); (c) isometric view of the pallet (bottom side);
(d) isometric view of the water flow system on the top side of the pallet; (e) isometric view of the
baffle-cooling flow system on the bottom side of the pallet.

Within the simulation, the 3600-ton injection, performed by the Supermaster 3600E1
molding machine (https://chenhsong.com/, Taoyuan Taiwan, 3 February 2022), is modeled.
This molding machine has a screw diameter of 225 mm, a maximum screw stroke of
4400 mm, a maximum injection pressure of 159.7 MPa, and a maximum injection volume
of 49,278 cm3. The simulation analysis was performed using Moldex3D software. In this
software, both the skin and core materials are considered to be compressible, generalized
Newtonian fluids. The surface tension at the melt front is neglected. The modified Cross
model with Arrhenius temperature dependence was employed to describe the viscosity
of the polymer melt. During the polymer melt-filling phase, the velocity and temperature
were specified at the mold inlet. While the core material was injected, the flow rate was
specified at the mold inlet. On the mold wall, the non-slip boundary condition was applied,
and a fixed mold wall temperature was assumed.

In Moldex3D, the finite volume method was used to discretize the Navier–Stokes
equation based on the pressure-based decoupled procedure and solve the transient flow
field in a complex three-dimensional geometry. A compressive, bounded, high-order
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differencing scheme was also utilized to directly solve the hyperbolic advection equation
of the fractional volume function to track the melt front during the filling process [21].
Modeling the flow field in Moldex3D is an iterative decoupled procedure for coupling
velocity and pressure, in which the three linearized momentum equations are solved for
an estimated pressure field, then sequentially followed by the solution of the pressure
correction equation. The mass fluxes and pressure are then corrected. This will satisfy both
local and global continuity, but can cause the momentum to deviate. Hence, a new outer
iteration is activated. The process is then repeated until the prescribed tolerance for each
equation is achieved [21].

All sixteen of the valve gates are concurrently opened to allow the molten material
to enter, with a hot runner used to determine the filling flow front, the clamping force,
the temperature distribution, the thermal stress, and the deformation; then, the 16 gates
are opened and closed in a controlled sequence. The pre-set sequence of the sequential
gate-opening scheme is depicted in Table 1. Gates 3, 5, 9, and 13–16 were initially opened to
fill the mold cavity with the melted material. Gates 8 and 11 were then actuated within the
first second. After this filling, gates 1, 10, and 12 were relayed. Gate 4 was turned on in the
third second, and then gate 7 was activated after five seconds. Gates 6 and 2 were opened
in the sixth and eighth seconds, respectively, until the end of filling. The total filling time
was 9.3 s.

Table 1. Sequence of the filling gates.

Time (s) Start 1 2 3 5 6 8

Gate
(#)

#3, #5, #9,
#13~16 #8, #11 #1, #10,

#12 #4 #7 #6 #2

Using the previous setting sequence, the Moldex 3D 2020 software was used to sim-
ulate the sequential valve gate system used for the melt-filling process in the mold flow
analysis. During melt-filling, the gate-opening and -closing times are sequentially con-
trolled by the pneumatic system, so that the previous gates are closed by relay, with
subsequent gates opening at the same time. This software package was also used to simul-
taneously open all 16 gates and direct the melted material into the mold cavity, which is
the concurrent valve gate-opening scheme. The distribution of the weld lines, the filling
pressure, and the estimated clamping force can also be derived. The molding analysis was
then conducted for the same injection filling time via the sequential gate-opening scheme.
The molding pressure within the mold cavity was measured numerically, using the same
injection parameters used to set the timing control of the 16 gates. Under the sequential
gate-opening scheme, the hot runners were opened at different times. Within the pallet, the
temperature distributions, filling pressures, deformations and thermal stresses, as well as
the shrinkages, were compared under the sequential gate-opening and concurrent valve
gate-opening schemes.

During the filling stage, the fill flow front of the molten material is closely dependent
on the viscosity, the material temperature, and the runner and gate of the mold. The pres-
sure of the molten material is usually a consequence of viscosity. During the filling stage
of the injection molding process, the flow front is controlled by the flow rate and pressure
gradient. Adding mica powder to the rPP gives the material properties [10] such as those
shown in Table 2, with the density of rPP being 1.026 g/cm3, which is more than that of
raw PP. In the design phase, the volumes of the plastic pallet and mold were 10,039 and
1,179.92 cm3, respectively. The associated solid mesh of the plastic pallet, mold, and cooling
channel contained 1,562,598, 4,724,368, and 4,189,448 elements, respectively. The volume
and the mesh number of the 16 hot runners were 784.06 cm3 and 839,450 elements, re-
spectively. The surface mesh of the pallet contained 311,368 elements. The experimental
viscosity with respect to the shear rate and temperature, the specific heat with respect
to temperature, and the mechanical properties of the melt rPP resin were derived from
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Cheng [10]. The injection molding parameters of the rPP that were used for this plastic
pallet are shown in Table 1.

Table 2. Injection molding parameters of recycled polypropylene [10].

Melt temperature (◦C) 250
Curing temperature (◦C) 117
Mold temperature (◦C) 50
Fill rate (%) 72
Filling pressure (max) [MPa] 40
Filling time (s) 9.3
Packing time (s) 3.0
Packing pressure (%) 70
Cooling time (s) 45
Mold opening time (s) 10

It was assumed that the melted material would begin filling the mold cavity once
the valve gate was completely open, and the 16 gates were opened sequentially to direct
the melted material into the mold cavity. The flow fronts that occurred during short-shot
testing in the injection molding of rPP pallets were compared to ensure correct simulation
modeling. Then, the most suitable sequential control scheme of the gates with the same
injection parameters was investigated. Via the appropriate sequential control of the gates,
the filling pressures, temperature distribution, warpage deformation, thermal stresses and
shrinkages were assessed to determine the advantages of this analysis.

The rPP pallet molded by the Supermaster 3600E1 molding machine is 1 m in length
and width and 0.13 m in height. This pallet scale is too large to measure its three-
dimensional profiles using a general coordinate measuring machine (CMM). The ATOS
scan box 5120 system (GOM, Swiss, www.gom.com, 3 February 2022) is a non-contact
three-dimensional measuring system that operates via high-speed sensors used to scan
all the parts. A 3D graph could be generated from these scans for 3D printing, reverse
engineering or part inspection. The injection-molded pallet was measured by RATC in Tai-
wan (https://www.ratc.com.tw/, 3 February 2022) with ATOS scan box 5120. The authors
imported the 3D graph generated by the ATOS scanning system into Creo Parametric CAD
to calculate the flatness of each surface on the pallet. The measured flatness and the profile
of the pallet’s surface were compared with the numerical results derived by Moldex3D.

3. Results and Discussion
3.1. Flow Front Comparison of Short Shot Testing

When producing a fully molded part via the plastic injection molding process, the
screw-back position refers to the screw within the injection machine barrel being brought
back to the starting position before the start of the next cycle. Incomplete filling of a
part, called short-shot molding, can be achieved in plastic injection molding by manually
shortening the screw-back position to check the real flow fronts that propagated from the
filling gates during the filling stage. The implementation of short-shot testing may help
investigators to estimate the propagating times of the initial flow fronts from the filling
gates to the next gate. Using previously recorded times, one could propose an actuating
sequence for the sequential valve gate-opening system. In addition, the real shapes of the
short-shot molding samples and the simulated flow fronts can be verified to complete the
numerical validation.

The concurrent opening of all the filling gates produces a higher injection pressure
and, thus, a higher clamping force in general plastic injection molding. The concurrent
opening scheme is different from the sequential valve gate-opening scheme. Short-shot
simulations of 30% and 60% filling are shown in Figure 2. Figure 2a,c show the flow fronts
when the 16 gates are opened at the same time. The fill flow fronts that form around gates 2
and 3, 6 and 7, 10 and 11, and 14 and 15 initially interact, and are stitched at the half center
of the plastic pallet. The fronts are expanded to the four corners, which then become the
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portions with the longest flow lengths during injection mold filling. The color distribution
is almost uniform, since all gates are open. Weld lines are located on the borders of each
of the pairs of gates, and there are 17 borders on the top surface of the pallet. The other
borders are located across the pallet.

In terms of weld lines, variant filling can be improved by the one-gate or sequential
valve gate-opening schemes. In this study, for a large-scale plastic pallet, a pre-set sequence
of opening the valve gates was used to expand the filling fronts. The pre-set sequence was
provided by the industrial company we are working with. Figure 2b,d show that the 16
gates are controlled in a seven-stage sequence, as also shown in Table 2. The comparison of
the filling fronts produced under the concurrent opening and sequential valve gate-opening
schemes is shown in the form of iso-surfaces. An iso-surface is a surface produced over an
equal time within a volume of space. Changes to the iso-surfaces’ shapes show differences
close to the gates—that is, the flow fronts of the melt are increased close to these gates.
The iso-surface shows a higher velocity of melt material in the middle of the pallet. During
the sequential valve gate-opening scheme, the gates are not ideal due to the number of weld
lines, while this is slightly decreased under the concurrent opening scheme. Furthermore,
the initial gates that were opened under this sequential pre-set valve gate-opening scheme
are inappropriate for real-world applications.

Figure 2. Cont.
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Figure 2. Flow fronts in short-shot testing: (a) 30% flow front under the concurrent valve gate-opening
scheme; (b) 30% flow front under sequential valve gate-opening scheme; (c) 60% flow front under
concurrent valve gat- opening scheme; (d) 60% flow front under sequential valve gate-opening scheme.
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The real temperatures of the core and cavity plates of the mold were unknown before
the filling stage of the injection process. The mold temperature was increased with a
shortened cycle time. As the residual heat within the mold, which would not be transferred
into the cooling channel, increased, the mold temperature is unknown, although the
mold temperature can be detected at the ejection stage. However, the detected mold
temperature cooled down during the ejection stage. A preliminary analysis of the flatness
can be performed by assuming the mold temperature. A further serial numerical analysis
would help us to determine the exact mold temperature by adjusting the cooling channel
mold temperature to fit the experimental surface flatness of the pallet. By pre-setting the
sequential valve gate-opening scheme (Table 2), a serial short-shot test can be performed
experimentally. A 70% short-shot sample was produced by the Supermaster injection
machine (Figure 3a,c), showing the top and bottom surfaces of the rPP injected pallets).
The 70% short-shot of the real injected pallet was compared to the fronts on the top and
bottom sides of the pallet via a numerical approach (Figure 3b,d). The profile of the real
pallet qualitatively agreed with the simulated flow front. In Figure 3e, the profile of the
top surface of the pallet produced by 90% short-shot testing indicates a close fit with the
numerical flow front, as shown in Figure 3f. The bottom side of the 90% short-shot pallet
provides significant evidence of the prediction accuracy of the experimental and numerical
results shown in Figure 3g,h. Figure 3b,f show that the imbalanced flow fronts spread to
the entire pallet due to the inaccurate setting of the valve gate-opening sequence. This
mis-setting may induce a fluctuation in the spread front. Through the simulation results, a
suitable sequence of the valve gates’ switching times can be predicted. The flow front thus
spreads continuously once it meets the next gate.

Figure 3. Cont.
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Figure 3. Cont.
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Figure 3. Cont.
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Figure 3. Cont.
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Figure 3. Comparisons of the experimental and numerical flow fronts in short-shot testing under the
pre-set sequential valve gate-opening scheme. (a) Top view of the 70% short-shot pallet; (b) top view of
the 70% numerical flow front; (c) bottom view of the 70% short shot pallet; (d) bottom view of the 70%
numerical flow front; (e) top view of the 90% short-shot pallet; (f) top view of the 90% numerical flow
front; (g) bottom view of the 90% short-shot pallet; (h) bottom view of the 90% numerical flow front.

3.2. Flatness

The temperature of the cooling channel within the mold plate, including the core
and cavity plates, was set to 20 ◦C. The injection molding samples were acquired after 20
cycles to ensure that the temperature of the mold plate was in a steady state. Then, the
temperatures of the mold’s core and cavity were measured by K type thermocouple after
the pallet was ejected from the core plate. These two measured temperatures were higher
than the cooling channel temperature since their heat is never effectively transferred to
the cooling channel. The exact temperatures of the mold’s core and cavity could not be
measured during the packing and cooling stages of injection molding. To fit the numerical
warpage to the molded one using the trial-and-error method, an empirical approach was
used to adjust the temperatures of the cooling channels within the cavity and core plates
of the mold, which induce different temperature levels in the two plates compared to the
predicted temperature for the core and cavity of the mold. Hence, the entire pallet was
measured by way of the ATOS scan box 5120 system, and this was then compared with the
numerical results.

The difference between the highest and lowest positions of a surface profile in the
height direction can be called the flatness. Figure 4a depicts the measured flatness of the
top surface of the molded pallet by the previous ATOS system. The entire profile of the
pallet’s top surface is convex and has an excellent flatness value of 6.721 mm. By adjusting
the cooling channel temperature of the mold’s cavity plate to 55 ◦C, and the core plate
temperature to 20 ◦C, for simulation on Moldex3D, the pallet’s numerical top profile is
symmetrically convex and the surface flatness of this top surface is 6.044 mm, as shown in
Figure 4b. This molded pallet has nine legs to support the entire top surface and the loads.
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The flatness of the pallet’s nine-leg plane is, therefore, important for stably supporting
goods. The flatness of the nine-leg plane of the pallet’s bottom surface is acquired by an
ATOS of 6.772 mm, as shown in Figure 4c. The predicted flatness of the bottom side of the
pallet is 5.960 mm in Figure 4d. The deviation of 0.812 mm, with regard to the 130 mm
pallet height, is relatively accurate.

Figure 4. Cont.
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Figure 4. Cont.
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Figure 4. Comparisons of the numerical and experimental flatness under the pre-set sequential valve
gate-opening scheme (20 ◦C cooling channel). (a) Isometric view of ATOS-measured top flatness of
pallet; (b) Isometric view of numerical top flatness of pallet; (c) isometric view of ATOS-measured
bottom flatness of pallet; (d) Isometric view of numerical bottom flatness of pallet; (e) x-axial top
surface profiles; (f) y-axial top surface profiles.

We compared the results, showing the true measured pallet height in the ideal coordi-
nate system by ATOS with the reconstructed deformations in Figure 4a and the numerical
heights produced by Moldex3D in Figure 4b. A comparison of experimental and numerical
profiles of the molded pallet along the x axis is shown in Figure 4e, where the purple
crosses denote the heights measured every 50 mm along the middle (xc) of the top profile
of the pallet, and the purple dashed line denotes the simulated height of the same profile.
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In the middle of the x axis, the simulated profile shows good conformity with the mea-
sured profile, with a 0.84 mm deviation between the experimental and numerical profiles.
The warpage in the middle profile along the x axis is very small, as the heights of the profile
are all below 1.29 mm and the average height of the profile is 0.49 mm.

The red circles denote the measured height on the left-hand side (xl) of the pallet and
the red dotted line denotes the numerical profile. The orange triangles denote the measured
height on the right-hand side (xr) of the pallet and the orange dashed line denotes the
numerical profile. Numerical profiles on both the left- and right-hand sides show the
convex symmetric heights of the pallet, but the experimental profiles on both sides of pallet
show either positive skewness or negative skewness. The experimental deviations between
the maximum and minimum heights of both profiles on the left- and right-hand sides
of the pallet are 6.3 and 5.2 mm, respectively. Along the y axis, the predicted heights of
the profiles also showed good conformity with the measured profile of the pallet, with a
0.92 mm deviation between the experimental and numerical profiles, as shown in Figure 4f.
The middle profile (yc) along the y axis was experimentally shown to be deformed by under
1.07 mm. The experimental profiles on both sides of the pallet are characterized by positive
or negative skewness. The experimental deviations between the maximum and minimum
heights of both profiles, on the left-hand (yl) and right-hand (yr) sides of the pallet, are 5.9
and 4.2 mm, respectively. The numerical predictions of the profiles by Moldex3D perfectly
fit the true profiles of the pallet due to the large-scale geometrical sizes of 1000 mm ×
1000 mm × 130 mm.

To derive the warpage of the large-scale pallet, an injection molding process was
applied, using a numerical approach. The structure of plastic pallet is composed of ribs,
beams and rods, making the construction of a close-form solution inaccessible. Using
Moldex3D software, one may acquire the pallet’s temperature distribution under each
stage of injection molding. However, after demolding, the pallet is free to deform, and
the asymmetric internal stress of the molded pallet may cause the warpage of the pallet to
develop. Since the temperature in the pallet is still high and the pallet is not stiff enough
to endure this, it immediately warps towards the cold side upon ejection. The hot side of
the pallet has a higher temperature than the cold side; it is less stiff and experiences more
cooling than the cold side as the whole pallet eventually cools down to room temperature.
Hence, the hot side will deform more than the cold side during the free quench of the pallet,
and this will cause the warpage to decreasingly incline toward the cold side [31–33].

3.3. Proposed Sequence of Valve Gate-Opening

An unbalanced filling resulting from the pre-set sequence is shown in Figure 2b,d, as
well as in Figure 3b,d,f,h. The pre-set sequence shown in Table 2 is improper due to the
well-maintained weld lines between the 16 gates. An essential feature of the sequential
valve gate scheme is that the valve gate is actuated once the flow front spreads towards it.
This arrangement may drastically reduce the number of weld lines in the injection molding
parts. A newly proposed sequential valve gate scheme is shown in Table 3. The total filling
time is 10.591 s, which is slightly greater than the pre-set sequence of 10.795 s.

Table 3. Proposed sequence of filling valve gates.

Time (s) Start 2.2 5.42 5.46 5.5 5.85 5.88 6.04

Gate (#) #6, #7,
#10, #11

#2, #3,
#14, #15 #5 #8, #12 #9 #1 #4, #16 #13

The cooling channel temperatures within the core and cavity plates of the mold were
20 ◦C and 55 ◦C, respectively. The injection molding parameters are shown in Table 1.
In the Moldex3D simulation, the flow front initially spreads from gates #6, #7, #10, and
#11. Gates #2, #3, #14, and #15 are activated when the initial flow front meets the previous
gates. The flow front profile is shown in Figure 5a, in which there are only three weld lines
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on the top surface of the pallet. The front continuously spreads to the four corners of the
pallet. The gates begin filling the melt material into the cavity when the flow front meets
the lateral gates, as shown in Figure 5b,c. Weld lines appear at four corner legs of the pallet,
which cannot be avoided due to the two filling approaches used during the molding of the
corner legs. However, this proposed filling valve gate scheme sequence eliminates a high
number of weld lines on the top surface.

Figure 5. Cont.
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Figure 5. Flow front under the proposed sequential valve gate scheme: (a) 30% of total filling;
(b) 60% of total filling; (c) 90% of total filling.

Figure 6a depicts the numerical flatness of the top surface of the pallet under the
newly proposed sequential valve gate scheme. The top flatness of the pallet, 7.76 mm, is
drastically decreased with respect to the 64.052 mm flatness by pre-setting the sequence
of the valve gate-opening scheme. The profile of the top surface differs from the convex
profile (Figure 4a). This reduced flatness demonstrates that the proposed sequence scheme
is a successful approach, and that this flatness excellently meets the specifications of the
commercial plastic pallet. Figure 6b shows the bottom surface of the pallet, with a 7.027 mm
flatness. This flatness of 7.027 mm can be compared to the numerical flatness of 64.072 mm
of the bottom surface of the pallet, achieved by pre-setting the valve gate system system.
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The proposed valve gate scheme sequence may numerically decrease due to the warpage
of the rPP pallet.

Figure 6. Flow front under the proposed sequential valve gate scheme: (a) Top flatness of pallet;
(b) bottom flatness of pallet.

449



Polymers 2022, 14, 616

In this study, the mold temperatures of the core and cavity plates are the same, which
causes a large warpage in this thin, rib-reinforced pallet due to the total thin-rib structure of
the core plate. The top profiles of the pallet are, therefore, shown to be numerically in convex
Figure 4a and experimentally convex in Figure 4b. Under the pre-set sequential valve gate
scheme, the flatness of the pallet in Figure 7 shows that the temperature of the cavity plate
of the mold has a negative proportional relationship at temperatures below 60 ◦C. This
trend may help us to set the local mold temperature. Consequently, the simulation verifies
the feasibility of using the proposed sequential valve gate system. A further experimental
investigation is essential to verify the previously determined numerical flatness of the
pallet. The temperatures of the core and cavity plates of the mold has to be experimentally
determined via the pallet’s warpage.

Figure 7. Numerical flatness with respect to the cooling channel of the cavity plate under the pre-set
sequential valve gate-opening scheme (20 ◦C cooling channel within the core plate).

4. Conclusions

The flatness of an rPP pallet, created using a pre-set and newly proposed sequential
valve gate-opening injection molding scheme, was investigated and found to be successful.
The pallet’s required specifications were achieved. The pre-set sequence of valve gate-
opening produced a poor pallet product due to the weld lines present on the top surface
of the pallet as the flatness neared 7 mm. The authors proposed a new sequential valve
gate-opening scheme to ensure the smooth spreading of the flow front from the middle
four gates. The newly proposed, eight-stage, sequential gate-opening, compared to the
pre-set valve gate-opening scheme, propagates the flow front from the central gate to the
four corners of the pallet, with fewer welding lines being formed between each set of
four legs, located in the rib portions. The weld lines on the top surface of the pallet are,
therefore, dramatically decreased. The flatness of the pallet was accurately demonstrated
via experimental and numerical results. The flatness of the pallet produced by the newly
proposed sequential valve gate-opening scheme is about 7 mm, which coheres with the
height directional warpage achieved under the pre-set sequential scheme. By adjusting the
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temperature of the cooling channel within the cavity plate to 55 ◦C, the flatness measured
by ATOS is in line with the numerical flatness of the pallet.
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13. Wilczyński, K.; Narowski, P. A Strategy for Problem Solving of Filling Imbalance in Geometrically Balanced Injection Molds.
Polymers 2020, 12, 805. [CrossRef]
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Abstract: Pure polymers of polystyrene (PS), low-density polyethylene (LDPE) and polypropylene
(PP), are the main representative of plastic wastes. Thermal cracking of mixed polymers, consisting
of PS, LDPE, and PP, was implemented by thermal analysis technique “thermogravimetric analyzer
(TGA)” with heating rate range (5–40 K/min), with two groups of sets: (ratio 1:1) mixture of PS
and PP, and (ratio 1:1:1) mixture of PS, LDPE, and PP. TGA data were utilized to implement one
of the machine learning methods, “artificial neural network (ANN)”. A feed-forward ANN with
Levenberg-Marquardt (LM) as learning algorithm in the backpropagation model was performed in
both sets in order to predict the weight fraction of the mixed polymers. Temperature and the heating
rate are the two input variables applied in the current ANN model. For both sets, 10-10 neurons
in logsig-tansig transfer functions two hidden layers was concluded as the best architecture, with
almost (R > 0.99999). Results approved a good coincidence between the actual with the predicted
values. The model foresees very efficiently when it is simulated with new data.

Keywords: pyrolysis; mixed polymers; thermogravimetric analyzer (TGA); artificial neural networks
(ANN)

1. Introduction

Recently, most of the researchers are aiming to deal with machine learning methods
“ANN” for the forecasting of different data since it approved that it has a strong perfor-
mance to deal with non-linearity relationships. Therefore, ANN is considered as another
option to deal with the TGA datum.

The literatures surveyed listed below will be limited only for the papers handling
ANN for TGA data [1–18].

Conesa et al. [1] was the first to explore ANN in the thermal analysis by initiating
a way to treat with the pyrolysis kinetics at different samples for non-isothermal runs.
Bezerra et al. [2] applied the ANN model to the thermal cracking of carbon fiber/phenolic
resin composite laminate. Yıldız et al. [3] examined the oxidation of mixtures of different
ratio by enforcing ANN. Çepelioĝullar et al. [4] extended an ANN to foresee the pyrolysis
of waste fuel. Ahmad et al. [5] established ANN for the pyrolysis of Typha latifolia.
They collected 1021 data for the feed-forward Levenberg–Marquardt back-propagation
algorithm. Çepelioĝullar et al. [6] performed the ANN models for Lignocellulosic forest
residue (LFR) and olive oil residue (OOR) in two different sets: (i) two separate networks
for each sample, and (ii) one network for both samples. Later, Chen et al. [7] studied
the co-combustion characteristics of sewage sludge and coffee grounds (CG) mixtures.
Naqvi et al. [8] suggested an ANN to tip the thermal cracking of one type of sludge and
offered a strong harmonization for the predicted with experimental figures. In this paper, a
richly powerful promoted ANN model (R ≈ 1.0) predicted a pyrolytic behavior of mixed
polymers. Ahmad et al. [9] validated the pyrolysis of Staghorn Sumac by ANN model.

Bi et al. [10] investigated the co-combustion co-pyrolysis of sewage sludge and peanut
shell by ANN model. Bong et al. [11] applied the ANN model for the catalytic pyrolysis of
pure microalgae, peanut shell wastes, and their binary mixtures with the microalgae ash as a

Polymers 2022, 14, 2638. https://doi.org/10.3390/polym14132638 https://www.mdpi.com/journal/polymers453



Polymers 2022, 14, 2638

catalyst. In addition, Bi et al. [12] repeated the study for the co-pyrolysis of coal gangue and
peanut shell. In both papers, they found there was consistency between the experimental
and the ANN model results. Liew et al. [13] predicted the co-pyrolysis of corn cob and high-
density polyethylene (HDPE) mixtures, with chicken and duck egg shells as catalysts. Zaker
et al. [14] investigated the effects of two catalysis (HZSM5 and sludge-derived activated
char) on the pyrolysis of sewage sludge. Dubdub and Al-Yaari [15,16] and Al-Yaari and
Dubdub [17,18] tried to use the ANN to predict the performance for different samples.
They used a feed-forward LM optimization technique for backpropagation process in the
ANN model, in two hidden layers. In the first paper, they applied two input variables,
temperature and heating rate, and one output variable, weight left %, while in the second
paper, catalyst/polymer weight ratio was added as third input.

Almost all of the above-mentioned studies have good agreement between the ex-
perimental collected data and the ANN predicted results efficiently in common. The
architecture details of all the papers above are similar to this work (non-isothermal TGA
data) are summarized in Table 1. Most of these papers used the temperature and the
heating rate for the input variables with weight left % as the only output. This table showed
and approved that the application of ANN to predict TGA data is feasible and promising
research. In this work, the novelty of this work is in applying the ANN for new two mixture
of polymers (PS, LDPE, and PP), and using the final best architecture efficiently in the
simulation of new input data.

Table 1. Literature summary of ANN applications for non-isothermal TGA data.

Author Input Variables Output
Variables

Architecture
Model

No. of Hidden
Layers

Transfer
Function for

Hidden
Layers

Data Points

Bezerra et al. [2] temperature heating rate - mass retained 2-21-21-1 2 1941

Yıldız et al. [3] temperature heating rate blend
ratio Mass loss % 3-5-15-1 2 tangsig-tansig

Ahmad et al. [5] temperature Heating rate - weight loss 2 1021

Çepelioĝullar et al.
[6] Individual temperature heating rate - weight loss

2-20–20-1
(LFR)2-19–16-1

(OOR)
2 tangsig-logsig 4000

Çepelioĝullar et al.
[6] Combined 2-7–6-1 2 8000

Chen et al. [7] temperature heating rate mixing
ratio mass loss % 3-3-19-1 2 tansig-tansig

Naqvi et al. [8] temperature heating rate - weight loss 2-5-1 1 tansig 1400
Ahmad et al. [9] temperature Heating rate - weight loss 2-10-1 1 1155

Bi et al. [10]
(combustion),

(pyrolysis)
temperature mixing ratio - residual mass 2-3-18-1

2-3-15-1 2 tangsig-
tangsig

Bong et al. [11] temperature heating rate - weight loss % 2-(9-12)-(9-12)-1 2
tansig-tansig

and
logsig-tansig

Bi et al. [12] temperature heating rate mixing
ratio

remaining
mass % 3-5-10-1 2 tangsig-

tangsig 5000

Zaker et al. [14] temperature heating rate - weight loss
(%) 2-7-1 1 tansig

Al-Yaari and
Dubdub [17] temperature heating rate mass ratio mass left % 3-10-10-1 2 tansig-logsig 900

2. Materials and Methods
2.1. Thermal Decomposition

Pyrolysis experiments were conducted under nitrogen with different compositions
of three polymers: PP, PS, and LDPE. Table 2 shows six tests of two sets: tests 1–3 (ratio
1:1) binary of PS and PP, and tests 4–6 (ratio 1:1:1) of PS, LDPE, and PP. 10 mg of each
powder sample was used throughout the study. Proximate and ultimate analysis that was
performed to characterize the polymer samples can be found in reference [16]. Thermal de-
composition experiments were conducted under N2 (99.999%) gas flowing at 100 cm3/min
using the thermogravimetric analyzer (TGA-7), manufactured by PerkinElmer, Shelton, CT,
USA [16].
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Table 2. List of six runs of different PS, LDPE, and PP polymers compositions.

Set No. Test No.
Heating

Rate
(K/min)

Weight %
Comment

PP PS LDPE

1
1 5 50 50 0

mixture of
PS, and PP

2 20 50 50 0
3 40 50 50 0

2
4 5 33.3 33.3 33.3 mixture of

PS, LDPE,
and PP

5 20 33.3 33.3 33.3
6 40 33.3 33.3 33.3

2.2. Structure of ANNs

The common procedure for modelling engineering units is to develop a model de-
pending on the basic principles of physics and chemistry and then the values of the model
parameters are estimated from some experimental data by some numerical techniques.
However, formulating any model and finding the values of the parameters are the most
difficult works in most of the cases, especially when the final model is very complicated
with non-linear relations among the variables. In these cases, the ANN may become the
alternative option. One of the strengths of ANN is its ability to model the non-linear func-
tions and complex process by mapping these relations by some approximation functions.
Moreover, ANN can deal with the noisy data.

ANN architecture is ordered in three consecutive layers: input, hidden/s, and output.
Every layer possesses a number of neurons, a weight, a bias, and output [19]. Initially,
one must figure out all the variables, with the effect on the main process being variable.
The data collection, normally established before the ANN steps, becomes the mirror of the
problem area. The best ANN architecture is subjected to learning quality and generalization
ability, which relies on whether the collected data fall within the variation margin of the
variables and are big enough in size [8].

The type of the task to be handled by the ANN is crucial in finding the best architecture.
For better performance of ANNs, the parameters such as the number of neurons in the
hidden layer(s), number of the hidden layers, the momentum, and the learning rates should
be optimized.

The performance of an ANN model in portending the output can be checked and
assessed by five statistical correlations [3,5,7,10,20,21]:

Average correlation factor
(

R2
)
= 1−

∑
(
(W %)est − (W %)exp

)2

∑
(
(W %)est − (W %)exp

)2 (1)

Root mean square error (RMSE) =

√
1
N ∑

(
(W %)est − (W %)exp

)2
(2)

Mean absolute error (MAE) =
1
N ∑

∣∣∣(W %)est − (W %)exp

∣∣∣ (3)

Mean bias error (MBE) =
1
N ∑((W %)est −

(
W %)exp

)
(4)

Correlation coefficient (R) =
∑n

m=1

(
(W %)exp,m − (W %)exp,m

)(
(W %)est,m − (W %)est,m

)

√
∑n

m=1

(
(W %)exp,m − (W %)exp,m

)2
∑n

m=1

(
(W %)est,m − (W %)est,m

)2
(5)

where

(W %)est: is the estimated value of the weight left % by ANN model;
(W %)exp, is the experimental value of the weight left %; and
(W %): is the average values of weight left %.
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In order to get the best ANN model, it should be targeted to get the lowest error with
(RMSE, MAE, MBE), and the highest with (R2, R) correlations [10]. In this investigation,
weight left % of mixed polymers has been predicted by an ANN model. There are some
advantages and some disadvantages for using ANN. Some of these advantages can be
summarized as being easy to work with linear and non-linear relationships and learning
these relationships directly from the data used, while a disadvantages is that doing the
fitting needs big memory and computational efforts [22].

3. Results and Discussion
3.1. TGA of Mixed Polymers

TGA provides us with the thermogravimetric (TG), and the derivative thermogravi-
metric (DTG) at different heating rates of the pyrolysis of two sets at different polymers
compositions, which are shown in Figures 1 and 2, respectively [16].
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3.2. Pyrolysis Prediction by ANN Model

Neural Network with “Feed-Forward, Back-Propagation” (FFBPNN) was established
in “nntool” function in MATLAB® R2020a based on 358, 752 data for the two sets. This
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type of ANN model is widely used because it is very efficient and simple [3]. Usually, in
the thermal analysis instrument TGA, the raw signal (weight left %) will be the output
of the ANN model and the independent variables (temperature and heating rate in the
non-isothermal TGA data) could be the inputs of the ANN model.

The collected data will be divided by three subsets: training set will be used to
establish the network learning and correct the weights by minimizing the error function;
the validation set checks the performance of the network; and finally, the test set will test
the generalization of the network [23].

The whole data comprising 358, 752 sets are shown in Table 3, and randomly divided
into three sets as follows: 70% for training, 15% for validation and testing. Osman and
Aggour [24] mentioned that collecting large sets of data could help the model with high
accuracy.

Table 3. Data set number of six tests.

Set No. Test No. Heating Rate
(K/min)

Data Set
Number Total

1
1 5 126

3582 20 101
3 40 131

2
4 5 251

7525 20 251
6 40 250

Table 4 listed the parameters of the ANN “nntool” model and Table 5 shows a com-
parison of different ANN structure performance with different numbers of hidden layers
and different numbers of neuron and transfer functions in each hidden layer. Usually, the
best architecture is found by a trial and error process [8]. The value of R is examined as the
criteria in judging the most efficient network architecture for finding the percentage weight
loss %. Values of four statistical correlations will be tabulated only for the last best-selected
architecture.

Table 4. Main parameters of the ANN “nntool” model.

Number of inputs 2 (Temperature (K), Heating rate (K/min)
Number of output 1 (Mass left %)
Number of hidden layers 1-2
Transfer function of hidden layers logsig-tansig
Number of neurons of hidden layers
Transfer function of out layer

10-10
purelin

Data division function Dividerand
Learning algorithm Levenberg-Marquardt (TRAINLM)
Data division (Training-Validation-Testing) 70%-15%-15%

Data number (Training-Validation-Testing) 250-54-54 = 358
526-113-113 = 752

Data number (Simulation) 9-9
Performance function MSE
Validation checks 6
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Table 5. Comparison between different ANN structures for the two sets: (i) mixtures of PS and PP,
(ii) mixtures of PS, LDPE, and PP.

Model
Network Topology (no. of Neurons)

2 Input-Hidden Layers (1 or 2
Layers)-1 Output

Hidden Layers
R1st Transfer

Function
2nd Transfer

Function

i

AN1-A 2-5-1 tansig - 0.99881
AN2-A 2-5-1 logsig - 0.99972
AN3-A 2-10-1 tansig - 0.99995
AN4-A 2-10-1 logsig - 0.99997
AN5-A 2-15-1 tansig - 0.99997
AN6-A 2-15-1 logsig - 0.99999
AN7-A 2-10-10-1 logsig tansig 1.00000

ii

AN1-B 2-5-1 tansig - 0.99976
AN2-B 2-5-1 logsig - 0.99997
AN3-B 2-10-1 tansig - 0.99999
AN4-B 2-10-1 logsig - 0.99999
AN5-B 2-15-1 tansig - 0.99999
AN6-B 2-15-1 logsig - 0.99999
AN7-B 2-10-10-1 logsig tansig 1.00000

The final and best ANN architecture is AN7-A and AN7-B, as shown in Figure 3
for both sets. This network is utilized for the next simulation step. This architecture
constitutes 10 neurons with logsig-tansig functions in the two hidden layers with linear
transfer function for the output layer. Hidden layers with non-linear functions were used to
deal with complex functions [2]. Usually, linear function is not recommended in the hidden
layers in order to avoid a linearly separable prediction, while tansig is more preferable since
it has larger range of output [11]. Most of the researchers mentioned in Table 1 implied
more than one hidden layer [11]. The number of neurons in the hidden layer is a crucial
parameter in the efficiency and the accuracy of the ANN output. To avoid the underfitting
and the overfitting (too many neurons), one should select the number of neurons in such a
way that the performance function will get eventually the optimum value [6,23,25]. There
are different supervised learning algorithms such as Levenberg–Marquardt (LM), Bayesian
Regularization, and Scaled Conjugate Gradient, but LM is used due its best performance
and relevance for this data number [8,10,26]. This optimization LM algorithm technique
will update the values of the weighted and biases factors in order to get the calculated
output close to the target [5,10].
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Figure 4 shows all the results fall close to the diagonal, which confirms a strong agree-
ment and good correlation for ANN prediction with experimental values at minimum
mean square error (MSE) values of 2.1275 × 10−7 and 4.58 × 10−8 of the two sets, respec-
tively (Figure 5). This MSE’s values are too small (<2.1275 × 10−7), which shows that the
prediction of the system is very reliable [8]. Naqvi et al. [8] also pointed out that for a good
prediction ANN, output values should be close to the target values, and ANN model is a
good fit for TGA data.
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The performance of the current AN7-A and AN7-B model in predicting the weight left
% was measured by calculating these four statistical correlations. Table 6 shows all these
four statistical correlations. Notice that values of RMSE, MAE, and MBE are significantly
low. Consequently, this model can powerfully predict the output within an acceptable limit
of error.

Table 6. Statistical parameters of the (A) AN7-A, (B) AN7-B model.

Set

AN7-A AN7-B

Statistical Parameters Statistical Parameters

R2 RMSE MAE MBE R2 RMSE MAE MBE

Training 1.0 0.00055 0.00030 −0.00001 1.0 0.00044 0.00016 1.49 × 10−6

Validation 1.0 0.00046 0.00029 −0.00001 1.0 0.00021 0.00012 −1.74 × 10−6

Test 1.0 0.00058 0.00032 0.000018 1.0 0.00024 0.00014 0.000034
All 1.0 0.00054 0.00030 −0.000012 1.0 0.000389 0.000154 6.018 × 10−6

Once checking the ANN for the two sets, the final architecture will be simulated
by new input data. Table 7 presented the simulation stage with nine datasets for each
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AN7-A and AN7-B for only new input data, and the final network will produce the
simulated output according to the final architecture AN7-A and AN7-B. Figure 6 shows the
comparison between the simulated network with the actual output and indicates very high
performance of the selected network. In addition, Table 8 lists all statistical parameters
for each set: AN7-A and AN7-B. As presented, the value of R is slightly high (>0.9900)
and RMSE, MAE, and MBE have reasonably low values. Finally, Figure 7 shows the error
histogram for the two sets, which is distributed across the zero error normally [11]. The
error lies in a very small value range (−0.00085 to 0.002678) for the first set and (−0.00123
to 0.000489) for the second set, which indicates very good performance of the proposed
ANN model.

Table 7. Simulation input data and output data: mixtures of PS and PP mixtures of PS, LDPE, and PP.

No.

Mixture of PS and PP for AN7-A Mixture of PS, LDPE, and PP for AN7-B

Input Data Output
Data Input Data Output

Data

Heating
Rate

(K/min)

Temperature
(K)

Weight
Fraction

Heating
Rate

(K/min)

Temperature
(K)

Weight
Fraction

1 5 690 0.11471 5 731 0.10335
2 5 668 0.41012 5 697 0.40892
3 5 634 0.70892 5 669 0.70090
4 20 716 0.21154 20 731 0.20736
5 20 698 0.51639 20 705 0.51387
6 20 672 0.80757 20 669 0.80014
7 40 718 0.32648 40 741 0.30962
8 40 700 0.62535 40 717 0.60931
9 40 658 0.90289 40 671 0.90323
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4. Conclusions

Thermal cracking of polymers, consisting of PS, LDPE, and PP, was implemented using
TGA at heating rate range (5–40 K/min), with two groups of sets: (ratio 1:1) a mixture of
PS and PP, and (ratio 1:1:1) a mixture of PS, LDPE, and PP. TGA data are used in modeling
ANN for two sets of PS, LDPE, and PP polymers in order to predict the weight left %.

However, an efficient ANN model has been created to predict the thermal decompo-
sition of these two sets separately. The best architecture of 2-10-10-1 (logsig-tansig-purelin)
transfer functions has been adopted as the highest efficient model. This could foresee the
output very precisely with high regression coefficient value. After that, the best model has
been simulated with untrained input data, and its behavior (calculated output) shows a
close agreement with the actual values (high R > 0.9999).
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Abstract: The advent of the Hydrogen Society created great interest around hydrogen-based energy
a decade ago, with several types of vehicles based on hydrogen fuel cells already being produced
in the automotive sector. For highly efficient fuel cell systems, the control of hydrogen inside a
polymer-based electrolyte membrane is crucial. In this study, we investigated the molecular behavior
of hydrogen inside a polymer-based proton-exchange membrane, using quantum and molecular
dynamics simulations. In particular, this study focused on the structural difference of the pendent-
like side chain polymer, resulting in the penetration ratio of hydrogen into the membrane deriving
from the penetration depth of the membrane’s thickness while keeping the simulation time constant.
The results reveal that the penetration ratio of the polymer with a shorter side chain was higher
than that with the longer side chain. This was justified via two perspectives; electrostatic and van
der Waals molecular interactions, and the structural difference of the polymers resulting in the free
volume and different behavior of the side chain. In conclusion, we found that a longer side chain
is more trembling and acts as an obstruction, dominating the penetration of hydrogen inside the
polymer membrane.

Keywords: polymer electrolyte membrane for fuel cell; molecular dynamics simulations; side
chain; penetration

1. Introduction

Hydrogen, as an energy resource, can make life significantly more eco-friendly. Al-
though the hydrogen fuel cell was introduced by William Robert Grove 180 years ago [1],
numerous potential applications have recently raised extreme engagement from many
researchers, in various industrial sectors [2]. Automotive systems based on hydrogen
fuel cells can already be found on the road, with examples such as “NEXO” produced by
Hyundai Motor Company or “MIRAI” by Toyota representing the upcoming hydrogen-
based automotive future.

A hydrogen fuel cell works based on electrochemistry, by passing hydrogen through
the anode and oxygen through the cathode of the cell. More specifically, electrical power
is generated via three simple steps: (i) the dissociation of hydrogen to the proton and
electron; (ii) the conduction of electrons through electronic channels and protons through
a proton-exchange membrane; and (iii) the synthesis of water by a proton, electron, and
oxygen. A polymer electrolyte membrane for fuel cell (PEMFC) is commonly used in
vehicles due to better operation at relatively low temperature, while other types of fuel
cells (such as alkaline cell, phosphoric acid fuel cell, molten carbonate cell, direct methanol
fuel cell and solid oxide cell) require a higher operation temperature [3,4].

A stack, one of the main components of PEMFCs, comprises of serially connected unit
cells generating electricity. Each of them features a bipolar gas diffusion layer (GDL) and a
membrane electrode assembly (MEA), which are directly responsible for the electrochemical
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reaction. Figure 1a shows a schematic of a proton exchange membrane in the fuel cell
system. The proton exchange membrane is a key component of PEMFCs, acting excellently
towards gas blocking and proton conduction. In particular, gas diffusion behavior inside
MEA has a direct impact on the performance of the fuel cell, as the diffusion of hydrogen
and oxygen at both the anode and cathode determines the efficiency of the fuel cell, hence
shortened diffusion time induces faster proton transport and water conversion [5,6]. In
addition, gas crossover through the PEMFC during long-term membrane operation causes
the degradation of the MEA, due to the combustion reaction between H2 and O2 gases
and the formation of reactive oxygen radicals (HO• and HOO• radicals) which attack
membrane linkages [7–11].
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Figure 1. (a) Schematic of the operation of a fuel cell; (b) snapshot of the unit cell for the molecular dynamic (MD) simulation
of the morphological effect of the side chain on gas penetration, containing H3O+ and H2O with the hydration number of 3;
(c) index x (backbone) and y (side chain) of the chemical structure of perfluorosulfonic acid determine the length of side
chain; and (d) schematic of the MD simulation for hydrogen molecules’ penetration into the ionomer region.

Gas is transported through carriers of polymeric surrounding, such as a polymer-
based binder supporting catalysts at both electrodes, and a polymeric electrolyte membrane.
Therefore, the interaction between the gas molecules and polymer needs to be clarified,
in order to control the gas flow in and out. The transport of gas molecules in the PEM
depends on the geometric properties of polymeric media as well as atomic interactions
between gas and polymer molecules. The geometrical effects of polymeric media can be
analyzed by using a theoretical model of diffusion in porous media. Several studies have
been reported on the diffusion phenomena in the randomly distributed microstructure
by employing fractal geometry theory [12,13], and those studies show a good agreement
with the available experimental data and existing models reported in the literature. Even
the theoretical model of diffusion in the porous media well predicts the effective transport
properties of gas molecules, the effect of molecular interactions should be fully understood
to design polymeric materials in molecular-level (e.g., chain length, electrostatic interaction,
radius of gyration of polymer formed by different chain structures).

To explore the molecular behavior of gas (e.g., hydrogen at the anode and oxygen at
the cathode) [14], numerous studies have employed molecular dynamic (MD) simulations
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and first-principles simulations [15–17]. MD simulation is a method of calculating and
statistically processing material structures, thermodynamic properties, and reaction proper-
ties at atomic scales. It mathematically solves the kinetic trajectory of atoms and molecules
based on Newton’s equations of motion for the hundreds and hundreds of thousands of
molecules that change over time by parametrizing the interaction potential between atoms.
Kwon et al. evaluated the molecular behavior inside the polymeric membrane formed with
a different equivalent weight (EW) of side chains at various hydrated levels by volume
analysis that the lower EW of the ionomer exhibits higher diffusion coefficients of particles
such as water, hydronium, and oxygen molecules [15]. Cha explored the morphological
effect of the side chain on H3O+ transfer that short side chains induced more inter-chain
cation movement than longer side chains [16]. Takeuchi et al. investigated that the local
crystalline structure which inhibits the H2 diffusion across the aligned polymer chains
due to the void fraction in the structure, resulting in reducing H2 permeability [17]. Jin-
nouchi et al. reported the transport properties of O2 molecules inside Nafion ionomer
using the density functional theory (DFT) calculation and MD simulations, showing that
interfacial formation between Nafion and Pt significantly enhances O2 permeation through
the ionomer thin film [18]. Although all of these studies mainly used MD simulation to
investigate the phenomena for molecular behavior in the polymeric membrane, however,
there is still a lack of a more detailed understanding of the correlations between the struc-
tural characteristics of the polymer and the penetration of molecular behavior. To facilitate
the research on polymer characteristics, it is necessary to focus on the interface between
polymer and gas molecules, exploring the effect of properties of the polymer such as its
type, structure, and ability for penetration by a specific gas.

In this study, we performed MD simulations focusing on hydrogen penetration into
a polymer matrix. We employed a quantitative evaluation method, examining the effect
of morphological differences of the polymer matrix on the penetration depth achieved.
This study used two perspectives; molecular interaction (such as electrostatic and van der
Waals interaction) and structural difference resulting in the free volume and behavior of
polymer side chains. The results reveal that membranes based on polymer containing
shorter side chains led to a higher penetration ratio than that of longer side chains. In
addition, the increased trembling of the longer side chain compared to the shorter one
acted as an obstruction, dominating the penetration ability of hydrogen inside the polymer.

2. Simulation Methodology
2.1. Models of Polymer Electrolyte Membranes and Hydrogen

A crucial factor of designing the MEA is that hydrogen from GDL should not penetrate
into the polymer electrolyte membrane, resulting in the efficiency of the fuel cell system.
Since the main purpose of this study is to evaluate the undesirable diffusion of undissoci-
ated hydrogen into the membrane, the dissociation process of hydrogen at the Pt particles
was neglected. In other words, all of the hydrogen molecules penetrating the membrane
were considered to be crossover. Based on this assumption, we only investigated the
structural effects of the polymer on hydrogen penetration into the membrane.

We employed MD simulations to clarify the structural and kinetic properties of the
polymer, which can calculate material structures, thermodynamic properties, and reaction
properties at atomic scales. However, the MD simulation is hard to describe the varying
hydration level and temperature of the real PEMFC system due to the large difference in
time-scale between the simulation (ns) and operation (s). To simplify the calculation, we
assumed that the hydration level and temperature were fixed. Several studies have reported
selective penetration techniques under development, such as prevention strategies for the
crossover of hydrogen from anode side, and the oxygen from cathode [14,19]. To investigate
the effect of polymer structure on hydrogen penetration into the polymer electrolyte
membrane, we employed perfluorosulfonic acid (PFSA)-based ionomer (commercially
known as Nafion, most commonly used in fuel cells developed by DuPont Inc. more than
40 years ago) [20]. Figure 1b show the chemical structure of the polymer, including a
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backbone (–CF2–) and pendent–like side chain (–O[CF2CF(CF3)O]x[CF2]ySO3–) groups
(index x and y of Nafion is equal to 1 and 2, respectively). The equivalent weight of the
Nafion employed in this study was 1.147.

To determine the structural difference of the side chain as longer and shorter, we
varied “y” whilst keeping “x” constant. The structural length of the side chain is considered
an impactful factor for the penetration of hydrogen at the surface of the polymer electrolyte
membrane. The chain length ranged from 4.66 to 5.98 Å, and the number of atoms in
a single chain was 582, 682, 982, and 1282, corresponding to y values of 1, 2, 5 and 8,
respectively. The unit cell contained a single PFSA chain with 10 side chains, indicating
10 negatively charged sulfonate groups. Therefore, we added 10 positively charged H3O+

groups to the unit cell, to maintain the equivalent net charge constant. Moreover, each unit
cell featured 20 H2O molecules, as the hydration number (λ) was set to be 3, as shown
in Figure 2c. The simulation system composed of 20 unit cells with adjusted density to
about 1.7 g/cm3, considering the hydration state [21]. The simulation system consisted of
a rectangular cell with length ranging from 2.14 × 2.14 × 42.9 nm to 2.41 × 2.41 × 48.3 nm
for the polymer membrane, and 2.30 × 2.30 × 6.33 nm for the hydrogen layer, resulting
in a volume of 197.0–281.2 nm3 and 33.5 nm3, respectively. The density of the cell for
hydrogen layer was kept constant at 0.05 g/cm3, corresponding to ≈70 MPa, equivalent to
the pressure in hydrogen storage tank.
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2.2. Simulation Details

All MD simulations were based on the condensed-phase optimized molecular po-
tentials for atomistic simulation studies (COMPASS) force field potential in the software
package Materials Studio 2016 (BIOVIA Software Inc., San Diego, CA, USA), which is a
general all-atom force field for the atomistic simulation of common organic molecules,
inorganic small molecules, and polymers [22,23].

The Verlet velocity algorithm was used for the integration of the motion equations [24].
Simulations were performed at room temperature (298 K), and regulated using a Nose–
Hoover–Langevin thermostat [25,26]. The NVT ensemble was employed to identify hydro-
gen molecular behavior with a 1 fs time step, where N, V and T correspond to the number
of atoms, volume, and temperature of the simulation system, respectively. We carried out
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each simulation for 1 ns and repeated it 10–15 times for each different initial structure,
excluding data from the initial 200 ps assuming unexpected molecular behavior.

Density functional theory (DFT) calculations were carried out to clarify the electrostatic
interaction between hydrogen and the side chain using the Dmol3 program, which is a
theory for computing the shape of electrons within a molecule, and their energy based on
quantum mechanics. This is one of the most widely used quantum mechanics calculations
that allows to predict whether the molecule can exist in the world or not, and the form and
properties of a particular molecule. Through the charge distribution of molecules calculated
by DFT, it enabled accurately simulating the behavior of particles by representing the
electrostatic interaction (Coulomb interaction) between molecules. The electronic exchange-
correlation functional used was the Perdew–Burke–Emzerhog (PBE) functional with the
generalized gradient approximation (GGA) [27], and the spin-polarized calculations were
performed using a double numerical basis set with polarization functions (DNP). All
electron relativistic effects were included for the treatment of core electrons in the models.
The molecular binding energy of H3O+ or H2 on the side chain was determined as follows:

Ebinding energy = Etotal energy − Eside chain − Emolecules (1)

where Etotal energy is the total energy of the side chain with the bound molecules, and
the Eside chain and Emolecules are the total energies of the side chain and the molecules,
respectively. Note that in order to calculate the binding energy of H2 on the side chain, the
total energy includes the bonding state of H3O+ on side chain.

3. Results and Discussion
3.1. Quantitative Evaluation Model for the Effect of Side Chain on Penetration

There are unpredictably numerous polymeric structures for a given system, resulting
from polymeric gyration, steric hindrance, and the free volume inside a system. However,
it is practically impossible to explore the permeation of hydrogen into the polymer-based
membrane for every possible structure. Thus, in this study, we focused on the structural
effect of the side chain on hydrogen permeation, aiming to improve the design of polymer
electrolyte membranes.

The concept of permeation implies that molecules pass through the membrane from
the one side to the other. For most polymeric membranes, gas permeability is calculated by
multiplying the diffusivity and solubility of the penetrant gas in the polymer [28]. However,
it is very hard to observe the whole infiltration process from the one to the other side at
once, because it requires an insurmountably long time and large ability to simulate it.
MD simulation can describe a partial molecular behavior, for example on the membrane
interface, focusing on the initial “penetration” of hydrogen into PFSA-based electrolyte
membrane.

In this study, we investigated the instant interfacial phenomenon of molecular penetra-
tion from the hydrogen layer into the PFSA-based membrane using MD simulation, which
can potentially provide physical and chemical information for the design of a hydrogen-
controllable polymer for PEMFC fabrication. Figure 1d shows a snapshot of the MD
simulation system, composed of a polymer region sufficiently long in the axial direction,
and showing the combination of hydrogen and polymer layers during penetration. Then,
we quantitatively evaluated the depth of hydrogen penetration into the polymer. The
depth depends on the simulation time corresponding to solubility. The longer simulation
time facilitates deeper hydrogen penetration into the polymer. However, the normalized
depth ratio can overcome the dependence on constant simulation time, focusing on the
structural effect of the polymer and its effect on hydrogen penetration.

Figure 2 shows the evaluation method employed to interpret results. First, we plotted
the relative concentration profile of hydrogen in polymer over the axial direction for
the entire simulation system. Then, we divided the polymer layer into two parts; the
penetrated and the unpenetrated. The ratio of the length of membrane to penetration depth
by hydrogen molecules ranged from 0 to 1, using normalized values as criteria for the
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comparison of penetration resulting from the morphology of the side chain. Whilst “0”
meant that membrane was not at all penetrated, “1” implied full hydrogen penetration.

Figure 3 shows the effect of the side chain on hydrogen penetration into the poly-
mer membrane. A shorter side chain allowed hydrogen to penetrate deeper inside the
membrane compared to a longer chain. In particular, the PFSA-based polymer with the
longest side chain in this study (eight repeating units) allowed for a 21.7% deeper hydrogen
penetration compared to that with the shortest chain (one repeating unit). We devised
three potential reasons to explain the obtained results. We assumed that the interaction
caused from the electrostatic Coulomb force or van der Waals interaction between the
hydrogen and each side chain resulted in hydrogen penetration. Structural differences of
each side chain could also lead to a different free volume inside the system and accelerate or
decelerate the molecular transport of hydrogen. Moreover, the different physical behavior
of the side chain resulting from its length could facilitate or disturb hydrogen penetration
inside the polymer membrane.
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Figure 3. The effect of the side chain length on the penetration depth into polymeric membrane. The
longer side chain (8 repeating units) causes hydrogen molecules to penetrate 21.7% deeper compared
to the penetration achieved with the shortest side chain (1 repeating unit).

3.2. Hydrogen Adsorption onto the Side Chain

Hydrogen provided by the gas diffusion layer is dissociated with electron and proton
with the aid of the catalyst. As described above, a membrane with selective permeability
for proton and hydrogen is an essential factor for the fuel cell efficiency. Hydrogen interacts
with Nafion electrostatically, and Nafion’s polymeric structure contains a hydrophobic
backbone (−CF2

−) and a hydrophilic side chain having a negatively charged sulfonate
group (−SO3

−). This implies that the longer the length of a side chain is, the greater
the difference in the charge distribution within the side chain will be. Therefore, we
investigated the interaction of hydrogen with a side chain, having a negatively charged
sulfonate group at the end, using DFT calculations. Figure 4 shows the comparison of the
charge distribution for the side chains of various lengths, with or without H3O+ attached on
the sulfonate group, corresponding to the lower and upper part of the figure respectively.
The sulfonate group exhibits strong attractive interaction, leading to a hydrophilic network
with H3O+. Negatively charged distribution along the side chain was neutralized by the
attached H3O+ onto sulfonate group, irrespectively of the chain length. Consequently, we
concluded that the electrostatic interaction between hydrogen and the side chain was weak
enough to be considered negligible.
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On the other hand, we considered the binding energy resulting from van der Waals
forces driven by induced electrical interactions between two close atoms. The three posi-
tions selected to calculate binding energy are as shown in Figure 5a, close to the backbone,
middle of the side chain, and around the adsorption of the sulfonated group and hydro-
nium. The binding energy of the hydrogen molecules on side chain with adsorbed H3O+

ranged from −0.005 to −0.02 eV (Figure 5b–d), obviously referring to physical adsorp-
tion between them, with the distance ranging from 3.0 to 3.5 Å Therefore, we can safely
conclude that van der Waals interaction has a negligible effect on hydrogen molecular
behavior into the polymeric membrane, although the longer side chain offers a wider
surface for physisorption.
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3.3. Physical Obstruction against the Molecular Penetration

Hydrogen molecules are chemically stable without any reaction during the simulation,
and DFT simulations also found only negligible chemical interactions through the binding
energy calculations described in Section 3.2. Therefore, we focused on physical factors
which can be divided into two categories: structural and kinetic. There are several represen-
tative polymer structures, such as linear, branched, cross-linked, and networked. Polymers
containing side chain in particular, can be described by numerous complex morphologies.
Thus, it is unfeasible to examine all these structures for their morphological influence, so
we only varied the morphology of the side chain that causes hydrogen penetration, which
is one of the most factors under the same composition. We found the effect of structure
based on a single chain containing various side chain on hydrogen penetration. For that,
we employed the radius of gyration (Rg), a basic concept for the feature of polymer struc-
tures, and free volume formed from it. For that, we employed the Rg, a basic concept for
the feature of polymer structures, defined as the root-mean-square (RMS) distance of the
collection of atoms in the molecule from their common center of mass, and calculated from
the following Equation:

Rg
2 =

N

∑
i=1

misi
2/

N

∑
i=1

mi (2)

where si, mi and N denote the distance of atom i from the center of mass, the mass of atom
i, and the total number of atoms, respectively. Figure 6a shows the dependence of Rg on
the side chain length that the Rg of the longest longer side chain is 1. 5 times larger than
that of the shortest. Since the difluoromethylene group tends to aggregate in water due
to the hydrophobicity of the backbone, the longer side chain with a stronger hydrophilic
group has higher Rg than shorter side chains. The increase in Rg resulting from the longer
side chain led to the simulation system containing more free volume, since the system
needed to adjust the volume in order to keep the density constant, as shown Figure 6b.
The free volume measured for the longest side chain employed in this study was 1.5 times
larger than that of the shortest. Although having more free volume could lead to increased
hydrogen penetration, the simulation results contradicted that. The simulation was carried
out for the instant phenomenon at the interface, which was not enough to thoroughly
investigate the effect of free volume on hydrogen penetration, due to the low density (or
pressure) inside the polymer layer where hydrogen behaves. For further clarification of the
influence of free volume, the model should be built in a fully solvated state.

In addition to morphology, we also investigated the effect of the side chain on the
polymer’s kinetic behavior. More specifically, to find the kinetic behavior of the side chain,
we calculated the molecular diffusivity, often called the diffusion coefficient (D), using
Equation (3):

D =
1
6

lim
∆t→∞

dMSD
d∆t

(3)

where MSD, the mean square displacement of sulfur at the end of side chain, is given by

MSD ≡
〈
(x− x0)

2
〉
=

1
T

T

∑
t=1

(x(t)− x0)
2 (4)

where T is the average time and x0 is the reference position of the particle. We found that
an increased number of repeating units leads to the high diffusivity of the sulfur atom.
Figure 6c shows the diffusivity of the sulfur atom at the end of side chains of various
lengths, derived from the mean square displacement that increased with the number of
repeating units, as shown in Figure 6d. Since the sulfur atoms are bonded at the end of the
side chain, the diffusion of sulfur atoms presented in this study does not imply diffusion
into other spaces, but rather the degree of movement within the space allowed by the
side chain. Considering the analysis of diffusion coefficient, we believe that the more
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kinetic behavior of longer side chains mainly acts as a hindrance to hydration molecules
penetration into the polymer membrane.
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The operating temperature of PEMFC reached up to 65 ◦C decreases the activation
loss of the catalyst and increases voltage loss (ohmic loss) and hydrogen crossover, and
changes relatively to humidity to be lower than at room temperature. The MD simulation
with the NVT ensemble employed in this study is unable to present the change in relative
humidity, including the phase transition of water at every moment. Thus, we performed the
simulations at room temperature where those changes do not occur. Since the temperature
affects the behavior of hydrogen more than that of the polymer, we thus expect that higher
temperature allows relatively more hydrogen penetration. In the near future, we carried
out more simulations with various conditions to break through the limiting factors found
in this study.

4. Conclusions

In summary, over the past decade, numerous studies have been reported on hydrogen-
based energy systems, targeting industrial applications. Several types of vehicles based on
hydrogen fuel cells have already been produced. For the fuel cell system to be efficient, it
is crucial to control the hydrogen inside the polymer-based electrolyte membrane which
transfers it, without its dissociation into protons and electrons, as it decreases the fuel
efficiency. Thus, it is necessary to clarify the penetration mechanism of hydrogen on
the surface of the polymer, and the effect of the polymer properties, such as the type,
structure, and size on penetrations. In this study, we used molecular dynamics simulations
to investigate the mechanism of hydrogen molecular behavior inside a polymer-based
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proton exchange membrane. Using a quantitative evaluation method and focusing on
how deeply hydrogen penetrates into morphologically different polymers, this study
was approached through two perspectives. The first was molecular interactions, such as
electrostatic and van der Waals interactions, and the second was the structural difference,
resulting in differences in free volume and the behavior of side chain. The results show
that the polymer membrane containing a shorter side chain caused a higher penetration
ratio than a longer side chain. In addition, the more trembling longer side chain acted as an
obstruction, dominating the penetration of hydrogen inside the polymer. With the results
obtained in this study as the beginning point, we further expanded the research to find
the effect of the hydration level, different temperature, the addition of additives, and a
hybrid membrane with a skeleton considering the improvement of durability, on hydrogen
crossover, which contributes to estimating the optimal design factors for a polymer-based
electrolyte membrane.
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