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and Processing- Volume II”

Polymer-processing techniques are of the utmost importance for producing polymeric parts.

They must produce parts with the desired qualities, which are usually related to mechanical

performance, dimensional conformity, and appearance. Aiming to maximize the overall efficiency of

the polymer-processing techniques, advanced modeling codes along with experimental measurements

are needed to simulate and optimize the processes. Our objective with this reprint is to provide a

text that exploits the digital transformation of the plastics industry, both through the creation of more

robust and accurate modeling tools and the development of cutting-edge experimental techniques.

We would like to thank all those who have supported us in completing this work.
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Abstract: Warpage is a typical defect for injection-molded parts, especially for crystalline parts
molded by rapid heat cycle molding (RHCM). In this paper, a prediction method is proposed for
predicting the warpage of crystalline parts molded by the RHCM process. Multi-layer models
were established to predict warpage with the same thicknesses as the skin-core structures in the
molded parts. Warpages were defined as the deformations calculated by the multi-layer models.
The deformations were solved using the classical laminated plate theory by Abaqus. A model was
introduced to describe the elastic modulus with the influence of temperature and crystallinity. The
simulation process was divided into two procedures, before ejection and after ejection. Thermal
stresses and thermal strains were simulated, respectively, in the procedure before ejection and after
ejection. The prediction results were compared with the experimental results, which showed that
the average errors between predicted warpage and average experimental warpage are, respectively,
7.0%, 3.5%, and 4.4% in conventional injection molding (CIM), in RHCM under a 60 ◦C heating mold
(RHCM60), and in RHCM under a 90 ◦C heating mold (RHCM90).

Keywords: warpage; prediction; crystallinity; multi-layer structure; simulation

1. Introduction

Rapid heat cycle molding (RHCM) is a special injection molding technology used to
mold parts with a high surface quality without extending the cycle time [1]. Some defects
in the plastic parts produced by conventional injection molding (CIM) can be solved by
RHCM, such as flow mark, silver mark, jetting mark, weld mark, exposed fibers, short
shot, etc. [2]. However, RHCM is not a nostrum for all the defects in injection-molded parts.
Warpage is one of the defects that cannot be solved by RHCM [3].

Warpage is a distortion where the shape or dimension of a molded part deviates from
that of the intended design [4]. It is caused by the residual stresses in the molded part after
ejection, which mainly result from the non-uniform shrinkage of the polymer in different
positions of the molded part [3]. Unfortunately, non-uniform shrinkage is inevitable due to
the inhomogeneous temperature history of polymer in different positions, inhomogeneous
pressure distribution, etc. [5]. In particular, in injection-molded crystalline parts, the
inhomogeneous condition of polymer will introduce more complex crystallization than
in static crystallized parts. The complex crystallization will introduce more complicated
shrinkage and greater warpage [6,7].

Some researchers have discussed the influences of the processing parameters on the
warpage of CIM parts through experiments [8–12], and the warpage has been optimized
based on experimental results [13–17]. These works have provided guidance to reduce the
warpage of injection-molded parts. However, the guidance is usually not universal to all
parts. The prediction of warpage by computer will solve the issue of universality. Some

Polymers 2021, 13, 1814. https://doi.org/10.3390/polym13111814 https://www.mdpi.com/journal/polymers1
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methods have been introduced and developed to predict the warpage of CIM parts [18–20],
and some of them have been introduced into commercial software, such as Moldflow
and Moldex 3D. The large warpage is considered as the main defect of RHCM parts [21].
Unlike the conventional injection molding (CIM) process, the RHCM process employs a
dynamic mold temperature control strategy based on rapid mold heating and cooling [22].
In RHCM, the mold temperature is heated to a relatively high preset value before melt
injection and remains constant during the filling and packing phases. On gate solidification,
the mold is rapidly cooled to allow the solidification and the demolding of the polymer
part [23], as shown in Figure 1. The different temperature histories in the mold introduce
various thermal and shear histories to the polymer. Stratification is the most distinguishable
feature in the inhomogeneous distribution of process parameters in molten polymer during
molding and the microstructure in the molded parts after molding. The different crystal
morphology of each layer introduces different mechanical properties. The layers with
different mechanical properties will complicate the warpage of RHCM parts. The warpage
prediction of RHCM parts is difficult because Moldflow cannot set multi-layer material
and crystallinity. Therefore, it will be very meaningful to propose a prediction method to
accurately predict the warpage of crystalline parts molded using the RHCM process.

Figure 1. The RHCM process.

In this paper, a prediction method is proposed to calculate the warpage of RHCM parts
based on multi-layers, according to the common skin-core structure in the molded parts [3]
and the layer distribution of pressure and temperature along the thickness during the
molding process. The thicknesses of the multi-layers were determined as the thicknesses
of the skin-core structure in the molded parts, measured using a polarizing microscope
(PLM). A model was introduced to describe the elastic modulus with the influence of
temperature and crystallinity [24]. Finally, the predicted results were compared with the
warpage information of the parts obtained using a 3D laser scanner.

2. Experimental
2.1. Part Preparation

A semi-crystalline iPP (T30S, Zhenhai branch of Sinopec Corp, Ningbo, China) was
used to mold parts. The parameters of the polymer were as follows: melt flow index (MFR)
of 2.5 g/10 min, melting point of 167 ◦C, density of 0.91 g/cm3, and an isotactic index
greater than 94%. An injection molding machine (MA3800/2250, Haitian International
Holdings Ltd., Ningbo, China) was employed to produce CIM and RHCM parts with a
size of 280 × 180 × 2.5 mm, as shown in Figure 2.

2
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Figure 2. Shape and dimensions of the experimental part.

The same RHCM mold was used in this study as in an earlier study [25]. Electrical
heating rods and cooling tunnels were deployed in the stationary mold, which could
be rapidly heated by electric heating before filling and cooled by circulating water after
filling. Meanwhile, the moving mold only had regular cooling tunnels. The heating of the
electrical heating rods was controlled by an MTS-32II mold heating temperature controller
(Beijing CHN-TOP Machinery Group Co Ltd., Beijing, China), the heating rods and heating
temperature controller were all turned off. Parts were molded under the following process
conditions: melt temperature of 220 ◦C, injection pressure of 90 MPa, packing pressure of
50 MPa, cooling time of 30 s, and coolant temperature at room temperature (20 ◦C). CIM was
conducted at room temperature. Room temperature is usually 20 or 25 ◦C according to the
literature [22,25–27]. Combined with the actual room temperature, the mold temperature
was 20 ◦C in this study. The iPP used in this experiment was a fast crystallizing polymer,
and its crystallization temperature ranged from 20 to 120 ◦C [28,29]. The mold temperature
was determined by the microscopic morphological structure, which had a significant
difference between 60 and 90 ◦C [25,27]. The stratification in the microstructure of parts
can be better observed and analyzed. Combined with the room temperature at the time of
the experiments, the mold temperatures containing large differences were determined to
be 20, 60, and 90 ◦C; the parts molded under 60 and 90 ◦C were marked as RHCM60 and
RHCM90, respectively.

2.2. Polarizing Microscope Experiment

Samples with dimensions of 8 × 8 × 2.5 mm were taken from the center of the
molded parts, as shown in Figure 3. The location was determined mainly by avoiding the
weld mark. Thin slices of specimens were cut along the thickness direction of samples and
observed using a polarizing microscope (U-FMP, Olympus Corporation, Tokyo, Japan). The
thickness of each layer was investigated on the PLM results along the thickness direction.

2.3. WAXD Experiment

Wide-angle X-ray diffraction (WAXD) was employed to determine the crystallinity
of each layer. The samples were polished with coarse and fine sandpaper to the location
range of each layer. WAXD was conducted on an X-Pert PRO X-ray diffraction instrument
(PANalytical B. V., Almelo, The Netherlands) with an X-ray source of Kα radiation from a
Cu target (λ = 0.154056 nm), a voltage of 40 kV, and a current of 40 mA. Its diffraction angle
2θ ranged from 10◦ to 40◦. The crystallinities were calculated using X’Pert HighScore Plus.

2.4. 3D Scanning

The warpages of the molded parts were measured using a 3D laser scanner (Faroarm,
Faro, FL, USA). The surface of the part was set as the reference plane and the thickness
direction of the part was set as the z direction. The warpage was defined as the difference
between the maximum value in the z direction of the molded part and the reference plane.

3
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Five parts molded under the same molding conditions were chosen to be scanned, and the
average of the warpages was taken as the measured warpage for discussion. The measured
warpage was compared with the prediction results to verify the accuracy of the prediction
method.

Figure 3. Experimental sample.

3. Methodology

Shear stratification and temperature stratification usually appear in a polymer during
injection molding [30], and multi-layer structures always appear in the molded parts along
the thickness direction [31]. A multi-layer structure is always introduced by the fountain
flow due to the thin-walled, large-plane part characteristics. In the fountain flow, the
temperature and shear of the polymer usually show stratification distribution. The solid
area, liquid melt area, and two-phase area of the polymer will appear in the cavity during
the filling process [30]. The whole polymer presents five areas along the thickness direction,
namely the upper solid area, upper two-phase area, liquid melt area, lower two-phase
solid area, and lower solid area. Additionally, skin-core structures will appear in the parts
molded by CIM and RHCM [30–32].

Polypropylene can be considered an intercalated homogeneous material based on
the Eshelby equivalence principle [33] and the Mori–Tanaka method [34]. The crystals
produced during crystallization are considered to be inclusions, and the amorphous phase
is considered to be the matrix. Furthermore, the multi-layers of the parts are divided
according to the crystal morphology of the parts along the thickness direction. The different
crystal morphology of each layer introduces different mechanical properties, e.g., modulus
and strength [35–37]. The inhomogeneous distribution of mechanical properties and
temperature will introduce non-uniform shrinkage and result in warpage of the parts.

A multi-layer model was established to predict the warpage of injection-molded parts,
because the stratification is the most distinguishable feature in the inhomogeneous distri-
bution of process parameters in a molten polymer during molding and the microstructure
in the molded parts after molding. In the model, the overall shape and dimensions were
the same as those of the part. However, the model was divided into five layers along the
thickness direction, namely the upper skin layer, upper shear layer, core layer, lower shear
layer, and lower skin layer, as shown in Figure 4. The thicknesses of the layers in the model
were the same as those of the parts.

4
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Figure 4. The multi-layer model with five layers.

Warpages were defined as deformations of the molded parts. The deformations in the
multi-layer model were solved using the classical Laminated Plate Theory [38] by Abaqus.
The layers with different mechanical properties were treated as layers with different angles
during the solving simulation. The crystallinities of each layer in the model were obtained
by measuring the corresponding positions of molded parts with WAXD. The mechanical
properties of each layer necessary for prediction were calculated using the following model
describing the elastic modulus with the influence of temperature and crystallinity [24].

{
E(θ) = E0 · exp[−b(θ − θ0)]

E0 = a · exp
( cw

1−w
) (1)

where θ0 is the reference temperature (room temperature); E0 is the elastic modulus at the
reference temperature; a, b, and c are material parameters; w and θ are the crystallinity and
service temperature, respectively. The same material was used to mold the part as in our
past study, and the parameters were introduced [39].

The complex crystallization is inevitable due to the inhomogeneous temperature
history, which will introduce more complicated shrinkage and greater warpage. The
internal thermal stress of the part cannot be released by the mold constraint before ejection.
The part produces warpage due to internal thermal stress release after ejection. The
simulation process was divided into two stages: before ejection and after ejection. In the
simulation before ejection, temperature histories were summarized from the simulation
results of heat transmission between the polymer and mold. Additionally, the thermal
stresses were simulated under shape restriction, where the shape was same as the cavity. In
the simulation after ejection, temperature histories were summarized from the simulation
results of heat transmission between the polymer and atmosphere, and the deformation
was calculated from the thermal strains simulated without deformation restriction.

The simulations before ejection were conducted under the initial conditions with
the temperature of the moving mold at 20 ◦C; the temperature of the stationary mold
at 20, 60, and 90 ◦C; a melt temperature of 220 ◦C. Thermal load was introduced by
the density variations because of the temperature dropping during the molding process,
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and the density variations were described by a modified two-domain Tait equation of
state [20,40–42] in this paper.

V(T, P) = V0(T)
{

1 − C ln
[

1 +
P

B(T)

]}
+ V1(T, P) (2)

where V(T,P) is the specific volume at temperature T and pressure P; V0 is the specific
volume at atmospheric pressure; C is a constant, whose value is 0.0894; B is the pressure
sensitivity of the material.

In the simulation after ejection, the simulation results of the parts in the first stage
were introduced as the initial conditions. The thicknesses of each layer were determined by
the data measured in PLM, and different mechanical properties were introduced in each
layer. The mold restriction was removed, and the parts were cooled at room temperature.
Additionally, the centers of the parts were fixed. Thus, the simulation results of warpage
were obtained.

4. Results and Discussion
4.1. Multi-Layer Structure of Injection-Molded Parts
4.1.1. Skin-Core Structures Investigated by PLM

The typical skin-core structures of the molded parts were obtained by morphology
investigation with PLM along the thickness direction under different process conditions,
as shown in Figure 5. The thicknesses of the layers changed with each different molding
process, as shown in Table 1. The upper skin layer of each injection-molded part was near
to the stationary side with heating rods.

Figure 5. Polarized micrographs of parts under different processes.

Table 1. The thickness of each layer under different processes.

Layer CIM (µm) RHCM60 (µm) RHCM90 (µm)

Upper skin layer 310 252 221
Upper shear layer 272 268 252

Core layer 1345 1385 1247
Lower shear layer 263 322 491
Lower skin layer 310 273 289

The thicknesses of the layers were almost symmetrical along the thickness direction in
the skin-core structures of the CIM parts. The mold temperature of the stationary side was
the same as that of the moving side. Therefore, the temperature distribution of polymer in
the cavity was symmetrical and introduced symmetrical skin-core structures.

The thicknesses of the layers were obviously asymmetrical in the skin-core structures
of the RHCM parts, introduced by the different temperatures between the stationary side
and the moving side of the mold. Since the upper skin layer of the part was near the
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stationary side with heating rods, the thicknesses of the upper layers were smaller than
those of the lower layers. The thicknesses of the upper skin layer and the lower skin layer
in RHCM90 were 221 and 289 µm, respectively, a change by 30.8%. The thicknesses of the
upper shear layer and the lower shear layer in RHCM90 were 252 and 491 µm, respectively,
a change by 94.8%. The thickness variation in the upper and lower shear layers was three
times greater than that in the upper and lower skin layers. The asymmetrical distribution
of the layer thicknesses will introduce greater warpage.

4.1.2. Crystallinity of Each Layer

The position range of each layer in the molded parts was divided according to the
crystal morphology observed in PLM. The distances x from the upper surface of the sample
were set as the positions of certain layers to conduct the WAXD investigation, and 0.1, 0.4,
1.2, 2.0, and 2.4 mm were considered to be the positions of the upper skin layer, upper shear
layer, core layer, lower shear layer, and lower skin layer, respectively. The crystallinity
diffraction pattern of each layer obtained by WAXD is shown in Figure 6. The crystallinity
of each layer could be calculated from the crystallinity diffraction pattern using X’Pert
HighScore Plus. The calculated results of the crystallinities are shown in Table 2.

Figure 6. Crystallinity diffraction pattern of parts with different molding conditions by WAXD: (a) CIM, (b) RHCM60,
(c) RHCM90.

Table 2. Crystallinity of each layer under different processes.

Thickness Position x (mm) CIM RHCM60 RHCM90

0.1 35.24% 40.28% 42.41%
0.4 37.34% 42.43% 44.83%
1.2 43.50% 45.56% 47.51%
2.0 36.96% 40.82% 42.93%
2.4 35.10% 37.60% 38.15%

The crystallinities of the layers were almost symmetrical along the thickness direction
in the skin-core structures of the CIM parts, with the same pattern as the thicknesses of the
layers. The crystallinity increased from 35.10% in the lower skin layer to 43.50% in the core
layer, a change by 23.9%.

The crystallinities of the layers were asymmetrical in the skin-core structures of the
RHCM parts, also with the same pattern as the thicknesses of the layers. The crystallinity
in RHCM90 increased from 38.15% to 47.51% in the lower skin layer vs. in core layer,
a change by 24.5%. The crystallinity difference of the RHCM parts was smaller than that of
the CIM parts. However, the crystallinity in the lower skin layer was much smaller than
that in the upper skin layer. The crystallinity changed by 12.0% from that in the upper skin
layer to that in the core layer, which is only half of the value from in the lower skin layer
to that in core layer. The asymmetrical distribution of crystallinities would also introduce
greater warpage.
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4.2. Temperature Histories of Polymer

The temperature histories of polymer in the layers were obtained by conducting a
heat transmission simulation on the representative position, and the results are shown
in Figure 7.

Figure 7. Simulated temperature histories in the thickness direction under different processing conditions: (a) CIM,
(b) RHCM60, and (c) RHCM90.
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Figure 7a shows that the temperature histories are symmetrical along the thickness
direction of the parts in CIM due to the temperature of the stationary side being the same
as that of the moving side. Meanwhile, in RHCM, the temperature histories of polymer in
the layers are asymmetrical along the thickness direction. The asymmetry increases with
the increase in mold temperature, and the difference in the temperature histories between
different layers will also increase. In RHCM60, the temperature difference at the ejecting
time (the specific time is 30 s) between the upper and lower skin layers is 10 ◦C. In RHCM90,
the temperature difference at the ejecting time between the upper and lower skin layers
increases to 20 ◦C. The core layer temperature will also increase with the increase in heating
temperature. The temperature of the core layer at the ejecting time in CIM is about 80 ◦C,
but those in RHCM60 and RHCM90 increase to 90 and 95 ◦C, respectively. The higher
temperatures will introduce higher crystallinities, as shown in Section 4.1.

4.3. Warpage Prediction

The multi-layer structures always appear in the molded parts along the thickness di-
rection due to the inhomogeneous temperature history. The different crystal morphology of
each layer introduces different mechanical properties. The layers with different mechanical
properties will complicate the warpage of the part. Stratification is the most distinguishable
feature in the inhomogeneous distribution of process parameters in molten polymer during
molding and the microstructure in the molded parts after molding. However, the effect
of stratification is ignored in the usual warpage simulation. The warpage prediction was
conducted with and without the influence of crystallinity to verify the significance of the
introduction of the model describing the elastic modulus with the influence of temperature
and crystallinity. In the prediction without the influence of crystallinity, the elastic modulus
was a function of temperature. The predicted results with different molding conditions are
shown in Figure 8, where results with crystallinity are shown in Figure 8a–c and results
without crystallinity are shown in Figure 8d–f. The maximum value of warpage appears
very near to one of the corners of the parts. Numbers 1, 2, 3, and 4 are used to mark the
different corners for further discussion.

From Figure 8a–f, it can be seen that the total predicted warpage ranges of the parts un-
der different conditions are −0.02~3.29, −0.07~13.00, −0.02~18.40, −0.01~3.11, −0.01~8.07,
and −0.01~13.40 mm, respectively. The results show that the warpage is influenced by
the crystallinity, and the predicted warpage with crystallinity is larger than that without
crystallinity, especially in the parts molded using the RHCM process. The maximum
values of warpage in the CIM parts are 3.29 and 3.11 mm with and without crystallinity,
respectively, a change by 5.8%. The maximum values of warpage of the RHCM60 parts are
13.00 and 8.07 mm, a change by 61.1%. The maximum values of warpage of the RHCM90
parts are 18.40 and 13.40 mm, a change by 37.3%. Therefore, bigger errors will occur if
crystallinity is not considered in warpage prediction of the crystalline parts molded by the
RHCM process.

The predicted warpage increases as the heating temperature increases, and the
warpage with crystallinity is more sensitive to heating temperature than that without
crystallinity. The maximum value of warpage with crystallinity gradually increased from
3.29 mm for the CIM to 18.40 mm for the RHCM90, an increase of 459.3%. The maximum
value of warpage without crystallinity gradually increased from 3.11 mm for the CIM to
13.40 mm for the RHCM90, an increase of 330.9%.

4.4. Comparation of Warpages of Experiment and Prediction

The parts were molded under the aforementioned conditions, and warpages were
measured by a 3D laser scanner. The parts and the scanned results are shown in Figure 9.
The maximum warpage also appears at one of the corners of the parts. Numbers 1, 2, 3,
and 4 are used to mark the different corners for further discussion, with the same marking
method as in the prediction.
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Figure 8. The total predicted warpage results of the parts (unit: m): (a–c) prediction with crystallinity; (d–f) prediction
without crystallinity. (a,d) CIM; (b,e) RHCM60; (c,f) RHCM90.

Figure 9. Warpage information of real parts measured by a 3D laser scanner under different molding conditions: (a) CIM,
(b) RHCM60, (c) RHCM90.

The maximum values of warpage are shown in Figure 10, including the data of
experiments and predictions with crystallinity and without crystallinity. The predicted
warpage with crystallinity is much closer to the experimental warpage. The average errors
of the four corners between the predicted warpage and average experimental warpage
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are 0.23, 0.44, and 0.81 mm, respectively, in CIM, RHCM60, and RHCM90, with respective
deviations of 7.0%, 3.5%, and 4.4%. The maximum errors are 0.35, 1.30, and 2.12 mm,
respectively, with deviations of 10.1%, 10.0%, and 11.2%. The difference is mainly due to
the crystallinity of each layer in the simulation. The crystallinities of each layer in the model
were obtained by measuring the corresponding positions of molded parts with WAXD.
However, the crystallinity measured with WAXD cannot accurately represent the actual
crystallinity of the layer. In addition, experimental errors, characterization errors, etc.,
which have an impact on the distribution of the model’s multiple layers and the mechanical
properties of each layer during warpage prediction.

Figure 10. The maximum values of warpages of experiment and prediction: (a) CIM, (b) RHCM60, (c) RHCM90.

The predicted warpage without crystallinity deviates more from the experimental
warpage in the parts molded by the RHCM process than that with crystallinity. The
average errors of warpage prediction of CIM are 0.23 and 0.22 mm with and without
crystallinity, respectively, with a difference of 4.5%. The small difference is mainly due to
the symmetrical distribution of thickness and crystallinity. However, the difference is much
greater between the warpage prediction with and without crystallinity for parts molded
by the RHCM process. The average errors of the warpage prediction of RHCM60 are
0.44 and 4.71 mm with and without crystallinity, respectively, with a difference of 970.5%.
Additionally, the average errors of warpage prediction of RHCM90 are 0.81 and 5.00 mm,
with a difference of 517.3%. They are mainly introduced by the asymmetrical distribution
of thickness and crystallinity, as discussed previously.
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5. Conclusions

This paper presented a novel method for predicting the warpage of crystalline parts
molded using the RHCM process. A multi-layer model was established based on the
stratification in the polymer temperature during molding and in the microstructure of
parts after molding. A model was introduced to describe the mechanical properties
with the influence of temperature and crystallinity. Finally, experimental warpage was
measured using a 3D scanner to verify the predicted warpage. According to the results
obtained in this study, the following conclusions can be drawn: (1) The microstructure and
temperature are symmetrical along the thickness direction in CIM and are asymmetrical
in RHCM. (2) The predicted warpage is influenced by the crystallinity, and the warpage
predicted with crystallinity is larger than that predicted without crystallinity, especially in
the parts molded by RHCM. (3) The predicted warpage increases as the heating temperature
increases, and the warpage with crystallinity is more sensitive to heating temperature than
that without crystallinity. (4) The predicted warpage with crystallinity is much closer
to the experimental warpage than that without crystallinity, which shows that it is very
important to consider crystallization in warpage prediction. (5) The proposed method
can predict the warpage of crystalline parts molded by RHCM, and its predicted results
agree well with the warpage measured on molded parts using a 3D scanner. In general,
the proposed method is accurate and effective. It is a potential candidate technology for
the quantitative prediction of the warpage of plate parts and for optimizing the molding
process for manufacturing.
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Abstract: The structure and properties of the arginine-glycine-aspartate (RGD) sequence of the
1FUV peptide at 0 K and body temperature (310 K) are systematically investigated in a dry and
aqueous environment using more accurate ab initio molecular dynamics and density functional
theory calculations. The fundamental properties, such as electronic structure, interatomic bonding,
partial charge distribution, and dielectric response function at 0 and 310 K are analyzed, comparing
them in dry and solvated models. These accurate microscopic parameters determined from highly
reliable quantum mechanical calculations are useful to define the range and strength of complex
molecular interactions occurring between the RGD peptide and the integrin receptor. The in-depth
bonding picture analyzed using a novel quantum mechanical metric, the total bond order (TBO),
quantifies the role played by hydrogen bonds in the internal cohesion of the simulated structures.
The TBO at 310 K decreases in the dry model but increases in the solvated model. These differences
are small but extremely important in the context of conditions prevalent in the human body and
relevant for health issues. Our results provide a new level of understanding of the structure and
properties of the 1FUV peptide and help in advancing the study of RGD containing other peptides.

Keywords: RGD peptide (1FUV); ab initio molecular dynamics; total bond order; partial charge;
dielectric function

1. Introduction

Biomolecular materials containing the arginine-glycine-aspartate (RGD) sequence are
always at the center of biophysics research in their application such as in the bone scaffold,
synthesis, and regeneration of tissue and cartilage [1,2], in imaging as radiotracers [3–6], for
cancer therapy [7–9], and in targeted drug delivery [10–15]. The RGD motif peptide serves
as a primary integrin recognition site in extracellular matrix proteins since it has a strong
binding affinity to integrins, which are heterodimeric cell surface receptors and mediate
cell-extracellular matrix adhesion [16–19]. Out of 24 known integrins, one third of them
bind to the RGD motif as the primary recognition sequence in their ligands, which makes
RGD an attractive target in numerous drug delivery systems [20–24]. The increased appli-
cation of integrins in drug development and their functions in the physiological processes
requires a complete understanding of the structure and properties of the RGD peptides at
body temperature (310K), crucial in the design of selective inhibitors. Therefore, a detailed
study of the structure and properties of 1FUV in RGD peptides at 310 K is of particular
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interest in delineating the modifications that occur with a rise or fall of body temperature.
Moreover, the short- and long-range interactions are crucial for the molecular recognition
and self-assembly of biological macromolecules, and consequently determining the mi-
croscopic parameters such as partial charge and frequency-dependent dielectric functions
based on more accurate quantum mechanical calculation will facilitate the fundamental
understanding of electrostatic, polar, and van der Waals-London dispersion interaction in
biological (macro)molecules.

The peptide-water interfacial reactions are of paramount importance in biological
systems as solvation is ubiquitous in biological interaction with water as an inevitable
component in blood and multicomponent body fluids. Understanding the peptide-water
interaction is also essential regarding the RGD-targeted drug delivery mechanisms. It is,
therefore, crucial to investigate the consequences of peptide-water interaction and aqueous
solvation and its effects on internal bonding, charge distribution, and dielectric response.
The solubility of 1FUV in water is generally attributed to the hydrogen bonding between
water molecules and oxygen from the peptide backbone. To explore the details of pep-
tide solvation properties, molecular dynamics (MD), molecular mechanics, and Monte
Carlo methods, all based on specific force field parameters, are widely used. Nevertheless,
the information on the role played by the hydrogen bond (HB) within RGD and at the
RGD-water interface is in general still missing, as are the relevant ab initio MD (AIMD) stud-
ies [12,25–27]. Classical MD studies cannot provide a quantitative description of essentially
quantum HBs (O–H and N–H) since they depend on the details of the force field parame-
terization. Consequently, the need for AIMD simulation in the study of dry and aqueous
solvated peptide/protein over classical MD has been repeatedly recognized [28–31] and a
more accurate AIMD calculation with a sufficiently large number of water molecules is
highly desirable for a complete understanding of 1FUV aqueous solvation.

Although experimental techniques such as nuclear magnetic resonance (NMR), surface-
enhanced Raman spectroscopy, X-ray photoelectron spectroscopy, etc., are used to investi-
gate the structure and properties of RGD containing peptides [16,32–35], the experimental
studies specifically involving 1FUV are scant. Moreover, although experimental studies can
probe the consequent changes of the peptide structure due to water contact, they cannot
provide critical information and details of microscopic properties and interfacial reaction
mechanisms at the atomistic scale. Computer-assisted atomistic simulation thus seems
the best alternative to investigate the molecular behavior and provide new insights to
complement the meager experimental data [36,37], in many cases guiding the experiments
as well. Nevertheless, only a few computational studies have so far been reported on the
1FUV peptide [38].

To answer the issues raised above and provide new insights into the study of the
1FUV peptide, this study is designed to simulate four models of dry and solvated 1FUV at
0 K and body temperature, namely 1FUV0, 1FUV310, 1FUVS0, and 1FUVS310, respectively.
Our study provides a deeper understanding of the temperature-dependent structure,
fundamental properties, peptide-water interfacial reaction mechanism, and solvation effect.
To the best of our knowledge, our effort is the first example of a study dedicated to the 1FUV
peptide using AIMD that ensures the reliability of the simulated structures and calculated
properties. The rest of the paper is structured as follows. In the next section, a brief
description of the modeling technique followed by the simulation workflow is described.
The main part is the result and discussion section, in which we discuss our findings and
articulate the future prospects for applying AIMD to other complex biomolecular systems.

2. Materials and Methods
2.1. Modeling 1FUV Peptide

The RGD peptides that specifically bind to αvβ3 and αvβ5 integrins have medical
significance in designing the inhibitors of tumor and retinal angiogenesis [39,40], in osteo-
porosis [41], and in targeted drugs for tumor vasculature [42]. Considering the importance
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of αvβ3 and αvβ5 integrins [16] and as 1FUV binds only to these integrins, we choose to
focus on 1FUV in this work.

The initial structure of 1FUV was taken from the Research Collaboratory for Structural
Bioinformatics protein data bank (PDB) generated from the NMR measurements [43]. The
stored PDB file contains about 19 such models with the same composition, the number
of atoms, molecular weight, and the chemical formula, but slightly different molecular
volumes. In this study, we chose the first model out of 19, which has 135 atoms comprised
of 11 amino acids. The initial atomic positions of 1FUV were enclosed in a sufficiently
large supercell of size 37.12 Å × 34.41Å × 28.95 Å to avoid any unintended interaction
due to periodic boundary conditions. This structure was then fully relaxed by applying a
density functional theory (DFT)-based Vienna ab initio simulation package (VASP) [44,45]
known for its efficiency in structure optimization and energy minimization to obtain 1FUV0,
the structure at 0 K. We used a projector-augmented wave method [46,47] with Perdew-
Burke-Ernzerhof potential for the exchange correlation functional within the generalized
gradient approximation [48]. We employed a relatively high cutoff energy of 500 eV and
set the electronic convergence criterion at 10−5 eV. The force convergence criterion for ionic
relaxation was set at 10−3 eV/Å. A single K-point calculation was used as the simulated
models are sufficiently large supercells.

The fully relaxed structure at 0 K was then heated slowly to 310 K, equivalent to
human body temperature, using NVT ensemble within 4 ps. A Nose thermostat was used
to control the temperature of the heat bath [49,50]. A time step of 0.5 fs was used for the
ionic motion during the simulation to ensure accuracy for integration of the equation of
motion, especially for the light atoms such as hydrogen. The peptide model at this elevated
temperature was then equilibrated for 5 ps to obtain the equilibrium structure at 310 K, viz.
1FUV310. Out of 5 ps run, the fluctuations of temperature and pressure were minimized
by the initial 4 ps run, and the averaged output structure is taken from the last 1 ps run,
thus used as a production run. The solvated model at 0 K (1FUVS0) was constructed based
on 1FUV0 by surrounding the peptide structure with 80 water molecules. The 1FUVS0 was
then again fully relaxed by using VASP. Similar to the dry model, this solvated structure
was then heated to 310 K to obtain the 1FUVS310 model using NVT ensemble within
4 ps. The same protocol as used in the dry model was adopted to obtain the equilibrated
structure of the solvated model at 310 K.

To reveal the structural stability of simulated models, we present the root-mean-
square deviation (RMSD) of atomic positions of the peptide structure during equilibration
at 310 K in Figure 1a. The time-RMSD profile of global structure shows a smooth increase
followed by a leveling off at ~ 1.90 Å in the dry model and ~ 1.15 Å in the solvated model,
respectively, indicating that the equilibrium has been reached. The constant RMSD shown
in the inset for the last 1 ps run, used as a production run, ensures the sufficient equilibration
of simulated structures. Figure 1b shows the velocity autocorrelation function (VACF),
including exponential fitting, during the equilibration of dry and solvated structures at
310 K which confirms the loss of initial velocity from the previous configuration and
attest to sufficient equilibration of the systems. It also implies that the amplitude of VACF
is smaller in the solvated model and dies out quicker than that in the dry model. In
addition, the exponential fitting shows the solvated model reaches equilibrium faster than
the dry model.

2.2. Calculation of Properties

The AIMD simulated and VASP relaxed structures discussed above are then used
as input for the electronic structures and dielectric response calculations using the in-
house developed package of the orthogonalized linear combination of atomic orbitals
(OLCAO) methodology [51]. The combination of these two DFT methods, VASP and
OLCAO, is found to be robust and highly effective in studying the electronic structure and
bonding properties, especially for complex biomolecules [52–55]. In recent years, we have
further demonstrated that the combination of these two methods is extremely effective
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in dealing with new and emerging problems for complex protein structures related to
SARS-CoV-2 [56–60].
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The OLCAO is an all-electron method using local density approximation of DFT in
which the Gaussian-type orbitals are employed for the expansion of the atomic basis set.
There are many advantages of using OLCAO for electronic structure calculation, such as the
flexibility of the basis sets choice, lower computational cost, and ease of bonding and charge
transfer analysis using the Mulliken scheme [51]. The implementation of localized atomic
orbitals in the basis expansion enables us to quantify the charge transfer and interatomic
bonding via effective charge (Q*) on each atom and bond order (BO) value between pairs
of atoms (ραβ) using the Mulliken scheme [61,62] as
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where Siα,jβ is the overlap matrix between the basis Bloch sums of the orbital index (i, j)
and atomic specification (α, β). N is the band index, i, j are the orbital quantum numbers,
and Cjβ is the eigenvector coefficient.

From the calculated value of Q* the charge transfer between the ions due to atomic
interaction can be quantified in terms of the partial charge (PC). It is defined as the deviation
of Q* from the charge of neutral atom Q0 and is given by ∆Q = Q0 − Q*. The BO value
calculated from the above equation gives the direct quantitative measure of bond strength
between a pair of bonded atoms. The sum of all BO values in the system is the total bond
order (TBO), which is a quantum mechanically calculated parameter. It is a single quantum
mechanical metric helpful in assessing the internal cohesion and strength in a material [63].
The use of TBO to characterize the internal strength of a material and correlate it with the
calculated physical properties is a novel and highly appealing concept.

OLCAO is equally suitable to calculate the imaginary part, ε2 (h̄ω), of the frequency-
dependent complex dielectric function within the random phase approximation of inter-
band optical transition theory according to the following equation:
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3. Results
3.1. Analysis of 1FUV Structures

The RGD peptide, 1FUV, studied in this work contains 11 amino acid sequence
ACDCRGDCFCG, namely alanine (Ala, A), cysteine (Cys, C), asparagine (Asp, D), arginine
(Arg, R), glycine (Gly, G), and phenylalanine (Phe, F). As this amino acid sequence contains
four C, this peptide is also known as RGD-4C, in which the cysteine position is at 2, 4,
8, and 10th place of the sequence, named as Cys1, Cys2, Cys3, and Cys4, respectively.
Each Cys amino acid contains the S atom and the arrangement of two Cys, and hence
the S–S bond plays an important role in the configuration and dipole moment of this
peptide [64]. Although the presence of four Cys groups in RGD-4C allows three possible
combinations of S-S bonds, only two natural configurations of this peptide exist based on
the S–S bonding arrangement [16]. The peptide with Cys1–Cys4 and Cys2–Cys3 disulfide
bonding arrangement is known as RGD-A isomer, while the one with Cys1–Cys3, Cys2–
Cys4 bonding arrangement is known as RGD-B isomer [16]. As RGD-A is a far stronger
binder to integrin αvβ3 than RGD-B [16], it is reasonable to explore details of the structure
and properties of RGD-A.

The relaxed structures for RGD-A peptide (1FUV) at 0 K and 310 K in the dry and
aqueous environment are shown in Figure 2. 1FUV0 shows only a minor change in its
structure due to VASP relaxation compared with the original NMR structure [16] taken
from the PDB. However, there are noticeable changes in its conformation after AIMD
simulation at 310 K. It shows a rotation of amino acid groups and changes in the bond
length (BL) and BO value, which will be discussed in detail later. In the case of the solvated
model, there again appear notable changes in the peptide structure. More water molecules
interact with the peptide and there is a rotation of amino acid groups at 310 K as compared
with 0 K. In both dry and solvated models, the S–S bond containing amino acids come
closer at 310 K as compared with those at 0 K. However, the average S–S BL increases and
hence its strength decreases at 310 K. It is noticed that the configurations of HBs, O–H,
change at 310 K as compared with 0 K, resulting in the overall decrease in its strength
in the dry model. However, in the solvated model, a large contribution of O–H bonding
strength comes from peptide-water interaction due to which its value increases at 310 K.
These differences are, although small, important on issues related to human health.
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3.2. Electronic Structure and Interatomic Bonding

Electronic structures are the fundamental properties of a material that help to un-
derstand many other physical properties. The calculated total density of states (TDOS)
for the simulated models is shown in Figure 3. The top of the valence band is set at 0 eV.
The overall features of TDOS at 0 K and 310 K in dry and solvated models look similar
as they contain the same amino acid groups; however, there is a decrease in the highest
occupied molecular orbital (HOMO)-lowest unoccupied molecular orbital (LUMO) gap
with the increase in temperature. The position of the energy difference between HOMO and
LUMO plays the main role in various chemical reactions. The number of peaks decreases
in solvated models as compared with the dry model, but the overall intensity increases.
The HOMO-LUMO gap for 1FUV0 is ~ 3.40 eV, while its value in 1FUV310 decreases to
~2.10 eV due to a temperature rise, indicating that the molecule is chemically more reactive
at a higher temperature. The HOMO-LUMO gap decreases largely in solvated models as
compared with dry models. In 1FUVS0, this gap is ~0.3 eV, but it disappears in 1FUVS310.
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The nature of bonding and its quantitative assessment is important in the electronic
structure study of the material. While most of the MD studies interpret the bonding
analysis based exclusively on the geometric distance configuration, OLCAO can quantify
the strength of each bonded pair by providing the BO value. We calculate the TBO values
in all 4 models and resolve them into partial pair-resolved BO (PBO) components. This is
an unorthodox approach that generalizes the bonding between individual bonded pairs
simply and effectively to reveal the hidden details which cannot be extricated by other
methods, either experimental or computational.

In general, the BO value scales inversely with BL; however, the actual BO value of
a bonded pair depends on its bonding environment and the atoms surrounding it. The
calculated values of TBO and PBO are listed in Table 1, showing that at 310 K the TBO
value decreases in the dry model, resulting from the elongation of some bonds. The TBO
value of the solvated model increases at 310 K, opposite to the case of the dry model, which
is due to the formation of more bonds between the peptide backbone and water at this
elevated temperature. Figure 4 shows the comparison of PBO values for each bonded pair
in simulated models at 0 K and 310 K in the form of a vertical bar diagram. The scale breaks
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are used along the vertical axis to delineate the minor differences between PBO values and
show their magnified image. Figure 4 shows that there is a minor change in the PBO values
due to the rise of temperature, except in the case of the O–H pair in the solvated model.
The PBO for the O–H pair increases sharply in the solvated model at 310 K as compared
with the model at 0 K, which arises due to the interaction of more water molecules with
the peptide, and an increase in the HBs population at 310 K. It should be emphasized again
that the small changes in these numbers at different temperature can be significant in the
context of the human body.

Table 1. Calculated TBO and PBO values for each bonded pair in simulated models.

Models TBO
PBO

C-C C-H C-O C-S H-H H-S H-O N-C N-H N-O S-S

1FUV0 54.272 11.991 16.680 7.669 0.637 0.232 0.037 0.529 9.979 6.181 0.001 0.336
1FUV310 53.887 11.944 16.705 7.581 0.617 0.198 0.027 0.530 9.926 6.034 0.000 0.323
1FUVS0 93.166 9.990 15.947 9.234 0.400 0.251 0.025 42.207 8.859 5.905 0.003 0.346
1FUVS310 95.663 10.479 16.119 9.125 0.434 0.292 0.005 43.724 9.111 6.119 0.000 0.246
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310 K.

We provide further information on the strength of individual bonded pairs presenting
a complex distribution of BO versus BL in Figure 5. It clearly shows a wide variety of
bonding pairs ranging from a strong covalent bond originating from N–H, N–C, C–H, C–C,
C–O, and O–H pairs to weaker covalent bonds at longer BL. HBs are extremely weak but
not entirely negligible because of their sheer numbers. The first group of strong covalent
bonds arises from N–H, C–H, and O–H pairs with BL less than 1.2 Å. The next group
of covalent BO pairs arises from C–C, C–O, and N–C bonds, whose BL lies in the range
1.2–1.7 Å. The C–C bonds show two clusterings, one having a high BO greater than 0.5 e
from C–C double bonds, whereas the other group has a BO value less than 0.4 e from single
C–C bonds. The BO values for N–C pairs also exhibit a group separation, having BO values
greater than 0.4 e and less than 0.4 e.

The HBs are distributed in the range of 1.5–2.5 Å, with some O–H pairs having
relatively higher BO values up to 0.1 e. In solvated models, the covalent O–H bonds within
the water molecule have BO values higher than 0.2 e, while those bonds originating from
the next neighbor or weak HBs beyond 2.5 Å have almost zero BO values. The bonding
distributions due to C–S and S–S pairs have BO values comparable or slightly higher than
those of strong HBs. The S–S bonding configurations are important in peptide structure,
and they show significant changes in BO values due to the rise of temperature and solvation.
Especially in the solvated model at 310 K, the BO of S–S bonds has a large difference. Wang
et al. studied the influence of disulfide bond on properties of RGD peptide using MD
and found that this bond causes the restriction on peptide mobility and affects its dipole
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moment [64]. The bonded pairs H–H and H–S with BL larger than 2.5 Å have BO values
close to zero.
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3.3. Hydrogen Bonding Analysis

Hydrogen bonding is especially important in a biomolecular system since it provides
the key information to understand many intriguing phenomena, making the detailed
analysis of HBs in the solvated models crucial. Unfortunately, in most MD studies, the
analysis of HBs is carried out based exclusively on structural data, such as the BL and
the location of HBs, failing to provide a quantitative assessment of HB strength and their
local bonding arrangements. On the contrary, we bring forth quantitative information and
deeper analysis of HBs using ab initio calculation in terms of BO-BL plot, as shown in
Figure 5. It shows there exists some strong HB with BO value ~ 0.1 e, while most of the HBs
have BO less than 0.1 e. At the body temperature, the overall strength of HB from the O–H
bonding pair slightly decreases in the dry model while it increases in the solvated model.

In the case of solvated models, the change in the HB pattern is more complicated
due to the presence of H2O molecules which increase the population and strength of O–H
bonds at 310 K. The more HBs imply the stronger binding force of biomolecule with solvent.
There is one HB originating from the N–H pair within the peptide backbone whose BO
value at 310 K increases in the dry model and decreases in the solvated model because
of the rotation and changes in the configuration of the peptide structure. The results on
HB analysis in solvated models indicate a significant difference in the human body as
compared with the vicinal environment of a dry peptide at zero temperature.

3.4. Partial Charge Distribution

The PC distribution of biomolecules is important for determining the long-range
electrostatic and polar interaction involving the molecule. It entails a deep qualitative
understanding of the structure and reactivity of a molecule. Rather than just making a
rudimentary judgment by dividing PC into positive, negative, and neutral as adopted in
many simplified calculations, we provide a quantitative assessment of PC of every atom in
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the simulated models. As the PC gives the quantity of charge transfer in atomic interaction,
a positive value implies a loss, and a negative value means the gain of electronic charge.

The distribution of calculated PC for each atom in dry and solvated models is shown
in Figures 6 and 7, respectively, which provide a wealth of information that corroborates the
electronic structure results discussed above. The solid symbols represent PC of ions at 0 K,
while the hollow symbols represent PC at the body temperature. O (P) and H (P) denote O
and H atoms from the peptide backbone while O (W) and H (W) denote those from the
water molecule. In both dry and solvated models at 310 K, small changes appear in the PC
of ions compared with their values in corresponding models at 0 K. Figures 6 and 7 show
that H and S lose charges, N gains charge, while C is both losing or gaining charges. In the
dry model, O gains charge, while in the solvated model (Figure 7), few O atoms from the
peptide backbone lose charge, and the remaining gain charge. The calculated PC values for
each atom are scattered in a certain range rather than clustering and overlapping to each
other, which implies the PC value is not the same even for the same atom in the same model,
as their values depend on the local bonding environment. The PC of O and H in water
and peptide backbone is not the same, implying that their local bonding characteristics
are completely different (Figure 7). The dispersed distribution of calculated PC for each
atom implies that the quantum mechanical calculation is essential to deal with such type
of problem rather than using MD studies in which the PC values are predefined and kept
constant in the simulation where the local environment changes.
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3.5. Dielectric Response

The dielectric response of biomolecules in an aqueous solution has been studied for
decades [65–67] and remains a subject of active research. The static dielectric constant of
peptide/protein plays a crucial role in the calculation of the electrostatic field obtained by
solving the Poisson–Boltzmann equation [68]. However, it is interesting to note that the
dielectric properties of the 1FUV are seldom reported. We present a detailed analysis of
the imaginary part, ε2 (h̄ω), of the frequency-dependent dielectric function, based on the
ab initio calculation under random phase approximation such as those used in inorganic
crystals and glasses [69–72].

Figure 8a shows the spectrum for ε2 (h̄ω) in 1FUV0 calculated using OLCAO, dis-
playing a sharp peak at ~5.70 eV and one broad peak at ~14.30 eV. A similar spectrum is
observed in the dry model at 310 K; however, the broad peak position shifts slightly to the
lower energy side. In solvated models, in addition to the two peaks observed in dry models,
there appears another sharp peak at ~0.1 eV, but with slightly less intensity (Figure 8b).
One of the striking features observed is that at the body temperature, the absorption end of
ε2 (h̄ω) shifts to lower energy which is consistent with the decrease in the HOMO-LUMO
gap at 310 K. We want to make it clear that our aim in this work is to compare the full
dielectric spectra at 0 K and body temperature in case of a dry and solvated environment
and the actual calculation of the dielectric constant is out of the scope of this work.
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4. Discussions and Summary

In this section, we discuss the results presented above and summarize the main
findings to answer the queries raised in the introduction. More accurate AIMD and DFT
calculations adopted in this work provide us a wealth of quantitative information on the
fundamental properties of 1FUV, which are not yet available or cannot be attained by an
experimental protocol. Our findings provide a comparative analysis of the structure and
properties of 1FUV and a better understanding of its solvation properties at 0 K and body
temperature, 310 K. The key message is that there are discernible changes in the peptide
structure and properties at 310 K, which could point to the potential implications for human
health issues if such calculations can eventually be applied to large biomolecular systems.

Our results show noticeable changes in the conformation of amino acids at body
temperature than at 0 K. The major structural differences observed in dry and solvated
peptides at body temperature help in designing the specificity of integrins. The disulfide
bridge connectivity greatly determines the orientation of the RGD motif and peptide
structure which may dictate selectivity towards different integrins. The HOMO-LUMO gap

24



Polymers 2021, 13, 3434

of 1FUV decreases due to the rise of temperature and solvation effect. Such information is
quite helpful to understand the chemical reactions involving biomolecules.

The bonding analysis is a significant result that helps to understand the interatomic
interaction within 1FUV and other biomolecules. The TBO value decreases in the dry
model while it increases in the solvated model at 310 K. The dry model at 0 K is more
cohesive than that at 310 K, characterized by a higher TBO value, while it is just the
opposite in the solvated models. The BO-BL plot analysis provides a detailed picture of
interatomic bonding within the peptide structure and its explicit solvent environment. The
solvated model shows a considerable peptide-water interactions occur at 310 K, increasing
the HBs population than at 0 K. The detailed analysis of HBs and quantification of their
strength is crucial in understanding the biological interactions inside the human body and
for the design and delivery of RGD peptide-targeted drugs. The partial charge analysis
provides another set of significant parameters to define the reactivity of biomolecules and
their interactions with the integrins. It shows that the PC value strongly depends on the
temperature as well as the solvated environment. Furthermore, the calculated PC values
scatter in a certain range, even for the same atom in the same model. Quantum mechanical
calculation is, therefore, absolutely necessary to capture all these crucial differences and to
provide more accurate results inaccessible to classical MD studies.

Another important result is the calculation of the dielectric response function and
its relation to the dielectric constant. Although this topic has attracted researchers from
various backgrounds for a long time, unified and reliable ab initio calculations are still
out of reach. As an initial assessment, we analyze the imaginary part of the dielectric
function of the 1FUV peptide and study the differences in the dielectric spectra due to the
rise in temperature and the solvation effect. Such optical spectra are helpful to estimate
the long-range van der Waals–London interaction in biomolecules, as shown in the study
of carbon nanotubes [73]. Overall, our results show apparent differences in bonding, PC,
and dielectric function between the 1FUV at 0 K and the body temperature in a dry and
solvated environment. These results can be quite helpful to develop and refine the force
field parameters used in MD simulation. Unfortunately, as there is a lack of theoretical
studies in 1FUV and the focus of the existing experimental study [16] is different, we are
unable to compare our results with the previous results. However, we anticipate that our
results will inspire future experimental and/or theoretical works to investigate further the
1FUV and related peptides, including the effect of salts and different numbers of water
molecules, which significantly influence peptide structure and properties.

In the past, we have successfully demonstrated the applicability of AIMD in the
study of oxide glassy materials and fluoride salts [74–77]. Our accomplishment in the
present work is applying AIMD to a relatively small peptide structure that looks quite
promising. It ensures the feasibility and encourages a further study of other possibly more
complex biomolecules by using AIMD, of course assuming sufficient computing resources
to be available.
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Abstract: In this research, the aim relates to the material characterization of high-energy lithium-
ion pouch cells. The development of appropriate model cell behavior is intended to simulate two
scenarios: the first is mechanical deformation during a crash and the second is an internal short circuit
in lithium-ion cells during the actual effect scenarios. The punch test has been used as a benchmark to
analyze the effects of different state of charge conditions on high-energy lithium-ion battery cells. This
article explores the impact of three separate factors on the outcomes of mechanical punch indentation
experiments. The first parameter analyzed was the degree of prediction brought about by experiments
on high-energy cells with two different states of charge (greater and lesser), with four different sizes
of indentation punch, from the cell’s reaction during the indentation effects on electrolyte. Second,
the results of the loading position, middle versus side, are measured at quasi-static speeds. The third
parameter was the effect on an electrolyte with a different state of charge. The repeatability of the
experiments on punch loading was the last test function analyzed. The test results of a greater than
10% state of charge and less than 10% state of charge were compared to further refine and validate
this modeling method. The different loading scenarios analyzed in this study also showed great
predictability in the load-displacement reaction and the onset short circuit. A theoretical model of the
cell was modified for use in comprehensive mechanical deformation. The overall conclusion found
that the loading initiating the cell’s electrical short circuit is not instantaneously instigated and it is
subsequently used to process the development of a precise and practical computational model that
will reduce the chances of the internal short course during the crash.

Keywords: lithium-ion; high energy pouch cell; state of charge; electrolyte; load position; modeling

1. Introduction

In recent decades, energy derived from fossil fuels has become harmful to the climate
and its sources are decreasing with time [1]; that is why electric vehicles are expected to
replace vehicles in which gasoline is used as an energy source. To overcome that deprivation
of this energy in the future, batteries are considered to be one of the significant methods
of storing energy that is being produced by different sources. Lithium-ion batteries have
proven to be very profitable, and they are used in many electronic gadgets [2]. Moreover,
they are also not used in various electric sources, such as mobile phones, laptops, and
cameras, but are widely used as energy storage systems in electric vehicles due to their
high capacity, low self-discharge, long life, high energy density, and low climatic effect
characteristics. In some conditions, lithium batteries have also proven to be the cause of
thermal runaway, mechanical abuse, and release of toxic gases [2–5]. Thus, interest in
lithium-ion batteries from researchers has increased in recent years [6–11]. Electrochemical
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technologies are particularly significant in present society, and it is an exciting time for
researchers that are active in this sector [12]. This is a vital topic for research for electric
vehicles, specifically when considering the massive operational range that electric vehicles
would be subjected to [13–15].

Sony Ericson established the first battery in 1991, and a lithium-ion battery was
later commercially introduced [16,17]. Since then, millions of cells are in the market
with their different specifications [18–20]. For many years, customer’s demand and best
purposes have persisted in maintaining more extended battery running time. To meet
customer’s needs, producers have appropriately responded to increase battery performance
by changing the cell’s chemistry, which directly affects its memory loss and high electric
density. Different li-ion cells include various types of materials, and the material containing
titanium [21–23], silicon, and graphite oxide for the negative electrode, LiMOy, in which
oxides, manganese oxide (MOy), cobalt oxide, and ferrous phosphate, etc. can be used as a
metal oxide [24]. Direct contact between electrodes can cause a short circuit. A separator is
used for this type of short circuit to make a cell safe [25–27]. A separator is made of different
materials, such as polypropylene, for a lithium polymer cell. Still, in the lithium-ion cell, SEI
(Solid Electrolyte Interphase) usually consists of Li2O (Lithium Oxide) [28,29], LiF (Lithium
Fluoride) [30], Li2CO3 (Lithium Carbonate) [31], and polyolefin [32–34]. The electrolyte
depicted in this study consists of a conductive salt, e.g., lithium hexafluorophosphate
(LiPF6), and a solvent dimethyl carbonate (DMC), and ethylene carbonate (EC), diethyl
carbonate (EC), or ethyl methyl carbonate (EMC) [35]. The use of metallic lithium leads
to safety hazards [36] and low cycle efficiency due to lithium’s reactivity with ordinary
liquid electrolytes [37]. The energy density of a lithium-ion battery is higher than other
battery sources. In the pouch/prismatic cells, one thing that is more common is that
the electrodes/separator assembly is not wrapped in its mount. The length to thickness
ratio, rather than the actual dimensions, is the thing that matters; the prismatic battery is
regarded as an-isotropic multi-layered thick plate [38–40].

There is a need to overcome these internal short circuits due to mechanical failure
which is due to accidents, according to the International Energy Agency [40–43]. Un-
fortunately, manufacturers could not provide the reasons and mechanisms of internal
structural failure. Detailed computational modeling of the battery can explain the origins
of failure, mechanisms of failure, and their implications to the battery pack design; thus, it
can provide suitable enhancements in format [44]. Some previous studies are improving
their mechanical and electrical performance by changing their material structures [45]. As
a result, this led to battery-pack designs in EV (Electric Vehicle). Battery protection was
examined [46]. Researchers observed changes by applying different loading conditions on
lithium-ion battery cells, and they investigated the effects on cells while using the load
in various conditions [47–49]. Suppose that an accident or mishap occurs in an electric
vehicle. In that case, it can also harm the battery pack by intruding on external objects,
which can lead to the mechanical deformation of lithium-ion cells. These external objects
can occur from various directions, e.g., in-plane loading, which can compress the cell’s
narrow border, and out-of-plane indentation, which can punch a vast surface of pouch
cell perpendicularly [50–52]. Electricity, thermal, and mechanical integrities are the three
main factors that are mutually related to battery protection [53,54]. Crash experiments of
an EV provide a lesson from where it was once found that, instead of minor intrusion into
a battery pack, a disastrous result was produced [55–57]. However, its overcharging also
includes one of the most severe safety issues for applications of lithium-ion batteries [30,58].
Analysis of outcomes from quasi-static loading states on the reaction of the cell and most
of the primary research and modeling work were done [58–60].

Several quasi-static indentation tests were carried out on lithium-ion pouch cells.
These indentation tests were prompted at the onset of the internal short circuit. The
location of fracture occurs before catastrophic failure of the entire pouch cell with unusual
local damage, and accretion appears precisely on the layers. The transient breach occurs
in the higher portion of the covered layers, the main force drops, and the synchronous
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strike of an inner short circuit occurs within the sac cell, while the down part of the
pouch cell comprehensively stays. During the indentation tests process, for lithium pouch
cells, the common structural unyielding increases at first before its final drop, and it
then enters a stagnant condition. After the curvature point, a load of indentation makes
the viscid forces stronger. It aggravates the separator into constituent layers and the
particles of graphite de-coat from the anode [61]. The overall performance of the lithium-
ion battery can be understood when researchers also investigated the status of mechanical
stress on a lithium-ion battery, which is mainly caused by external stress. A variety of
different mechanical models have been established to investigate the effects on lithium-ion
battery packs by applying mechanical loads, which is one of the prominent reasons for
the internal short circuit [62,63]. A collective numerical, analytical, and experimental
approach was performed to develop a new cell failure model and to understand the
primary mechanism of failure. As soon as the large format pouch cells were subjected to
indentation leading to failure, an examination of failure regions demonstrated a fracture
surface angle to the battery plane [64,65]. The research combined both experimental and
computational studies [66,67]. Dynamic finite element simulations were performed to
study pouch cells’ mechanical behavior, such as internal interfacial behavior, loading,
and boundary conditions, which shows a direct interaction between cell boundaries and
impactor leading to the significant change in the residual velocity [68,69].

This research will focus on complete cell indentation tests on a specific model of
high-energy pouch lithium-ion cells to facilitate the exploration of buckling response under
various confinement levels. It also focuses on determining the effects on electrolytes while
applying a different type of load by changing the punch size and punch position with the
other soc. It will help to identify a model for battery cells when different mechanical loads
are applied to it. Taking some measures can improve the application of lithium-ion batteries
in different technologies. These measures can include strengthening the batteries’ walls,
the storage chambers, material strength, compartment ventilation for fire suppression, and
ingress and egress points. This indicates that cell battery model will help to build blocks
for developing a battery pack model, as shown in Figure 1. It is a homogenized form of
the battery cell where all five distinctive materials are smudged into one homogenized
medium in the battery pack. Theoretically, even though provisional imperfections or modal
patterns may be added, such a homogenized model will not simulate realistic buckling
patterns because the battery’s actual configuration is anisotropic.
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The comprehensive computational modeling will offer valuable information in the al-
location to close the design feedback loop, leading to a robust design overall and providing
the best solution.
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2. Materials and Methods
2.1. Mechanical Indentation

The mechanical indentation test has been used in this study, including information
regarding the physical and mechanical properties, the electrochemical characteristics, and
the operating properties of the cells. Manufacturers are requested to discharge the cell of
no more than 10% state of charge to avoid extreme reactions at the point of indentation
tests. The other two cells have more than 10% state of charge with preventive measures to
maintain the environment from severe reactions.

These types of cells are typical of those that can be found in electric vehicle applications
or an energy storage system due to their incredible efficiency and high capacity [38,39].
These cells also have a stackable geometry and packaging. Lithium-ion cells provide
compelling advantages to manufacturers. Any desired shape can be produced according
to the requirement of the customer. Space and weight requirements can be met for mobile
devices and notebook computers [70,71]. Testing on four pouch-type cells of li-ion is
conducted in this work. The following sections describe the equipment, preparation, and
results from those tests. Firstly, the Punch Indentation testing results are described after
the battery component descriptions.

In this study, High-energy lithium-ion pouch cells GPLFP (Gee Power LiFe Polymer
Battery (Cell Manufacturing Company Guangdong, China) 11192320ES-50 Ah have been
used, as depicted in Figure 2. Lithium-ion accumulators have 95% high discharge efficiency,
which also shows low self-emit when compared to rechargeable cells, such nickel-cadmium
and nickel manganese accumulators. There is an energy density of more than 200 W-h/kg
for the commercially available lithium-ion battery.
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Lithium presents advantageous properties, such as greater battery life, being present
in many weights, reliability, foolproof safety, more energy repository, balance, and com-
patibility [18]. Figure 2 shows the major specifications of this cell. The online information
sheet for this cell is provided in [72] to the interested reader and it is also shown in Table 1.
Lithium pouch cells consist of stacked layers of anodes, separators, and cathodes that
are sandwiched between the laminated film layers. These pouch cells can be created in
customized sizes and shapes. Pouch cells are then linked in sequence and parallel to accu-
mulate the preferred voltage and capacity. In a pouch cell configuration, “S” in the number
specifies how many are in the series, and the “P” specifies the number of pack assemblies.
For example, if you have a 4s4p pack, this would be a total of sixteen cells—four packs of
four batteries each.
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Table 1. Model: GPLFP 11192320ES-50 Ah.

Cell Specifications Values

Nominal Capacity. 50 Ah
Nominal Voltage 3.2 V

Width 193 mm max
Length 320 mm max

Thickness 11.3 mm max
Weight 1300 g

Tab width 50 ± 0.5 mm
Electrolyte lithium hexafluorophosphate (LiPF6)

Center 100 ± 2.0 mm
Test cell specifications [72].

2.2. Indentation Test

Before testing, the cells have been discharged to the preferred discharge cut-off voltage
of 2.5 V [72] to stop intense reactions all through the testing scenarios. Two cells have been
on more than 10% soc and two cells have been kept on less than 10% soc. A complete
test application has been performed to complete the calibration process and validate the
corresponding models. Figure 3 presents four types of punch used in experiments that
were carried out on the lithium-ion battery. Table 2 represents total number of punch tests
applied on each cell. The cells were tested using the universal testing machine (UTM)
loading frame that was equipped with a 200 kN load cell in the whole experiment, as
shown in Figure 4. The first test of each cell included voltage monitoring in determining
the onset of the internal electric short circuit. The punches have been placed in the center
and on edges of the cell lengthwise and widthwise. All of these punches are used for all
four cells. No punch is specified for any specified cell. Each cell used to be subjected to
10 consecutive indentation tests using three sizes of hemispherical punches-small (12 mm
diameter), medium (28 mm diameter), and massive (44 mm diameter), and a flat cylindrical
punch (25 mm diameter) [9,72], as can be seen in Figure 3.
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Table 2. Number of tests on each cell.

Cell No. Order & Number in Experiments Performed

1

With >10% soc
Medium (2)

Large (2)
Small (4) one voltage

Cylindrical (2)

2

With >10% soc
Small (4), one voltage

Medium (2)
Large (2)

Cylindrical (2

3

With <10% soc
Large (2),

Medium (2)
Small (4) one voltage

Cylindrical (2)

4

With <10% soc
Cylindrical (2)

Large (2)
Medium (2)

Small (4) one voltagePolymers 2021, 13, x FOR PEER REVIEW 6 of 21 
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2.3. Testing Procedure of Punch Indentation

A complete test application has been performed to complete the calibration process
and validate the corresponding model. In preparation for testing, the cells have been
separately placed in two-gallon Ziploc bags with SOLUSORB® solvent adsorbent to include
any electrolyte leakage that can also occur throughout the testing procedure. The bags
have been then marked to determine appropriately spaced punch locations, such that the
preceding tests would no longer influence the subsequent identical cell indentation test
results. The prepared cell was then positioned on a stable, flat metallic surface under the
loading frame with the suitable test location being found below the hemispherical punch
to be used. For the first test of every cell, voltmeter leads have been linked to positive and
negative cell terminals inside the bag using alligator clips, and the container used to be
semi-sealed around the edges. The punch used is lowered to a point entirely above the
cell’s surface. A fume extractor was placed inside six inches of the setup to remove the
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poisonous fumes released during and post-test. Figure 4 presents a standard, first-run test
setup. The voltmeter was removed in subsequent identical cell test runs.

The following parameters are measured at 1-s intervals using meter view c software:

• The test computing device and displacement over time. In all of these tests, displace-
ment is constant with a fixed rate of 1 mm/min., while related testworks04 software
measured and recorded test machine load and crosshead displacement in 1-s intervals.

• Over time, cell voltage has been determined with a standard voltmeter at the end of
the cell positive and negative electrodes. Voltage measurements have been measured
simultaneously on the first test of each cell using a general voltmeter that is connected
to the cell terminals and have been recorded at 1-s intervals using meter view c
software.

• The outside temperature of a cell over time, as determined by thermo-couple.
• It is also mentioned that all of these tests are carried out at room temperature because,

under intense cold or warm temperatures, the material properties can appreciably
change, and the min-max range of temperature for batteries (−20 ◦C to 60 ◦C) is es-
sential at a variety of variable temperatures above the characterization and evaluation
be carried out.

• Photographs during tests are captured at a rate of average 5 min.
• When one short circuit is achieved, all of these monitoring devices work until these

parameters again come back to their constant state.

Many tests are conducted to achieve fast reduction in force to locate punch on cells
and the voltage readings indicating short circuit of cell. Between identical cell test scenarios,
the loading frame used to be lifted and reset for cell repositioning and punches change-out
when necessary.

3. Results
3.1. Testing Results of Punch Indentation

Observing previous cells’ tests revealed no leakage or pretension of the pouch cells
due to short circuit chemical reactions, and there will be no gas formation because it can
cause an explosion. Nevertheless, a, b, c, d reveal the observational test results following
the completion of all testing, as shown in Figure 5.
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For the initial tests of cells 1, 2, and 3, 4, as shown in Figure 5, both load and voltage
are graphs of a displacement function. The voltage drops when a short circuit occurs in
any of the indentation tests. Figures 6–9 show each cell with greater than 10% soc. It is

35



Polymers 2021, 13, 1971

understood that the onset of a short circuit is directly connected with the cell’s mechanical
failure. Test data also revealed, with an increase in punch radius, the beginning of electric
short circuit successively occurred later, starting at time = 180 s, time = 260 s, time = 289 s,
and time = 304 s or small, medium, large, and a flat cylindrical punch sizes, respectively. A
hemispherical punch with 44 mm size did not produce any short circuit or drop in voltage
until 5 kN, as shown in Figure 9.

Figures 6–13 shows that the voltage drop is at the point of a short circuit in all tests.
It can be determined that the cut-off voltage of all punches starts from 2.5, but the drops
in voltage displacement and peak loads are different for both cells for all punch types in
both soc conditions. However, a drop-in voltage of small punch with size 12 mm, medium
punch with size 28 mm, 44 mm, and flat cylindrical punch with size 25 mm goes on an
ending of 1.90, 0.65, −0.42, and 0.75. Nevertheless, a large punch with a size of 44 mm
shows −0.42 voltages at 50 kN load when the load is removed back from the cell, as shown
in Figure 9 for greater than 10% soc.
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Figure 6. Load and voltage vs. displacement 12 mm punch greater than 10% soc.

Polymers 2021, 13, x FOR PEER REVIEW 8 of 21 
 

 

For the initial tests of cells 1, 2, and 3, 4, as shown in Figure 5, both load and voltage 
are graphs of a displacement function. The voltage drops when a short circuit occurs in 
any of the indentation tests. Figures 6–9 show each cell with greater than 10% soc. It is 
understood that the onset of a short circuit is directly connected with the cell’s mechanical 
failure. Test data also revealed, with an increase in punch radius, the beginning of electric 
short circuit successively occurred later, starting at time = 180 s, time = 260 s, time = 289 s, 
and time = 304 sec or small, medium, large, and a flat cylindrical punch sizes, respectively. 
A hemispherical punch with 44 mm size did not produce any short circuit or drop in volt-
age until 5 kN, as shown in Figure 9. 

 
Figure 6. Load and voltage vs. displacement 12 mm punch greater than 10% soc. 

 
Figure 7. Load and voltage vs. displacement 25 mm punch greater than 10% soc. 

0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000

0.0

0.5

1.0

1.5

2.0

2.5

3.0

0 1 2 3 4 5

Lo
ad

-N

V
ol

ta
ge

-V

Displacement-mm

Load and Voltage vs. Displacemtent 12 mm Punch

Voltage
Displacment

0

10000

20000

30000

40000

50000

60000

0.0

0.5

1.0

1.5

2.0

2.5

3.0

0 1 2 3 4 5 6 7 8 9

Lo
ad

-N

V
ol

ta
ge

-V

Displacement-mm

Load and Voltage vs. Displacemtent 25 mm Punch

Voltage
Displacment

Figure 7. Load and voltage vs. displacement 25 mm punch greater than 10% soc.
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Figure 8. Load and voltage vs. displacement 28 mm punch greater than 10% soc.
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Figure 9. Load and voltage vs. displacement 44 mm punch greater than 10% soc.
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Figure 10. Load and voltage vs. displacement 12 mm punch less than 10% soc.
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Figure 11. Load and voltage vs. displacement 25 mm punch less than 10% soc.
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Figure 12. Load and voltage vs. displacement 28 mm punch less than 10% soc.
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Figure 13. Load and voltage vs. displacement 44 mm punch less than 10% soc.

Thus, the values for less than 10% soc drop in the voltage of small, medium punch,
large punch, and flat cylindrical punch are 1.98, 1.01, 0.81, and 0.68. A drop in voltage
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rebound is found after a preliminary drop for punch indentation for all cells, and then the
voltage progressively lowered to 0 to −0.30 over 15 s.

With the exception of the small and medium punch studies, local deformation that can
be securely tolerated from 6 mm (small cell) to 10 mm (medium cell) through the cell levels
and even 12 mm punch also did not produce much deformation, as shown in Figures 6–13.

As predicted, the cells trigger a voltage drop just under the large punch of 44 mm,
as shown in Figure 9 and the displacement graph, and it is considerably deeper and
quicker than other punch indentations. The hassle is pushed through the basic geometry
of a massive punch that is defined in terms of the tip’s central angle and radius. These
findings measure the pattern that is expected in every other situation; those batteries can
safely handle extra blunt object intrusion. For 44 mm punch with less than 10% soc, the
displacements are 6.474 and 6.324, and, for the other two cells with greater than 10%, the
soc displacements are 6.493 and 6.503, respectively, as shown in Figure 17.

This analysis measures the point between two of these similarities and variations.
Moreover, an investigation has been performed in relation to how these materials’ prop-
erties can be changed when indentation moves from the middle to the corners of the cell.
However, in these experiments, the indentation punch position has also been changed from
the mid to corner, and the readings are shown for less and greater than 10% soc.

3.2. Effect of Electrolyte with the State of Charge

Different indentation tests have been performed on less than 10% state of charge cell
to evaluate the electrolyte impact on lithium cells’ loading response. Tests were performed
with more than 10% state of charge cell; all of the experiments have been conducted with
12 mm, 25 mm, 28 mm, and 44 mm diameter punch, and all the experiments have been
completed at a rate of 1 mm/min. loading. All of the punch tests are performed twice,
except for the punch with a 12 mm diameter. These tests have been performed on both soc
cells. The cells with less than 10% soc have a much more rigid reaction and a high force
level, being significantly more than 10% soc. In contrast, for the estimated force for the last
two cells with less than 10% soc, with 28 mm punch, the displacements are 5.466 and 5.316,
and, for the first two cells with greater than 10%, the soc displacements are 5.529 and 5.506,
as shown in Figures 14–17.
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Figure 14. Load vs. displacement 12 mm low to peak loads.
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Figure 16. Load vs. displacement 28 mm low to peak loads.
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The short circuit onset is observed from the voltage decrease in the cell, which has
greater than 10% soc; the punch with a 44 mm diameter starts from 2.14 and ends at −0.42,
which clearly shows a high short circuit.

Thus, short circuit, punch displacements with greater than 10% SOC at onset are
2.952 mm, 3.712 mm, 5.529 mm, and 6.503 mm, and, similarly for less than 10% soc,
3.88 mm, 5.42 mm, 5.94 mm, and 6.92 mm for a small, medium, large, and a flat cylindrical
punch. In less than 10% soc, the flat cylindrical punch has a diameter of 28 mm, in which
the short circuit force initiates no drop in.

However, for a hemispherical punch with 44 mm diameter, the onset of the short
circuit coincides with a load drop, and the resistance is measured, compression is reported,
and a drop in resistance is shown from 900 to 0.

No calculation of the voltage drop is found for the cells with less than 10% soc, which
causes a short circuit. However, the same patterns follow the cell’s homogenized reaction
and become softer in the wet state. Comparing the onset contrast to a cell with less than
10% soc and loss is earlier when a cell with greater than 10% soc is tested.

3.3. Loading Positions with Different State of Charge

This experiment has been conducted to explore the impact of changing load positions
on cells. For this purpose, two cells are manufactured with a soc less than 10%, and two
cells are more than 10% soc to check the effects of a short circuit; on the other hand, during
experiments, all of the cells are kept in two-gallon zip-lock bags [70]. All of these cells are
subjected to the punch indentation loads, and variations in the cells’ response have been
examined. Tests are performed on lithium-ion cells with pouch cover. However, previ-
ous researches have demonstrated that not applying thin foil fused aluminum/polyester
of pouch cover, under these loading conditions and not adding power or strength to
the cell and calculated data of the cell explicitly represent the electrode/separator stack
properties [69].

The hemispherical punch loading has been extended to a pointed matrix, starting
from the cell center and moving towards the corners, and then the findings are compared.
The quasi-static is tested at a 1 mm/min. rate loading time, checking. Apart from this, the
results are consistent with the experiments. For this purpose, indentation testing with four
different types of diameters punches has been carried out. Several hemispherical and flat
cylindrical punch experiments have been conducted equally on greater than 10% and less
than 10% soc cells at different locations. Several punches have been made on four cells.
The measurement is placed in the middle of the cell between 30 mm–55 mm from the long
edge of the cell. These are punches with a different punch diameter, and the distance is
different on all cells, between 50 mm–60 mm from the long edge in the second test, and
10–15 mm from the long edge in the third. A fourth is conducted on the corner of the cell.
All of the tests are conducted in this measurement, but the sizes of punch are different, and
variability has been established from the multiple experiments.

Figure 5a–d presents the coordinates of the punch. Some tests are in the middle,
some are on the corner, and some are between the hub and center to check the maximal
measurement of force with greater than 10% soc (with 44 mm punch diameter) regarding a
crosshead of 7.21 mm, 50 kN. Some of the tests are performed with a hemispherical punch
with a 44 mm diameter on the corner of the cell, and some are performed in the middle
of the cell. The center of cell tests has a great deal of lower maximum power, which is
predicted from the cell’s edge containing less substance than the middle of the cell.

Figures 18–21 show the peak load and deformation depth at short circuit versus all
four cells and different punch diameters. It is fascinating to observe that the short circuit’s
peak load should almost linearly grow high with an extended punch diameter. In this
experiment, a punch diameter of 44 mm creates a large voltage drop with greater than 10%
soc, as shown in the graph presented in Figure 9. Nevertheless, the load increases with
the increase in the punch’s diameter, as shown in Figures 18–21, and high displacements
are shown in Figures 14–17. The peak loads and displacements differential between
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less than 10% soc and greater than 10% soc with hemispherical punches are applied.
The hemispherical punch with 28 mm diameter shows maximum force measurements
of 40–45 kN with lesser and greater than 10% soc. The 44 mm diameter punch shows
50 kN with lesser and greater than 10% soc. Tables A1–A4 (Appendix A) show force-
displacement readings.

This allows researchers to use a single cell for running several tests without the fear
that the punch’s position would impact the results and only the punch diameter can change
it. This study discusses which variables in similar experiments can be carefully regulated
and left accessible for operator convenience. Tables A1–A4 (Appendix A) the test readings
on each cell.
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Figure 18. Cell 1 peak loads and displacements.
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Figure 19. Cell 2 peak loads and displacements.
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Figure 20. Cell 3 peak loads and displacements.
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Figure 21. Cell 4 peak loads and displacements.

The involvement of electrolytes has been shown to have a direct effect on the cell’s
reaction. When a load is applied to the cell, with an increasing load, electrolyte structure
also changes because of this internal short circuit that changes the cell’s condition. In
all indentation punch filling cases, the pouch cells with an electrolyte with less than
10% soc have soc in all types of diameters. Therefore, researchers should pay particular
attention while testing a cell’s mechanical reaction. During the indentation process, the
local deformation of each separator before the commencement of the short circuit is another
indirect evidence of the fracture sequence. For this reason, separators between each of the
four electrode pairs from the pouch cell subjected to 45 kN indentation were investigated
using SEM, as shown in Figure 22. The depletion of the thickness separator in the area just
below the indenter (center) was compared to the area further out from the indenter (the
margin area) as shown in Figure 23.
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4. Conclusions

This research investigates findings from three related major study areas: material
description of Lithium cells used in experiments, the inner short circuit in lithium-ion
battery cell starting point when the load is being applied, and the maximum reaction of
cell load-carrying capacity. Performance characteristics for the lithium-ion pouch battery
are calculated in different conditions.

Four types of hemispherical punch indentation tests have been used to obtain better
results to build a computational model pouch-type lithium-ion battery cells. The force-
displacement curves and the internal short circuits for these experiments operating at a
rate of 1 mm/min. have been very compatible with the results found in this analysis, and
they have validated these results.

The overall conclusion is that the cell’s electrical short circuit is not instigated instan-
taneously when loading begins. These data can feed into numerical models and help to
determine nominal battery pack loading conditions for improved staff protection under
an optimal cell with optimization conditions. These results will further define the initial
requirements in a previously developed successful modeling tool and enable the model to
more accurately predict individual cell behavior in crash scenarios.
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Appendix A

Table A1. Peak force and associated displacement for punch test cell 1 (C1).

12 mm
Load
(N)

25 mm
Load
(N)

28 mm
Load
(N)

44 mm
Load
(N)

C1-12
mm-
T1

C1-12
mm-
T2

C1-12
mm-
T3

C1-12
mm-
T4

C1-25
mm-
T1

C1-25
mm-
T2

C1-28
mm-
T1

C1-28
mm-
T2

C1-44
mm-
T1

C1-44
mm-
T2

0 0 0 0 0.0 0 0 0 0 0 0 0 0 0
350 1000 3000 5000 1.37 1.24 1.42 1.44 0.5 0.25 2.5 2.25 3.475 3.225
650 2500 8000 10,000 1.716 1.586 1.766 1.786 0.89 0.64 4.1 3.85 4.845 4.595

1000 5000 15,000 20,000 1.97 1.84 2.02 2.04 1.19 0.94 5.03 4.78 6.005 5.755
2300 10,000 20,000 25,000 2.45 2.32 2.5 2.52 1.76 1.51 5.29 5.04 6.265 6.015
3600 15,000 25,000 30,000 2.65 2.52 2.7 2.72 2.57 2.32 5.48 5.23 6.455 6.205
4900 20,000 30,000 35,000 2.79 2.66 2.84 2.86 3.67 3.42 5.65 5.4 6.625 6.375
6200 25,000 35,000 40,000 3.013 2.883 3.063 3.083 4.57 4.32 5.786 5.536 6.761 6.511
7500 30,000 40,000 45,000 3.27 3.14 3.32 3.34 5.56 5.31 6.087 5.837 7.062 6.812
8800 35,000 45,000 50,000 3.89 3.76 3.94 3.96 6.256 6.006 6.38 6.13 7.355 7.105
8000 32,000 40,000 40,000 4.1 3.97 4.15 4.17 6.512 6.262 6.786 6.536 8.101 7.851
7500 23,000 35,000 35,000 4.15 4.02 4.2 4.22 6.55 6.3 7.042 6.792 8.267 8.017

Table A2. Peak force and associated displacement for punch test cell 2 (C2).

12 mm
Load
(N)

25 mm
Load
(N)

28 mm
Load
(N)

44 mm
Load
(N)

C2-12
mm-
T1

C2-12
mm-
T2

C2-12
mm-
T3

C2-12
mm-
T4

C2-25
mm-
T1

C2-25
mm-
T2

C2-28
mm-
T1

C2-28
mm-
T2

C2-44
mm-
T1

C2-44
mm-
T2

0 0 0 0 0.0 0 0 0 0 0 0 0 0 0
350 1000 3000 5000 1.34 1.21 1.39 1.34 0.35 0.22 2.35 2.22 3.455 3.205
650 2500 8000 10,000 1.686 1.556 1.736 1.686 0.74 0.61 3.95 3.82 4.825 4.575

1000 5000 15,000 20,000 1.94 1.81 1.99 1.94 1.04 0.91 4.88 4.75 5.985 5.735
2300 10,000 20,000 25,000 2.42 2.29 2.47 2.42 1.61 1.48 5.14 5.01 6.245 5.995
3600 15,000 25,000 30,000 2.62 2.49 2.67 2.62 2.42 2.29 5.33 5.2 6.435 6.185
4900 20,000 30,000 35,000 2.76 2.63 2.81 2.76 3.52 3.39 5.5 5.37 6.605 6.355
6200 25,000 35,000 40,000 2.983 2.853 3.033 2.983 4.42 4.29 5.636 5.506 6.741 6.491
7500 30,000 40,000 45,000 3.24 3.11 3.29 3.24 5.41 5.28 5.937 5.807 7.042 6.792
8800 35,000 45,000 50,000 3.86 3.73 3.91 3.86 6.106 5.976 6.23 6.1 7.335 7.085
8000 32,000 40,000 40,000 4.07 3.94 4.12 4.07 6.362 6.232 6.636 6.506 8.351 8.196
7500 23,000 35,000 35,000 4.12 3.99 4.17 4.12 6.4 6.27 6.892 6.762 8.517 8.373
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Table A3. Peak force and associated displacement for punch test cell 3 (C3).

12 mm
Load
(N)

25 mm
Load
(N)

28 mm
Load
(N)

44 mm
Load
(N)

C3-12
mm-
T1

C3-12
mm-
T2

C3-12
mm-
T3

C3-12
mm-
T4

C3-25
mm-
T1

C3-25
mm-
T2

C3-28
mm-
T1

C3-28
mm-
T2

C3-44
mm-
T1

C3-44
mm-
T2

0 0 0 0 0.0 0 0 0 0 0 0 0 0 0
350 1000 3000 5000 1.4 1.27 1.45 1.47 0.53 0.28 2.53 2.28 3.505 3.255
650 2500 8000 10,000 1.746 1.616 1.796 1.816 0.92 0.67 4.13 3.88 4.875 4.625

1000 5000 15,000 20,000 2 1.87 2.05 2.07 1.22 0.97 5.06 4.81 6.035 5.785
2300 10,000 20,000 25,000 2.48 2.35 2.53 2.55 1.79 1.54 5.32 5.07 6.295 6.045
3600 15,000 25,000 30,000 2.68 2.55 2.73 2.75 2.6 2.35 5.51 5.26 6.485 6.235
4900 20,000 30,000 35,000 2.82 2.69 2.87 2.89 3.7 3.45 5.68 5.43 6.655 6.405
6200 25,000 35,000 40,000 3.043 2.913 3.093 3.113 4.6 4.35 5.816 5.566 6.791 6.541
7500 30,000 40,000 45,000 3.3 3.17 3.35 3.37 5.59 5.34 6.117 5.867 7.092 6.842
8800 35,000 45,000 50,000 3.92 3.79 3.97 3.99 6.286 6.036 6.41 6.16 7.385 7.135
8000 32,000 40,000 40,000 4.13 4 4.18 4.2 6.722 6.292 6.996 6.566 8.071 7.881
7500 23,000 35,000 35,000 4.18 4.05 4.23 4.25 6.87 6.33 7.252 6.822 8.237 8.047

Table A4. Peak force and associated displacement for punch test cell 4 (C4).

12 mm
Load
(N)

25 mm
Load
(N)

28 mm
Load
(N)

44 mm
Load
(N)

C4-12
mm-
T1

C4-12
mm-
T2

C4-12
mm-
T3

C4-12
mm-
T4

C4-25
mm-
T1

C4-25
mm-
T2

C4-28
mm-
T1

C4-28
mm-
T2

C4-44
mm-
T1

C4-44
mm-
T2

0 0 0 0 0.0 0 0 0 0 0 0 0 0 0
350 1000 3000 5000 1.35 1.22 1.4 1.42 0.48 0.23 2.48 2.23 3.455 3.205
650 2500 8000 10,000 1.696 1.566 1.746 1.766 0.87 0.62 4.08 3.83 4.825 4.575

1000 5000 15,000 20,000 1.95 1.82 2 2.02 1.17 0.92 5.01 4.76 5.985 5.735
2300 10,000 20,000 25,000 2.43 2.3 2.48 2.5 1.74 1.49 5.27 5.02 6.245 5.995
3600 15,000 25,000 30,000 2.63 2.5 2.68 2.7 2.55 2.3 5.46 5.21 6.435 6.185
4900 20,000 30,000 35,000 2.77 2.64 2.82 2.84 3.65 3.4 5.63 5.38 6.605 6.355
6200 25,000 35,000 40,000 2.993 2.863 3.043 3.063 4.55 4.3 5.766 5.516 6.741 6.491
7500 30,000 40,000 45,000 3.25 3.12 3.3 3.32 5.54 5.29 6.067 5.817 7.042 6.792
8800 35,000 45,000 50,000 3.87 3.74 3.92 3.94 6.236 5.986 6.36 6.11 7.335 7.085
8000 32,000 40,000 40,000 4.08 3.95 4.13 4.15 6.632 6.242 7.106 6.516 8.351 8.196
7500 23,000 35,000 35,000 4.13 4 4.18 4.2 6.77 6.28 7.332 6.772 8.517 8.373
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Abstract: Modeling and simulation of the morphology evolution of immiscible polymer blends
during injection molding is crucial for predicting and tailoring the products’ performance. This
paper reviews the state-of-the-art progress in the multiscale modeling and simulation of injection
molding of polymer blends. Technological development of the injection molding simulation on a
macroscale was surveyed in detail. The aspects of various models for morphology evolution on a
mesoscale during injection molding were discussed. The current scale-bridging strategies between
macroscopic mold-filling flow and mesoscopic morphology evolution, as well as the pros and cons of
the solutions, were analyzed and compared. Finally, a comprehensive summary of the above models
is presented, along with the outlook for future research in this field.

Keywords: polymer blends; injection molding; microstructure; multiscale simulation

1. Introduction

The product performance of immiscible polymer blends is significantly affected by
their microstructure, which is formed during mixing and processing. Most polymer
blend products are made by injection molding. Therefore, an accurate description of the
morphology evolution in polymer blends during the injection molding process is the
necessary condition for predicting and tailoring their final properties [1]. However, the
simulation of the injection molding of polymer blends is a challenging task. The mold-filling
flow of polymer blend melt spans macro- and mesoscales, and no single model is capable
of simulating these complex processes on both scales at the same time [2]. Therefore, a
multiscale modeling and simulation approach is necessary for the injection molding process
of polymer blends. In this paper, recent advances in the development of macroscopic and
mesoscopic models are reviewed for the injection molding of polymer blends as well as
scale-bridging methodologies. Here, this review restricts its attention to papers that connect
microstructure with flow and rheology; the flow field is well defined. A review of all the
publications pertaining to polymer blends with surfactants or compatibilizers would go
beyond our scope limitations, though they are technologically important.

The rest of the paper is organized as follows. In Section 2, the process of mold-filling
of polymer blends is described on both macro- and mesoscales, and the framework of
multiscale modeling is thoroughly described. In Section 3, the historical development of
the mold-filling flow simulation of polymer melt is overviewed. In Section 4, mesoscopic
models for droplet morphology evolution during processing are compared. Different
scale-bridging methodologies between microstructure evolution and mold-filling flow are
discussed in Section 5. In Section 6, a summary is made, and an outlook for the future
is suggested.
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2. Framework of Multiscale Modeling

Multiscale modeling and simulation of polymer processing has been a hot research
area, but it should be recognized that it is not a burgeoning field formed only during the past
decade. Its development goes back to the computational fluid dynamics of polymer melt
flow and the exploration of the molecular structure of polymers, both of which have laid
the foundation of multiscale research. Therefore, the multiscale modeling and simulation
of polymer processing ought to cover the consensus of available research, i.e., increasingly
sophisticated injection molding simulation, and focus on the spawned problems when
coupled with different models.

As shown in Figure 1, polymeric materials have a unique hierarchical structure,
from atom to monomer, chain, and conformation with corresponding simulation methods
on each scale. For the injection molding of polymers, the orientation, stretching, and
crystallization of the polymer molecules occurs on the microscale, while on the macroscale,
the polymer melt fills the mold cavity as continuum fluid.
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Figure 1. Spatial and temporal multiscale of polymer.

For polymer blends, it is mesoscopic morphology that has the most direct influence
on the mold-filling flow of polymer blend melt and the final performance of the products.
The interest in the multiscale modeling and simulation of injection molding of polymer
blends is focused primarily on the macroscopic mold-filing of polymer blend melt and the
simultaneous mesoscopic morphology evolution.

Macroscale (~10−3 m, ~1 s): The solid plastic pellets melt at a certain temperature
above the melting point and are injected into the mold at a certain speed under the pressure
of the injection machine. The polymer melt expels the air from the cavity until it fills
the entire mold cavity and finally cools and solidifies to get the product as the designed
mold cavity. The polymer blend melt is considered to be a continuous fluid, with the
inside microstructure neglected. Injection molding of polymer melt is a non-Newtonian,
non-isothermal, and unsteady process of mass, momentum, and heat transfer with the
moving polymer–air front.

Mesoscale (~10−6 m, ~10−6–10−3 s): Mesoscale morphology is formed in the com-
pounding and granulation stages prior to injection molding. In the equipment, such as
roll mills, mixing machines or screw extruders, a sea-island-like multiphase structure
emerges [3,4] when the micron-sized droplets are dispersed throughout the matrix. During
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the injection molding stage, the dispersed droplets inside the blend melt undergo complex
morphology evolution under the combined action of shear, pressure and heat, and interfa-
cial tension [5]. Finally, the blend morphology is frozen inside the product as the polymers
cool and solidify after the flow ceases.

The macroscopic and mesoscopic physics of the injection molding of polymer blends
are described using separate models. The mold-filling flow of the polymer melt is a free
surface flow and can be described using the fields of velocity, pressure, temperature, and
phase fraction. Using an appropriate constitutive equation and a PVT state equation of
polymer melt, the conservation equations for the mold filling flow can be closed, and, thus,
the mold filling flow can be modeled on a macroscopic scale. Using different discretization
methods, such as the finite difference (FD), finite element (FE), or finite volume (FV)
methods, the above equations can be solved numerically and the mold-filling flow process
of the polymer melt can be accurately simulated.

In contrast, there is no unified approach for the description of the polymer blends
morphology, and, accordingly, there are different modeling approaches for the morphology
evolution of polymer blends. One type of method makes certain assumptions about and
parameterizes the shape of the dispersed phase droplets and then establishes the evolution
equations for the morphological parameters of the polymer blends. This class of methods
is relatively simple, easy to implement, and computationally low but is only applicable
under limited conditions. A different class of models uses the polymer molecular structure,
coarse-grained particles, and component concentrations to describe the polymer blend
morphology, thus modeling the evolution of the morphology of the blend separately. These
methods are free of the assumption of polymer blend morphology and are more applicable
to various cases; however, the computational overhead is usually expensive.

Given the macroscopic models of the mold-filling flow of polymer melt and the
mesoscopic models of the polymer blend morphology evolution established, the key to
the success of multiscale modeling and the simulation of injection molding of polymer
blends is revealing the interactions between the physics of different scales and developing
corresponding scale-bridging strategies. As discussed above, the multiple fields of velocity
and pressure, as well as the temperature of the mold-filling flow, are the driving force of the
morphology evolution of polymer blends. In turn, the morphology makes the stress–strain
response characteristics of the polymer blend markedly different from a simple linear
combination of the components. Therefore, various scale-coupling methods are used in
different ways to represent the factors of mesoscopic morphology in the macroscopic model
of the mold-filling flow.

According to the analysis of injection molding on macro- and mesoscales, the modeling
and simulation of injection molding of polymer blends can be decomposed into three
ingredients: macroscopic mold-filling flow modeling, mathematical characterization of
polymer blend morphology and the modeling of its evolution, and, more importantly, the
coupling of the models on macro- and mesoscales. This paper is dedicated to reviewing
the multiscale modeling and simulation of injection molding of polymer blends from three
aspects: macroscopic mold-filling flow simulation, mesoscopic morphology evolution
simulation, and scale-bridging methods, corresponding to the following sections.

3. Mesoscopic Modeling of Droplet Morphology Evolution

Before articulating the mesoscopic modeling methods of droplet morphology evo-
lution, it is better to revisit the typical experiment of droplet morphology evolution in a
typical flow field of injection molding. From the SEM observation of Figure 2, it can be
seen that in the initial stationary state, the droplets appear as spheres with a relatively large
volume mean radius and radius distribution range. When the shearing flow starts, the
droplets are subjected to strong shear, and the droplet morphology gradually changes from
spherical to ellipsoidal, and then, finally, to elongated fibrous, at a certain angle to the shear
direction, while some droplets break up and produce two or more sub-droplets. When the
shear flow field is weakened and stopped, the droplet deformation degree decreases and
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the shape starts to return to a spherical shape with a smaller average radius and a more
uniform-sized distribution than in the initial state.
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Figure 2. Morphology of the dispersed phase in PDMS/PB blends. (a) Before shearing; (b) during
shearing; (c) 25 s after shearing stop; (d) 89 s after shearing stop (experimental results from the
literature [6]).

Many researchers have contributed to the numerical and experimental work of the
morphology evolution of single droplets. In general, both the phenomenological and
theoretical models can be roughly divided into three categories: droplet models based on
ellipsoid approximation, phase field methods based on the Cahn-Hilliard equation, and
the pseudo-potential model based on the lattice Boltzmann method.

3.1. Ellipsoid Droplet Models

Doi and Ohta proposed a theoretical model using the interfacial area per unit volume
Q and interface tensor q to characterize the microstructure.

Q ≡ 1
V

∫

A
dA and q =

1
V

∫

A

(
nn− 1

3
I
)

dA (1)

where A represents the interfacial surface contained in V, with each surface increment dA
having a unit normal vector n, and I is the unit tensor.

They wrote the time derivative of each variable as the sum of two terms: one for
external flow (deformation) and one for relaxation due to interfacial tension:

.
Q =

.
Q f low +

.
Qrelax and

.
q =

.
q f low +

.
qrelax (2)

The Doi and Ohta model is applicable to arbitrary polymer blend morphology; how-
ever, due to the underlying closure problem, different expressions for the convective terms
have been proposed, leading to convective nonlinearities.

For a droplet in simple shear field, when the viscosity ratio p is much larger than 1
and the volume fraction is below 1, the droplet will maintain an ellipsoidal shape for a
wide range of capillary numbers and viscosity ratios. When the critical breakup scenario is
approached, the droplet shape will deviate from the ellipsoidal assumption and the model
itself will fail.
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3.1.1. Basic Quantities

As shown in Figure 3 below, three quantities are usually defined to characterize a
deformed droplet in a planar flow field: the equivalent radius R, the deformation degree
Df, and the orientation angle θ, where Df = (a − b)/(a + b), and a and b are the length and
width of the droplet in the x − y plane of the flow, respectively. R, a and b have the relation
of R3 = ab2. It is apparent that a larger Df indicates a more deformed droplet. θ is the
angle between the principal axis of the droplet and the reference direction, usually the flow
direction surrounding the droplet.
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The study of the fundamentals of droplet deformation began with Taylor [7], who
studied the basics of the deformation and breakup of a single Newtonian droplet in a
viscous matrix. It was found that the deformation and breakup of the sheared droplet
depended on two dimensionless quantities, namely, the droplet–matrix viscosity ration
p = ηd/ηm and the capillary number Ca = ηmγR/Γ, where ηd and ηm are the viscosities of
the droplet and the matrix, γ is the shear rate, and Γ is the interfacial tension between the
phases of the droplet and matrix. The capillary number characterizes the competition of
the viscous stress that drives the droplet deformation against the interfacial tension that
maintains the original shape. Droplets exhibit different orientations when different forces
dominate, as described in detail below.

3.1.2. Deformation

Based on the ellipsoid description, the droplet shape can be described by a second-
order tensor G, whose eigenvalues are equal to the reciprocal of the ellipsoidal semi-axis
length squared, and the corresponding eigenvector defines the orientation angle of the
droplet. The evolution of G can be expressed by the following equation [8]:

DGij

Dt
+ LkiGkj + GikLkj = 0 (3)

where D
Dt represents the material derivative, L is the velocity gradient tensor inside the

droplet, and i and j denote the space index and can be x, y, and z.
Once the velocity gradient tensor L is known, Equation (3) can be solved, and then the

shape evolution of the ellipsoidal droplet will be uniquely determined with a proper initial
condition. In fact, the most significant difference among the ellipsoid droplet models lies in
how to calculate the velocity gradient tensor L.

Maffettone-Minale (MM) model [9]: Velocity gradient tensor L is expressed as:

Lij = wA
ij + f2eA

ij +
f1

2τr

(
3Gij

Gkk
− δij

)
(4)

where τr = ηmR/Γ is the surface-tension relaxation time, eij and wij are the deformation
rate tensor and the vorticity tensor, respectively, both of which can be obtained from the
velocity gradient tensor Lij: eij = (Lij + Lji)/2, wij = (Lij − Lji)/2. eij with superscript A
denotes the externally applied deformation rate, while eij without superscript is related to
the deformation of the droplet itself.
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The parameters f 1 and f 2 are phenomenological model parameters for which certain
choices have been proposed:

f1 =
40(p + 1)

(2p + 3)(19p + 16)
, f2 =

5
2p + 3

+
3Ca2

2 + 6Ca2 (5)

The above model is referred to as the MM2 model. When f 2 is simplified to
f2 = 5/(2p + 3) the model is referred to as the MM1 model.

Jackson-Tucker (JT) model [10]: In a coordinate system coinciding with the main axes
of the droplet, the velocity gradient tensor L can be expressed as:

L′ = f L′Eshelby + (1− f )L′slender, p < 0.1 (6)

L′ = L′Eshelby, p ≥ 0.1 (7)
where f is a composite parameter depending on the dimensionless length of the droplet’s
semi-major axis and equivalent radius a/R. L′Eshelby and L′slender represent the velocity gradi-
ent components obtained from the solution of Eshelby’s theory [11] for elastic ellipsoidal parti-
cles in elastic media and Khakhar and Ottino’s proposed filamentary theory [12], respectively.

Yu model [13]. The velocity gradient tensor L was expressed as:

Lij = wA
ij + (Bmnkl + Cmnkl)rimrukeA

uvrvlrjn + rim(Lα
mn + Lβ

mn)rjn (8)

where rij is the transformation matrix that rotates the droplet axis in alignment with the
coordinate system.

The velocity gradient tensor L in the Yu model consists of two major components: the
components due to the external flow and the other one due to interface dynamics. The
former of these can be referred to as the corresponding part of the JT model, for example.
The meanings of the symbols in the equations and the detailed solutions can be found in
the corresponding literature [13].

In addition to the above theoretical models, several traditional empirical models have
found a wide application in simulations for simplicity and ease of use [14], such as the
affine deformation model and Cox’s theoretical formulation [15].

The affine deformation model [16] assumes that the lengths of the two minor axes, B
and W, always keep equal when the droplet is deformed. The major axis L, minor axes W
and B, and the angle between the major axis and flow direction θ are calculated as:

L/R = 0.5γ + 0.5
√

4 + γ2 (9)

B/R =

(
0.5γ + 0.5

√
4 + γ2

)−0.5
(10)

tan θ =

(
0.5γ + 0.5

√
4 + γ2

)−1
(11)

where shear rate γ represents the flow field that the droplet experienced.
The Cox theoretical formulation [15] is applicable to systems in all ranges of viscosity

ratios when interfacial tension and viscous forces act simultaneously, and the predictions
of deformation degree and orientation angle are given by:

D f = Ca
19p + 16
16p + 16

1√
(19pCa/20)2 + 1

(12)

θ =
1
4

π +
1
2

tan−1(
19pCa

20
) (13)

3.1.3. Breakup

When the capillary number Ca is slightly larger than the critical value Cacrit, the pattern
of droplet breakup depends on the viscosity ratio [2]: when p is much smaller than 1, the
droplet is extremely stretched into an S-shape and small droplets are released at both ends;
when p ≈ 1, the droplet gradually necks out from the middle part until it breaks up into
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two sub-droplets, with some smaller satellite droplets in between. When Ca far exceeds
Cacrit, the droplet stretches into an elongated fiber.

Based on the results of experimental studies on the droplet deformation and breakup
mechanism under simple flow conditions, a simplified capillary number k* = Ca/Cacrit (i.e.,
the ratio of the local capillary number to the critical value) can be defined. Depending on
the cases, most researchers [14,17,18] have adopted the following general rule to describe
droplet behavior.

(1) k* < 0.1, droplets do not deform;
(2) 0.1 < k* < 1, droplets deform, but do not break up;
(3) 1 < k* < 4, droplets deform and split into two major sub-droplets;
(4) k* > 4, droplets form fibers with the affine deformation of the medium.

Cacrit decides whether the deformed droplets reach equilibrium shapes or breakup
into sub-droplets. Cacrit of a specific droplet depends on the viscosity ratio and the ambient
flow field type. The following empirical de Bruijn formula [19] is commonly used to write
Cacrit as a function of p for simple shear fields [20].

lgCacrit = −0.506− 0.0995lgp + 0.124(lgp)2 − 0.115
lgp− lg4.08

(14)

The breakup of a droplet into two major sub-droplets by necking can be calculated us-
ing the direct method. Assuming that a droplet of equivalent diameter D0 splits completely
into two sub-droplets of the same diameter without considering the effect of surrounding
droplets, the diameter of the split sub-droplet, d ≈ 0.794D0, can be obtained according to
the principle of volume conservation.

Based on the definition of the actual time required for breakup, tb, a statistically
significant average of the breakup process, can also be calculated. The rate of change of the
total number of droplets Nd is first obtained as:

dNd
dt

=

.
γNd

Cacritt∗b
(15)

where Nd = 6φV
πD0

3 , V is the total volume of the solution and D0 is the droplet diameter. This
leads to the rate equation for droplet breakup [18].

(
dD0

dt

)

break
=
− .

γD0

3Cacritt∗b
(16)

By comparing the above two models, it is easy to find that the direct method is simple
and fast to calculate but cannot reflect the change trend in the breakup process. The physical
meaning of the statistical method is clearer and scalable and the rate of change formula is
easy to couple with others; however, the calculation cost is relatively high.

There are limited studies on droplet models for filament breakup processes, and
most of them use empirical formulas or fluid-dynamics-related theories for approximate
calculations. For example, based on the Rayleigh theory of capillary number instability [21]
and the principle of volume conservation, the following equation can be used to calculate
the final size of the fiber after the breakup [14]:

Rdrops = R0
3

√
3π

2Xm
(17)

where R0 is the fiber diameter before the breakup, which can be approximated as the critical
diameter d* at the moment of fiber breakup, and Xm represents the main wave number.
When p = 1, Xm ≈ 0.56, the diameter of the droplet after breakup d ≈ 2d* is obtained using
the above equation.

3.1.4. Coalescence

For the coalescence process of two spherical particles of the same size in a shear flow
field, the coalescence rate can be expressed as a function of collision probability and the
kinetics of the collision process. Collision probability pcoll can be expressed as (see [14]):
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pcoll = exp
( −π

8
.
γφtloc

)
(18)

where tloc is the local residence time.
The liquid film discharge probability pexp depends on the activity of the interface,

which depends on the viscosity ratio p: the larger the value of p, the less active the interface
is. For inactive interfaces with p much larger than 1, the liquid film discharge probability
can be calculated using the following equation [14]:

pexp = exp

[
−9

8

(
R
hc

)2
k∗2

]
(19)

In the above equation, hc is the critical thickness of the liquid film at the time of the
breakup, which can be obtained by experiment, and k* is defined as before.

Thus, the coalescence chance of droplets pcoal can be expressed as the product of pcoll
and pexp.

Considering the role of various factors in the coalescence process, the following
equation for the evolution of the diameter of the dispersed phase in the coalescence process
can be obtained [18]. (

dD0

dt

)

coal
= CD−1

0 φ8/3 .
γ (20)

where C is the coalescence constant.
Take the assumption that the shape change of droplets during breakup and coalescence

can be linearly superimposed; the resultant droplet diameter change rate can be calculated
from Equations (15) and (19) as [18].

(
dD0

dt

)
=

(
dD0

dt

)

break
+

(
dD0

dt

)

coal
(21)

The above equation can be integrated in time by various numerical methods, such as
the finite difference method, to obtain the change in droplet diameter under the combined
effect of breakup and coalescence.

Since the rate of change of droplet size at equilibrium is 0, according to the above
Equations (15), (19), and (20), then we have [18]:

Deq = D0
eq +

(
6CCacritt∗b φ8/3

)1/2
(22)

where Deq is the diameter at equilibrium and D0
eq is the diameter at zero component (i.e.,

without any dispersed phase), obtained by extrapolation. Using the above equation, the
coalescence constant C of a certain blend can be obtained by preparing a series of materials
with different components, i.e., calculated by the slope of the curve of Deq versus φ4/3.
Using the coalescence probability formula obtained earlier, an approximate formula for the
radius of the new particle after coalescence can also be obtained. Assuming the interaction
of two droplets of the same size, the volume conservation principle yields (see [22]):

R∗ = R
(

2
2− pcoal

)1/3
(23)

where R and R* represent the radii of droplets before and after coalescence. Obviously,
R = R* when coalescence is not considered, i.e., pcoal = 0; R = 21/3R* when coalescence is
complete, i.e., pcoal = 1.

Although the above experimental and probabilistic models cannot track the interfacial
changes during droplet coalescence in real-time, they can reflect the changes of dispersed
phase size in each part of the system due to the coalescence process and are simple and
easy to implement.
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3.1.5. Size Distribution

For a discrete model of a system (droplet volume is a product of an integer and the
elementary volume V1), the following equation describes the change in the number of
droplets of volume kV1, nk with time t [23]:

dnk
dt = 1

2 ∑
i+j=k

C(i, j)ninj − F(k)nk − ∑
j=1

C(k, j)nknj

+ ∑
j=k+1

ω(k, j)n f (j)F(j)nj
(24)

where C(i, j) is the coagulation kernel, F(i) is the overall breakup frequency, nf(i) is the
number of fragments formed at the breakup of a droplet of volume iV1, and ω(i, j) is the
probability that a fragment formed by the breakup of a droplet of volume jV1 will have
volume iV1.

Tokita [24] considered the average droplet size in steady shear flow. He assumed
that the droplets were still monodisperse in size and derived the following dependence of
steady radius of droplet R on system parameters:

R =
12σPcφ

πηap
.
γ− 4PcφEDK

(25)

where ηαp is the apparent viscosity of the blend and EDK is the volume energy.
Fortelný and Kovár [24] expanded the function of F(k) as the Taylor series of Ca on the

right of Cac:

F(k; Ca) =
(

∂F
∂Ca

)

Cac

(Ca− Cac) +
1
2

(
∂2F

∂Ca2

)

Cac

(Ca− Cac)
2 + . . . (26)

Substitution of Equation (26) into Equation (24) leads to the linear dependence of R on
the volume fraction of droplets φ:

R = Rc +
4σPc

πηm fF
φ (27)

Huneault et al. [18] developed a computational model for droplet size evolution
during mixing in a screw extruder. They considered that the blend components showed
power-law relations between shear stress and shear rate. They assumed that the droplet
deformation took place only within the pressurized screw zones. The authors proposed
the following equation for R:

R = R0 +
(

1.5CHCact∗Bφ8/3
)1/2

(28)

where R0 is the droplet radius for φ = 0, and tB* is the dimensionless breakup time, which
is a function of p and is independent of Ca.

Fortelny and Juza [25] recently formulated equations for the calculations of steady drop
size in flowing immiscible polymer blends based on the monodisperse-drop-size assumption.

am(R∗ − 1)ac+1/2 + (R∗ − 1)1/2 − 4(1 + p)
π

k1Pc(R)φ(R∗ − 1)− 4(1 + p)
π

k0Pc(R)φ = 0 (29)

where R* is the ratio of R and its critical value for breakup, Rc, and am = 8.759
and ac = 1.748, k0 = 4.3 and k1 = 27.7 are the numerical constants determined from the
experimental data of Cristini et al. [26]. The prediction of this model agreed well with the
experimental data when the component ratio was low, as can be seen in Figure 4.

For Ca >> Cac, the approach led to the following equation:

R∗1/3 =
4
π

φ

g(p)Ca1/3
c

Pc(R) (30)
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Janssen and Meijer [14] studied the evolution of droplet size in an extruder using
a two-zone model. The model of a cascade of ideal mixers was used for residence time
distribution in the weak zone.

Patlazhan and Lindt [29] solved Equation (24) using an expression for droplet breakup
constructed by a combination of the results of Tomotika’s theory [30]. Droplet size distri-
bution function, as a function of the initial droplet size distribution, p, and the average
number of daughter droplets, was calculated numerically.

Delamare and Vergnes [31] studied the evolution of droplet size distribution in a twin-
screw extruder. Average droplet diameters and local distribution of the droplet sizes were
calculated numerically as functions of the parameters of blends and the extrusion process.

Potente and Bastian [32] derived an algorithm for the calculation of droplet size evolu-
tion during extrusion using the finite and boundary element methods for the determination
of stress acts on the droplets during their trajectories.

Peters et al. [33] derived a constitutive equation for liquid mixture based on the
Lee and Park model of immiscible polymer blends [34]. A scheme for the calculation of
morphology evolution, considering the above events, was proposed. Results of the theory
were compared with experimentally determined time dependence of rheological functions
in various flow regimes and not with droplet size distribution.

More recently, Wong W.-H. B. et al. [35] extended the constitutive modeling of dis-
persive mixtures proposed by Peters G.W.M. [33] to study the polydisperse droplet size
distribution numerically. The simulation procedure contained an additional morphology
state and behaved better in complex flows, i.e., eccentric cylinder flow.

3.2. Phase Field Models

It is straightforward to model the polymer blends at continuum length scales in
the Cahn–Hilliard–Cook framework [36]. The Cahn–Hilliard equation has multiple com-
plexities from both mathematical and physical viewpoints. Mathematically, as a partial
differential equation, it has strong nonlinearity. Physically, the Cahn–Hilliard equation is
fundamentally related to the thermodynamics of the polymer blends, and this relationship
is reflected in the Gibbs free energy of the mixing function.
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In the case of polymer blends, the most common choice is the Cahn–Hilliard model,
which is a remarkably simple and powerful equation, so that a wealth of supporting data
can be found from the literature.

∂c
∂t

+ u · ∇c = D∇2µ (31)

where c is the composition of the fluid, u is the velocity of the flow field, D is a diffusion
coefficient of the m2/s unit, µ = c3 − c− γ∇2c is the chemical potential at that location,
and
√

γ is the thickness of the two-phase transition region (interface).
Later, Cook et al. [37] further modified the Cahn–Hilliard equation by adding a thermal

noise term, ξ, thus making the equation thermodynamically more complete and presenting
the well-known Cahn–Hilliard–Cook equation, namely:

∂c
∂t

+∇ · (uc) = D∇2µ + ξ (32)

where ξ satisfies the fluctuation dissipation theorem.

〈ξ(r, t)〉 = 0 (33)
〈
ξ(r, t)ξ

(
r′, t′

)〉
= 2kBTD∇2δ

(
r− r′

)
δ
(
t′ − t

)
(34)

Although a thermal noise term is added to the equation, the thermal noise only plays
an important role in the initial stage of phase separation and has a negligible role in the
evolution of the dispersed phase morphology after complete phase separation.

The flux ji of species i can be written as

ji = −∑
j

Mij∇µj (35)

To obtain the transport equation for species i, the continuity equation is applied:

∂φi
∂t

+∇ · ji = 0 (36)

where t denotes time. For an N component system, typically, N − 1 transport equations
are defined, and φN for the last component is inferred from a material balance equa-
tion ∑

i
φi = 1, where φi is the volume fraction of species i. For a binary system with

components 1 and 2, the transport equation for species i can then be written as:

∂φ1

∂t
= ∇ · (M12∇µ12) (37)

An expression for the chemical-potential difference, µij, can be obtained by consider-
ing the generalized N-component Landau–Ginzburg free-energy functional equation for
inhomogeneous systems enclosed within a dimensionless volume.

µ12 =
∂gm

∂φ1
− κ∇2φ1 (38)

Prusty and Keestra et al. [38] used a diffusion interface model based on Cahn–
Hilliard theory to study the internal structural evolution of poly(methyl methacrylate)
(PMMA)/poly(styrene-co-acrylonitrile) (SAN)28 blends and compared it with small-angle
scattering (SALS) experiments. The simulation results showed that the coarsening kinetics
are mainly dominated by the flow when the capillary number exceeds 10.

Kohler and Krekhov et al. [39], on the other hand, discussed the dynamic critical
properties of PDMS/PEMS blends in the framework of the generalized Cahn–Hilliard
model and examined the formation process of internal structures in the presence of an
inhomogeneous spatial distribution of temperature and found that when the temperature
of the spatially periodic temperature field changes by more than a critical value, the process
of coarsening will be blocked.

Keestra and Goossens et al. [40] used a diffusion interface model based on Cahn–
Hilliard theory to simulate and study the phase morphology of the PMMA/SAN blends
under a flat plate shear flow field with increasing shear intensity, and the results ob-
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tained were consistent with those of optical microscopy and small-angle light scattering
(SALS) experiments.

Parsa and Ghiass et al. [41] developed a kinetic model for the phase separation process
of polystyrene/polyvinyl methyl ether blends based on the nonlinear Cahn–Hilliard theory,
identified a variety of dispersed phase morphologies such as droplets and rods, and re-
vealed that the initial component concentration of the polymer blends and temperature dis-
tribution were the main controlling factors of phase separation and morphology evolution.

Carolan and Chong et al. [42] implemented the Cahn–Hilliard model in the open-
source computational fluid dynamics software library OpenFOAM and investigated
the “sea-island “ droplets structure and co-continuous structure during processing, re-
vealing that the initial concentration of the two phases has a decisive role in the final
phase morphology.

Tabatabaieyazdi and Chan et al. [43] coupled the nonlinear Cahn–Hilliard model
with Flory-Huggins-de-Gennes to simulate surface-oriented phase separation phenomena
in binary polymer blends and investigated, for the first time, the different temperature
gradients on the surface enrichment rate.

In recent years, the development of the Cahn–Hilliard model in immiscible polymer
blends showed a trend in integration with the Doi–Ohta model [44,45]. By extracting
new coarse-grained variables, microstructural models on different levels were coupled.
Through this coarse-grained method, the morphology evolution of polymer blends could
be studied from the thermodynamic perspective.

3.3. Lattice Boltzmann Method

A major advantage of the Lattice Boltzmann method is its ability to serve as a solver
for conservation equations, such as the Navier–Stokes equation describing holonomic
flow; at the same time, its mesoscopic nature provides a viable way to incorporate the
microscopic dynamics of forming liquid–liquid interfaces and liquid–solid interfaces. In
the last two decades, several multiphase models have been developed in the LBM research
community. The first is the Rothman–Keller (RK) LB model, proposed by Gunstensen et al.
in 1991, based on Rothman and Keller’s lattice gas (cellular-automaton) model [46], which
uses a color gradient to achieve phase separation and model the interaction forces at the
multiphase interface [47]. The second one is the pseudo-potential model proposed by
Shan and Chen [48], which considers nonlocal inter-particle interactions by introducing
a pseudo-potential. Another is the free energy model proposed by Swift [49], which
proposes a generalized equilibrium state distribution function for a non-ideal pressure
tensor, thus introducing multiphase interactions directly into the collision process of the
distribution function. Another one is the mean field LB model proposed by He et al. [50]
for incompressible multiphases, with suitable external force terms near the interface.

Among the above-mentioned models, the Shan–Chen pseudo-potential multiphase
flow model is, to the best of the authors’ knowledge, the most widely used multiphase
flow lattice Boltzmann model because it has the advantages of simplicity of approach and
generality. Its basic idea is to use the pseudo-potential (also often called effective mass)
to reflect the microscopic intermolecular forces on a mesoscopic scale. This automatic
phase separation mechanism is an attractive feature of the pseudo-potential model because
the two-phase interface is no longer a mathematical boundary and no longer requires
any explicit interface tracing or interface capture techniques. Because of its remarkable
computational efficiency and clear picture of the underlying microphysics, the Shan–Chen
pseudo-potential multiphase model has become a promising technique for simulating and
studying polymer blends.

Taking the most widely used single relaxation time LBM-BGK as an example, its
distribution function evolution equation is

fσ,α(x + ceα∆t, t + ∆t)− fσ,α(x, t)
= − 1

τσ,α

(
fσ,α(x, t)− f eq

σ,α(x, t)
)
+ Fσ,α(x, t)

(39)
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where f σ ,α(x,t) is the probability of finding a fluid particle of component σ at position x and
time t with the discrete velocity eα.

To introduce nonlocal interactions between particles, Shan and Chen defined the force
on a particle with component σ at spatial position x from a particle of component σ at
spatial position x′ as

F
(
x, x′

)
= −G

(∣∣x− x′
∣∣)ψσ(x)ψσ

(
x′
)(

x′ − x
)

(40)

where G is a symmetric Green’s function, and ψ is an effective mass that depends on the
local density of the components. The inter-particle force separates the different phases
automatically, as illustrated in Figure 5.
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The force defined in Equation (40), along the vector between the two lattice positions,
satisfies Newton’s third law while the global conservation of momentum is maintained [51].

As shown in Figure 5 above, the combined force on the particle at position x is the
sum of the forces acting on it by all neighboring particles.

F(x) = −ψ(x)∑ G
(∣∣x− x′

∣∣)ψ
(
x′
)(

x′ − x
)

(41)

In the lattice space system, if we consider N neighboring particles interacting with
the particle at the current position x and let G(|eα|) be just a function of |eα|, i.e., the
interaction between the particles is isotropic, then the interaction force F(x) can be further
expressed as:

Fσσ(x) = −gσσψσ(x)c2
s

N

∑
α=1

w
(
|eα|2

)
ψ(x+eα)eα (42)

where gσσ is the interaction strength between component σ and σ and is linked to the
thickness of the interface, and w(|eα|2) is the weight that is used to calculate the isotropic
interaction force.

Macroscopic density ρσ and momentum ρσuσ are defined as the zeroth and first-order
moment of the distribution function:

ρσ = ∑
i

fσ,i

ρσuσ = ∑
i

ei fσ,i
(43)

In addition, in the Shan–Chen pseudo-potential model, the macroscopic velocity of
the flow field as a whole is redefined as the average of the velocities before and after the
collision, i.e.:

ρu = ∑
σ

ρσuσ + δt∑
σ

Fσ/2 (44)
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By performing the Taylor expansion of Equation (39) to the second-order by Chapman–
Enskog analysis, the continuity equation for each component can be obtained as follows:

∂ρσ

∂t
+∇ · (ρσu) = −∇ · jσ (45)

Additionally, the continuity equation within the entire flow field is as follows:

∂ρ

∂t
+∇ · (ρu) = 0 (46)

where jσ = ρσ(uσ − u) is the diffusive mass flux of component σ. By the same analysis
method, the momentum equation for the entire flow field can also be obtained from
Equation (39), when the macroscopic viscosity of the fluid can be written as:

vσ =
1

dim + 2

(
∑
σ

ρσ

ρ
τσ −

1
2

)
(47)

The above analysis demonstrates that the pseudo-potential mode of LBM is equivalent
to the Navier–Stokes equations of multiphase flow with second-order accuracy.

The comparison of the mesoscale methods for droplet morphology evolution is ar-
ranged in Table 1 for the future choice of the reader according to different fitness.

Table 1. Comparison of three droplet morphology evolution models.

Ellipsoid Models Phase Field Models LBM

Morphology ellipsoid arbitrary arbitrary

Interface tracking
√ × ×

Interface type sharp diffuse diffuse

Flow filed inside drops × √ √

Physical domain size large medium small

Source of model parameters physical properties first-principles calculations physical properties

Solving method implicit implicit explicit

Computation cost low medium high

External field incorporation × √ √

Phase transition incorporation × √ √

4. Macroscopic Mold-Filling Flow Simulation

The mold-filing flow of the polymer melt is a non-Newtonian, non-isothermal, and
unsteady process with moving free-surface. This complex process is governed by conser-
vation laws and the constitutive equation, and the simulation of mold-filling flow is, in
essence, to solve the governing equations numerically.

Mass:
∂ρ

∂t
+ ρ∇ · u + u · ∇ρ = 0 (48)

Momentum:
∂(ρu)

∂t
+∇ · (ρuu) = −∇P +∇ · (η∇u) + ρf (49)

Energy:

ρcp
∂T
∂t

+∇ · (ρTu) = ∇ · (λ∇T) + Φ (50)

where u, P, and T are the velocity, pressure, and temperature of the mold-filling flow;
f is the external force field; ρ, η, cp, and λ are the density, viscosity, specific heat, and heat
conductivity of the polymer melt; Φ is the heat dissipation.

The simulation of the mold-filling flow of polymer melt during injection molding
has undergone a tortuous development process from 1D, 2D, 2.5D to 3D. Among them,
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the research on one-dimensional flow simulation started in the 1960s, and the simulation
objects were mainly round tubes with simple geometry or rectangular or centrally cast
discs [11–16]. Williams et al. [2,17] conducted an exhaustive study of the circular tube flow
of plastic melts. 1D flow analysis can obtain the pressure and temperature distribution of
the melt. The calculation is fast, and the location of the flow front is easy to determine, but
it is limited to simple and regular geometry, which is difficult to adapt to the actual needs
of production.

Since plastic injection molded products are generally thin-walled structures, the
dimensions in the thickness direction are much smaller than the overall dimensions of
the product, and the longer molecular chain structure of the plastic melt leads to strong
viscosity, with inertia forces much smaller than the viscous shear stress. Hieber et al. [19–22]
extended the flow model of the Hele–Shaw assumption [52,53] to the two-dimensional
flow of polymer melt. The Hele–Shaw model neglects the inertia and gapwise velocity
components for polymer melt flow in thin cavities. The flow-governing equations are
simplified into a single Poisson equation based on these assumptions.

Simplified Momentum Equation:

∂P
∂x

=
∂

∂z
(η

∂vx

∂z
) (51)

∂P
∂y

=
∂

∂z
(η

∂vy

∂z
) (52)

∂P
∂z

= 0 (53)

Simplified Energy Equation:

ρCP(
∂T
∂t

+ vx
∂T
∂x

+ vy
∂T
∂y

) = η
.
γ

2
+ k

∂2T
∂z2 (54)

The mathematical model proposed by Hieber et al. is more in line with the actual
situation of plastic injection molding and takes into account the possibility of implementing
numerical calculations, so it is followed by many researchers [18,23–25].

The 2.5D flow simulation is an approximate 3D simulation method that goes through
two stages: a mid-plane model and a surface model. Although both theoretical and
application examples have demonstrated that the mid-plane model can accurately simulate
the filling flow of polymer melt, it is often difficult to extract the mid-plane from the
product, which, in turn, leads to secondary modeling problems in CAE software.

In order to solve the problem of secondary modeling of the mid-surface model, the
surface model based on solid technology (surface technology), which preserves all the
advantages of the mid-surface model, the two-sided analysis model comes out. The first
integrated mathematical model of the surface model was presented by Zhou et al. [14,32,33].
At present, the surface model has already become the mainstream model of injection
molding simulation and is widely used in commercial CAE systems [34–41].

With the development of industrial technology, the shape of plastic parts is becoming
more and more complex, and wall thickness inhomogeneity is becoming more and more
prominent. The limitations of the mid-plane model and the surface model are becoming
increasingly obvious. In recent years, the accelerating speed of computers and the con-
tinuous progress of numerical analysis technology have laid a solid foundation for the
application of three-dimensional modeling and simulation.

Chang [27] et al. presented an implicit finite volume approach to simulate three-
dimensional mold filling. This method can more accurately predict the critical three-
dimensional phenomena encountered during mold filling than the existing Hele–Shaw
analysis model. It has been proven to be a highly effective and flexible tool for simulating
mold-filling problems.

Kim [28] et al. used mixed interpolation cells of velocity and pressure and simulta-
neous interpolation cells to simulate velocity and pressure fields during the mold-filling
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process, respectively, and concluded that the numerical efficiency of simultaneous interpo-
lation is higher.

Hetu [14] et al. used mini cells to solve the instability problem of velocity and pres-
sure and the Lesaint-Raviart method to eliminate the numerical oscillations caused by
convective terms.

Pichelin et al. [29,30] used hybrid cells and the explicit Taylor–Galerkin intermittent
finite element method to simulate the mold-filling process, and a fountain effect at the flow
front was observed.

Li, Q. et al. simulated melt filling and primary gas penetration in a gas-assisted
injection molding (GAIM) process using finite volume and domain extension methods with
SIMPLEC technology, and the CLSVOF (coupled level set and volume of fluid) method
was employed to capture the moving interfaces [54].

Vietri, U. et al. improved the predictions of the description of pressure profiles by
introducing the effect of pressure on viscosity and the effect of cavity deformation during
molding [55].

He, L. et al. investigated the three-dimensional (3D) injection molding flow of short
fiber-reinforced polymer composites using a smoothed particle hydrodynamics (SPH)
simulation method [56].

Liang, J. et al. improved the numerical stability of 3D FVM simulation in plastic injec-
tion molding by proposing a novel and robust interpolation scheme for face pressure [57].

Xu, X.Y. et al. enhanced the accuracy, stability, and boundary treatment of the
smoothed particle hydrodynamics (SPH) method and investigated the injection mold-
ing process of polymer melt based on a generalized Newtonian fluid model [58].

Liu, Q.S. et al. integrated the Rolie–Poly constitutive equation with the continuity,
momentum, and level set equations to investigate the role of viscoelasticity of polymer
melt during injection mold filling [59].

In summary, the main differences among the three mainstream models of mold-filing
flow of polymer melt were compared in several areas, as shown in Table 2.

Table 2. Differences among three models.

Mid-Plane Model Surface Model Solid Model

Thin-wall laminar flow assumptions
√ √ ×

Incompressibility assumption
√ √ √

Inertia and volume forces × × ×
Heat transfer in direction of flow

√ √ ×
Internal heat source items × × ×

Constant physical parameters
√ √ √

Planar-shaped flow front
√ √ ×

Grid size small medium large

Algorithm complexity simple complex more complex

Calculation time short ordinary long

5. Scale-Bridging Strategies

Since there are two ways to describe fluid flows, namely, the Lagrangian description
and the Eulerian description, accordingly, the scale-bridging strategies of multiscale simula-
tion of injection molding of polymer blends can be roughly divided into the particle-based
scale-bridging method and parameter-based method, which are used with the macroscale
mold-filling flow simulation of the two descriptions separately.
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5.1. Parameter-Based Methods

For the Eulerian description of fluid dynamics, the physical parameters in the gov-
erning equations of the mold-filling flow consist of single-valued conditions. Other than
measurements from experiments in conventional ways, these macroscopic physical param-
eters can be determined from the microscale molecule conformation or mesoscale blend
morphology of polymers. With the physical parameters as a bridge, the simulations are
coupled on macroscopic and mesoscopic or mesoscopic scales.

Based on the ellipsoidal description of droplets, Yu, W. and C. Zhou [60] proposed
a rheological constitutive equation for an immiscible polymer blend by adding the con-
tribution of the interfacial stresses to the Newtonian stresses resulting from components.

τ = 2ηmeA + 2(ηd − ηm)φe− Γφ

Lc

(
A

trA
− 1

3
δ

)
(55)

where A is the area tensor, converted from the ellipsoid morphology tensor G.
The explicit expression of Equation (55) is very simple, and it is straightforward to

bridge the mesoscale blend morphology and macroscale mold-filling process. However,
its drawbacks are just as obvious and have been figured out in the literature [61,62]. First
of all, the effect of droplet breakup or coalescence on stress is not included in this model,
let alone in the case where the ellipsoidal description fails. What is worse, integrating the
viscoelasticity of the polymers into the constitutive model of polymer blends based on the
ellipsoid description is tough work. Therefore, it is reasonable to develop the rheological
model of polymer blends from the molecular physics of polymers.

The simplest physics model for polymeric fluids is the bead-spring model [63], where
a polymer molecule is highly coarse-grained into a pair of beads connected by a spring, as
depicted in Figure 6. In spite of its extreme simplicity, the bead-spring model is able
to reproduce some complex rheological phenomenon of polymers, such as shearing-
thinning [64,65], shear-thickening [66,67], and viscoelasticity [68,69].
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However, due to some missing structure details of polymer molecules, it is almost
impossible for the bead-spring model to deal with the entanglement of polymer melts,
which is inevitable in the processing of polymers.

Molecular models of the dynamics of polymer melts and, more generally, dense
polymer solutions began with the famed reptation theory by Gennes [70] and the tube
model by Doi and Edwards [71]. Unlike the molecular simulations of small molecule fluids,
such as water, the most difficult aspect of the molecular simulations of polymers is the
handling of the entanglement problem between molecular chains. Inspired by the notion
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of reptation and tubes, proposed by Gennes and Doi and Edwards, subsequent research
has developed a series of rheological models for polymer melts.

Likhtman, A.E. and R.S. Graham have demonstrated that the molecular tube theory
can also provide a route to constructing a family of very simple differential constitutive
equations for linear polymers [72], just like the widely-used Giesekus, PTT, Larson, or
pom–pom equations.

Hua, C.C. and J.D. Schieber extended the original (mean-field) tube model to realistic
two or three-dimensional (3D) multichain situations and proposed the so-called slip-link
model [73], where the polymer entanglement was considered as a pair of slip links, together
with the repetitive movement of the probe chain along the primitive path. This idea was
followed by many succeeding scholars.

For instance, considering that the polymer melt always undergoes entanglement and
crystallization, Andreev, M. and G.C. Rutledge recently introduced two new parameters,
which are functions of the degree of crystallinity, to modify the slip-link model [74]. The
model was validated using experimental datasets for isotactic polypropylene.

Taletskiy implemented the discretization of the slip-link model through a rigorous
mathematical derivation and gave its computational algorithm, optimized especially for
coarse-grained simulations, clearing the way for future industrial applications [75].

Becerra, D. et al. constructed a hierarchy of strongly connected models for discrete
slip-link theory and presented the method of determining the values of the four parameters
of the discrete slip-link model, especially the friction parameter from the first principles of
simulation [76].

During the past two decades, the slip-link model has achieved noticeable success
and progress; however, its limitations cannot be ignored. The slip-link model is largely
applicable to linear polymers but fails to capture the complex rheology of star, branched,
or crosslinked polymers.

To overcome this drawback, Masubuchi, Y. et al. developed the PCN model [77].
Polymer chains were coarse-grained at a level of entanglement molecular weight, and the
entangled network of polymers was represented in a (3D) real space. Using the PCN model,
the viscosity of bidisperse polystyrene melts [78], block copolymers [79], star polymers [80],
branched polymers [79], and uncrosslinked and crosslinked polymers [81] was studied for
both shear and elongational flow fields, in agreement with both the experimental data and
the conventional phenomenological constitutive model [82].

After years of development and maintenance, the PCN model was incorporated into
the commercial simulator NAPLES and then as a package of the software J-OCTA for
multiscale simulation of polymer processing [83].

More recently, Huang, L.H. et al. proposed a multiscale computer simulation scheme
to investigate the stress-morphology coupling of a Nylon 6/ACM blend under processing
conditions in a real extruder [84]. The composition–stress–morphology relationship of the
polymer blends was crucial for processing and was revealed by a large-scale rheological
simulator (NAPLES) without recruiting any freely adjustable parameters. Although this
research was aimed at the extrusion of polymers, the proposed strategy was universal and
is a promising tool for the analysis of injection molding of polymer blends.

On the other hand, deep learning technology is developing rapidly and has brought
revolutionary advances in the engineering and science of polymers [85]. Unlike the phe-
nomenological approach, which obtains the parameters of the constitutive model from
experiments, or the numerical approach, which obtains the stress response of polymers
through simulation, deep learning techniques provide fuzzy prediction on the rheology of
polymers through ever-richer datasets and more rational deep learning algorithms.

Tran, H.D. et al. [86] succeeded in predicting dozens of polymer properties, appro-
priate for a range of applications, using the web-based machine-learning capability of
Polymer Genome.
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Alqahtani, A.S. [87] developed a novel model to predict the viscosity of HPAM
polymers by combining fundamental, physical models and machine learning methods,
with a great agreement with the measurement of the ARES G2 rheometer.

To the authors’ knowledge, currently, there is a lack of studies on the rheology of
polymer blends using deep learning techniques; the authors suggest that the application of
image analysis methods to establish the correlation between the morphology and rheology
of polymer blends is a feasible direction.

Although deep learning techniques have recently made many valuable explorations in
polymer research, they still face several problems and challenges, such as the need for more
datasets to train the models; the underlying algorithms of deep learning still need further
optimization, and there is the need to get rid of reliance on existing constitutive models.
However, it is undeniable that the use of deep learning techniques for the processing of
polymers will be a future trend [88].

5.2. Particle-Based Methods

In the mold-filling flow of polymer blends, the immersed droplets also drift with the
flow rather than being fixed at certain points. The droplet shape is not only decided by
the local flow field but also depends on the history of the flow force exerted on it [2]. The
Lagrangian description is more direct and has an inherent advantage over the Eulerian
description in coupling macroscopic flow field simulation with the mesoscopic polymer
blend morphology simulation.

Since the SPH method was established in 1977 by Lucy [89], Gingold, and Mon-
aghan [90], it has become an alternative to the conventional FDM, FEM, and FVM methods
in simulating the injection molding of polymers [3,58,91].

In the SPH method, the polymer blend melt is made of a large number of virtual fluid
particles, the motion of which is obtained by integrating Newton’s second law. Take the
flow around a column as an example. As shown in Figure 7, each fluid particle contains
a given number of droplets that move inside the particles. While the motion of the fluid
particles is simulated using the SPH method, the history of the flow field force on the
droplets inside the fluid particles is determined, and then the morphology evolution of the
polymer blends during the flow is obtained. In turn, the morphology of the fluid particles
contributes to the SPH simulation of the particles’ motion.
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Because of the mesh-free discreteness characteristics of the SPH method, the SPH
method can be coupled with whatever micro- or mesoscopic models of the polymers inside
the fluid particles.

Murashima, T. et al. integrated molecular dynamics [92] and the coarse-grained
dumbbell model [93] with the SPH method to investigate polymeric flow, taking into
account the memory effect of polymers.

Likewise, Sato, T. et al. employed the well-known slip-link model inside fluid particles
to study entanglement dynamics at the microscopic level [94].

Lee, J. et al. [95] exploited the fact that both SPH and LBM have good parallel comput-
ing properties and utilized the LBM inside the fluid particles to simulate the turbulent flow
of polymers, the computational cost of which is usually very high.

Recently, Deng et al. [5] integrated the Eulerian model of mold-filling flow and the
Lagrangian droplet trajectory tracking method for injection molding of immiscible polymer
blends. As shown in Figure 8, different patterns of morphology evolution of the droplets,
along their trajectories, were successfully simulated.
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In theory, the particle-based scale-bridging method is more suitable for the simulation
of polymeric flow for the unique memory effect of polymers. However, the Lagrangian
macroscopic simulation of the mold-filling flow of polymer melt has many drawbacks
and is not as mature as the conventional Eulerian methods. Firstly, it is more difficult
to prescribe boundary conditions in SPH than other mesh-based methods; secondly, the
computational overhead of the SPH method is remarkably larger, reducing the overall
efficiency of the multiscale simulation; furthermore, as the mold-filling flow is a convection-
dominant process and the SPH method is explicit, the problem of numerical stability must
be observed.

6. Outlook and Summary

The development of polymer blend products necessitates an in-depth understanding
of the processes at different time and length scales during injection molding. This need has
greatly promoted the advance in theoretical and numerical methods to model and simulate
the inherent hierarchical phenomena in polymer blends. The present review attempts
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to survey the state-of-the-art of various multiscale simulation approaches as applied to
polymer blends.

On the macroscopic scale, simulation of the plastic injection molding filling process is
a comprehensive technology based on theories and techniques related to many disciplines,
and this involves a wide range of research topics. Although fruitful achievements and
progress have been made in academia, there are still some areas needing improvement
and refinement:

• Polymer melts are mostly viscoelastic fluids. Although the generalized Newtonian
fluid model has been able to accurately simulate the filling flow process in most
cases, for some products with high requirements on mechanical properties, optical
properties, or geometric accuracy, the residual stress caused by viscoelasticity during
the filling and packing process is often not negligible. Therefore, how to establish a
stable and efficient method for solving the viscoelastic flow solution for the actual
product forming process is also an important topic worth studying.

• The energy equation of the filling flow process is significantly convection-dominant,
and the boundedness of the discrete scheme of the convection term in the equation has
an important impact on the accuracy and stability of the whole filling flow simulation.
Therefore, it is necessary to study the discrete scheme of the convection diffusion
equation with high accuracy under an unstructured grid to satisfy the boundedness.

• In the simulation of the mold-filling flow process, the solution of the algebraic equa-
tion system occupies most of the computational time, among which the solution
of the velocity-pressure coupled algebraic equation system takes the most time.
Therefore, for the research and development of efficient solution methods for the
velocity-pressure-coupled algebraic equation system, shortening the process is also an
important part of the next work.

On the mesoscopic scale, some preliminary work has been done for the morphology
evolution of individual droplets in simple shear or tensile flow fields, but much remains to
be explored and studied with respect to the microstructure evolution inside the blends in
more complex injection molding processes:

• When the fraction of the blends exceeds a certain range (greater than about 40%), the
dispersed phase no longer exists in the form of isolated droplets, and the simulation
algorithm based on the ellipsoidal assumption becomes invalid and other morphology
models could be considered, such as the interfacial tensor model.

• Most current models of droplet morphology evolution are limited to Newtonian fluids
due to the non-uniformity and strong nonlinearity of the viscoelastic constitutive
equations. However, the elasticity of the polymer melt has a significant effect on
the evolution of droplet morphology, so the role of component elasticity on phase
morphology should be considered, for example, by introducing empirical parameters
into the models.

• The evolution equation of droplet size distribution is an important way to parameter-
ize the microstructure of the blend. However, the current evolution models are still
based on the ellipsoidal droplet assumption, which cannot characterize the complex
morphology of the dispersed phase, so there is a need to establish the evolution equa-
tions of the dispersed phase distribution based on the tensor form or the component
concentration form in the future.

In terms of macroscopic and mesoscopic scale bridging, particle-based scale coupling
methods have been increasingly focused on and applied due to the unsteady flow of the
injection molding process and the complex molecular structure of polymers, but there are
still some key issues to be studied and solved:

• Compared with traditional Eulerian methods, such as the finite volume method and
the finite element method, the SPH method, based on the Lagrangian description,
has the natural advantage of automatically recording polymer history in simulating
polymer melt flow; however, poor numerical stability, high computational cost, and
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difficulty in boundary handling confine its further application in simulating polymer
processing, which needs to be addressed in the future.

• The rheological constitutive relationship of polymers is the key to realizing the cou-
pling between macroscopic and mesoscopic scales; however, it is not easy to establish
the constitutive relationship of polymer blends in traditional equation form. It is a
promising alternative to use the current data-driven modeling method based on deep
learning to propose the constitutive relationship of polymer blends.

• Since the size of the dispersed phase droplets in the blend is very small and their num-
ber is very large, simulating the morphological evolution of the entire dispersed phase
during the mold-filling flow is still unaffordable under current computing power, so
it is necessary to investigate the use of parallel computing and GPU accelerometers
to increase the efficiency of the simulation and the use of multidimensional fractal
theory for the parametric description of dispersed phase morphology.

For injection molding of polymer blends, developing multiscale modeling and simula-
tion methods could lead to the design of products simultaneously, on many scales, instead
of trial-and-error experimentations. Although it will not be easy in the forthcoming years,
it undeniably represents the remarkable value of the future of polymer science.
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Abbreviations
ηm polymer viscosity of matrix
ηd polymer viscosity of droplet
γ shear rate
Γ interfacial tension
R droplet radius
D0 droplet diameter
Ca capillary number
Cacrit critical capillary number
p viscosity radio
G ellipsoid droplet tensor
L velocity gradient tensor
Df droplet deformability
L major axis of droplet
B minor axis of droplet
W width of droplet
θ orientation angle of droplet
τr surface-tension relaxation time
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eij deformation rate tensor
wij vorticity tensor
f 1 MM model parameter
f 2 MM model parameter
k* simplified capillary number
d diameter of the split sub-droplet
d* critical diameter of fiber breakup
tb time required for droplet breakup
Nd total number of droplets of volume V
Xm main wave number
pcoll collision probability
tloc local residence time
pexp liquid film discharge probability
hc critical thickness of the liquid film for breakup
Deq diameter at equilibrium
D0

eq diameter at zero component
R* radii of droplets after coalescence
nk number of droplets of volume kV1
C(i, j) coalescence coagulation kernel
F(i) overall breakup frequency
nf (i) number of fragments formed at breakup of a droplet of volume iV1
ω(i, j) probability that a fragment formed by the breakup of a droplet of volume jV1 will

have volume iV1
ηαp apparent viscosity of the blend
EDK volume energy
R0 droplet radius for φ = 0
tB* dimensionless breakup time
Rc critical value for breakup
R* ratio of R and Rc
D diffusion coefficient
µ chemical potential
c concentration of the fluid
ξ thermal noise
f σ,α(x,t) particle probability distribution function
eα discrete particle velocity
G(|eα|) interaction function of pseudo-potential lattice Boltzmann method
gσσ interaction constant
w(|eα|2) weight function of LBM
ρ density
u velocity
P pressure
T temperature
cp specific heat
λ heat conductivity
η viscosity
A area tensor
dim dimension
vσ kinematic viscosity of component σ
ρσ density of component σ
τσ relaxation time of component σ
jσ momentum flux of component σ
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Abstract: This work presents a semi-analytical method for laminar steady-state channel and pipe
flows of viscoelastic fluids using the Linear Phan-Thien-Tanner (LPTT) constitutive equation, with
solvent viscosity contribution. For the semi-analytical method validation, it compares its results
and two analytical solutions: the Oldroyd-B model and the simplified LPTT model (without solvent
viscosity contribution). The results adopted different values of the dimensionless parameters, showing
their influence on the viscoelastic fluid flow. The results include the distribution of the streamwise
velocity component and the extra-stress tensor components in the wall-normal direction. In order to
investigate the proposed semi-analytical method, different solutions were obtained, both for channel
and pipe flows, considering different values of Reynolds number, solvent viscosity contribution in
the homogeneous mixture, elongational parameter, shear parameter, and Weissenberg number. The
results show that the proposed semi-analytical method can find a laminar solution using the non-
Newtonian LPTT model with solvent viscosity contribution and verify the effect of the parameters in
the resulting flow field.

Keywords: Phan-Thien-Tanner constitutive equation; semi-analytical method; solvent viscosity
contribution; pipe flow; channel flow

1. Introduction

Due to the use of viscoelastic fluids in some industries, there is interest in obtaining an
analytical solution of constitutive models that describe the behaviour of this type of fluid
flow. Several researchers have investigated the analytical solutions of many constitutive
models, such as the Oldroyd-B, Giesekus, FENE, and PTT models. Investigations of non-
Newtonian fluid flow with heat transfer is also an interesting phenomena [1,2]. Hulsen [3]
presented the analytical solution of the Leonov and Giesekus models and some properties
such as tensor restrictions and the possibility of arising instabilities due to numerical
approximation errors.

An exact solution for tube and slit flows of a FENE-P fluid was found by [4]. Yoo and
Choi [5] and Schleiniger and Weinacht [6] present solutions for pipe and channel flows of
the Giesekus model for Poiseuille flow. With the same model, Raisi et al. [7] obtained the
solution for the Couette-Poiseuille flow. Hayat et al. [8] derived the exact solution for the
Oldroyd-B model applied to five different flow problems, and Hayat et al. [9] presented
the exact solution of this same model to six different problems of unsteady flow.

More recently, Tomé et al. [10] presented a way to obtain the analytical solution for
the Giesekus model (based on [6]), with the pressure gradient being calculated numerically
and considering β = 0. Furlan et al. [11] studied an analytical solution of the Giesekus
model without restrictions on the model parameters.
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There are several studies in the literature in which the analytical solution for the LPTT
model is obtained. For the simplified LPTT model, the solutions are presented in [12–15]
and the solution for the LPTT model for purely polymeric fluid flow without simplifications
is presented in Alves et al. [16]. There is a simplification of the LPTT model equations
in the solutions referenced above: the parameter ξ = 0 in the LPTT model or the solvent
contribution is considered zero in the homogeneous mixture.

The present work shows a semi-analytical method to obtain the flow variables when
using the LPTT viscoelastic fluid model for channel and pipe flow without simplifications
and considering a solvent contribution in the homogeneous mixture. Channel flow is
referred to as the two-dimensional flow between two parallel plates. The proposed method
is valid for laminar flow.

The paper is organized as follows. Section 2 presents the governing equations and the
mathematical manipulations needed to obtain the semi-analytical method for the LPTT
fluid flow with a solvent contribution in the homogeneous mixture; the results obtained
using the method proposed are presented in Section 3. The main conclusions are presented
in Section 4.

2. Mathematical Formulation

The Phan-Thien-Tanner (PTT) constitutive equation was derived from Phan-Thien
and Tanner [17] work. The viscoelastic fluid model considered in this analysis is governed
by its dimensional form given by:

f
(
tr(T)

)
T + λ

(
∂T
∂t

+∇ · (uT)− (∇u− ξD) · T− T · (∇u− ξD)T
)
= 2ηpD, (1)

where u denotes the velocity field, t is the time, T and D are the extra-stress and deformation-
rate tensors, respectively, λ is the fluid relaxation time, ηp is the polymer viscosity, and
ξ is a positive parameter of the PTT model connected with the shear stress behaviour of
the fluid.

The function f
(
tr(T)

)
depends on the trace of extra-stress tensor T and determines

the form of the PTT model [18]:

(i) Linear: f (tr(T)) = 1 +
λε

ηp
tr(T),

(ii) Quadratic: f (tr(T)) = 1 +
λε

ηp
tr(T) +

1
2

(
λε

ηp
tr(T)

)2
,

(iii) Exponential: f (tr(T)) = exp
(

λε

ηp
tr(T)

)
.

The linear form was the original form proposed by Phan-Thien and Tanner [17], and
it was used for the PTT model in this work, also called the LPTT model. The parameter ε
in the function f (tr(T)) is related to the elongational behaviour of the fluid, precluding
an infinite elongational viscosity in a simple stretching flow as it would occur for an
upper-convected Maxwell model (UCM), in which ε = 0 [13].

It is considered a fully developed flow for two-dimensional channel and axisymmetric
pipe flow (Figure 1). The flow is considered incompressible and isothermal, without the
influences of external forces. Furthermore, it is used a compact notation [16,19] with index
j = 0 for channel flow or j = 1 for pipe flow.

In the fully developed flows analyzed here (parallel flow), the velocity and extra-
stress tensor components are function of the cross-stream coordinate (y or r), the pressure
gradient in the streamwise direction Px is constant and the continuity equation implies a
zero transverse velocity component (v = 0).
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Figure 1. Poiseuille planar channel (a), and Poiseuille pipe (b) flows.

With the adopted formulation, the x-momentum equation does not change with the
non-Newtonian constitutive model and can be integrated to give

− Px
y
2j +

β

Re
du(y)

dy
+ Txy(y) = 0. (2)

The constitutive equation for each extra-stress tensor component, giving the assump-
tion of parallel flow, can be simplified to the following set of expressions

(
1 +

εReWi
(1− β)

(
Txx(y) + Tyy(y)

))
Txx(y) = 2Wi

(
1− ξ

2

)
Txy(y)

du(y)
dy

, (3)

(
1 +

εReWi
(1− β)

(
Txx(y) + Tyy(y)

))
Txy(y) =

(1− β)

Re
du(y)

dy
+

−Wi
(

ξ

2
Txx(y)

du(y)
dy

−
(

1− ξ

2

)
Tyy(y)

du(y)
dy

)
,

(4)

(
1 +

εReWi
(1− β)

(
Txx(y) + Tyy(y)

))
Tyy(y) = −WiξTxy(y)

du(y)
dy

. (5)

The system of Equations (2)–(5) is in dimensionless form where the dimensionless
parameters Re = ρUL

η0
and Wi = λU

L denote the Reynolds and Weissenberg numbers,
respectively. The Reynolds number is based in total shear viscosity η0, and η0 = ηs + ηp
where ηs and ηp represent the Newtonian solvent and polymeric viscosities, respectively,
and ρ is the fluid density, U is the velocity scale and L is the channel (or pipe) half-width.
The amount of Newtonian solvent is controlled by the dimensionless solvent viscosity
coefficient, parameter β = ηs

η0
. In Weissenberg number the λ parameter is the relaxation-

time of the fluid.
Dividing Equation (3) by Equation (5), the relation between the extra-stress tensor

components Txx(y) and Tyy(y), can be obtained:

Tyy(y) =
ξTxx(y)
−2 + ξ

. (6)

From Equation (2) it can be obtained:

du(y)
dy

= −Re(Txy(y)− 2−jPxy)
β

. (7)

Substituting Equations (6) and (7) in Equation (3) and solving the resulting equation
for the tensor component Txx(y), it can be obtained:

Txx(y) = −
(
(−1 + β)(−2 + ξ)

4εReWi(−1 + ξ)

)(
− 1±

(
1− 23−jεRe2Txy(y)Wi2×

×
(
2jTxy(y)− Pxy

)
(−1 + ξ)

(−1 + β)β

) 1
2
)

.
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Using the hypothesis that the extra-stress tensor is zero at the channel (or pipe) centre,
one solution can be discarded, resulting thus in a single solution for the tensor Txx(y):

Txx(y) = −
(
(−1 + β)(−2 + ξ)

4εReWi(−1 + ξ)

)(
− 1 +

(
1− 23−jεRe2Txy(y)Wi2×

×
(
2jTxy(y)− Pxy

)
(−1 + ξ)

(−1 + β)β

) 1
2
)

.

(8)

All solutions obtained for the flow components are functions of the tensor component
Txy(y). Therefore, it is necessary to obtain an analytical solution for Txy(y) to obtain
analytical solutions for these components.

Substituting all the equations obtained for the fluid flow variables (Equations (6)–(8))
in Equation (4); and solving the resulting equation for the tensor component Txy(y), a
solution for this component can be obtained for a given set of parameters Re, Wi, β, ε, ξ
and the pressure gradient Px.

Txy(y) =

(
2−2j− 1

3

(
8jPxRe4y(β− 1)3(2εβ(ξ − 1) + (β− 1)(ξ − 2)ξ)3

×
(

27× 4j+1ε2β2(ξ − 1)2 + 9× 22j+1εβ(6β− 1)(ξ − 2)ξ(ξ − 1)

+(ξ − 2)2ξ2
(

9× 4jβ(3β− 1)− 2P2
x Re2Wi2y2(ξ − 2)ξ

))
Wi4

+
(
64jP2

x Re8Wi8y2(β− 1)6(2εβ(ξ − 1) + (β− 1)(ξ − 2)ξ)6

×
(

27× 4j+1ε2β2(ξ − 1)2 + 9× 22j+1εβ(6β− 1)(ξ − 2)ξ(ξ − 1)

+(ξ − 2)2ξ2
(

9× 4jβ(3β− 1)− 2P2
x Re2Wi2y2(ξ − 2)ξ

))2

−43j+1Re6Wi6(β− 1)6(2εβ(ξ − 1) + (β− 1)(ξ − 2)ξ)6

×
(

3× 22j+1εβ(ξ − 1) + (ξ − 2)ξ
(

P2
x Re2Wi2(ξ − 2)ξy2 + 3× 4jβ

))3) 1
2
) 1

3

)

× 1
3Re2Wi2(2εβ(ξ − 1) + (β− 1)(ξ − 2)ξ)2 +

21−jPxy(β− 1)(ξ − 2)ξ
6εβ(ξ − 1) + 3(β− 1)(ξ − 2)ξ

+
(

3
√

2(β− 1)2
(

3× 22j+1εβ(ξ − 1) + (ξ − 2)ξ
(

P2
x Re2Wi2(ξ − 2)ξy2 + 3× 4jβ

)))

/(
3
(

8jPxRe4y(β− 1)3(2εβ(ξ − 1) + (β− 1)(ξ − 2)ξ)3

×
(

27× 4j+1ε2β2(ξ − 1)2 + 9× 22j+1εβ(6β− 1)(ξ − 2)ξ(ξ − 1)

+(ξ − 2)2ξ2
(

9× 4jβ(3β− 1)− 2P2
x Re2Wi2y2(ξ − 2)ξ

))
Wi4

+
(
64jP2

x Re8Wi8y2(β− 1)6(2εβ(ξ − 1) + (β− 1)(ξ − 2)ξ)6

×
(

27× 4j+1ε2β2(ξ − 1)2 + 9× 22j+1εβ(6β− 1)(ξ − 2)ξ(ξ − 1)

+(ξ − 2)2ξ2
(

9× 4jβ(3β− 1)− 2P2
x Re2Wi2y2(ξ − 2)ξ

))2

−43j+1Re6Wi6(β− 1)6(2εβ(ξ − 1) + (β− 1)(ξ − 2)ξ)6

×
(

3× 22j+1εβ(ξ − 1) + (ξ − 2)ξ
(

P2
x Re2Wi2(ξ − 2)ξy2 + 3× 4jβ

))3) 1
2
) 1

3

)
.

(9)

From Equation (9), it is possible to obtain the distribution of the values of the Txy com-
ponent analytically. After obtaining this solution, using Equations (6)–(8) one obtains the
distributions for the other components of the flow, but the streamwise velocity component.
This velocity component is obtained using numerical schemes by integrating Equation (7).
The above variables were written as a function of y. For axisymmetric pipe flow, it is
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necessary to replace y with r. It should be emphasised that the proposed method does not
require any iteration to obtain a solution for a given pressure gradient.

2.1. LPTT Flow Versus Newtonian Flow

To compare the results obtained with the semi-analytical method for the LPTT model
with the Newtonian solution, one must find the pressure gradient that gives the same flow
rate for both fluid flows. The flow rate is obtained by the integral of the streamwise velocity
component with respect to the wall-normal direction. The resulting flow rate should be
4/3 for channel flow and π/2 for pipe flow.

Initially, for a given initial pressure gradient in the streamwise direction (Px < 0), it is cal-
culated the components of the fluid flow Txy(y),

du(y)
dy , Txx(y), Tyy(y) using Equations (6)–(9)

analytically; and the velocity profile u(y) is calculated by integrating Equation (7) numeri-
cally. And, with the u(y) distribution it is possible to calculate the flow rate.

An iterative Newton-Raphson’s method is adopted to find the pressure gradient (Px)
that gives the flow rate of 4/3 for channel flow and π/2 for pipe flow. The following
subsection presents the verification of the semi-analytical method.

The semi-analytical method works in the following way:

1. Set values to the parameters (β, Wi, Re, ξ, ε);
2. Give an initial pressure gradient (Px);
3. Solve Equation (9) to find Txy;
4. Integrate Equation (7) to find u;

5. Calculate the flow rate by solving
∫ 1
−1 u(y)dy;

6. If the flow rate is not 4/3 for channel flow or π/2 for pipe flow, an iterative Newton-
Raphson’s method is adopted to give another value of pressure gradient (Px), and we
go back to step 3; otherwise, continue;

7. Solve Equation (8) to find Txx;
8. Solve Equation (6) to find Tyy.

2.2. Verification

Here the verification of the proposed method is carried out by comparing the results
obtained with the semi-analytical proposed method with two analytical solutions: the
Oldroyd-B (channel flow) and the LPTT (pipe flow) models considering a purely polymeric
fluid (β = 0) [16]. Half of the domain was adopted in the graphics since all results are
symmetric about the channel (or pipe) centre.

For the first comparison, with the analytical solution of the Oldroyd-B model, the
values of the LPTT model parameters adopted were ε = 0.0001 and ξ = 0.0001. Three cases
were considered for the channel flow (j = 0):

• Case I: Re = 2000, β = 0.125 and Wi = 1;
• Case II: Re = 5000, β = 0.5 and Wi = 6;
• Case III: Re = 8000, β = 0.875 and Wi = 14.

Figure 2 shows the streamwise velocity component u and the components of the
non-Newtonian extra-stress tensor Txx and Txy distribution in the wall-normal direction y.
It is possible to observe an excellent agreement between the results. The analytical value
of the extra-stress tensor component Tyy, in this case, is zero. The results for this compo-
nent obtained by the method proposed have values below 10−9, which was considered a
roundoff error.
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Figure 2. Wall-normal variation y of the streamwise velocity component u and the extra-stress tensor
components Txx and Txy for the cases I, II and III.

For the verification using the analytical solution of the LPTT model for purely poly-
meric fluid flow, as proposed in Alves et al. [16], the value of the parameter β = 0.0001 was
adopted in the semi-analytical method. Two cases were investigated for pipe flow (j = 1):

• Case IV: Re = 8000, ε = 0.8, ξ = 0.01 and Wi = 1;
• Case V: Re = 5000, ε = 1.2, ξ = 0.001 and Wi = 4.

Figure 3 shows the streamwise velocity component u and the components of the
extra-stress tensor Txx, Txy and Tyy variation in the radial direction r. The comparison is
carried out between the semi-analytical method results and the analytical solution proposed
by Alves et al. [16]. It is also possible to observe a good agreement between the results
obtained using the semi-analytical method for the LPTT model and the analytical solution
for the purely polymeric LPTT model [16] in a pipe flow.

The results obtained in this section show that the proposed method could give reliable
results if the fluid is modelled by Oldroyd-B (channel flow) or by a purely polymeric LPTT
model (pipe flow). All the parameters had different values; therefore, this gives confidence
that the proposed semi-analytical method provides the right results in channel or pipe
flows. In the next section, the effects of the variation of the LPTT model parameters outside
these boundaries are investigated.
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Figure 3. Radial variation r of the streamwise velocity component u and the extra-stress tensor
components Txx, Txr and Trr for the cases IV and V.

3. Results

The present section presents the results obtained using the semi-analytical method.
To explore the range and efficiency of the proposed method in this work, some values
of the dimensionless parameters (Re, Wi, β, ε, and ξ) were investigated for channel and
pipe flows.

The section was divided into four subsections. The first one is dedicated to verifying
the influence of the ε parameter. The second one shows some results to verify the influence
of the ξ parameter in the fluid flow. The third subsection explores the behaviour of the
extra-stress tensor Txy component under certain parameter combinations; and the last
subsection shows where the Valid Solution Regions for the proposed method.

3.1. Parameter ε

The influence of the ε parameter on the fluid flow components is analyzed here. This
parameter is related to the elongational behaviour of the fluid. In the first results, presented
in Figure 4, the parameters adopted for a channel flow were: Re = 5000, β = 0.25, ξ = 0.1
and Wi = 7. Five values for the ε parameter were used: ε = 0.5, 0.75, 1.0, 1.25 and 1.5. It is
presented the wall-normal variation ( 0 ≤ y ≤ 1 ) of the streamwise velocity component u
and the components of the extra-stress tensor Txx, Txy and Tyy. The value of the maximum
streamwise velocity component at the middle of the channel increases with ε. The opposite
occurs for the extra-stress tensor components; the maximum absolute values of the tensors
decrease as the ε value increases, except for the values of the extra-stress tensor component
Txy when the coordinate approaches the wall. For this tensor component, it is possible to
observe an interesting behaviour for the fluid flow with ε = 0.5 and 0.75; its maximum
value is not at the wall as expected.
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Figure 4. ε influence on the wall-normal variation y of the streamwise velocity component u and the
extra-stress tensor components Txx, Txy and Tyy. Dimensionless parameters: Re = 5000, β = 0.25,
ξ = 0.1 and Wi = 7.

Figure 5 shows the influence of the ε parameter for pipe flow (j = 1), adopting the fol-
lowing parameters: Re = 6000, β = 0.75, ξ = 0.2 and Wi = 4. The same variation adopted
in the last comparisons, on the ε parameter, was adopted here (ε = 0.5, 0.75, 1.0, 1.25
and 1.5). It can be observed that the maximum streamwise velocity component u at the
pipe center is less pronounced when the Newtonian contribution is higher (β = 0.75). The
maximum streamwise velocity component u value also increases with the value of ε. The
same behavior of the previous comparison for the extra-stress tensor was observed here,
as the value of ε increases, the value of the extra-stress tensor components decreases (in
absolute value). For the extra-stress tensor component Txr, the maximum value is not at
the wall, and it can be noted for ε = 0.5, 0.75, 1.0 and 1.25. It also can be noticed that as
the Newtonian contribution (solvent contribution-β→ 1) increases, the magnitude of the
non-Newtonian tensor components value decreases, thus making the influence of these
components on the velocity profile less important.

The influence of the ε parameter, for pipe flow (j = 1), adopting low values for the
Reynolds (Re) and the Weissenberg numbers (Wi) is shown in Figure 6. The results show
radial variation r of the streamwise velocity component u and the components of the
extra-stress tensor Txx, Txr and Trr. The adopted parameters were: Re = 1, β = 0.2, ξ = 0.1,
and Wi = 0.6. The values for the ε parameter were (ε = 0.1, 0.2, 0.3, 0.4 and 0.5). It can be
observed that the maximum streamwise velocity decreases as the parameter ε increases.
This behavior is also observed on maximum values of the extra-stress tensor components
(in absolute values). Figure 6 shows an opposite behavior for the maximum streamwise
velocity component that the ones observed in the last two cases (Figures 4 and 5).
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Figure 5. ε influence on the radial variation r of the streamwise velocity component u and the
extra-stress tensor components Txx, Txr and Trr. Dimensionless parameters: Re = 6000, β = 0.75,
ξ = 0.2 and Wi = 4.
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Figure 6. ε influence on the radial variation r of the streamwise velocity component u and the
extra-stress tensor components Txx, Txr and Trr. Dimensionless parameters: Re = 1, β = 0.2, ξ = 0.1
and Wi = 0.6.
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3.2. Parameter ξ

To verify the influence of the ξ parameter on the LPTT model, it was generated
different fluid flows by varying its value. This parameter is connected with the shear
stress behavior of the non-Newtonian fluid. Figure 7 shows the wall-normal variation
y of the streamwise velocity component u and the components of the extra-stress tensor
Txx, Txy and Tyy for a channel flow (j = 0). The dimensionless parameters adopted were:
Re = 2000, β = 0.125, ε = 0.5 and Wi = 1. Five different values for ξ were investigated:
0.01, 0.05, 0.1, 0.15 and 0.2. It can be observed that the maximum absolute values of u,
Txx and Txy decrease as the parameter ξ increases. The opposite occurs with the maximum
absolute value of extra-stress tensor component Tyy, it increases with ξ parameter.
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Figure 7. ξ influence on the wall-normal variation y of the streamwise velocity component u and the
extra-stress tensor components Txx, Txy and Tyy. Dimensionless parameters: Re = 2000, β = 0.125,
ε = 0.5 and Wi = 1.

Figure 8 shows the wall-normal variation y of the streamwise velocity component u
and the components of the extra-stress tensor Txx, Txy and Tyy, for a channel flow (j = 0).
The dimensionless numbers adopted were: Re = 3000, β = 0.25, ε = 0.75 and Wi = 2.
The same variation adopted in the last comparisons, on the ξ parameter, was adopted
here (ξ = 0.01, 0.05, 0.1, 0.15 and 0.2). The streamwise velocity component u and the
extra-stress tensors components Txx, Txy and Tyy shows the same behavior observed in the
last case, for u, Txx and Txy their maximum absolute values decreases as the parameter ξ
increase and the opposite occurs for Tyy component as the parameter ξ increase.
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Figure 8. ξ influence on the wall-normal variation y of the streamwise velocity component u and the
extra-stress tensor components Txx, Txy and Tyy. Dimensionless parameters: Re = 3000, β = 0.25,
ε = 0.75 and Wi = 2.

Using the dimensionless parameters: Re = 10,000, β = 0.5, ε = 1.0, Wi = 5 and
j = 0 (channel flow), the wall-normal variation y of the streamwise velocity component
u and the components of the extra-stress tensor Txx, Txy and Tyy are shown in Figure 9.
The same variation adopted in the last comparisons, on the ξ parameter, was adopted
here (ξ = 0.01, 0.05, 0.1, 0.15 and 0.2). In these results the same behavior of the one
observed for the last two case was achieved, the absolute maximum value of the extra-
stress tensor component Tyy increases with the parameter ξ. The opposite occurs with the
other variables.
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Figure 9. Cont.
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Figure 9. ξ influence on the wall-normal variation y of the streamwise velocity component u and the
extra-stress tensor components Txx, Txy and Tyy. Dimensionless parameters: Re = 10,000, β = 0.5,
ε = 1 and Wi = 5.

Figure 10 shows the influence of the ξ parameter, for pipe flow (j = 1), as low values
of Reynolds number (Re) and the Weissenberg number (Wi) are adopted. The considered
parameters are: Re = 1, β = 0.7, ε = 0.01 and Wi = 0.4. The ξ parameter values used
here are (ξ = 0.01, 0.05, 0.1, 0.15 and 0.2). The observed behavior of the variables are the
same of the last case. However, in the present case one can observe that the magnitude of
the extra-stress tensor components increases substantially when low Reynolds number is
adopted.
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Figure 10. ξ influence on the radial variation r of the streamwise velocity component u and the
extra-stress tensor components Txx, Txr and Trr. Dimensionless parameters: Re = 1, β = 0.7, ε = 0.01
and Wi = 0.4.
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From Figures 7–10, it is possible to observe the behavior of the variables when the ξ
parameter change it value. As the parameter ξ increases, it is possible to observe that the
maximum streamwise velocity component value decreases. The same behaviour can be
noted on the maximum absolute value of the extra-stress tensor components Txx and Txy (or
Txr for pipe flows) close/or at the wall. For the extra-stress tensor component Tyy (or Trr),
the opposite behavior is observed, its maximum value increases with the dimensionless
parameter ξ. This behaviour can be noted even for low values of Reynolds number, as
Figure 10 shows.

It is worth mentioning that to obtain the fluid flow solution is necessary to check if
the Equation (9) has a real solution. The solution for this variable needs the calculation of
a square root, a cubic root, and a quotients product. The extra-stress tensor component
Txy value is a function of the fluid flow parameters, and, for some combinations of them,
the resulting value can be complex. When this happens, all the fluid flow variables are
complex; therefore, this result is not the sought one.

The semi-analytical results presented here agree with the boundary conditions and
solution intervals presented by Alves et al. [16]. In terms of solution ranges, the parameter
ε can admit values within the open range (0, 2). For the ξ parameter, its values can be
varied within the open range

(
0, 1

2

)
. It is worth mentioning that, even if there is a solution

for some values of these parameters beyond the above limits, many of these values do not
present physical properties [20] and, therefore, they are not within the scope of this study.

3.3. Txy Behaviour

From the results presented in Section 3.1, we observe an unusual behaviour for the
extra-stress tensor component Txy, as seen in Figures 4 and 5. It was observed that the
maximum value of the extra-stress tensor component Txy does not occur at the wall with
some parameter combinations. Before the semi-analytical solution was obtained, the
research group used a high-order numerical simulation to obtain the laminar solution for
the LPTT model in a straight channel. The solutions with both methods were compared
and agreed with each other. Therefore, the behaviour of the extra-stress tensor Txy was
double-checked. The behaviour observed here is really from the viscoelastic model and
therefore is necessary to investigate which parameters influence it.

It was observed that the Reynolds number and total viscosity (either with more
solvent or polymer viscosity in the mixture) do not affect the behaviour of this extra-stress
component. The Txy component was affected by the parameters ε, ξ, and the Weissenberg
number. An investigation was carried out using different values for these parameters and
observing how the Txy component is affected.

For the simulations performed, the Reynolds number (Re = 1000) and β (β = 0.5)
were kept. Figure 11 shows the variation of the ε parameter considering ξ = 0.1 and
Wi = 8. The values for the parameter ε considered were: 0.25, 0.50, 0.75, 1.0, 1.25 and
1.5. Figure 11 shows that as the value of ε decreases, the maximum value of the tensor
Txy moves towards the channel centre. This shows that a greater opposition to stretching
(higher elongational viscosity) influences the maximum value for the component Txy to
move away from the wall.
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Figure 11. ε influence on the wall-normal variation y of the extra-stress tensor component Txy.
Dimensionless parameters: Re = 1000, β = 0.5, ξ = 0.1 and Wi = 8.

Figure 12 presents the variation in the ξ parameter values considering ε = 0.25 and
Wi = 10. The values for the parameter ξ considered were: 0.01, 0.05, 0.1, 0.15, and 0.2. From
Figure 12 it is possible to observe that as the value of ξ increases, the value of the tensor
component Txy at the wall decreases. As the value of ξ increases, the maximum value of the
tensor Txy moves towards the channel centre. This shows that the normal stress differences
combined with high elongational viscosity exhibit a strong influence on this behaviour.
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Figure 12. ξ influence on the wall-normal variation y of the extra-stress tensor component Txy.
Dimensionless parameters: Re = 1000, β = 0.5, ε = 0.25 and Wi = 10.

For our last investigation, presented in Figure 13, we performed the variation for the
Weissenberg number, considering ε = 0.25 and ξ = 0.2. The values for the parameter Wi
considered were: 3.0, 4.0, 5.0, 6.0, and 7.0. It is possible to observe, from Figure 13, that
as the Weissenberg number increases, the maximum value of the tensor component Txy
moves towards the channel centre.
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Figure 13. Wi influence on the wall-normal variation y of the extra-stress tensor component Txy.
Dimensionless parameters: Re = 1000, β = 0.5, ε = 0.25 and ξ = 0.2.

From the analysis carried out, it was possible to verify the influence of these parameters
on the behaviour of the extra-stress tensor Txy component. Parameter values that emphasize
this behaviour were chosen for the simulations. These values comprehend low values for
ε, ξ close to 0.2, and Weissenberg numbers higher than 1. This behaviour arises from the
combination of high elongational viscosity and a high relationship between normal stress
differences and high elasticity. The physical combination of these properties causes the
maximum value of the extra-stress tensor Txy component to move towards the channel
centre. The strong interaction between fluid molecules allied with high elongational
viscosity and high elasticity can explain this physical behaviour.

It is worth mentioning that this behaviour happens both for the channel and the pipe,
although the simulations showed here were performed only for channels.

3.4. Semi-Analytical Method Limits

Numerical simulations with different parameter values were performed to observe
which ones allow the existence of the solution. It was verified that the Reynolds number
does not influence the existence of a solution as long as Re > 0. However, the other non-
dimensional parameters showed an influence. To understand which type of influence and
which combinations of values are necessary to obtain a valid solution, different simulations
were performed, varying the parameters ε, ξ and β (Figure 14), and ε, ξ and the Weissenberg
number (Wi) (Figure 15).

Adopting fixed values for Re and Wi and varying the values of the other parameters
was obtained the Figure 14. The parameters interval adopted was 0 ≤ ε ≤ 2, 0 ≤ ξ ≤ 0.5
and 0.1 ≤ β ≤ 0.9. Figure 14 presents the Valid Solution Region (VSR) where it is possible
to obtain the solution of the flow for different values of β. The line pointed out as β = 0.1
shows the limits of a combination (ε, ξ) values where the solution is valid (VSR). The VSR
increases with β. For smaller values of β (higher polymer viscosity in the mixture), the
values of ε and ξ cannot be as large as, for example, the value of β being 0.9.
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Figure 14. Valid solution region for different β values with ε and ξ - Re = 1000 and Wi = 3.0.

To obtain Figure 15, values for Re and β were kept constant. For the parameter ε,
it was considered the interval (0, 0.75). For the ξ variation, it was maintained the same
variation performed for the Figure 14, and for the Weissenberg number, the values: 1, 2, 3, 5
and 10 were considered. Figure 15 presents the regions for the limitation of obtaining the
solutions. It can be observed that, for Wi = 1, it is possible to obtain solutions for small
values of the parameter ε, even for values of ξ greater than 0.2. On the other hand, as the
value of Wi increases, it is possible to observe that the solution becomes more sensitive for
smaller values of both ε and ξ. All solutions exist for parameter ε > 0.75.
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Figure 15. Valid solution region for different Wi values with ε and ξ - Re = 2000 and β = 0.5.

In general, the solution presented in this paper has limitations when considering
low values for β. This limitation is due to the impossibility, in these cases, of considering
a higher elongational viscosity for the LPTT model (low values of ε) and also a more
significant influence of the differences in normal stresses (higher values for the parameter ξ).
Therefore, in order to obtain solutions considering high elongational viscosity and also a
more significant influence of normal stress differences, it is necessary that the values for the
parameter β are higher than 0.3, as can be observed in Figure 14.

It is worth mentioning that the valid solution region considering channel flow was
also verified for pipe flow, and the results remain the same.

4. Conclusions

This paper presents a semi-analytical method for the laminar steady channel and
pipe flows of the LPTT fluid, with elongational and shear parameter variations. For the
verification of the proposed semi-analytical method, its results were compared with the
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Oldroyd-B model analytical solution, and the solution presented by Alves et al. [16] for
the LPTT model without solvent viscosity (β→ 0). The verification results obtained by the
semi-analytical method proposed in this work showed a good agreement compared to both
analytical solutions used as references.

The results presented explored the effect of the parameters ε and ξ on the velocity
profile and the non-Newtonian extra-stress tensor components. From the analysis, it was
possible to verify that the parameter ε reduces the impact of the tensor components on the
velocity profile when it is increased for a high Reynolds number.

The parameter ξ has the opposite effect on the maximum value of the streamwise
velocity component. As the value of this parameter increases, the velocity profile in the
middle of the channel (or pipe) decreases. On the other hand, the extra-stress tensor
components Txx and Txy (or Txr for pipe flows) decrease (in absolute value) as parameter ξ
increases. For the extra-stress tensor component Tyy (or Trr), its absolute value increases
with the parameter ξ. The solution for the simplified LPTT model, with ξ = 0, for this
tensor component is zero.

Another interesting behaviour was observed for the extra-stress tensor component
Txy (or Txr for pipe flows). Its maximum value moves towards the channel centre with a
specific combination of the parameters ε, ξ, and the Weissenberg number. It was observed
that the combination of high elongational viscosity, the high relationship between normal
stress differences, and high elasticity could be responsible for this behaviour.

It was explored for which values of the parameters are present in the flow, it is possible
to obtain the solution. In other words, the limitations of the presented solution were
explored.
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Abstract: The optimal machine settings in polymer processing are usually the result of time-
consuming and expensive trials. We present a workflow that allows the basic machine settings
for the plasticizing process in injection molding to be determined with the help of a simulation-driven
machine learning model. Given the material, screw geometry, shot weight, and desired plasticizing
time, the model is able to predict the back pressure and screw rotational speed required to achieve
good melt quality. We show how data sets can be pre-processed in order to obtain a generalized
model that performs well. Various supervised machine learning algorithms were compared, and the
best approach was evaluated in experiments on a real machine using the predicted basic machine
settings and three different materials. The neural network model that we trained generalized well
with an overall absolute mean error of 0.27% and a standard deviation of 0.37% on unseen data (the
test set). The experiments showed that the mean absolute errors between the real and desired plasti-
cizing times were sufficiently small, and all predicted operating points achieved good melt quality.
Our approach can provide the operators of injection molding machines with predictions of suitable
initial operating points and, thus, reduce costs in the planning phase. Further, this approach gives
insights into the factors that influence melt quality and can, therefore, increase our understanding of
complex plasticizing processes.

Keywords: machine learning; multilayer perceptron; neural network; regression; plasticizing; poly-
mers; basic settings; prediction; simulation; data-based; model; quality

1. Introduction

Finding optimal parameter settings for the plasticizing process (see Section 2.1—“The
Plasticizing Process and S3 Simulation Software”) is one of the most important tasks in
operating polymer processing machines. In injection molding and extrusion, the goal
is to determine an operating point that satisfies all melt quality and machine lifetime
requirements. The most relevant parameters with the highest impact on melting behavior
are the pressure, screw rotational speed, and cylinder temperatures [1].

Especially in injection molding, much information is available about the early product
cycle stages of the process. In this paper, we wanted to push the approach of a simulation-
driven data-based model as we found that simulations have become increasingly used
for the screw layout and process optimization. This valuable information could also be
employed to determine basic machine settings. From personal experience and collaborating
work, we observed that many operators adjust the plasticizing parameters for process
stability but without additional knowledge about the current process. Due to the complex
melting behavior—depending on the molecular weight, molecular weight distribution,
chain branching, shear rate, and shear stress—of polymers, we found that it is not known
exactly whether a selected operating point is efficient [2].

Polymers 2021, 13, 2652. https://doi.org/10.3390/polym13162652 https://www.mdpi.com/journal/polymers95
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A data-based digital twin (virtual representation) of the plasticizing process (physical
object) that “knows” the correlations between the melt quality and plasticizing parameters
(predicting the performance of a physical twin) could, therefore, be beneficial [3]. A
simulation-data-based model could already be built in the screw-selection phase. Given
the boundary conditions of the main process, such as the material, screw geometry, and
maximum cycle time, a digital twin could assist the operator by predicting relevant basic
parameter settings that require little optimization.

Research has focused intensively on machine-learning models of the injection process
to predict quality parameters, such as the weight or dimensions of parts [4–6]. However,
one of many problems that influence the final part quality can already occur one step
earlier, that is, in the plasticizing process, often due to insufficient melt quality.

This paper describes the development of a supervised regression model that—given
minimal input information—is able to predict the basic settings for the plasticizing process.
The generation and preprocessing of a simulation-based data set are explained in detail. We
further describe the process of building an artificial neural network (multilayer perceptron),
discuss its accuracy, and compare the results of experiments with those using the predicted
basic settings.

2. Basics

This paper describes the workflow to construct a regression model that can predict the
basic machine setup for the process parameters of the back pressure and screw rotational
speed. Additionally, the approach for the experimental evaluation will be explained in
detail. All distributions and parameter values shown in this section are based on the
material “PP-HE125MO” and a three-zone screw with LD 20 and a 30 mm diameter.

2.1. The Plasticizing Process and S3 Simulation Software

As already mentioned, the plasticizing unit is one of the most important functional
components of an injection molding machine with the task to feed in solid material and
melt it along the screw length. The unit usually includes a barrel combined with a specific
reciprocating single screw, a drive, and heating bands. A typical setup is shown in Figure 1.

Figure 1. Schematic representation of the functional zones of a plasticizing unit [7].

Three main functional zones can be identified that are responsible for solid conveying,
melting, and melt conveying. To gain better insights into these processes, a software tool
called S3 (screw simulation software) [8] was developed with the aims of (i) predicting the
screw geometries and process parameters that are optimal in terms of part quality and the
machine lifetime for a given application and (ii) finding a good compromise between the
computational power required and model accuracy. The simulation times achieved with
this software can be as short as one minute.

The input parameters include the barrel and screw geometries, materials, and process
and simulation parameters. The output parameters include the plasticizing rate and time,
power consumption, pressure build-up, temperature distribution, and melting behavior.
The latter parameter is defined in the simulations by a melting curve (percentage of molten
material) along the length of the screw and measured visually during the experiments.
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Commercial software solutions are often based on analytical models or are not de-
veloped for the discontinuous plasticizing process as in injection molding. The main
advantage of the S3 software is the flexibility regarding its easy implementation of new
material and calculation models or various new approaches. A detailed description of the
S3 software and its comparison with other software can be found in [8].

2.2. Artificial Neural Networks

Artificial neural networks are currently one of the most important supervised machine
learning methods, characterized by the presence of labels (i.e., target values) that can be
either numerical data (task: regression) or categorical data (task: classification) [9].

The simplest form of a neural network consists of only two layers—an input layer
and an output layer. This specific case is called a linear perceptron, since it can distinguish
only linearly separable data. However, in real life, many problems can only be modeled
non-linearly, and neural networks with at least one hidden layer, and non-linear activation
functions (called multilayer perceptrons) were, therefore, introduced [10].

More complex models with many hidden layers are called deep neural networks
(there is no consensus on the number of hidden layers required to use this term). The
network built in this work consists of three hidden layers and is defined as a multilayer
perceptron. There are two phases in training a neural network: the forward pass and
the backward pass. Figure 2 shows a schematic representation of the forward pass of a
multilayer perceptron with one hidden layer. The sizes (i.e., the numbers of neurons) of the
input and output layers are defined by the data to be processed.

Figure 2. Forward pass of a multilayer perceptron. The red box shows the determination of the
pre-activation and activation in one neuron of the hidden layer. The pre-activation is calculated
by the linear sum of the product of all previous neurons xj (input layer) with their corresponding
weights wij plus a bias term bi. The pre-activation si, then, serves as input to the non-linear activation
function, which gives ai.

In the first phase, the inputs are moved forward in the output layer direction. Every
neuron in the hidden layer has one pre-activation si and one activation ai. The forward
pass, which can be interpreted as the prediction of the output, is illustrated in more detail
for the neuron in the red box in Figure 2. The pre-activations are calculated by:

si =
Q

∑
j=1

wjixj + bi. (1)

This gives the linear sum of three products of the input neurons xj with their corre-
sponding weights wij plus a bias term bi. Depending on the non-linear activation function
used, the pre-activation si is, then, mapped to ai:

ai = f (si). (2)
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In the next step, the activation ai of the neuron serves as input to the next layer, and
the procedure is repeated until the end of the output layer of the network is reached [11].

The network is trained in the backward pass, where all weights and biases are updated.
This is normally done via gradient-descent methods after computing the error (i.e., loss)
in the output layer between the prediction (forward pass) and real label. The error is
backpropagated from the last layer through the hidden layer and finally to the input
layer [12].

3. Methods

We describe the workflow for constructing a regression model that can predict basic
machine settings—that is, the back pressure and screw rotational speed—for an injection
molding plasticizing process. All distributions and parameter values shown in this section
are based on the material “PP-HE125MO” and a three-zone screw with an LD ratio of 20
and a diameter of 30 mm.

3.1. Data Generation and Preprocessing

Figure 3 presents a flowchart of the neural network construction. The first branch
at the top left illustrates the input parameters for the simulation and the outputs that are
generated. The groundwork for the multilayer perceptron model was laid by simulating
2000 data points with the S3 Software.

Figure 3. Flowchart—The construction of a neural network model (multilayer perceptron).

The design points were chosen by keeping all simulation-relevant input parameters
(e.g., grid points and time steps) constant while varying the process parameters shown
in Table 1 between the minimum and maximum values. The short S3 simulation times
made finding a more efficient way of building the data set (e.g., using the design of
experiment method) unnecessary. The amount of simulation data points can be decreased
significantly with adequate domain knowledge, since non-feasible input values would
either not converge in the simulation or would be filtered by preprocessing of the model,
which is described below.

Further important process parameters include the feed-trough and cylinder tem-
peratures, which were—for simplification—considered to be constant at 60 and 240 °C,
respectively.
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Table 1. Limits of the input parameters for the simulation. Within these limits, the data set was
drawn randomly.

Back Pressure Metering Stroke Screw Rotational Speed Cycle Time

Min 25 bar 0.8 D 0.2 m
s 10 s

Max 225 bar 4 D 1 m
s 60 s

The main challenge in the prediction of the back pressure and screw rotational speed is
that these parameters are used as an input to the simulations. It is important to understand
that the outputs of the simulation cannot be used directly to predict these parameters for
basic machine settings. Hence, a model that only reproduces the simulation is unhelpful.
Therefore, at this point, the following questions must be answered:

• Which features (inputs) can be selected from the data in order to predict the desired
labels?

• How can the model fulfill the requirement of good melt quality for the predictions?

A crucial feature is the shot weight, which can be derived from the mass flow rate
and the plasticizing time. In our approach, the melt quality is measured by the percentage
of molten material along the screw length. For example, the screw position (in length-to-
diameter ratio; LD; melt quality—feature 1) at which 99% of the material is molten (melt
quality—feature 2) can be determined and used as input to the model in the form of two
features. The fourth feature for predicting the back pressure and screw rotational speed
is the corresponding plasticizing time, which is directly given by the simulation output.
Hence, the input of the model is defined by the following features:

• shot weight;
• melt quality—LD screw position;
• melt quality—molten material [%]; and
• plasticizing time.

We found that the simulation input parameters cycle time and screw starting point
had a negligible impact on the model performance and, therefore, need not be considered.
Information about the metering stroke is included in the shot weight. The distributions of
all parameters of the raw data set are shown in Figure 4. Since the simulation input values
were drawn randomly (see Table 1), the distributions are well balanced within their limits.
However, the distributions of the simulation outputs—melt quality (melt value and LD)
and plasticizing time—are highly unbalanced.

The simulation output information about melt quality is given by a large array that
describes the melt percentage along the screw length. The important samples in our data
set are those with good melt quality. For each sample, the LD screw position at which
99% of the material is molten was, therefore, determined and extracted into the data set.
However, numerous data points remained that did not fulfill this requirement. Apparently,
the screw positions of all these samples are at the very end of the screw (LD 20.5), which
can be seen in the top right distribution in Figure 4.

The requirement of 99% molten material makes the distribution curve of the melt value
relatively unbalanced. All samples with a melt value greater than 0.01 (<99%) correspond
to the screw position LD 20.5.

To ensure that the model is trained only by samples that guarantee good melt quality,
problematic data points were discarded. Given the distributions of the raw data set, this
was easily achieved by discarding all samples with a screw position equal to 20.5 LD.

Due to the requirement to predict only operating points with good melt quality, the
model was not trained with “bad” samples. This filtering process reduced the data from
2000 to 915 samples. The corresponding distributions (Figure 5) show that the data set was
much more balanced, which was also beneficial for training the multilayer perceptron.
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Figure 4. Distribution of the features and labels for the raw data set (2000 samples).

Figure 5. Distribution of the features and labels for the filtered data set (915 samples).

3.2. Model Construction

Numerous supervised machine learning methods are available for building a model
that can handle data sets with complex non-linearities. We trained models using prevalent
machine learning algorithms. We compared the following methods:

• multilayer perceptron,
• Gaussian process regression,
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• support vector regression,
• polynomial regression,
• random forest, and
• gradient boosting.

Since the multilayer perceptron outperformed all other methods (see Section 4—
“Results”), we explain the model construction for this method only. The neural network
was implemented with Python’s [13] open-source library Pytorch [14], using the following
architecture and hyperparameters:

• Training set: 549 samples
• Validation set: 183 samples
• Test set: 183 samples
• Layer structure: 4 –> 50 –> 50 –> 30 –> 2
• Activation function: Tanh (for all layers)
• Optimizer: Pytorch Adam
• Loss function: Pytorch MSE
• Learning rate epoch 0–600: 10−3

• Learning rate epoch 600–1200: 10−4

• Learning rate epoch 1200–1500: 10−5

• Weight decay: 10−4

• Batch size: 32
• Epochs: 1500.

This specific setting was found with help of a hyperparameter study. Fewer epochs
would also have resulted in a good model; however, the small data set (compared to image
data sets) allowed fast training. Overfitting was only detected with a much larger number
of trainable parameters.

3.3. Experimental Evaluation of the Model

Validating the model performance with results from a real injection molding machine
required experiments to be developed. Two basic parameter settings (the screw rotational
speed and back pressure) were predicted by the neural network model with the following
ranges of feature values:

• melt value: 99% molten for each data point;
• screw Position (LD): 16, 18, 20;
• shot weight (kg): 0.02, 0.035, 0.05; and
• plasticizing time (s): 1–15.

The workflow is described in Figure 6. Since the multilayer perceptron model cannot
outperform the simulation it is built on, its predictions must be validated with data points
produced by a real machine.

Figure 6. Flowchart—Experimental evaluation of the model.

For every combination of LD and shot weight, 40 samples with increasing plasticizing
times were created, which resulted in a data frame of 3 × 3 × 40 = 360 samples. All
360 samples served as input to the model, which predicted the corresponding parameter
settings in the forward feed. Since the simulations were limited to the ranges 25–225 bar
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for the back pressure and 0.2–1 m/s for the screw rotational speed, the predictions of the
360 samples had to be filtered to discard all non-feasible data points.

Table 2 lists the parameters of the experiments, where the shot weight and melt value
were 0.035 kg and 99% for all samples.

Table 2. Experimental configurations for 0.035 kg shot weight and 99% melt value. The first entry
describes that, for a back pressure of 148.7 bar and a screw rotational speed of 0.24 m/s, 99% of 35 g
of material is predicted to be melted at screw position LD 16 within a plasticizing time of 9.62 s.

Screw Position [LD] Plasticizing Time [s] Back Pressure [bar] Screw Rotational Speed [ m
s ]

16 9.62 148.7 0.24
16 11.05 90.9 0.20
16 12.13 38.7 0.16
18 6.03 163.2 0.38
18 7.10 84.9 0.30
18 7.82 37.1 0.25
20 3.87 180.4 0.60
20 4.59 102.2 0.45
20 5.31 38.1 0.36

4. Results

To identify the most suitable modeling approach for our purpose, we compared
various supervised learning methods in terms of their performance. Table 3 shows the
overall absolute mean errors in percentages and the corresponding standard deviations
for the two labels back pressure and screw rotational speed for both the training and the
test sets. The algorithms are listed in order of decreasing performance and for the sake of
completeness, all hyperparameters of the corresponding best model are provided in the
supplementary material. A low mean error on the training set and a much higher error on
the test set indicates overfitting.

This means that the model can reproduce already seen data (i.e., training data) very
well, while its prediction of unseen data (i.e., test data) is poorer. This was especially
the case for Gaussian process regression and for polynomial regression. Decision-tree
methods—random forest and gradient boosting—were unsuitable for this data set when
the settings from the hyperparameter search were used. Overall, the multilayer perceptron
outperformed all other methods on the given data set, as it exhibited a markedly lower
generalization error on the test set.

Table 3. Comparison of relevant supervised machine learning methods. The absolute prediction
errors of the labels back pressure and screw rotational speed are listed for the training and test sets.

Method Mean Error [%] Std Error [%]
Train Test Train Test

Multilayer Perceptron 0.21 0.27 0.26 0.37
Gaussian Process Regression 0.08 1.16 0.18 2.25

Polynomial Regression 0.34 1.27 0.55 4.98
Support Vector Regression 2.57 2.87 2.64 3.81

Random Forest 8.39 21.42 14.40 37.18
Gradient Boosting 18.44 24.34 31.44 43.54

4.1. Results—Multilayer Perceptron Model

With increasing complexity, neural networks tend to overfit to training data. The
hyperparameters (e.g., learning rate) must, therefore, be tuned such that the generalization
risk error (i.e., the error on the test set) is kept low. Figure 7 plots the losses of the training
and validation sets. Both losses decreased steadily until reaching a low plateau, which
indicates a generalized model. The loss was calculated in a loop over all epochs for the
corresponding data sets and was aggregated over the batch sizes.
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Therefore, with the same batch size, but varying lengths of the training and validation
set, the resulting loss for the validation set could be lower than for the training set. At epoch
600, the learning rate decreased from 10−3 to 10−4 and, at epoch 1200, to 10−5. Decreasing
the learning rate is a commonly used approach because it allows greater weight changes in
the beginning of the training phase and smaller changes at the end [15].

Figure 7. Losses on the training and validation data sets in the training phase.

Table 4 lists the model performances for the training and test sets for the two labels
back pressure and screw rotational speed. Regression models are usually evaluated by
the mean squared error. For better interpretation, we chose the root-mean-squared error
as a metric. As expected from the loss curves, the errors of the labels were very low for
both data sets. This indicates good generalization and shows that the model predicted all
simulation data points almost perfectly within the chosen limits.

Table 4. Performance of the neural network model.

Label RMSE Train RMSE Test

Back Pressure [bar] 0.41 0.61
Screw Rotational Speed [m/s] 0.0008 0.001

Figures 8 and 9 visualize the values of the input parameters back pressure and screw
rotational speed for all data points. During the training phase, the model learned only from
the blue samples, and, for the hyperparameter search, the green unseen validation data
points were taken. During the evaluation phase, the generalization error was determined
with the unseen data points of the test set. As explained in the Methods section, all samples
achieved good melt quality at screw positions between LD 16 and LD 20.

The multilayer perceptron model predictions, illustrated by a black cross in Figures 8 and 9,
provide further evidence of the good generalization of the model to unseen data (validation
and test sets). Note that the training set predictions were very accurate, while the validation
and test set predictions were slightly poorer for some specific samples. However, the
deviations of the predictions of unseen samples were sufficiently small to ensure a well-
generalized model for both labels.
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Figure 8. Accuracy of the back pressure predictions on the training (samples from which the model is
trained), validation (unseen samples for hyperparameter tuning during training), and test (evaluation
on unseen samples after training) data sets.

Figure 9. Accuracy of the screw rotational speed predictions on the training (samples from which the
model is trained), validation (unseen samples for hyperparameter tuning during training), and test
(evaluation on unseen samples after training) data sets.

4.2. Results—Model vs. Experiment

We established that the simulation can be accurately described by the neural network
model. However, our main objective was the prediction of settings for the back pressure
and screw rotational speed given the boundary conditions of a specified melt quality and
plasticizing time at a selected screw position.

Figure 10 plots the errors in plasticizing time—given as the mean and standard de-
viation for each sample—for three experimental runs performed respectively with the
materials PP-HE125MO, PEHD-MB7541, and PA6-B30S. The materials were fully charac-
terized at our institute in regard to all relevant rheologic and thermodynamic material
parameters that were required for the simulations. We, therefore, assume that differences
between the model and experiment were not caused by inadequate material models. The
plasticizing error is illustrated by the mean and standard deviation of three measurements
for each sample.
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Figure 10. Mean error between the real and desired plasticizing times based on the predicted basic
parameter settings obtained for three materials. Each scattered sample shows the mean and the
standard deviation of three experiments per operating point. The mean absolute errors were 2.8%,
10.8%, and 14.5% for PEHD-MB7541, PA6-B30S, and PP-HE125MO, respectively. The ordinate shows
the machine setting arrays for all experiments. An array contains the back pressures and screw
rotational speeds predicted by the neural network model for specified shot weights and plasticizing
times. The screw position where the material is 99% melted is described by the LD value. For
example, the sample at the bottom (PP-HE125MO with the array (36, 0.18, 0.02, and 16)) shows a
mean error of about 3% between the real and desired plasticizing times. The input information that
the shot weight of 20 g is 99% melted at screw position LD 16 was fed into the neural network model,
which predicted 36 bar back pressure and a 0.18 m/s screw rotational speed.

The experimental results (see Table 5) show that the predictions of the basic parameter
settings were good for the PEHD-MB751 material, with an average absolute error of 2.8%,
an absolute standard deviation of 2%, and a maximum error of 8%. For this material, our
approach produced suitable machine settings. For PA6-B30S, the absolute mean error was
10.8% with a standard deviation of 6% and a maximum error of 18%. For PP-HE125MO,
the prediction performance was poorer, with an absolute mean error of 14.5%, a standard
deviation of 10%, and a maximum error of 34%.
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Table 5. Absolute errors between the real and desired plasticizing times for the predicted parameter
settings. the mean and standard deviation were calculated based on all samples per material. Each
maximum error was based on only one data point and gives further insights into the differences
among the observations of each material.

PP-HE125MO PEHD-MB7541 PA6-B30S

Mean 14.4% 2.8% 10.8%
Std 10% 2% 6%

Max 34% 8% 18%

Note that the errors, illustrated in Figure 10, are due mainly to the simulation not
yet being able to consider machine behavior, such as material feeding and conveying of
solid material. It appears that machine behavior plays a decisive role in the prediction of
PP-HE125MO, since we observed considerably greater errors between the simulated and
real torques.

4.3. Conclusions and Outlook

We presented a workflow for constructing a simulation-data-based multilayer percep-
tron model that is able to predict settings for the plasticizing parameters back pressure and
screw rotational speed to result in operating points with good melt quality (fully melted
material). We demonstrated that, after feature extraction and further preprocessing of the
data set, the input variables—screw position where 99% of the material is molten, plasticiz-
ing time, and shot weight—were sufficient to provide a reliable, generalized model. The
filtered data set comprising 915 simulation data points was split into training, validation,
and test sets. The overall performance of the simulation model (digital twin) was assessed
by calculating the root-mean-squared error and was visualized in plots. The small error
on the test set indicates a low generalization error and, therefore, good performance on
unseen data.

For further evaluation of our approach, we conducted experiments with three different
materials at the predicted operating points and determined the difference between the real
and desired plasticizing times. The melt quality was estimated visually and was acceptable
in all cases. The average absolute errors between the real and desired plasticizing times
were 2.8%, 10.8%, and 14.5% for PEHD-MB7541, PA6-B30S, and PP-HE125MO, respectively.
These errors can be attributed to differences between simulation and reality that arise
mainly from machine behavior and the material used. For PEHD, the prediction agreed
well with the experimental result; however, for PP, the errors were larger because of
machine behavior (increased back pressure). The overall accuracy, however, was high
enough to obtain a suitable starting point for optimizing the machine settings.

In the future, given the continuous improvements in simulation accuracy, data-based
machine learning models will provide even better assistance to operators in choosing
suitable basic machine settings. The errors caused by machine behavior could be minimized
by building a second model that includes experimental samples or by updating the existing
model by means of transfer learning methods [4,6]. Incorporating cylinder temperatures
into the predictions will require more complex models, which is another possible avenue
for future research.
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Abstract: The extrusion of highly filled elastomers is widely used in the automotive industry. In this
paper, we numerically study the effect of thixotropy on 2D planar extrudate swell for constant and
fluctuating flow rates, as well as the effect of thixotropy on the swell behavior of a 3D rectangular
extrudate for a constant flowrate. To this end, we used the Finite Element Method. The state of the
network structure in the material is described using a kinetic equation for a structure parameter.
Rate and stress-controlled models for this kinetic equation are compared. The effect of thixotropy on
extrudate swell is studied by varying the damage and recovery parameters in these models. It was
found that thixotropy in general decreases extrudate swell. The stress-controlled approach always
predicts a larger swell ratio compared to the rate-controlled approach for the Weissenberg numbers
studied in this work. When the damage parameter in the models is increased, a less viscous fluid
layer appears near the die wall, which decreases the swell ratio to a value lower than the Newtonian
swell ratio. Upon further increasing the damage parameter, the high viscosity core layer becomes very
small, leading to an increase in the swell ratio compared to smaller damage parameters, approaching
the Newtonian value. The existence of a low-viscosity outer layer and a high-viscosity core in the die
have a pronounced effect on the swell ratio for thixotropic fluids.

Keywords: viscoelasticity; thixotropy; extrudate swell; FEM

1. Introduction

In the automotive industry, rectangular rubber strips are extruded that are used to
make the carcass of car tires. The dimensions and quality of the rubber extrusion products
highly depend on the rheological properties of the rubber compound [1]. These compounds
are complex materials in the sense that they contain many additives such as plasticizers,
curing agents and about 30% by weight of reinforcing fillers to enhance the mechanical
properties of the final product [2].

The addition of fillers increases the viscosity of the compound due to the existence of
filler–filler and polymer–filler interactions and is essential to the successful use of rubber
in the extrusion process [3,4]. When using carbon black fillers, the primary filler particles
form aggregates, and the size and shape of these aggregates are deformation-independent.
These aggregates, however, can cluster together to form agglomerates, which can form a
filler–filler network that is held together by weak van der Waals-type forces. Because of the
fragility of the bonds between the agglomerates, they can break under stress, but when the
stress is removed, these bonds will reform again [5]. This leads to a reversible decrease in
the viscosity, or so-called thixotropic behavior. For rubber compounds, this is also known
as the Payne effect [6].

The Payne effect has also been attributed to several other mechanisms, such as the
agglomeration/deagglomeration of filler aggregates, breakup/reformation of the filler–
filler and polymer–filler network [7,8], chain desorption from the fillers [9], yielding of the
glassy layer between the fillers [10] and disentanglement of the absorbed chains [11]. The
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paper by Rueda et al. reviews the current knowledge about the rheology and applications
of highly filled polymers [12].

Dangtungee et al. [13,14] experimentally studied the extrudate swell of polypropylene
filled with different weight percentages of CaCO3 and TiO2 nano-particles. They found
that swell was reduced by increasing particle concentration. This was explained by the
limited mobility of the polymers due to the fillers, hindering the elastic recovery at the die
exit. For an LDPE filled with different weight percentages of salt of different sizes, it was
also found that the rigid particles lead to a decreased mobility of the polymer chains. No
effect of the particle size was found [15].

In highly-filled rubber compounds, a decrease in extrudate swell can be observed
with increasing filler content [16–18]. This reduction also occurs if the reinforcing character
of the carbon-black is increased or the particle size is decreased and was attributed to a
higher volume fraction of “occluded rubber”. Here, the fillers reduce the mobility of the
polymer chains, prohibiting the elastic recoil of the polymer chains. For highly reinforcing
carbon-blacks, extrudate swell is restrained by a more complex mechanism due to the
complex compound morphology.

Since thixotropy has a pronounced effect on the viscosity of the material, bands of
different viscosities can coexist in the die during the extrusion process. Due to the high
shear rate at the die wall, a low viscous layer will be present there. The inelastic theory of
extrudate swell presented by Tanner [19] showed that a less viscous outer layer results in a
decreasing swell ratio that can even go below one. This was also found by Mitsoulis [20] in
extrudate swell studies for double-layer flows.

The aim of this work is to qualitatively study the effect of thixotropy on the extru-
date swell behavior of viscoelastic materials using the Finite Element Method. This is a
relevant problem since the extrusion of filled rubber compounds is widely used in the
automotive industry and the thixotropic behavior due to the incorporation of these fillers
has a pronounced effect on the shape of the final extrusion product. Therefore, we assume
that the undamaged material resembles a highly filled polymer filled with agglomerates of
an elastic filler–filler/filler–polymer network. The weak physical bonds linking adjacent
filler agglomerates can break up when the material is deformed, leading to a material with
the properties of a highly filled polymer with less structure compared to the undamaged
material. The disappearance of this structure effectively reduces the elasticity in the mate-
rial. This thixotropic effect due to the added fillers is modeled using a structure parameter
that indicates the degree of local structure in the material. The evolution of this structure
parameter is modeled using a rate and stress-controlled kinetic equation. The difference
between both approaches is discussed. In many industrial processes, the flow rate is not
constant but fluctuates in time. Therefore, the effect of structure damage and recovery on
extrudate swell is studied for a constant and fluctuating flow rate.

The paper is structured as follows: first, the problem definition and a description of the
modeling is given in Section 2. This is followed by a detailed explanation of the numerical
method used in this work in Section 3. A convergence study and the results for the constant
flow rate and fluctuating flow rate are presented in Section 4. Here, the difference in the
results for a stress and a rate-controlled kinetic equation for the structure parameter are
discussed, as well as the influence of different damage and recovery parameters on the
swell ratio of the extrudate.

2. Problem Description

Two problems are treated in this paper: a 2D planar swell problem and the swell of a
3D rectangular extrudate, both for a thixotropic fluid.

2.1. 2D Planar Problem

For the 2D planar problem, a schematic representation of the fluid domain Ω is shown
in Figure 1. In the first part of the domain, the fluid is contained in a planar die with
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half-height H0 and length Ldie = 2H0. At the inlet of the die, a flow rate Q is applied with
a fully developed flow profile. The extrudate has length Lextr = 5H0.

y

x

Ldie Lextr

H0

h

Γdie

Γsym

Γfree

Γout

Γin

Q

Ω

Figure 1. Schematic representation of the 2D planar extrudate swell problem. The free surface of the
extrudate is indicated in gray.

2.2. Three-Dimensional Problem

For the 3D rectangular extrudate, a schematic representation of the fluid domain Ω is
shown in Figure 2.

y

x
z

Γin

Γdie Γout

Γextr,1

Γsym

Γsym

Ldie

Lextr

H0

W0

Γextr,2
Γdie

Figure 2. Schematic representation of the 3D problem of an extrudate emerging from a rectangular
die. The corner line used in the corner-line method is depicted in red.

The first part of the domain is the fluid contained in a rectangular die of height H0
and width W0. A constant flow rate Q is applied at the inlet Γin of the die. After length
Ldie = 2H0, the fluid exits the die. The extrudate is modeled for a length Lextr = 5H0 after
the die exit. The corner line of the extrudate, used in the corner-line method as presented
by Spanjaards et al. [21], is indicated in red. Only a quarter of the domain is modeled to
save computational costs. The rectangular die has an aspect ratio of 2:1 with W0 = 2H0.

2.3. Balance Equations

It is assumed that the fluid is incompressible, inertia can be neglected and that there
are no external body forces acting on the fluid. This leaves the following equations for the
mass and momentum balance in the fluid domain Ω:

−∇ · σ = 0 in Ω, (1)

∇ · u = 0 in Ω, (2)

where u is the fluid velocity and σ is the Cauchy stress tensor:

σ = −pI + 2ηsD + τ. (3)

Here, p is the pressure, I the unit tensor and 2ηsD is the Newtonian (or viscous) stress
tensor with solvent viscosity ηs and rate-of-deformation tensor D = (∇u +∇uT)/2. The
viscoelastic stress tensor is represented by τ.
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2.4. Constitutive Equations

The viscoelastic stress tensor is expressed in terms of the conformation tensors ck:

τ =
m

∑
k=1

Gk(ck − I), (4)

where m is the number of modes and Gk is the polymer modulus of mode k.
The evolution of the conformation tensors ck is given by

Dck
Dt
− (∇u)T · ck − ck · ∇u + f (ck) = 0, (5)

where D()/Dt = ∂()/∂t + u · ∇() denotes the material derivative, and f (ck) depends on
the constitutive model used. In this paper, the Giesekus model is used [22]:

f (ck) =
1

λk

[
ck − I + αk(ck − I)2

]
, (6)

where αk is the mobility parameter of mode k that influences shear-thinning. Other consti-
tutive equations can be used due to the generality of our method.

2.5. Thixotropy Model

In thixotropic materials, it is known that the added fillers can form two types of
networks: filler–filler networks and polymer–filler networks. These networks improve the
strength of the material. These networks are held together by weak physical bonds. When
the material is deformed, these bonds can break, but after flow cessation, these bonds can
reform again. To model this thixotropic behavior, a structure parameter ξ is defined which
indicates the degree of structure in the material, as discussed in Spanjaards et al. [23]. If
ξ = 1, the material is undamaged and the filler–filler/polymer–filler networks are intact.
For ξ = ξinf, no network structures are left:

ξ =

{
1, Undamaged; structures intact
ξinf, Maximum damage.

For the minimum value for ξinf = 0, no structure is left. Inspired by the Leonov
modeling [24], the effect of structure damage is modeled by adjusting the relaxation times
of the undamaged spectrum λ0,k (ξ = 1) with the current structure parameter:

λk = ξλ0,k. (7)

The polymer modulus Gk is assumed to be independent of the structure change in the
material. Notice that, using this approach, the polymer viscosity ηp,k(ξ) and the relaxation
time λk(ξ) of mode k depend on the structure according to ηp,k(ξ) = Gkλk(ξ). The ratio
between the solvent viscosity and the zero-shear viscosity for the undamaged material is
defined as β0 = ηs/η0. Here, η0 = ηs + ηp0 is the zero-shear viscosity, with ηp0 = ∑m

k=1 ηp0,k
being the total polymer viscosity of the undamaged material.

The evolution of the structure parameter can be described with a rate or stress-
controlled kinetic equation. The rate-controlled equation is as follows [24]:

Dξ

Dt
=

1− ξ

λθ
− Eγ∗(ξ − ξinf), (8)

where λθ is a characteristic time scale for the recovery of the material structure, E =
√

2trD2 is
a measure of the deformation rate based on the rate of deformation tensor D, corresponding
to the shear rate in shear flows. Furthermore, γ∗ is a dimensionless fitting parameter that
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indicates how much of the applied deformation leads to the damage of the structure. We
modified Equation (8) to obtain the following stress-controlled equation:

Dξ

Dt
=

1− ξ

λθ
− τc(τ)

ηp0
τ∗(ξ − ξinf), (9)

where τc(τ) is a characteristic stress in the material that is a function of the viscoelastic
stress tensor, and τ∗ is a dimensionless fitting parameter that describes how much of the
present stress contributes to the damage of the elastic network. Here, the equivalent von
Mises shear stress is used as characteristic stress τc(τ) [25]:

τc(τ) =

√
1
2

τ̂ : τ̂, (10)

with τ̂ = τ − 1
3 (tr τ)I, the deviatoric part of the total viscoelastic stress tensor.

2.6. Arbitrary Lagrangian–Eulerian Formulation

For both the 2D planar and 3D swell problem, a body-fitted approach is used to take
into account the movement of the free surfaces. To this end, the domain is described with a
mesh that is moving in time in such a way that it follows the movement of the free surfaces,
but not necessarily the movement of the fluid. Therefore, the governing equations are
rewritten in the Arbitrary Lagrangian–Eulerian (ALE) formulation [26]. The convective
terms in equations that contain material derivatives have to be corrected for the mesh
movement:

D()

Dt
=

∂()

∂t

∣∣∣
xg
+ (u− um) · ∇(). (11)

where ∂()/∂t
∣∣
xg

denotes the time derivative at a fixed grid point xg and um is the mesh
velocity.

2.7. Free Surface Description
2.7.1. Two-Dimensional Planar Problem

For the 2D planar problem, the evolution of the free surface is described using a 1D
height function [27]:

∂h
∂t

+ ux
∂h
∂x

= uy, (12)

where h is the height of the free surface in every node on Γfree and the subscript y indicates
the swell direction of the free surface.

2.7.2. Three-Dimensional Problem

For the 3D problem, the corner-line method as described in [21] is used to obtain
the positions of the free surfaces. Here, the corner lines of the extrudate are described as
material lines. The following kinematic equation is solved to obtain the y and z-positions
of these lines:

∂d
∂t

+ ux
∂d
∂x

= u2D, (13)

where d is the position vector containing the positions f in y and z-directions d = ( fy, fz),
and u2D is the velocity vector containing the velocities in y and z-directions u2D = (uy, uz).

The free surfaces, connected by a corner line, are described using 2D height func-
tions [27]. The domain of the height function is not constant in time but changes due to the
movement of the corner lines. This change has to be taken into account, and this is done
using the ALE method. This leads to the following equation to obtain the heights h of the
free surfaces:

∂h
∂t

∣∣∣
xg
+ ux

∂h
∂x

+ (uz − um,z)
∂h
∂z

= uy, (14)
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where ∂()/∂t
∣∣
xg

denotes the time derivative in a fixed grid point of the 2D grid of the
expanding domain, the subscript z indicates the direction of the expanding 2D (x,z) domain,
and um,z is the corresponding mesh velocity. The subscript y indicates the swell direction
of the upper free surface (see Figure 2). For the free surfaces at the sides of the die, y and
z in Equation (14) are interchanged due to the rotation of the surface with respect to the
upper free surfaces.

2.8. Boundary- and Initial Conditions

Schematic representations of the 2D and 3D domains are shown in Figure 1 and
in Figure 2, respectively. Fully developed inflow conditions are prescribed at the inlet
boundary Γin by first solving a subproblem of a periodic channel. A flow rate Q is enforced
to this channel as a constraint using a Lagrange multiplier. The periodic velocity, structure
parameter and conformation tensor solution of this channel are prescribed as an essential
boundary condition to the inlet boundary (Γin) of the problem. Note, that the periodic
solution is a function of time t. At the walls of the die (Γdie), a no-slip boundary condition
is applied, whereas the tractions are zero at the free surfaces (Γfree). At the outlet (Γout), a
free outflow is described, which means that there is no velocity in y and z-directions and
the traction in x-direction is zero. The boundary conditions are given by

uin = uchan on Γin,

ck,in = ck,chan on Γin,

ξin = ξchan on Γin,

u = 0 on Γdie, (15)

uy = 0 on Γout,

tx = 0 on Γout,

t = 0 on Γfree,

where uchan, ξchan and ck,chan are obtained from the separate periodic channel problem. The
traction vector on the surface with an outwardly directed normal n is denoted by t = σ · n.
An essential boundary condition on the height function of every free surface is applied
such that the free surface stays attached to the die.

The initial conditions for the height functions are given by

d(t = 0) = d0,

h(t = 0) = H0, (16)

where d0 and H0 are equivalent to the coordinates of the corner points of the die and
the height of the die, respectively. The initial condition for the conformation tensor ck in
Equation (5) is given by

ck(t = 0) = I, (17)

The fluid is initially assumed to be undamaged, which leads to the following initial
condition for the structure parameter ξ:

ξ(t = 0) = 1 (18)

The initial conditions presented in Equations (17) and (18) are applied to both the
periodic inlet channel and Ω.

3. Numerical Method

The finite element method is used to solve the governing equations. The log-conformation
representation [28], SUPG [29] and DEVSS-G [30] are used for stability in solving the
constitutive equation. SUPG is also used for stability in the height function equations of
the free surfaces and the corner lines.
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3.1. Weak Formulations

The weak formulation of the balance equations can be derived by multiplying the
equations with test functions and integrating over the domain using partial integration
and the Gauss theorem.

The weak form of the mass and momentum balance and the constitutive equation can
now be formulated as follows: find u, p, G and sk such that

(
(∇v)T , ν(∇u−GT)

)
+ (Dv, 2ηsD + τ)− (∇ · v, p) = 0, (19)

(q,∇ · u) = 0, (20)

(H,−∇u + GT) = 0, (21)
(

ζ + τ1(u− um) · ∇ζ,
∂sk
∂t

∣∣∣
xg
+ (u− um) · ∇sk − g(G, sk)

)
= 0, (22)

for all admissible test functions v, q, H, ζ. Furthermore, Dv = (∇v + (∇v)T)/2, (·, ·)
denotes the inner product on domain Ω, and ν and τ1 are parameters due to DEVSS-G
and SUPG stabilization, respectively. Furthermore, sk = log ck. More information on
log-conformation stabilization and the function g can be found in [28], whereas more
information on the DEVSS-G method and the projected velocity gradient G can be found
in [30].

The weak form of the evolution equations for the rate and stress-controlled structure
parameter can be formulated as follows: find ξ such that

(
χ + τ2u · ∇χ,

∂ξ

∂t

∣∣∣
xg
+ (u− um) · ∇ξ − 1− ξ

λθ
+ f (ξ − ξinf)

)
= 0 (23)

for admissible test functions χ. Here, f = Eγ∗ for the rate-controlled model,
f = (τcτ∗)/ηp0 for the stress-controlled model, and τ2 is again a parameter due to SUPG
stabilization. For the 2D problem, the weak formulation for the height function is the same
as formulated by Choi and Hulsen [31], whereas for the 3D problem, the weak formulations
of the height functions of the corner lines and the free surfaces can be found in [21].

3.2. Spatial Discretization

For the 2D planar isoparametric problem, triangular P2P1 (Taylor–Hood) elements
are used for the velocity and pressure. For the conformation, triangular P1 elements are
used. For the 1D height function, quadratic line elements are used, whereas for the kinetic
equations of the structure parameter, triangular P1 elements are used. A structured mesh is
generated using Gmsh [32]. For the 3D isoparametric problem, tetrahedral P2P1 (Taylor–
Hood) elements are used for the velocity and pressure, whereas for the conformation,
tetrahedral P1 elements are used. For the 1D height functions of the corner lines, quadratic
line elements are used, whereas for the 2D height functions of the free surfaces, quadratic
triangular elements are used. For the kinetic equations of the structure parameter, tetrahe-
dral P1 elements are used. Equations (22) and (23) are solved using SUPG for stability. The
SUPG parameters are obtained as follows:

τ = βSUPG
helem
2|u| . (24)

where βSUPG = 1, τ is calculated in every integration point and helem is the element size
and is defined using the method of Hughes et al. [33]. SUPG stabilization is also used for
the height function of the free surface. More information on the SUPG parameter for the
weak form of the height function for the 2D planar problem can be found in [31], whereas
for the 3D problem, this can be found in [21].
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3.3. Time Discretization

A predictor–corrector scheme is used to obtain the positions of the free surface. To
start, a Newtonian time step is performed with an initially homogeneous undamaged
structure parameter field ξ = 1 to obtain the initial velocities and pressures. The numerical
procedure of every time step is now as follows:

Step 1 Predict and update the position of the free surface, xfree, in the bulk mesh. For the
first time step, the prediction of the position equals the initial position: xfree,pred =
xfree,0. For subsequent time steps, a second-order prediction of the free surface
position is used:

xfree,pred = 2xn
free − xn−1

free . (25)

Step 2 Construct the ALE mesh. This is done by solving a Laplace equation to obtain the
mesh displacement, as explained in [21]. The new coordinates of the nodes are
calculated using this obtained mesh displacement.

Step 3 The mesh velocities can now be obtained by numerically differentiating the mesh
displacement. In the first time step, the mesh velocities are zero, since the height
function is equal to the initial height H0. For subsequent time steps, a second-order
backward differencing scheme is used, using the updated mesh nodes:

un+1
m =

3
2 xn+1

m − 2xn
m + 1

2 xn−1
m

∆t
, (26)

where ∆t is the time step used.
Step 4 A prediction is done for the velocity and the conformation fields. In the first time

step, a first-order prediction is used: û = un, ĉ = cn. For subsequent time steps, a
second-order prediction of the velocity and conformation field is used:

û = 2un − un−1, (27)

ĉ = 2cn − cn−1. (28)

The velocity prediction is used to calculate En+1 in the rate-controlled kinetic equa-
tion for ξ, whereas the conformation prediction is used to calculate the von Mises
equivalent shear stress τc(τ̂), as given by Equation (10), in the stress-controlled
equation for ξ. Equation (23) can now be solved to obtain the structure parameter
ξn+1 in every node of the mesh. For the first time step, first-order time integration
is used:

∂ξ

∂t

∣∣∣∣∣
xg

=
ξn+1 − ξn

∆t
, (29)

whereas for subsequent time steps, second-order time integration is used:

∂ξ

∂t

∣∣∣∣∣
xg

=
3
2 ξn+1 − 2ξn + 1

2 ξn−1

∆t
. (30)

The relaxation times are now updated using ξn+1.
Step 5 Using the method of D’Avino and Hulsen [34] for decoupling the momentum

balance from the constitutive equation, the velocities un+1 and pressures pn+1 are
computed. Using this implicit stress formulation, the balance equations are solved
using a prediction for the viscoelastic stress tensor to find un+1 and pn+1 at every
time step.

Step 6 After solving for the new velocities and pressures, the actual conformation tensor
cn+1 is found using a second-order, semi-implicit extrapolated backward differenc-
ing scheme with conformation prediction for Equation (22).
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Step 7 Update the position of the free surface by solving the evolution equation of the
height function (12). For the first time step, first-order time integration is used,
whereas for subsequent time steps, second-order time integration is used, as ex-
plained in [31].

For the 3D problem, the time integration scheme as presented in [21] is used. The
structure parameter ξ is calculated in the same way as presented in the time integration
scheme in this section.

4. Results

First, the results for mesh and time convergence are shown, followed by results for the
extrudate swell of thixotropic fluids. The relevant parameters used throughout this work
are given in Table 1. From now on, we refer to γ∗ and τ∗ as the “damage parameters”.

Table 1. Material parameters used in this study. Additionally, the parameters β = 0.1 and ξinf = 0.1
are used throughout this paper.

Mode λ0,k/λavg G0,kλavg/ηp0 α

1 10 0.0048 0.3
2 1 0.48 0.3
3 0.1 4.8 0.3

where λavg =
(

∑m
k=1 G0,kλ2

0,k
)
/
(

∑m
k=1 ηp0,k

)
is the viscosity averaged relaxation time of

the undamaged material, with m the number of modes. The Weissenberg number of the
problem is defined as follows:

Wi =
Uavgλavg

H0
(31)

This spectrum is chosen because it represents an elastic material with strong shear-
thinning behavior, as is characteristic for rubber compounds [35].

4.1. Convergence

To verify if the rate and stress-controlled thixotropy models are correctly implemented,
a convergence study is performed. A convergence study of the 2D and 3D swell code was
performed by Spanjaards et al. in [21,36]. Therefore, we now focus on the implementation
of the thixotropy models. In this convergence study, the thixotropy model is decoupled
from the flow, which means that the relaxation times are not adjusted with the structure
parameter ξ. A channel flow with length L = 100H0 of a single-mode Upper Convected
Maxwell (UCM) fluid (with relaxation time λ0 and ηs = 0) is modeled. A flow rate Q
is applied at the channel inlet, and the analytical solution of a fully developed flow is
prescribed to the velocity and the viscoelastic stress tensor. The Weissenberg number of the
problem equals Wi = 1. For a fully developed channel flow of an UCM fluid, the velocity,
shear rate and viscoelastic stresses can be found to be

ux(y) =
3Q
2H0

(1− y2

H2
0
) (32)

γ̇ =
3Q
H3

0
y, (33)

σxx = 2η0γ̇2, σyy = 0, σxy = η0γ̇, (34)

where H0 is the half height of the channel, η0 is the zero-shear viscosity of the fluid, Q is
the flow rate applied at the inlet of the channel, and y is the y-coordinate of the height of
the channel. Analytical solutions of Equations (8) and (9) can be defined as follows:

ξan = Ae−(
1

λθ
+ f )t

+ ξeq, (35)
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with
A = 1− 1 + f λθξinf

1 + f λθ
. (36)

where f and ξeq can be expressed as follows for the rate and stress-controlled equation,
respectively:

f = γ̇γ∗ (rate), f =
τc(τ)

η0
τ∗ (stress), (37)

ξeq =
1 + f λθξinf

1 + f λθ
. (38)

To avoid a singular point at the die wall, a linear profile for the structure parameter ξ
is applied as an essential boundary condition at the inlet. At the die wall, the analytical
solution for ξ is prescribed while linearly decreasing to zero with the y-coordinate at the
symmetry axis of the channel. A schematic representation of the 2D channel problem is
shown in Figure 3.

y

x

L = 100H0

H0

Γdie

Γsym

ΓoutΓin
Q

Ω
ξ

ξan

1

u = uan

c = can

Figure 3. Schematic representation of the 2D channel problem used in the convergence study.

4.1.1. Mesh Convergence

The solution of ξan for meshes with different element sizes is compared to the com-
puted ξ at the outlet of the channel Γout for the rate and stress-controlled implementation.
More information on the meshes used can be found in Table 2. Here, helem is the element
size over the height with respect to the channel height H0. The relative error at a time
t = 10λ0 is defined as

ε(y) =

( ∫
Γout

(ξ − ξan)2
)1/2

( ∫
Γout

ξ2
an

)1/2

∣∣∣∣∣∣∣
t=10λ0

, (39)

where ξ is the structure parameter on the outlet of the channel, ξan is the analytical solution,
ε(y) is the relative error in ξ for different heights y on the outlet, and Γε is Γout.

Table 2. Meshes used in the mesh convergence study on a 2D channel flow problem.

Mesh # Nodes helem/H0

M1 7209 0.25
M2 27217 0.125
M3 105633 0.0625
M4 416065 0.03125

The result is shown in Figure 4. For both methods, convergence with order two is
obtained, which was expected based on the order of interpolation of the elements.

118



Polymers 2021, 13, 4383

101 102 103
10-4

10-3

10-2

10-1

Figure 4. Relative error in ξ at the outlet of the channel for 2D meshes with different element sizes.

Figure 5 shows a 2D planar swell mesh that is one uniform refinement step coarser
compared to the mesh used throughout the remainder of this paper. The coarsest element
size at the symmetry axis of the mesh used in this paper is hsym = 0.05H0. The mesh is
progressively refined with a factor of 5 towards the die wall hwall = 0.01H0, and with a
factor of 10 towards the die exit hdie−exit = 0.005H0.

Figure 5. Two-dimensional planar swell mesh one uniform refinement step coarser compared to the
mesh used throughout the remainder of this paper.

The 3D problem is much more computationally demanding than the 2D planar prob-
lem. Therefore, a coarser mesh is used. The 3D mesh is shown in Figure 6. Here, the
coarsest element size is hsym = 0.2H0. The mesh is refined with a factor 5 at the die exit.
Since this mesh is much coarser than the 2D planar mesh, the 3D results will only be used
to get a qualitative idea of the influence of thixotropy on the final extrudate shape. More
information about the 2D and 3D swell mesh used in this paper can be found in Table 3.

Figure 6. Three-dimensional mesh used in this study. Refinement factor at the die exit is 5.

Table 3. Two and three-dimensional meshes for the swell problems in this paper.

Mesh # Nodes # Elements hsym/H0 hwall/H0 hdie-exit/H0

2D 58401 28800 0.05 0.01 0.005
3D 50467 32444 0.2 0.2 0.04
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4.1.2. Time Convergence

Time convergence is tested on Mesh M4. The solution for different time step sizes
is compared to a reference solution for a reference time step that is two times smaller
compared to the smallest time step tested. The relative error at time t = λ0 is calculated
as follows:

ε(y) =

( ∫
Γout

(ξ − ξref)
2
)1/2

( ∫
Γout

ξ2
ref

)1/2

∣∣∣∣∣∣∣
t=λ0

, (40)

where ξref is the solution for the reference time step. The result is shown in Figure 7. For
both methods, convergence with order two is obtained, with was expected based on the
order of the time integration.

10-3 10-2 10-1
10-6

10-5

10-4

Figure 7. Relative error in ξ at the outlet of the channel at time t = λ0, for different time step sizes ∆t
for the rate and stress-controlled approach.

Throughout this paper, a time step size of ∆t = 1.25 · 10−3λavg is used.

4.2. Constant Flow Rate

At first, a constant flow rate is applied to the inlet of the die. The influence of the model
parameters in the rate and stress-controlled equations for the structure parameter (λθ , γ∗,
τ∗) is studied in this section, as well as the difference between the rate and stress-controlled
approach.

4.2.1. Rheology

In order to study the differences between the rate and stress-controlled approach,
the rheology of both methods has to be matched. To this end, we chose to match the
equilibrium value for the structure parameter ξeq in steady shear (see Equation (38)) for
both methods at a characteristic shear rate γ̇c = Uavg/H0. This characteristic shear rate is
used in the simulations throughout this paper when the two models are compared and
corresponds to a Weissenberg number of Wi = 5. The transient polymer viscosity for two
different recovery time scales λθ and different damage model parameters γ∗ and τ∗ is
shown in Figure 8. This figure shows that the steady state viscosity is indeed the same for
the rate and stress-controlled approach for the characteristic shear rate, but the transient
behaviors are not.
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Figure 8. Transient polymer viscosity for γ̇c, where γ∗ and τ∗ are chosen such that ξeq is matched for
the rate and stress-controlled approach to obtain the same steady-state rheology for both models.
(a) λθ = 10λavg. (b) λθ = 100λavg.

The stress-controlled approach predicts a smaller overshoot compared to the rate-
controlled approach for all damage parameters except the highest, for which a slightly
higher overshoot is predicted by the stress-controlled approach. Figure 9 shows the equilib-
rium value of ξ in steady state for different Weissenberg numbers for both approaches. The
vertical black dotted line indicates the Weissenberg number corresponding to the character-
istic shear rate for which both models match. This figure shows that ξeq is indeed matched
for the characteristic shear rate. It is however clear that for γ̇ < γ̇c, the stress-controlled
approach predicts a smaller value for ξeq (indicating more structural damage), whereas
for γ̇ > γ̇c, the stress-controlled approach predicts a larger value for ξeq (less structural
damage) compared to the rate-controlled approach.
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Figure 9. Equilibrium structure parameter ξeq as a function of Weissenberg number. Here, γ∗ and
τ∗ are chosen such that ξeq is matched for the rate and stress-controlled approach at a characteristic
shear rate γ̇c. (a) λθ = 10λavg. (b) λθ = 100λavg.

The damage parameters used in this paper to compare the stress and rate-controlled
approach are given in Table 4.
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Table 4. Damage parameters used to match the rheology of the rate-controlled approach (γ∗) and
the stress-controlled approach (τ∗) at the characteristic shear rate γ̇c for two different recovery
time scales.

λθ = 10λavg λθ = 100λavg

γ∗ τ∗ γ∗ τ∗

0.01 0.019 0.01 0.04655
0.1 0.4655 0.1 0.92
1 9.2 1 10.5

10 105 10 105

4.2.2. Influence Model and Model Parameters on Swell Behavior

In this section, we study the influence of different recovery time scales λθ and damage
parameters γ∗, τ∗, on the 2D planar swell behavior of thixotropic fluids. A constant flow
rate Q is applied at the inlet such that Wi = 5. The differences between the rate and
stress-controlled approaches are presented. Results are compared for two Weissenberg
numbers (Wi = 1, Wi = 5) for the rate-controlled approach with λθ = 10λavg and different
damage parameters γ∗ to study the effect of elasticity.

Figure 10 shows the swell ratio of the point of the free surface on Γout in time for
different model parameters and both the rate and stress-controlled models for Wi = 5.
The swell ratio for the viscoelastic fluid without thixotropy is also added, as well as the
Newtonian swell ratio.
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Figure 10. Swell ratio as a function of dimensionless time of the point of the free surface on Γout for
different values of γ∗ for the rate-controlled approach and the corresponding value of τ∗ for the
stress-controlled approach. (a) λθ = 10λavg and (b) λθ = 100λavg. Solid lines are the rate-controlled
model predictions, dashed lines are the corresponding stress-controlled model predictions. The black
dashed line indicates the Newtonian swell ratio. (a) λθ = 10λavg. (b) λθ = 100λavg.

From this figure, the following trends can be observed:

• Observation 1: A larger damage parameter does not necessarily lead to a smaller
swell ratio. Upon increasing the damage parameter, the results first show a swell
ratio smaller than the swell ratio of a Newtonian fluid. Further increasing the damage
parameter leads to a swell ratio approaching the value of a Newtonian fluid.

• Observation 2: The stress-controlled approach always results in a larger steady state
swell ratio compared to the rate-controlled approach.

• Observation 3: For large values of the damage parameter (γ∗ and τ∗), the swell ratio
is higher when λθ is larger, whereas for small values of the damage parameter, the
opposite effect is observed.
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• Observation 4: For γ∗ = 0.01–0.1, the swell ratio of the outer point of the free surface
shows a maximum. For γ∗ = 1, a maximum and a minimum in the swell ratio are
observed.

• Observation 5: Thixotropy seems to always decrease the swell ratio compared to the
case without thixotropy. This agrees with our expectations, since thixotropy decreases
the elasticity in the material by decreasing the relaxation times. The swell ratio for the
largest damage parameter tested approaches the swell ratio for a Newtonian fluid.

We will first focus on Observation 1. A smaller γ∗ leads to less damage and therefore
to larger relaxation times and more elasticity in the material compared to a larger γ∗.
Therefore, initially, a decrease in swell ratio is observed upon increasing the damage
parameter. However, when we continue to increase γ∗, the steady state swell ratio starts to
increase again. Since the relaxation times are adjusted with the local structure parameter
ξ (See Equation (7)) but the moduli are kept constant, the viscosity ηp = ∑m

k=1 Gk(ξλ0,k)
also changes locally with ξ. The total shear viscosity η = ηs + ηp divided by the zero-shear
viscosity in the whole domain is shown in Figure 11 for λθ = 10λavg for the rate-controlled
approach. This figure shows that upon increasing γ∗, first a low viscosity layer appears at
the die wall. Upon further increasing the damage parameter, the viscosity difference in
the die becomes smaller because the thickness of this low viscosity layer increases. The
region with the highest viscosity is always in the middle of the die (at the symmetry line in
Figure 11). The ratio of the total viscosity and the zero-shear viscosity is plotted over the
height of the inlet of the die in Figure 12a. This figure shows that for small values of the
damage parameter, there is a region of low viscosity fluid at to the die wall, but there is also
a high viscosity region near the symmetry axis. Upon increasing the damage parameter,
the thickness of this high viscosity core decreases until eventually there is only a small
region of high viscosity fluid left near the symmetry axis of the die, approaching the result
for a purely Newtonian fluid with a constant viscosity. The corresponding dimensionless
velocity magnitude for the rate-controlled approach plotted over the die height at the inlet
is shown in Figure 12b. This figure shows that the velocity profile is initially flattened with
increasing γ∗, decreasing the swell ratio because the flow starts to look more like a plug
flow. Upon further increasing γ∗, the thickness of the low viscosity layer increases, and the
velocity profile becomes more parabolic again, leading to an increased swell ratio.

According to the inelastic swell theory presented by Tanner [19], a less viscous outer
layer results in a decreasing swell ratio when the core region is large. This is also what
is initially observed in Figure 10. However, Observation 1 shows that when the high
viscosity core becomes very small, the swell ratio starts to increase again and approaches
the Newtonian swell ratio.

To explain Observation 2, we plotted the damage terms (Eγ∗, τcτ∗/ηp0) as a function
of the Weissenberg number in steady shear for both approaches in Figure 13 (left). This
figure shows that, due to the dependency of τc on the local structure in the material, the
damage term in the stress-controlled approach is not linearly dependent on the Weissenberg
number, whereas this is the case for the rate-controlled approach. Figure 9 shows that
this difference leads to a smaller structure parameter for small Weissenberg numbers
but a higher structure parameter for high Weissenberg numbers for the stress-controlled
approach. This is also shown in Figure 13 (right), where the contour lines for the structure
parameter ξ are plotted for both approaches (λθ = 10λavg, γ∗ = 1). Unless indicated
otherwise, all contour plots presented in this paper are made with equidistant contour
lines with an interval of 0.01. The stress-controlled approach predicts a smaller undamaged
core compared to the rate-controlled approach. Figure 12 shows that for small values of
the damage parameter, the viscosity close to the die wall is higher for the stress-controlled
approach compared to the rate-controlled approach but smaller close to the symmetry
axis. This leads to a flatter velocity profile for the rate-controlled approach and therefore
to a larger swell ratio for the stress-controlled approach. For larger damage parameters,
however, the high viscosity core even seems to be smaller for the stress-controlled approach
compared to the rate-controlled approach. This leads to a larger maximum velocity and a
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more parabolic velocity profile in the die. This also causes the stress-controlled approach
to predict a larger swell ratio.

λθ = 10λavg, γ∗ = 0.01 λθ = 10λavg, γ∗ = 0.1

λθ = 10λavg, γ∗ = 1 λθ = 10λavg, γ∗ = 10

Figure 11. Total shear viscosity divided by the zero-shear viscosity predicted by the rate-controlled
approach for λθ = 10λavg and different damage parameters γ∗.

0 0.2 0.4 0.6 0.8 1
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(a)

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

(b)

Figure 12. Ratio of the total viscosity and the zero-shear viscosity over the die height at Γin for
λθ = 10λavg and different damage parameters for the rate and stress-controlled approaches (a).
Dimensionless velocity magnitude over the die height at Γin for λθ = 10λavg and different damage
parameters for the rate-controlled approach (b). (a) λθ = 10λavg. (b) λθ = 10λavg.
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Figure 13. Damage terms of the rate and stress-controlled approaches as a function of Weissenberg
number in steady shear (left). Contour plots of the structure parameter ξ for λθ = 10λavg an
γ∗ = 1 for the rate-controlled approach and the corresponding values for the stress controlled
approach (right). Unless indicated otherwise, all contour plots presented in this paper are made with
equidistant contour lines with an interval of 0.01.
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To explain Observation 3, we refer to Equation (38). This equation shows that the
same equilibrium value of the structure parameter is found if the damage parameter times
the recovery time scale is equal. This means that γ∗ = 0.1, λθ = 10λavg gives the same
equilibrium structure as γ∗ = 0.01, λθ = 100λavg. Figure 10 also shows that the swell ratio
for the values that give the same ξeq are close but not equal. This can be explained by
the different transient behavior for different recovery time scales λθ . Figure 14 shows the
contour plots for the structure parameter for λθ = 10λavg (left) and λθ = 100λavg (right)
for different γ∗λθ combinations that give the same ξeq.

λθ = 10λavg, γ∗ = 0.1 λθ = 100λavg, γ∗ = 0.01

λθ = 10λavg, γ∗ = 1 λθ = 100λavg, γ∗ = 0.1

λθ = 10λavg, γ∗ = 10 λθ = 100λavg, γ∗ = 1

Figure 14. Contour plots of the structure parameter ξ predicted by the rate-controlled approach for
λθ = 10λavg (left) and λθ = 100λavg (right) for different damage parameter and recovery time scale
combinations that give the same ξeq.

From this figure, we can conclude that for large damage parameters, there is a large
area in the die where the material has structure parameter ξ = ξinf. This also shows that
the layers of fluid with a certain structure parameter ξ extend over a greater length close to
the free surface (contour lines are more horizontal) when λθ is larger. This can be attributed
to the difference in transient behavior, because the time for the fluid to recover is longer.
In the extrudate, the shear rates and the stresses are low, and therefore the structure can
recover here. This will take longer when λθ is larger, meaning that the viscosity in the
low viscosity layer away form the symmetry line will be lower for a longer time when
λθ = 100λavg. This leads to a larger velocity in the x-direction in the extrudate compared
to λθ = 10λavg but a lower velocity in the y-direction. This leads to more extended layers
of fluid with a certain structure parameter ξ.

To explain Observation 4, we have to look at the transient behavior of the structure
in the material. Initially, the fluid is undamaged (ξ = 1). Due to flow, a small layer of
damaged fluid starts to grow near the die wall. At this point, the fluid is still elastic and
will start to swell once it leaves the die, leading to the maximum in the swell ratio. While
the damaged layer of fluid starts to grow, a low viscosity and more viscous layer appears
near the die wall, leading to a decrease in the swell ratio. After a certain amount of time,
this layer spans almost the whole height of the die, leading to a small high viscosity core
layer, and the swell ratio starts to increase again, leading to the minimum for γ∗ = 1. This
is schematically shown in Figure 15 for λθ = 10λavg, γ∗ = 1. This figure also shows the
convection of the maximum and minimum swell height of the free surface.

To show the influence of the Weissenberg number, simulations are also performed for
Wi = 1. Figure 16a shows the swell ratio in time for λθ = 10λavg and different damage
parameters for the rate-controlled equation. The result shows the same qualitative trend
as Figure 10 for increasing γ∗. The overall swell ratio is higher for a higher Weissenberg
number due to the larger effect of elasticity in the material. For both values of Wi, it is
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observed that upon increasing the damage parameter, first, a swell ratio smaller than the
Newtonian value is obtained. Upon further increasing γ∗, the swell ratio approaches the
Newtonian value. γ∗ = 0.1 is the only damage parameter for which a lower final swell ratio
is predicted for Wi = 5 compared to Wi = 1. Figure 16b shows that the final swell ratio for
this damage parameter close to the die exit (x/H0 = 0) is higher for Wi = 5 compared to
Wi = 1, whereas near Γout (x/H0 = 5), the opposite is observed. Therefore, we suspect that
there is a complex interplay between higher swell due to a higher Weissenberg number
and a decrease in swell due to larger damage at higher Wi for γ∗ = 0.1 in the extrudate.
More research is needed to fully understand this phenomenon.

t/λθ = 0.01

t/λθ = 0.075

t/λθ = 5

Figure 15. Contour plots of the structure parameter ξ predicted by the rate-controlled approach for
λθ = 10λavg and γ∗ = 1 for different instances in time.
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Figure 16. Swell ratio as a function of dimensionless time for the point of the free surface on Γout (a)
and final swell ratio of the free surface as a function of the x-coordinate along the free surface (b).
Here, x/H0 = 0 corresponds to the x-coordinate at the die exit. Results are obtained for different
values of γ∗ for the rate-controlled approach using two different Weissenberg numbers. Solid lines
indicate the results for Wi = 5, whereas dashed lines indicate the results for Wi = 1.

4.2.3. Three-Dimensional Extrudate Swell

Three-dimensional simulations of a viscoelastic fluid emerging from a rectangular die
with an aspect ratio of 2:1 are performed to show the effect of a changing structure in the
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material in three-dimensional extrudates. The rate-controlled approach is used to model
the time-dependent evolution of the structure in the material. Figure 17 shows the contour
of the extrudate shape in steady state for λθ = 10λavg, different damage parameters and
Wi = 5. Here, a similar effect of thixotropy on extrudate swell as for the 2D planar problem
is observed.
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-1

-0.5
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Figure 17. Contour of a 3D extrudate of a thixotropic viscoelastic fluid. Evolution of the structure in
the material is modeled using the rate-controlled approach with λθ = 10λavg and different damage
parameters for Wi = 5.

Initially, the swell decreases when thixotropy is introduced. For increasing γ∗, how-
ever, the swell ratio starts to increase again. This effect is more pronounced for the height of
the extrudate than the width of the extrudate. This can be attributed to the higher shear rate
in the height direction compared to the width direction. The swell ratios for a thixotropic
fluid are always smaller compared to the viscoelastic fluid without thixotropy.

4.3. Fluctuating Flow Rate

All previous results are obtained by applying a constant flow rate Q at the die inlet.
However, in many industrial processes, the flow rate is not constant but fluctuates in time.
In this section, the effect of a fluctuating flow rate on the structure in the material and the
swell ratio of the 2D planar extrudate is studied using the rate-controlled model for the
kinetic equation of the structure parameter ξ. A sinusoidal flow rate is applied to the inlet,
with different periods 2π/tp, where tp is the time it takes for the sine function to complete
one period:

Q = sin
(
2π

t
tp

)
+ UavgH0. (41)

First, the effect of a fluctuating flow rate is studied for the non-thixotropic fluid and
an average Weissenberg number of Wi = 1. Here, flow rates are applied with different
dimensionless times for the period of a sine t∗p = tp/λavg. The swell ratio of the outer point
on the free surface at Γout is shown as a function of dimensionless time in Figure 18. This
figure shows that, although the flow rate is sinusoidal, the corresponding periodicity in the
swell ratio is presented by a higher-order sine function, where two frequencies are visible.
An explanation for this is as follows: for high flow rates, more fluid is flowing through the
die at a certain time interval compared to lower flow rates. Therefore, it takes longer for
the effect of the decrease in flow rate to be noticed at the end of the extrudate compared to
the effect of the increase in flow rate, and the effect of two different time scales is observed.

The frequencies chosen to study the influence of thixotropy on extrudate swell for a
fluctuating flow rate correspond to the following dimensionless times for one period of
the sine: t∗p = tp/λθ = 1, t∗p = tp/λθ = 5, as shown in Figure 19. Results are obtained for
λθ = 10λavg, different damage parameters and an average Weissenberg number of Wi = 1.
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Figure 18. Swell ratio as a function of dimensionless time for the point of the free surface on Γout, for
a sinusoidal flow rate with dimensionless frequency f ∗ = 1/t∗p, with t∗p = tp/λavg.
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Figure 19. Sinusoidal flow rate with dimensionless period t∗p = tp/λθ = 1 (solid line), and t∗p =

tp/λθ = 5 (dashed line) and the constant flow rate applied in previous results (dotted line).

Figure 20 shows the swell ratio of the point of the free surface on Γout as a function
of dimensionless time for a fluctuating flow rate with both dimensionless periods t∗p. The
swell ratio is plotted for different values of γ∗.

0 1 2 3 4 5
0.9

0.95

1

1.05

1.1

1.15

1.2

1.25

1.3

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

(a)

0 1 2 3 4 5
0.9

0.95

1

1.05

1.1

1.15

1.2

1.25

1.3

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

(b)

Figure 20. Swell ratio as a function of dimensionless time for the point of the free surface on Γout,
for different values of γ∗ and a sinusoidal flow rate with dimensionless frequency f ∗ = 1/t∗p, with
t∗p = tp/λθ = 5 (a), and t∗p = tp/λθ = 1 (b). The red dotted line represents the applied flow rate.
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This figure shows that for a fluctuating flow rate, the fluctuation is also visible in the
swell ratio of the end point of the free surface. For small values of γ∗ and non-thixotropic
materials, the swell ratio increases with Q, due to an increase in the Weissenberg number,
and decreases when the flow rate decreases. Since the material starts to swell more when
the flow rate increases, and it takes time for this material to reach the end of the extrudate,
there is a delay between the maximum in the flow rate and the corresponding maximum in
the swell ratio for small values of γ∗ and the non-thixotropic fluid. For the high frequency
case, the fluctuations in the swell ratio are much more pronounced compared to the small
frequency case. The fluctuations seem to weaken when the damage parameter increases. It
can also be observed that, for the high frequency case, the maxima in the swell ratio for
γ∗ = 1 and γ∗ = 10 occur at the same dimensionless time as the minima for γ∗ = 0.01 and
the non-thixotropic fluid. For higher values of γ∗, the structure parameter will be smaller
when Q is large due to an increasing shear rate, meaning that the structure in the material
is more damaged and the fluid becomes less elastic. This decreases the swell ratio. When
Q decreases again, the structure in the material increases, hence increasing the elasticity
and thus the swell ratio. The complex coupling of the competing effect of decreasing Wi
due to damaging the structure at high flow rates, while simultaneously increasing the
shear rate at higher flow rates and therefore increasing Wi, leads to the complex transient
behavior for a fluctuating flow rate. To show the change in structure in the material, the
contour of the structure parameter ξ is shown in Figure 21 for γ∗ = 0.1 and γ∗ = 10 at a
time interval where the flow rate is at its maximum (1), the flow rate equals the constant
applied flow rate (2) and where the flow rate is at its minimum (3), as indicated in Figure 19.
Figure 21 clearly shows the change in structure at the different moments in time, due to
the fluctuating flow rate. When the flow rate is at its maximum (1), there is a large area of
damaged material (small structure parameter ξ) in areas where the shear rate is high. This
is much more severe when the damage parameter is large. When the flow rate decreases
again, the material has time to recover, and the structure parameter will increase again.

γ∗ = 0.1, (1) γ∗ = 10, (1)

γ∗ = 0.1, (2) γ∗ = 10, (2)

γ∗ = 0.1, (3) γ∗ = 10, (3)

Figure 21. Contour plots of the structure parameter ξ predicted by the rate-controlled approach for
λθ = 10λavg and γ∗ = 0.1 (left) and γ∗ = 10 (right) for different instances in time as indicated by
the red numbers in Figure 19 for a fluctuating flowrate Q. The contour plots in this figure are made
with equidistant contour lines with an interval of 0.025 for clarity.

5. Conclusions

In this paper, we studied the effect of thixotropy on extrudate swell. To this end,
we used a rate and stress-controlled equation for a structure parameter that indicates the
degree of structure in the material. The relaxation times are adjusted with this structure
parameter, which effectively means that the fluid becomes less elastic when the structure
is damaged.
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Rate and stress-controlled approaches are compared by matching the damage param-
eters in the evolution equation for the structure parameter in such a way that the steady
state structure parameter and the steady state viscosity are matched at a characteristic shear
rate. Furthermore, the effects of the recovery time scale and the damage parameter in the
kinetic equation for the structure parameter are studied. It was found that thixotropy in
general decreases the swell ratio. When the damage parameter in the models is increased,
an outer layer with lower viscosity appears near the die wall, which decreases the swell
ratio to a value below the Newtonian swell ratio. Upon further increasing the damage pa-
rameter, the high viscosity core becomes very small, leading to an increase in the swell ratio
approaching the Newtonian value. Furthermore, it was found that the stress-controlled
approach always predicts a larger swell ratio compared to the rate-controlled approach for
the Weissenberg number range studied in this paper.

Results for varying the recovery time scale of the structure in the material show that
even though the damage and recovery parameters predict the same equilibrium value for
ξ, a different transient behavior of the structure is observed. This leads to different, but
comparable, swell ratios for the same equilibrium structure parameter.

The effect of thixotropy on the swell ratio is studied for two different Weissenberg
numbers (Wi = 1, Wi = 5). Results show an overall higher swell ratio for the higher
Weissenberg number. However, a complex interplay between higher swell due to a higher
Weissenberg number and a decrease in swell due to larger damage at higher Wi is observed
for small damage parameters. This interplay is an interesting topic for future research.

A proof of concept of the thixotropy model is given in 3D by performing simulations
for Wi = 5 using the rate-controlled approach and different damage parameters. Contours
of the final extrudate shape show a similar effect of thixotropy on extrudate swell compared
to the 2D planar problem.

Finally, the effect of a fluctuating flow rate is studied for the rate-controlled approach.
To this end, a sinusoidal flow rate is applied with different frequencies. Results show that
the fluctuation in the swell ratio decreases with increasing damage parameter. There also
seems to be a complex coupling between the decrease of Wi when the structure is damaged
at high flow rates and the increase in Wi due to an increasing shear rate at increasing flow
rates. This leads to complex transient behavior.

In conclusion, this paper shows that thixotropy in general decreases extrudate swell,
but complex transient behavior occurs when the fluid is thixotropic. Results show that
the emergence of fluid layers with different viscosities in the die due to thixotropy highly
influences the swell ratio.
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Abstract: In this paper, an experimental strategy is presented to characterize the rheological behavior
of filled, uncured rubber compounds. Oscillatory shear experiments on a regular plate-plate rheome-
ter are combined with a phenomenological thixotropy model to obtain model parameters that can be
used to describe the steady shear behavior. We compare rate- and stress-controlled kinetic equations
for a structure parameter that determines the deformation history-dependent spectrum and, thus,
the dynamic thixotropic behavior of the material. We keep the models as simple as possible and the
characterization straightforward to maximize applicability. The model can be implemented in a finite
element framework as a tool to simulate realistic rubber processing. This will be the topic of another
work, currently under preparation. In shaping processes, such as rubber- and polymer extrusion,
with realistic processing conditions, the range of shear rates is far outside the range obtained during
rheological characterization. Based on some motivated choices, we will present an approach to
extend this range.

Keywords: fillers; rubber compounds; viscoelasticity; thixotropy; structure

1. Introduction

Rubber extrusion is widely used in the automotive industry to produce, for example,
rectangular rubber strips, which can be stripwinded into the carcass of a car tire, and
weather strips that seal a car door and prevent rainwater and dust from coming in. Rubber-
like materials are typically viscoelastic and show nonlinear and time-dependent rheological
behavior under stress. The dimensions and quality of the rubber extrusion products highly
depend on the rheological properties of the compound. Rubber compounds are complex
materials in the sense that they contain many additives, such as plasticizers, curing agents,
and they contain about 30% by weight of reinforcing fillers [1].

Carbon black and silica are the two most popular types of fillers in the automotive
industry to improve the mechanical behavior of rubber products. They are both active
fillers, which means they interact with the polymer matrix. The reinforcing effect of the
fillers is therefore based on polymer–filler, as well as filler–filler interactions. Since carbon-
black suspensions are used in numerous industrial applications, ranging from tire rubbers
to ink and electrochemical energy storage devices [2–4], they are considered as highly
relevant thixotropic colloidal suspensions. Therefore, this paper will focus on carbon-black
reinforced rubber compounds.

The dispersion of the fillers in the polymer matrix is critical; the better the dispersion,
the better the performance properties of the compound [5,6]. Furthermore, the addition
of carbon-black increases the viscosity which leads to a change in the flow characteristics
of the compound. The primary carbon-black particles form aggregates and the size and
shape of these aggregates are deformation-independent. These aggregates can cluster
together to form agglomerates, which can form a network that is held together by weak

Polymers 2021, 13, 4068. https://doi.org/10.3390/polym13234068 https://www.mdpi.com/journal/polymers133
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van der Waals-type forces. These networks are very sensitive to even small changes in
strain and continue to separate as the strain increases [7]. These different types of carbon-
black structures are schematically depicted in Figure 1. The fragile bonds between the
agglomerates can break under stress but will reform again once the stress is removed. This
leads to a reversible decrease in the viscosity. This thixotropic behavior is also known as
the Payne effect, and makes rheological characterization of the compounds challenging [8].
When shear is applied to carbon-black suspensions, shear-thinning behavior is observed
which is consistent with structural break-down of these agglomerates [9–11].

Deformation dependent Deformation independent

Agglomerate
∼ 1− 10 µm

Primary aggregate
∼ 100 nm

Primary particle
∼ 10 nm

Figure 1. Schematic representation of carbon-black aggregates and the flocculation into agglomerates.

The Payne effect has been attributed to several mechanisms, such as the agglomeration/de-
agglomeration of filler aggregates, breakup/reformation of the filler–filler and polymer–filler
network [12,13], chain desorption from the fillers [14], yielding of the glassy layer between the
fillers [15] and disentanglement of the absorbed chains [16].

Considerable research has been performed to characterize the dynamic mechanical
properties of filled rubber compounds [17–24]. Addition of fillers leads to two contributions
to the dynamic modulus of the material; a strain-dependent contribution and a strain-
independent one. The modulus decreases with increasing strain due to a partial reversible
breakdown of the filler–filler network, whereas filler–rubber interactions contribute to the
strain-independent part [25]. The reversible networks created by the filler particles also
result in additional elastic behavior of the compound.

The concept of thixotropy was introduced by Péterfi [26]. Since then, the modeling of
thixotropy has been studied extensively and is considered as one of the most challenging
problems in colloid rheology. The underlying changes in microstructure are often complex
and still poorly understood. In the review of Larson and Wei [27], a summary is given of
the most used models to describe thixotropic behavior. In their review, they restrict the
term thixotropy to nearly inelastic behavior so that it cannot be confused with non-linear
viscoelasticity. Mewis and Wagner described a definition of thixotropy that is based on
viscosity [9]. This definition implies a time-dependent decrease of viscosity induced by
flow that is reversible when the flow is decreased or arrested.

Most simplistic thixotropy models are based on a kinetic equation that describes the
evolution of a structure parameter to express the state of the structure in the material. A
distinction is made between rate- and stress-controlled models. The basic form of a rate-
controlled kinetic equation for a structure parameter was initially proposed by Goodeve
and Whitfield [28]. Here, the structure parameter is controlled by the shear rate and used
to adjust the viscosity of the material. De Souza Mendes and Thompson [29] find it more
reasonable that structure evolution is controlled by the stress, since stress is needed to
break bonds in the microstructure.
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Another continuum approach to describe highly filled polymer liquids was described
by Leonov [30]. This constitutive model also uses a kinetic approach for structure break-
down and reformation. The rheological behavior is assumed to be dominated by filler–filler
interaction. Simhambhatla and Leonov [31] extended this model to describe the rheological
behavior of filled polymers with dominant filler–matrix interaction. They make use of
a rate-controlled kinetic equation for a structure parameter and divide the stress into a
contribution of the ‘free chains’ and one for the ‘trapped chains’. This model was validated
with various rheological experiments by Joshi and Leonov [32].

Many phenomenological models that are based on the evolution of a structure param-
eter describe experimental data well. However, they provide no clear information about
the microstructure of the material. Population Balance Models (PBMs) take into account
the flow-induced changes of the microstructure and describe how these changes influence
the bulk rheology of the material. In the last years, there has been a growing interest in
developing thixotropic constitutive models from PBMs [33,34].

Recent work of Narayan and Palade compared a natural configuration approach and
a structural parameter approach to model the thixotropic behavior in filled elastomers [35].
Although both approaches capture the rheological behavior reasonably well, they found
there were still some aspects of the Payne effect that were inadequately described. Rendek
and Lion [36] performed experiments to study the influence of strain-induced transient
behavior of the Payne effect for filler-reinforced elastomers and also proposed a constitutive
model. This model was later extended to investigate the influence of strain-amplitude and
temperature [37]. Modeling the effects of strain-amplitude and frequency on the thixotropic
behavior of carbon-black reinforced elastomers was done amongst others in [38,39].

In this paper, we will propose a straightforward experimental strategy to characterize
the thixotropic behavior of reinforced rubber compounds. To this end, oscillatory mea-
surements on a standard plate-plate rheometer are performed. Inspired by the Leonov
modeling, the thixotropic behavior is modeled with a kinetic evolution equation for a
structure parameter. Model predictions obtained with a rate- and stress-controlled kinetic
equation are compared in order to investigate the typical features of these two approaches.
The focus of this work is on this comparison and not the best quantitative description of
experimental results, i.e., the modeling is more qualitative. The oscillatory shear measure-
ments provide model parameters that can be used to predict steady shear results. What
distinguishes our approach from previous work is the relatively straightforward coupling
between the nonlinear viscoelastic behavior described by the constitutive model and the
thixotropic behavior described by the structure parameter. To be able to predict properties
of extrusion products of rubber compounds, numerical simulations can be a powerful
tool [40–43]. For these simulations, the material behavior, including the rheological behav-
ior, needs to be described. Although the presented model is a first-order model, only able
to qualitatively predict the thixotropic behavior, the straightforward coupling between the
nonlinear viscoelastic and thixotropic behavior maximizes its applicability and can help to
give insight in the behavior under realistic processing conditions.

The paper is build up as follows: first the material and experimental strategy are intro-
duced in Section 2. Section 3 introduces the rate- and stress-controlled thixotropic model.
It is explained how the model parameters in both approaches are obtained. The results of
the model predictions using both the rate- and stress-controlled equation are presented
in Section 4, for oscillatory- and steady-shear. Finally, the results of both approaches are
discussed in Section 5.

2. Materials and Methods
2.1. Materials
2.1.1. Filled, Uncured Rubber Compound

Oscillatory-shear experiments are performed on a carbon-black filled styrene buta-
diene uncured rubber compound provided by Evonik Industries. The ingredients of the
rubber compound are shown in Table 1 in parts per hundred rubber (phr).
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Table 1. Ingredients of the rubber compound in phr.

Ingredient [phr]

Stage 1 BUNA VSL 4526-2 96.25
CB1220 30
N339 72

ZnO RS 2.00
Stearic acid 1.00
Vivatec 500 8.75

Vulkanox HS/LG 1.50
Vulkanox 4020/LG 2.00

Protektor G 3108 2.00
Stage 2 Vulkacit CZ/EG C 1.60

Sulfur 1.40

2.1.2. Sample Preparation

Plates are molded from the rubber compound by compressing the rubber with a
hot press of Fontijne Holland (Type: TP 400) for three minutes, while keeping a constant
normal force of 100 kN applied to the rubber at 100 °C. This is followed by compressing
the rubber for three minutes at the same constant normal force at T = 25 °C. Teflon sheets
are used to prevent the rubber from adhesing to the press plates. Circular samples with
a diameter of 25 mm and a thickness of 2 mm are obtained by die-cutting them from the
pressed plates. To reduce the torque needed to perform oscillatory-shear measurements at
large strain amplitudes, also circular samples with a diameter of 8 mm and a thickness of
2 mm are used.

2.2. Methods

Rheological measurements on rubber compounds, i.e., thixotropic materials, are
limited in terms of frequency in case of dynamic measurements, shear rate and temperature
range. The latter due crosslinking at higher temperatures. Moreover, the performance
and interpretation of dynamic measurements are more complicated for compounds than
for regular polymers because of thixotropic behavior; properties can change during the
measurements. The thixotropic behavior is caused by filler particles that create a reversible
network, resulting in additional elastic behavior. This network can be (partly) destroyed
by flow gradients and recovers after the flow has stopped. When the filler-network is
completely destroyed one should observe the rheological characteristics of a filled polymer
that is still a highly nonlinear viscoelastic material, i.e., very high zero-shear rate viscosity,
clear shear thinning, normal stresses, glassy behavior at high frequencies. In this paper, we
apply dynamic oscillatory shear measurements to characterize this behavior.

2.2.1. Dynamic Oscillatory Shear Measurements

We will first focus on the results of dynamic measurements, i.e., oscillatory shear
experiments, performed with a strain-controlled rheometer (TA-instruments, RDAIII),
using a plate-plate geometry, from which a limited rheological spectrum is obtained. To
determine the strain amplitude range for which the filler networks remain undamaged,
a strain sweep is performed where the storage modulus G′ is measured with increasing
strain amplitude (T = 75 °C). To show that the decrease in G′ is not caused by nonlinear
viscoelasticity only, the measurement is immediately followed by a strain sweep with
decreasing strain amplitude. The result is shown in Figure 2. This figure shows the effect of
thixotropy, since the curve measured with decreasing strain amplitude shows lower values
for G′ as the curve measured with increasing strain amplitude. The measurements in this
figure are repeated three times to show reproducibility.
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Figure 2. Strain sweep measurements of G′ for increasing strain (black dots), followed by strain
sweep measurements for decreasing strain (black crosses).

To study the effect of deformation on the material properties of the compound, a
relaxation spectrum of the undamaged material is needed to use as starting point. To this
end, frequency sweeps are performed with a low strain amplitude of γ0 = 0.1% at different
temperatures. Time Temperature Superposition (TTS) is used to construct mastercurves
for the storage- and loss-moduli (G′ and G′′), and the phase-angle δ, respectively. The
horizontal shift-factors used in the TTS are shown in Figure 3. A vertical shift was not
required. The WLF equation is used to fit the horizontal shift-factors aT [44]:

log10(aT) =
−C1(T − Tref)

C2 + (T − Tref)
, (1)

where C1 and C2 are empirical constants obtained via a least-squares fit and their values
can be found in Table 2 and Tref = 75 °C is the reference temperature of the mastercurves.

Table 2. WLF parameters.

C1 [-] C2 [K]

4.54 154.64

290 300 310 320 330 340 350 360 370 380
-1
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Figure 3. Horizontal aT shift-factors used in the time temperature superposition to construct master-
curves of G′, G′′ and δ and the obtained WLF-fit to the horizontal shift factors aT .
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The constructed mastercurves for the storage- and loss-moduli and the phase-angle
are shown in Figure 4. For the compound used in this paper, 7-modes seemed to be
sufficient to obtain a good fit. For other compounds, the number of modes can be different.
The relaxation spectrum for the undamaged material is obtained by performing a 7-mode
least-squares fit on the mastercurves of G′ and G′′ and δ, using the Maxwell model [45]:

G′(ω) =
m

∑
k=1

Gkλ2
kω2

1 + (λkω)2 , G′′(ω) =
m

∑
k=1

Gkλkω

1 + (λkω)2 , δ(ω) = arctan(G′′(ω)/G′(ω)), (2)

where m is the number of modes. The resulting fit is also shown in Figure 4. The values
for the relaxation times λ0,k and moduli G0,k are shown in Table 3. Here, the subscript ()0
indicates the spectrum used to characterize the undamaged material.

Table 3. Relaxation spectrum of a 7-mode Maxwell fit of G′ and G′′ of the undamaged material.

Mode G0,k [Pa] λ0,k [s]

1 1.25× 105 75.93
2 1.45× 105 6.16
3 2.27× 105 0.91
4 3.16× 105 0.14
5 4.05× 105 0.022
6 5.30× 105 0.0032
7 6.80× 105 0.0003
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Figure 4. Mastercurves of the storage- and loss modulus measured with a strain amplitude of γ0 = 0.1% at T = 75 °C
(a) and the corresponding mastercurve of the phase-angle δ (b). Solid and dashed lines correspond to the 7-mode Maxwell
fit of Table 3 to the data. The kinks in the fit of δ can be attributed to the contribution of the different modes, i.e., it is not a
continuous spectrum. A smoother curve can be obtained by adding more modes in the suitable frequency range (λ = 1/ω).
However, this makes the modeling also more computationally expensive.

To predict nonlinear viscoelastic behavior of the compounds, a Giesekus model is
used to calculate the viscoelastic stress [46]:

λk

(Dτk
Dt
− L · τk − τk · LT

)
+ τk +

λkαk
η

τ2
k = 2ηkD, τ =

m

∑
k=1

τk (3)

where D()/Dt denotes the material derivative, τ is the total viscoelastic stress tensor, L is
the velocity gradient, D = (∇u +∇uT)/2 is the rate-of-deformation tensor, ηk = Gkλk is
the shear viscosity of mode k and αk is the mobility parameter of mode k that influences
shear-thinning. Note that it is not possible to perform steady shear measurements on
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the compounds without measuring the effect of thixotropy. To get an estimate of the
mobility parameter αk of the Giesekus model for every mode k, the model is fitted to the
experimental data of the complex viscosity for the undamaged material. The result is
shown in Figure 5. The nonlinear parameters obtained are given in Table 4.
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Figure 5. Fit of the Giesekus model to experimental data of the complex viscosity measured with
oscillatory shear experiments.

Table 4. Nonlinear parameter αk used in the Giesekus model for nonlinear viscoelastic stress calculations.

Mode αk [-]

1 0.4
2 0.4
3 0.4
4 0.4
5 0.4
6 0.4
7 0.25

Next, mastercurves are constructed for different degrees of structural damage. A
horizontal shift between mastercurves of the moduli of different degrees of structural
damage could be observed for a large frequency range. Together with the assumption that
structural damage leads to a ‘reduced’ time scale due to destruction of the elastic network
in the material, this led to the choice to focus on the mastercurves of the phase-angle δ in
this work. To erase any structural memory and make sure the starting properties of every
sample are approximately the same, a pre-shear is applied. The measuring protocol of
every point on the mastercurves with different degrees of structural damage in the material
is shown in Figure 6 and is defined as follows:

1. For every sample, first a pre-shear (indicated in black) is applied by performing
oscillatory shear measurements of t = 120 s, ω = 1 rad/s and a strain amplitude of
γ0 = 20% during which the structure will break down;

2. This is followed by a pre-shear during which the structure can (partially) recover
again, by performing oscillatory shear measurements of t = 120 s, ω = 1 rad/s and a
strain amplitude of γ0 = 0.6%;
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3. These pre-shear measurements are followed by an oscillatory shear measurement of
again t = 120 s, but for different frequencies ω and strain amplitudes γ0 (indicated
in red);

4. The storage and loss moduli at time t = 350 s are used to calculate the phase-angle δ
and this gives one single point on the mastercurve with strain amplitude γ0.

0 50 100 150 200 250 300 350 400
104

105

106

Figure 6. Measuring protocol to construct mastercurves of δ for different degrees of structural damage.

The result for the mastercurves with different strain amplitudes, and therefore different
degrees of structural damage, are shown in Figure 7. Here, every point is a separate
experiment performed using the protocol as shown in Figure 6. It is important to note
that the mastercurve for γ0 = 0.05% is used to characterize the recovery behavior of the
material. For this curve, only a pre-shear of t = 120 s, ω = 1 rad/s and a strain amplitude
of γ0 = 20% is applied, meaning that step 2 in the measuring protocol is skipped. This
is followed by an oscillatory shear measurement of again t = 120 s, but for different
frequencies ω and a strain amplitude of γ0 = 0.05% during which the material can recover.
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Figure 7. Mastercurves (T = 75 °C) of the phase-angle δ for different degrees of structural damage
by applying different strain amplitudes γ0.
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2.2.2. Steady Shear Measurements

Steady shear measurements are provided by VMI Holland B.V. and measurements
were performed on an in-house made device. The compound is extruded in a closed,
pressurized chamber containing a double-cone plate geometry. The pressure-method [47]
is used to determine the shear viscosity η and the first normal stress difference coeffi-
cient Ψ1 from the measurements. Measurements are performed for a temperature range
T = 70–90 ◦C to construct mastercurves for T = 75 °C. Results are presented in Section 4.3.

3. Thixotropy Model

In this section, the assumptions and observations that lead to the model approach
are presented. This is followed by the mathematical description of the rate- and stress-
controlled thixotropy model used throughout this paper.

3.1. Model Definition

From Figure 7, the following assumptions/observations can be made:

• It is assumed that structural damage leads to a ‘reduced’ time scale due to destruction
of the elastic network. Combined with the observation that structural damage causes
the phase-angle δ to shift horizontally for a large range of frequencies, this leads to
the assumption that the influence of structural damage on the phase-angle can be
described with a horizontal shift factor aξ for increasing the strain amplitude γ0.

• For higher angular frequencies ω, there is an upswing in the phase-angle and the
effect of damage can no longer be described by a pure horizontal shift.

• This upswing is more pronounced for higher levels of structural damage and starts at
lower frequencies.

The undamaged mastercurve of δ shows a linear dependency on log10 ω. Therefore, a
linear line can be fitted through this mastercurve. For small ω, a horizontal shift factor aξ

is applied to this linear fit, to obtain linear lines that fit the mastercurves for the different
strain amplitudes γ0. This is schematically depicted in Figure 8. This horizontal shift plays
a crucial role in the model definition in this paper and the shift-factors aξ for the different
strain amplitudes can be found in Table 5.

Table 5. Horizontal shift aξ for the different strain amplitudes in Figure 7.

γ0 [%] aξ [-] 1/aξ [-]

0.05 1.81 0.55
10 6.67 0.15
25 13.33 0.075
35 100 0.01

Using a horizontal shift aξ on the mastercurves of the phase-angle suggests that the
effect of damage of the filler networks can be modeled by adjusting the relaxation times of
the undamaged material. To show that this hypothesis is valid, the horizontal shift between
the linear fits through the mastercurves are obtained and the relaxation times are adjusted
accordingly:

λk = λ0,k ·
1
aξ

. (4)

For high frequencies, an upswing in the phase-angle is observed that becomes more
pronounced for higher strain amplitudes. Structural damage is assumed to be dominant
for the modes with the largest relaxation times, i.e., the relaxation times that are thought
to be mostly related to the elastic filler network. Therefore, it is assumed that small
relaxation times (corresponding to high frequencies) do not contribute to the elastic network.
Following this reasoning, the horizontal shift of these modes should be limited. The
measured upswing at high frequencies can now be used to determine this limited horizontal
shift. Numerical experiments showed that the factor 1/aξ in Equation (4) for the two modes
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with the smallest relaxation times should be limited to describe the measured upswing at
high frequencies. It was found that the experimental data were described best when the
smallest relaxation time was not adjusted (1/aξ = 1) and, for mode six, 1/aξ was limited
to min(1/aξ) = 0.1. The result is shown in Figure 9.
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Figure 8. Mastercurves of different degrees of structural damage show a horizontal shift aξ with
respect to the undamaged mastercurve.
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Figure 9. Results for the mastercurves of the phase-angle by adjusting the undamaged relaxation
times with the horizontal shift-factors aξ .

Even though upswings in δ have been measured in the past for elastic materials [48]
and the upswing in the experimental data is captured well by limiting the damage of the
smallest relaxation times, it has to be noted that the experimental results obtained at high
frequencies are prone to experimental errors. Therefore, the measurements at high ω have
to be considered less accurate than the measurements at small ω.
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Extended Spectrum

So far, we have focused on the results of dynamic measurements, i.e., oscillatory shear
experiments, from which a limited (7-mode) rheological spectrum is obtained. Based on
a combination of arguments and some observations, this spectrum can be extended such
that the shear rate range becomes applicable to realistic processing conditions.

For a compound with network structures that are finite, i.e., without a network
structure that spans the whole sample, the phase-angle has limits: (δ(ω → 0) = 90°),
(δ(ω → ∞) = 0°). The relaxation spectrum can now be extended to lower and higher
frequencies than the measurement range, such that the slope of the undamaged mastercurve
is preserved over a large range, keeping the phase-angle limits in mind. The result is shown
in Figure 10a. Notice that with this choice the material shows a Newtonian plateau for
(very) small ω. When an ‘infinite network’ would exist in the sample, the phase-angle
would show a limiting phase-angle close to zero for small ω, indicating that the material
has a yield-stress. When choosing the right parameters, one can also model this behavior.
However, we do not consider this possibility of yielding, since we have no experimental
evidence for such behavior for the compound considered. The relaxation times λ0,k and
moduli G0,k of the extended spectrum are given in Table 6.

Table 6. Extended 15-mode relaxation spectrum for the undamaged material.

Mode G0,k [Pa] λ0,k [s]

1 0.02× 105 1× 105

2 0.04× 105 2× 104

3 0.1× 105 3× 103

4 0.3× 105 4× 102

5 0.7× 105 50.00
6 1.3× 105 5.80
7 2.1× 105 0.91
8 3.0× 105 0.14
9 4.0× 105 0.022

10 5.0× 105 0.0032
11 6.80× 105 0.0003
12 7.00× 105 50× 10−6

13 7.00× 105 40× 10−7

14 8.00× 105 30× 10−8

15 8.00× 105 20× 10−9

Following the same reasoning as for the 7-mode spectrum, the horizontal shift for
modes with small relaxation times, corresponding to high frequencies, is again limited.
Using numerical experiments, the maximum adjustment factor for mode 10 was found to
be min(1/aξ) = 0.1. Modes 11–15 were not adjusted (1/aξ = 1). The extended spectrum
can now be used to fit the experimental mastercurves for the different degrees of structural
damage. The result is shown in Figure 10b. Both the horizontal shift and the upswing are
captured quite well. For practical reasons, we will not take into account the plateau limits
in the phase-angle for the model predictions. Therefore, the 7-mode spectrum will be used
in the remainder of this paper.
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Figure 10. Phase-angle of the undamaged material as a function of frequency fitted with a 15-mode extended relaxation
spectrum (a) and phase-angle as a function of frequency for different degrees of structural damage fitted with a 15-mode
extended relaxation spectrum (b).

3.2. Mathematical Description

Results in the previous section show that adjusting the relaxation times of the un-
damaged spectrum with the horizontal shift aξ between the different mastercurves of
the phase-angle δ leads to a successful prediction of the measured behavior. Therefore,
a structure parameter ξ is defined based on this horizontal shift-factor aξ as ξ = 1/aξ . If
ξ = 1, then the material is undamaged and the filler networks are intact, whereas ξ = ξinf
indicates a completely damaged material where no network structures due to the fillers
are left:

ξ =

{
1, Undamaged; structures intact
ξinf, Maximum damage,

here, the minimum value for ξinf that can be used is ξinf = 0. The value for ξinf is related to
the limited horizontal shift for small relaxation times introduced in the previous section to
capture the upswing in δ for high frequencies. This means that for the 7-mode spectrum
ξinf can be defined as follows:

ξinf = [0, 0, 0, 0, 0, 0.1, 1]. (5)

To model the thixotropic behavior, we compare a rate- and stress-controlled phenomeno-
logical structure parameter ξ to adjust the relaxation times of the undamaged spectrum, to
obtain the relaxation spectrum of the damaged material. First, the mathematical description
of both models is given, followed by the approach to obtain the different model parameters.
The following kinetic equations are based on the work of Leonov et al. [30–32].

3.2.1. Rate-Controlled Model

Dξ

Dt
=

1− ξ

λθ
− Eγ∗(ξ − ξinf), (6)

where D()/Dt = ∂()/∂t + u · ∇() is the material derivative, λθ is a characteristic time scale
for the recovery of the material structure, E =

√
2trD2 is a measure of the deformation rate

based on the rate of deformation tensor D, corresponding to an effective shear rate in shear
flows. Furthermore, γ∗ is a fitting parameter that indicates how much of the applied defor-
mation leads to damage of the structure in the material and ξinf is a fitting parameter that
limits the degree of damage that can be done to the material. This parameter is introduced,
since the rheological characteristics of an unfilled polymer that is still a highly nonlinear
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viscoelastic material should be observed when the filler-network is completely destroyed.

For the oscillatory shear measurements, E is defined as follows:

E(t) = |γ0ω cos(ωt)|, (7)

which can be simplified to:

〈E〉 = 2γ0ω

π
, (8)

to take E as the average over the period of oscillation [32].

3.2.2. Stress-Controlled Model

Dξ

Dt
=

1− ξ

λθ
− τc(ξ)

η0
τ∗(ξ − ξinf), (9)

where τc(τ) is a characteristic stress in the material that is a function of the viscoelastic
stress tensor τ, η0 is the zero shear viscosity of the undamaged material and τ∗ is a fitting
parameter that describes how much of the present stress contributes to damage of the
elastic network. Here, the equivalent von Mises shear stress is used as characteristic stress
τc [49]:

τc =

√
1
2

τ̂ : τ̂, (10)

with τ̂ = τ − 1
3 (tr τ)I, the deviatoric part of the total viscoelastic stress tensor.

Since ξ is related to the horizontal shift between the mastercurves of δ, the relaxation
times of the undamaged material λ0,k are now adjusted using the structure parameter ξ to
obtain the relaxation times λk of the damaged material:

λk = λ0,k · ξ, (11)

where λ0,k are the initial relaxation times obtained form fitting the mastercurves of the
undamaged material of Figure 4. Here, in contrast to the Leonov model, the coupling
between the nonlinear viscoelastic behavior described by the constitutive equation and the
structure parameter is very straightforward through the relaxation times.

3.3. Model Parameters

We use one single structure parameter for all seven modes in the relaxation spectrum
shown in Table 3 and therefore assume that ξ describes the overall structure in the material.
The structure parameter for the different mastercurves in Figure 7 is obtained from the
horizontal shift of the linear fits for the different strain amplitudes ξ = 1/aξ (see Table 5).
This structure parameter is plotted as a function of the applied strain amplitude in Figure 11.
Note that ξ for γ0 = 0.05% is smaller than one, because this point indicates the horizontal
shift of the recovery curve after the applied pre-shear of step 1 in the measuring protocol.
Since this is the only ‘recovery’ curve, this point is indicated with a star. Since the horizontal
shift is the same for a wide range of frequencies, the model parameters should be chosen
such that the structure parameter ξ is approximately the same as this horizontal shift for
different frequencies. Using the deformation history as shown in Figure 6, the evolution of
the structure parameter ξ can be calculated using an explicit Euler method. It was found
that for the rate-controlled model, the effect of ω was too pronounced if E was calculated
using Equation (7). It can be argued that for high frequencies, a high strain-amplitude leads
to a lower degree of damage than for low frequencies, because the structure acts more like
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an elastic solid at high ω. In order to capture this behavior, the effective shear rate E is
given a power law-like dependence on the frequency ω:

〈E〉 = 2γ0ωp

(ω∗)p−1π
. (12)

To avoid problems with the unit of γ∗, a characteristic ω∗ is introduced. Here, ω∗ = 1
rad/s since the horizontal shift aξ is based on the shift at this frequency.

For the stress-controlled method, the characteristic stress is calculated as
τc(τ) = |G∗|γ0, where G∗ is the complex modulus G∗ =

√
(G′2 + G′′2) calculated with

the damaged spectrum, obtained from the previous time step. It is important to note that
this stress only equals the von Mises shear stress if linear rheological behavior is assumed.
Results of fitting the structure parameter as a function of strain amplitude for frequencies
in the range ω = [0.1, 1, 10] rad/s for the two different models are shown in Figure 11.
Here, it is tried to get the difference in the structure parameters for the different frequencies
as small as possible, to obtain the same horizontal shift for a wide frequency range, while
still using realistic values for the fitting parameters.

The obtained fitting parameters for both models are given in Table 7.

Table 7. Fit parameters used to fit ξ as a function of the strain amplitude γ0.

λθ [s] γ∗ [-] p [-] τ∗ [-]

170 0.6 0.3 17.6
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Figure 11. Structure parameter ξ obtained from the horizontal shift aξ between the mastercurves of the phase-angle with
different strain amplitudes fitted by the rate-controlled model (a) and the stress-controlled model (b) for different frequencies
ω. The horizontal shift of the recovery curve γ0 = 0.05 % is indicated with a star.

The values for ξinf were obtained in Section 3.1 from capturing the upswing while
adjusting the relaxation times with the horizontal shift factor λ0 = λ · 1/aξ .

4. Results

This section will show results of model predictions in oscillatory shear and steady
shear for the rate- and stress-controlled model. First, dynamic oscillatory model predictions
of the mastercurves of the phase angle are shown for both methods. This is followed by
dynamic model predictions of oscillatory shear measurements of the damage recovery
behavior for a fixed frequency of ω = 1 rad/s and different strain amplitudes. Here, a
distinction is made between predictions with a homogeneous flow assumption and more
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realistic non-homogeneous flow conditions where nonlinear viscoelasticity is taken into
account. Finally, model predictions are shown for steady shear data for both approaches.

4.1. Mastercurve Model Predictions in Oscillatory Shear

The 7-mode spectrum is used to calculate the model predictions in oscillatory shear.
The structure parameter ξ is calculated for every point on the mastercurves of Figure 7,
using an Explicit Euler method and taking the applied pre-shear into account. For the
rate-controlled method, E is calculated using the power law-like dependence on ω as
described in Equation (12). For the stress-controlled method, the characteristic stress is
again calculated as τc(τ) = |G∗|γ0, where G∗ is the complex modulus G∗ =

√
(G′2 + G′′2)

calculated with the damaged spectrum, obtained from the previous time step and, thus,
linear rheological behavior is assumed. The results for the rate- and stress-controlled
method are shown in Figure 12.
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Figure 12. Model predictions of oscillatory shear measurements for the rate-controlled model, using a power law-like
dependence on the frequency (a) and for the stress-controlled model assuming linear rheological behavior (b).

Results show that both models give a qualitative prediction of the measured
mastercurves.

The approximation of the characteristic stress τc(τ) = |G∗|γ0 can only be used for
small Weissenberg numbers. For large strain amplitudes and frequencies, normal stresses

will start to play a role such that |G∗|γ0 <

√
1
2

τ̂ : τ̂. Figure 13 shows a comparison between

the model predictions using τc(τ) = |G∗|γ0 and the von Mises shear stress calculated
using a Giesekus model.

This figure shows that for high strain amplitudes, but especially for high frequencies,
assuming linear viscoelastic behavior is no longer allowed since model predictions using
the von Mises shear stress are highly different from model predictions using τc(τ) = |G∗|γ0.
The von Mises stress is much higher than the shear stress for high frequencies, because
normal stresses can no longer be neglected. Results show that, similar to the rate-controlled
model, the frequency dependence is over-predicted compared to the experimental data.
At these high frequencies, the measurements are also prone to experimental errors. The
oscillatory shear measurements are therefore mainly used to obtain model parameters to
do qualitative predictions for small ω and in steady shear. It should also be noted that
in the fitting procedure linear viscoelastic behavior is assumed: τc(τ) = |G∗|γ0. A more
consistent fitting procedure, using the von Mises shear stress, might give better results for
the oscillatory shear behavior. However, with the current model, this will most likely lead
to an over-prediction of the rheological properties in steady shear.
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Figure 13. Model predictions of oscillatory shear measurements for the stress-controlled model,

using τc(τ) = |G∗|γ0 (solid lines) and τc =

√
1
2

τ̂ : τ̂ (dashed lines).

4.2. Damage Recovery Behavior Model Prediction in Oscillatory Shear

The 7-mode relaxation spectrum in combination with the rate- and stress-controlled
thixotropic models is used to model the dynamic behavior of the compound. The fitting
parameters as found in Table 7 are used. Here, a distinction is made between a homo-
geneous flow assumption and a more realistic non-homogeneous flow as present in a
plate-plate rheometer.

4.2.1. Homogeneous Flow Assumption

Oscillatory shear measurements are performed for different strain amplitudes and
ω = 1 rad/s to find the damage–recovery behavior of the compound. A frequency of
ω = 1 rad/s is chosen to avoid experimental problems at high shear rates and problems
with nonlinear rheological behavior. These measurements are again repeated three times
to test the reproducibility. The evolution of the structure parameter ξ is again modeled
using an explicit Euler scheme to solve Equations (6) and (9), using E as defined by
Equation (12) for the rate-controlled method, and the stress τc(τ) = |G∗|γ0 calculated with
ξ from the previous time step for the stress-controlled method. The flow is assumed to
be homogeneous (no radial dependence) and nonlinear viscoelasticity is neglected. The
undamaged relaxation times as listed in Table 3 are adjusted using Equation (11), and the
storage and loss moduli are calculated using Equation (2). The experimental results and the
model prediction for the storage- and loss moduli are shown in Figure 14 for both methods.
This figure shows that the damage–recovery behavior of the compound is captured quite
well for both approaches.

4.2.2. Non-Homogeneous Flow

In the previous section, the assumption of homogeneous flow was used. However, in
reality, the flow in a plate-plate rheometer is non-homogeneous and, thus, the shear rate
is linearly dependent on the radius r in the sample. This means the structure parameter
ξ and the material properties will also be r-dependent. Therefore, full computations are
performed where a sinusoidal strain is applied that depends on the radial position r in
the sample:

γ(r, t) =
r

Rplate
· γ0 sin(ωt), (13)

E(r, t) =
r

Rplate
· γ0ω cos(ωt), (14)
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where r is the radial position in the sample and Rplate is the radius of the plate of the
rheometer. Nonlinear viscoelastic behavior is taken into account by using a Giesekus
model to calculate the visoelastic stresses. An Explicit Euler scheme is used to calculate the
viscoelastic stress from Equation (3) as a function of time and radius. From this stress, the
torque can be calculated [50]:

M = 2π
∫ R

0
rτθz(r)rdr. (15)
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Figure 14. Dynamic experimental measurements of the damage–recovery behavior (ω = 1 rad/s) of the compound (dots)
and model predictions using a homogeneous flow assumption and the 7-mode relaxation spectrum (solid lines) for the
rate-controlled method (black) and the stress-controlled method (blue).

The rheometer software determines the stress τθz from this torque with the following
equation:

τθz =
2M
πR3 . (16)

For viscoelastic fluids, this equation is a linear approximation. From this stress, G′

and G′′ can be calculated. The viscoelastic stress is calculated using the Giesekus model
with αk parameters as can be found in Table 4.

The evolution of the structure parameter is also calculated using an explicit Euler
method, taking the radial dependence of the applied strain into account. The relaxation
times are adjusted using the calculated structure parameter and used in the calculations
of the viscoelastic stress tensor. For the stress-controlled method, ξ is calculated using
the von Mises shear stress as characteristic stress τc. To this end, the von Mises stress
calculated from τ in the previous time step is used. The torque measured during the
oscillatory shear measurements of the damage–recovery behavior of Figure 14 is now
calculated using Equation (15). Using this method, both the non-homogeneous flow and
nonlinear viscoelasticity are taken into account. The result is shown in Figure 15 for the
rate-controlled method and, in Figure 16, for the stress-controlled method. These figures
show that for ω = 1 rad/s and the strain amplitudes applied in the oscillatory shear
experiments, neglecting nonlinear viscoelastic behavior and radial dependence of the strain
still gives qualitative results.
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Figure 15. Dynamic experimental measurements of the torque during the damage–recovery behavior measurements of the
compound (dots), model predictions using a homogeneous flow assumption and the 7-mode relaxation spectrum (blue
dots) and model predictions taking r-dependence and Nonlinear Viscoelastic (NLVE) behavior into account (dotted line) for
the rate-controlled model.
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Figure 16. Dynamic experimental measurements of the torque during the damage–recovery behavior measurements of the
compound (dots), model predictions using a homogeneous flow assumption and the 7-mode relaxation spectrum (blue
dots) and model predictions taking r-dependence and nonlinear viscoelastic behavior into account (dotted line) for the
stress-controlled model.

4.3. Model Prediction in Steady Shear

Finally, model predictions using the rate- and stress-controlled method in steady shear
are presented. To this end, an equilibrium value of the structure parameter is used to
calculate the viscosity η and the first normal stress difference coefficient Ψ1 for different
shear rates. The equilibrium value of the structure parameter ξeq can be calculated by
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setting the time derivative in Equations (6) and (9) equal to zero. This gives the following
expression for ξeq, for the rate- and stress-controlled method, respectively:

ξeq =
1 + Eγ∗ξinfλθ

1 + Eγ∗λθ
, (17)

ξeq =

1 +
τc(τeq)

η0
τ∗ξinfλθ

1 +
τc(τeq)

η0
τ∗λθ

. (18)

For the stress-controlled equation, the von Mises stress τc(τ) is calculated using
a Giesekus model. Here, Newton–Raphson iteration is used to obtain the steady state
viscoelastic stress tensor for a specific shear rate. Picard iteration is performed to obtain
τc(τeq). By calculating the equilibrium value of the structure parameter for different shear
rates, the 7-mode relaxation spectrum of the undamaged material is adjusted and the
viscosity η and Ψ1 can be calculated using the analytical solutions of the Giesekus model:

η(γ̇) =
m

∑
k=1

ηk(1− fk)
2

1 + (1− 2αk) fk
, (19)

Ψ1(γ̇) =
m

∑
k=1

2ηkλk fk(1− αk fk)

αk(1− fk)(λkγ̇)2 , (20)

where fk is expressed as follows:

fk =
1− χk

1 + (1− 2αk)χk
, (21)

with,

χk =

(
[1 + 16αk(1− αk)(λkγ̇)2]1/2 − 1

8αk(1− αk)(λkγ̇)2

)1/2

. (22)

The result is shown in Figure 17. Here, the black lines indicate the result for the rate-
controlled model, whereas the blue lines present the result for the stress-controlled model.
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Figure 17. Steady shear predictions of the viscosity η and first normal stress difference coefficient Ψ1

for the rate-controlled (black) and stress-controlled (blue) method and experimental data provided
by VMI Holland B.V. (triangles and squares).
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This figure shows that both, the viscosity and the first normal stress difference coef-
ficient are predicted to be lower for small shear rates and higher for large shear rates for
the stress-controlled model compared to the rate-controlled model. Both models capture
the experimental trends reasonably well, but the prediction of Ψ1 is too high for larger
shear rates, for the stress-controlled approach. Figure 18 shows the damage terms of both
approaches as a function of shear rate. This figure shows that for the rate-controlled model,
the damage term is linearly dependent on shear rate, whereas for the stress-controlled
model, this dependency is no longer linear.
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Figure 18. Model predictions of the damage term Eγ∗ as a function of shear rate for the rate-controlled model (a) and
τc(τeq)/η0 · τ∗ for the stress-controlled model (b).

Figure 19a shows ξeq as a function of shear rate for both approaches. This figure
shows a clear difference between the rate- and stress-controlled approach, leading to
the differences in steady-shear predictions. Figure 19b shows a zoomed-in version of
(a). Here, it is observed that for the stress-controlled approach, ξeq reaches a plateau at
ξeq 6= 0 for high shear rates, whereas it goes to zero for the rate-controlled approach.
This means that the stress-controlled approach always predicts a higher level of structure
present in the material at high shear rates, compared to the rate-controlled approach,
leading to larger relaxation times and, therefore, a higher viscosity and first normal stress
difference coefficient.
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Figure 19. Model predictions of ξeq as a function of shear rate for both approaches (a) and a zoom-in at high shear rates (b).
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Figure 20 shows the shear stress τ as a function of ξeq for both approaches. Compared
to the rate-controlled approach, the stress for the stress-controlled approach is always
lower, except for very low ξeq, where the plateau in ξeq is reached.
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Figure 20. Shear-stress τ as a function of ξeq for the rate- and stress-controlled approach.

Transient Shear Rheology

The transient viscosity can also be calculated for both models and different shear rates.
The result is shown in Figure 21.
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Figure 21. Transient viscosity as a function of time for different shear rates for the rate-controlled
(solid lines) and stress-controlled model (dashed lines).

This figure also shows the effect of the damage-dependent characteristic stress in the
stress-controlled approach. For smaller shear rates, the stress-controlled method predicts
a smaller viscosity compared to the rate-controlled method. This agrees with the smaller
equilibrium structure parameter for small shear rates, as was shown in Figure 20. The
viscosity also reaches its equilibrium value faster for the stress-controlled method at small
shear rates. For high shear rates, however, an opposite effect is observed. This is most
likely caused by the damage-dependent characteristic stress in the evolution equation
for the structure parameter. At large shear rates, the degree of damage is more severe,
which reduces ξ and thus the relaxation times. This reduces the characteristic stress in the
material, which in turn reduces ξ.
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5. Discussion and Conclusions

In this paper, we presented an experimental strategy to characterize the rheological
behavior of filled, uncured rubber compounds. It is tried to keep the approach as simple as
possible to maximize applicability and keep the characterization straightforward. To this
end, oscillatory shear experiments on a regular plate-plate rheometer were performed.

Measurements were performed for different strain amplitudes, to create mastercurves
of the phase-angle for different degrees of structural damage in the material. It was found
that the network destruction causes a horizontal shift aξ in the mastercurves of δ. This shift
is approximately the same for a large range of frequencies and used to construct a structure
parameter ξ = 1/aξ . This structure parameter is used to define the evolution of the degree
of structural damage in the material and to adjust the relaxation times of the undamaged
material λ0 accordingly.

A rate- and stress-controlled kinetic equation for the evolution of the structure pa-
rameter is compared to qualitatively describe the thixotropic behavior in the material.
The evolution of the structure parameter can be modeled in time, using an explicit Euler
method. The model parameters are obtained by a least-square fitting approach based on
the oscillatory shear measurements. Results show that the frequency dependence is not
captured well by neither the rate- nor the stress-controlled model without additional model
modifications. At these high frequencies, the oscillatory shear measurements are also prone
to experimental errors. It therefore has to be concluded that, although the oscillatory shear
measurements are used to obtain the model parameters for the kinetic structure parameter
equations, we run into limitations of both, the measurements and the models, when normal
stresses become significantly large.

The experimental damage–recovery behavior measured in oscillatory shear can be
described reasonably well with both approaches for ω = 1 rad/s. For the strain amplitudes
used in the oscillatory shear measurements in this work and ω = 1 rad/s, it is shown
that it is allowed to neglect nonlinear viscoelasticity, and non-homogeneous flow in the
plate-plate rheometer to model the damage–recovery experiments. However, this can be
taken into account when larger strain amplitudes or frequencies are desired.

The model parameters obtained from the oscillatory shear measurements are used to
perform steady shear model predictions. The results show that, using the model parameters
obtained from the oscillatory measurements, the measured trends are qualitatively captured
by both models. It was found that the stress-controlled approach under-predicts the degree
of damage for large deformations. Perhaps, the approach to obtain the model parameters
can be adjusted to obtain a better fit in steady shear for the stress-controlled model. More
research is needed to find a more suitable approach.

Rubber compounds are complex materials containing many additives. To unravel
the thixotropic behavior and do quantitative predictions, a more detailed model should
be developed and the influence of these additives needs to be studied systematically. The
frequency and temperature dependency of the filler-filler or filler-polymer networks has to
be studied in future work. We believe that the thixotropy model and experimental strategy
presented in this paper can be a starting point for characterizing the thixotropic behavior of
such compounds. The trends measured in steady shear, using model parameters obtained
from oscillatory shear measurements, are captured reasonably well for both models. As
such, a qualitative prediction of the rheological behavior under relevant processing condi-
tions can be done. However, more research is needed to systematically obtain the fitting
parameters and give more quantitative results in both oscillatory and steady shear.
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Abstract: In this research, a low molecular weight poly(lactic acid) (or PLA) synthesized from direct
polycondensation was melt compounded with urea to formulate slow-release fertilizer (SRF). We
studied the influence of the molecular weight (Mw) of PLA as a matrix and the urea composition
of SRF towards release kinetics in water at 30 ◦C. The physical appearance of solid samples, the
change in urea concentration, and acidity (pH) of water were monitored periodically during the
release test. Three studied empirical models exhibited that diffusion within the matrix dominated
the urea release process, especially when the release level was less than 60%. Thus, a lower Mw of
PLA and a higher urea content of SRF showed a faster release rate. For the entire length of the release
experiment, a combination of diffusion and degradation mechanisms exhibited the best agreement
with the experimental data. The hydrolytic degradation of PLA may begin after 96 h of immersion
(around 60% release level), followed by the appearance of some micro-holes and cracks on the surface
of the SRF samples. Generally, this research revealed the good release performance of urea without
residues that damage the soil structure and nutrient balance.

Keywords: poly(lactic acid); urea; melt blending; slow-release fertilizer

1. Introduction

The global consumption of agricultural products has steadily increased proportionally
with world population growth. Rice, maize, and wheat are the most important cereals
worldwide in terms of production. Nowadays, agricultural intensification is the main
alternative that encourages farmers to increase agricultural production with limited agricul-
tural land. Exploiting natural resources, such as soil, water, space, or energy, is necessary
for every stage of large-scale agriculture. Many reports have described the depletion of
organic matter, chemical contamination of soil, decreased soil fertility, and water spring
deterioration related to agricultural products [1–3]. The main challenge has become to
increase the quantity and quality of crops product via sustainable agriculture.

Fertilization is an effort to restore soil fertility that plays an important role in crop
production. Thus, it contributes primarily and directly to the production costs. Pypers et al.
reported that the key to successful plant fertilization is the appropriate dosage and timing
of fertilization [4]. Improper fertilization techniques, inappropriate fertilization times, and
both excessive and insufficient fertilizer doses contribute to detrimental effects on the envi-
ronment. Indeed, this condition affects the quality and quantity of agricultural products.

Urea is very widely used in agriculture, known as nitrogen fertilizer, because of
its high nitrogen content (46%). Nitrogen is a necessary nutrient for plant growth, and
it is the most crucial factor commonly considered to be yield-limiting. The conversion
mechanism of how urea becomes nitrogen absorbable by plants in the form of ammonium
(NH4

+) and nitrate (NO3
−) is known well [5,6]. The urease enzyme in moist soil will

encourage the nitrogen in urea to be converted into ammonium (NH4
+) via hydrolysis. In
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the nitrification process, ammonium is converted into nitrite (NO2
-) and then to nitrate

(NO3
-) by oxidation [5]. However, many factors can easily eliminate both substances (NH4

+

and NO3
-) from soils, such as drainage; denitrification of nitrate-producing nitrous oxide

gas (N2O), nitric oxide gas (NO), or nitrogen gas (N2); nitrogen volatilization; and surface
run-off [7]. Thus, it has been estimated that only 30–50% of the nitrogen in urea can be
absorbed by plants [8,9].

Many efforts have been studied and applied to reduce the loss of nitrogen and to
conserve and protect our environment, such as (i) fertilization management: integrated
and site-specific management, and balanced fertilization: (ii) chemical additives such
as nitrification inhibitors; and (iii) modification of fertilizer properties: controlled/slow-
release fertilizer (CRF or SRF) [10,11]. In the last decade, CRF/SRF has become an exciting
topic for researchers in academia and industry.

SRF is the type of fertilizer that releases nutrient elements slowly and regularly,
approaching the absorption patterns of plants. The nutrient elements contained in the
fertilizers do not get carried away by the water. The synthesis of SRF combines fertilizer
(such as urea) and other materials with water retention properties. Recently, three methods
were developed to produce SRF, i.e., (i) chemically combined fertilizers, (ii) coated fertilizers,
and (iii) physically blended fertilizers [8,9,12].

In SRF formulation, commercial or developed SRFs mostly utilize materials such
as urea–formaldehyde (UF), sulfur, zeolite or modified zeolite, bentonite, polyolefin,
polyvinylidene chloride, polystyrene, etc. These materials are used alone or in combi-
nation with others as coatings, matrices, carriers, or grafted materials in SRFs [12–16],
which do not easily degrade properly in the soil. These accumulated residues of SRFs allow
damage to the soil structure and nutrient balance in the soil. Therefore, the research focus
trend has been switched to exploiting safer and environmentally friendly materials that
can also control the release rate of SRF.

This problem inspired the idea of utilizing low molecular weight poly(lactic acid) as a
fertilizer carrier matrix. As known, poly(lactic acid) is not polluting to the environment after
it has naturally degraded in a humid environment or a solution. It could decompose into
natural products/biomass and gasses that are not harmful/toxic to the crop plants [17,18].
Thus, there is no residual accumulation in the use of this material in SRF formulations.

In our previous work, the degradation rate of poly(lactic acid) or PLA was affected by
other polymers or substances in blends or its molecular weight [19,20]. Based on the results,
we studied the possibility of developing fertilizer by utilizing low molecular weight PLA
as a substitute for the existing matrices of SRF. The objectives of this research were: (i) to
formulate slow-release fertilizer (SRF) of urea by exploiting the potential properties of low
molecular weight (Mw) PLA as a matrix, and (ii) to study the urea release mechanisms of
SRF through three mathematical model approaches.

We blended micro-size urea into the melt of low molecular weight PLA obtained
through direct polycondensation of lactic acid to achieve the objectives. Different loadings
of urea in matrix and molecular weights of PLA were analyzed regarding their release
behavior. The presence of urea in the SRF was detected by Fourier transform infra-red
(FTIR). The release of urea in the SRF was studied through a static release experiment
designed mainly according to the other research methods [8,9]. The concentration of
urea in the solution was recorded, as well as its acidity (pH). Before and after the re-
lease test, a morphological analysis of the samples was conducted by scanning electron
microscopy (SEM).

2. Materials and Methods

The lactic acid in a 88–90% aqueous solution was produced by Scharlau (Barcelona,
Spain) with a density of 1.20 (20◦/4◦). Stannous (II) chloride dihydrate (98%), urea powder,
and chloroform were ordered from Sigma-Aldrich (Jakarta, Indonesia). Methanol was
produced by Avonchem (Macclesfield, UK). All chemicals were used as received without
any additional purification.
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Direct polycondensation of lactic acid was carried out without any solvents in the
500 mL flat–bottom 3–necked flasks completed by a Dean–Stark trap. Nitrogen flowed
into this flask through a capillary inlet. The reaction condition was controlled at 138 ◦C
and stirred at 150 rpm using a magnetic heat stirrer, RCT Basic IKAMAG® safety control.
Stannous (II) chloride as the catalyst was added at about 0.1 wt%.

Micro–sized urea was blended in a micro–compounder at 50 rpm and 110 ◦C for
1 min. The granulation process was carried out by dripping the molten SRF on a tray. The
nomenclature of samples prepared and analyzed in this investigation is shown in Table 1.

Table 1. Nomenclature of samples.

Sample Polymerization Time, h Average Mw of PLA, Da Urea Content in 3 g of SRF, g

Neat PLA 16 6015.2 0
SRF101 16 6015.2 0.01
SRF201 24 10,264.7 0.01
SRF301 32 13,564.2 0.01
SRF203 24 10,264.7 0.03
SRF205 24 10,264.7 0.05

The average molecular weight of synthesized PLA was determined at 30 ◦C by a
Waters Alliance GPCV 2000 system. Tetrahydrofuran (THF) as the mobile phase was set at
a flow rate of 1 mL/min. The presence of urea in formed SRF was detected using a Perkin-
Elmer 630 IR spectrophotometer (FTIR) within the IR spectrum range of 4000–400 cm–1.

A static release experiment was performed at room temperature (around 30 ◦C).
Figure 1 depicts the experimental apparatus for determining the static release of urea in
water, emulating previous research [8,9]. A small magnetic stirrer bar (3 mm diameter and
6 mm long) was used to stir the samples at 50 rpm. SRF samples (3 g) were put into a tube,
25 mm long and 5 mm in diameter, with one end closed. The tube containing the SRF was
placed horizontally in a glass beaker (150 mL) filled with 100 mL of water. Periodically, the
urea concentration and the acidity (pH) of water were recorded. Urea was detected using a
Genesis 20 Visible spectrophotometer (Thermo Scientific, Waltham, MA, USA) operating at
a wavelength of 440 nm assisted by Ehrlich reagent. The urea concentration was calculated
using a standard curve that correlated the urea concentration and absorbency value on the
spectrophotometer reading. The degraded solids of SRFs were observed regarding their
morphology via scanning electron microscopy (SEM), JEOL JSM-6360A (Tokyo, Japan), at
15 kV.
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Three mathematical models were applied to analyze the release mechanism by fitting
the curve of the fractional release, i.e., (i) the Korsmeyer–Peppas model, (ii) the diffusion–
relaxation model, and (iii) the diffusion–degradation model. OriginPro software 2016 as-
sisted in plotting the nonlinear fit of the three models to determine the parameter constants.

The first model only considers the diffusion that occurred during urea release, as
presented below [21,22]:

Mt

M∞
= k tn (1)

where Mt is the amount of urea released at time t (g), M∞ is the amount of urea released
over an infinite time or the total amount of urea when it is all released from the SRF sample
(g), and t is the time of urea release (m). The k value is the kinetic constant, combining
the characteristics of the urea–SRF system, and n is the release exponent, representing
a transport mechanism, whereas Mt/M∞ refers to the fraction of urea released in water
at time t. In the diffusion–relaxation model, 2 constants refer to the diffusion and the
relaxation, as formulated below [8,23,24]:

Mt

M∞
= k1tm + k2t2m (2)

where k1 and k2 are associated with diffusion and relaxation, respectively. The m value
is determined to be 0.43, based on the geometric shape of SRF representing the diffusion
exponent [23]. For the diffusion–degradation model, there is 1 constant related to diffusion
and 3 constants related to degradation, as defined below:

Mt

M∞
= at0.5 + bt + ct2 + dt3 (3)

where a is associated with diffusion and the 3 constants (b, c and d) are associated with degradation.

3. Results and Discussion

Lactic acid was polymerized solely without any solvents through direct polycon-
densation. Stannous chloride dihydrate (SnCl2.2H2O) was added as the catalyst and the
temperature was set at 138 ◦C during polymerization. As seen in Table 1, the average molec-
ular weight of poly(lactic acid) obtained varied in accordance with the polymerization
time. The polycondensation time of lactic acid varied at 16, 24, and 32 h and resulted in an
average molecular weight of 6015.2 Da, 10,264.7 Da, and 13,564.2 Da, respectively. Further,
this obtained poly(lactic acid) was blended with micro-sized urea to make slow-release
fertilizer (SRF), as summarized in Table 1.

3.1. Molecular Structure of Slow-Release Fertilizer (SRF)

The SRF’s structure was investigated using an infra-red (IR) spectrophotometer to
verify urea and PLA’s successful blending through melt blending. Figure 2 shows the IR
spectra of some samples. The neat PLA sample (Figure 2A) was also scanned to determine
urea’s presence in slow–release fertilizer. Five dominant peaks show the functional group
of poly(lactic acid). The wavenumber around 870 cm−1 shows the peak representing the
bond of −C−C−. This peak also indicates the semi-crystalline phase of the obtained PLA.
The methyl groups −CH− or −CH3 appear at the wavenumber around 2944 cm−1 and
1382 cm−1 with different vibration modes. Garlotta [25] explained that stretching and
bending modes are represented by the peaks at 2944 cm−1 and 1382 cm−1, respectively.
The peaks at the wavenumbers around 1740 cm−1, 1093 cm−1 and 1182 cm−1 represent the
carboxyl group’s presence, i.e., C=O and C−O with the same vibration mode (stretching).

Only three peaks appear on the IR spectra of the SRF samples, i.e., around 3472 cm−1,
1585 cm−1, and 1560 cm−1 (Figure 2B, C and D). These peaks represent the groups of
N−H stretching, N−H deformation, and C−N stretching, respectively [26]. Based on this
analysis, the urea in slow-release fertilizer can be detected and proven qualitatively.
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(D) SRF301.

3.2. Urea Release Behavior

Further, all samples were then tested in the static release apparatus (Figure 1) to study
their urea release behavior in water. This test provides two data simultaneously relating
to the change in the urea concentration and the acidity (pH) of water. Table S1 (in the
Supplementary Materials) tabulates data on the urea concentration in water during the
release test. These data were then processed to calculate the accumulated fraction of urea
released in water during the immersion, as depicted in Figure 3. The release fraction
presents information on the amount of urea released at time t compared with the total urea
in the SRF sample. As observed during the release test, there is no visible swelling of SRF.
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Figure 3 can be divided virtually into two zones (A and B). As seen, urea’s release
appears to find the release equilibrium at around 75%. For all samples, the slope of urea
release in Zone A is sharper than that in Zone B. This shows that urea was released rapidly
in the first stage (Zone A), then the release rate tended to be slow in Zone B. For example,
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the fraction of released urea in Zone A for SRF101 changed by about 25% within 120 h
(in the range of 48–168 h). In Zone B, it required a time of around 168 h (in the range of
168–336 h) to achieve an additional urea release of 12.5%. The increasing concentration of
urea in SRF urged the urea release to be faster. After immersion for 96 h, the percentage
of urea release reached about 59%, 66%, and 72% for urea concentrations of 1% (SRF201),
3% (SRF203), and 5% (SRF205), respectively. This phenomenon proves that urea, with its
hygroscopic property, still existed and affected the release process.

The other phenomenon that can be highlighted is the molecular weight (Mw) of
poly(lactic acid) itself. This parameter describes the length of PLA chains, which have
different properties. Utilizing the higher Mw of poly(lactic acid) tended to inhibit the urea
release. After immersion for 96 h, the percentage of urea release was monitored at 63%,
59%, and 57% when the Mw of PLA was 6015.2 Da (SRF101), 10,264.7 Da (SRF201), and
13,564.2 Da (SRF301), respectively. This showed that the permeability of PLA decreased
with increasing molecular weight so that the contact of water and urea in the PLA matrix
was increasingly inhibited. Further explanations are discussed in the modeling section.

The utilization of the low molecular weight poly(lactic acid) as a matrix of SRF aimed
to exploit its degradable property. Qi et al. reported a review of the biochemical processes
of PLA degradation. They concluded that those processes mainly included chemical
hydrolysis and biodegradation in the natural soil microcosm [17]. The presence of ester
bonds in PLA can be broken with the chemical hydrolysis that may occur during the
PLA’s immersion. Carboxylic acid and alcohol arise as a result of breaking the ester bonds.
Indeed, the existence of carboxylic acid influences the acidity of the solution. Instead, the
urea initially tends to be alkaline when it dissolves in water [27]. Thus, the monitored pH
values of solutions describe the result of combining properties between carboxylic acid and
urea dissolved in water. The changes in the solution acidity are tabulated periodically in
Table 2.

Table 2. Changes in acidity (pH) during the urea release test.

Time, h
Acidity (pH) of Solution

Neat PLA SRF101 SRF201 SRF301 SRF203 SRF205

0 6.80 ± 0.01 6.80 ± 0.01 6.80 ± 0.01 6.80 ± 0.01 6.80 ± 0.01 6.80 ± 0.01
12 6.79 ± 0.02 7.27 ± 0.05 6.95 ± 0.08 6.97 ± 0.05 7.19 ± 0.05 7.26 ± 0.06
24 6.78 ± 0.02 7.39 ± 0.05 7.08 ± 0.03 7.06 ± 0.05 7.33 ± 0.06 7.43 ± 0.04
32 6.76 ± 0.02 7.52 ± 0.06 7.15 ± 0.03 7.16 ± 0.06 7.41 ± 0.06 7.59 ± 0.03
48 6.75 ± 0.01 7.55 ± 0.03 7.20 ± 0.03 7.23 ± 0.07 7.54 ± 0.05 7.70 ± 0.03
60 6.74 ± 0.01 7.38 ± 0.03 7.29 ± 0.08 7.33 ± 0.05 7.67 ± 0.04 7.81 ± 0.03
72 6.72 ± 0.01 7.22 ± 0.05 7.35 ± 0.08 7.34 ± 0.03 7.71 ± 0.06 7.63 ± 0.05
96 6.69 ± 0.02 7.19 ± 0.04 7.33 ± 0.07 7.29 ± 0.04 7.57 ± 0.06 7.58 ± 0.05
120 6.62 ± 0.04 7.16 ± 0.03 7.25 ± 0.07 7.20 ± 0.06 7.51 ± 0.08 7.52 ± 0.03
144 6.50 ± 0.04 7.08 ± 0.05 7.16 ± 0.05 7.15 ± 0.08 7.50 ± 0.06 7.48 ± 0.04
168 6.45 ± 0.03 7.01 ± 0.03 7.10 ± 0.06 7.13 ± 0.05 7.44 ± 0.05 7.43 ± 0.02
336 6.34 ± 0.04 6.96 ± 0.05 7.04 ± 0.05 7.06 ± 0.04 7.38 ± 0.03 7.37 ± 0.03
504 6.20 ± 0.03 6.92 ± 0.04 6.99 ± 0.03 7.01 ± 0.09 7.31 ± 0.06 7.33 ± 0.06

In Table 2, for neat PLA, the acidity (pH) tends to be constant or decrease slightly in
the time range between 0 and 96 h, then becomes relatively more apparent with increasing
time above 96 h. This means that the hydrolytic degradation may begin after 96 h, which is
indicated by the release of acid resulting from scission of the PLA chain. All samples of SRF
showed the same tendency. The pH increased gradually and was followed by a decrease
during the range of immersion time. This exciting phenomenon could be explained by the
urea release causing the increasing pH of the solution, then the acid from PLA degradation
decreasing the pH solution. This statement will be analyzed using the mathematical
models, as discussed in this article.

By using pH values, the initial degradation time can be observed at different times.
The degradation time of SRF101, SRF201 and SRF301 was initiated around 60, 72 and 72 h,
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respectively. This means that increasing the molecular weight of PLA caused a shift to the
longer initial degradation time. This statement is confirmed by the morphological sample
after immersion at a specific time.

3.3. Modeling of Urea Release Behavior

Some researchers have reported several mathematical models associated with the
release mechanisms of an active substance from a matrix. These models were developed via
different approaches, considering (i) only the diffusion and (ii) the combination of diffusion
and other factors such as relaxation and erosion/degradation [22,23,28]. In this article,
three mathematical models were used to analyze the release mechanism by fitting the curve
of the fractional release, i.e., the Korsmeyer–Peppas model, the diffusion–relaxation model,
and the diffusion–degradation model. We examined and verified the fit of the curves of
the experimental data with these developed models. The proper model will be applied
to describe the release mechanism and explain the studied variables, i.e., the molecular
weight of poly(lactic acid) and the urea concentration in SRF.

The Korsmeyer–Peppas model is a simple exponential expression to analyze the
controlled release behavior of an active substance from its matrices. Table 3 recapitulates
the data from fitting the curve of the fractional release of urea using the Korsmeyer–
Peppas model. This model elaborates the values of n depending on the geometric shape
of the sample. For the spherical form, n < 0.43 corresponds to Fickian diffusion, while
0.43 < n < 0.85 represents anomalous transport (non-Fickian diffusion) [21]. It can be seen
that all samples of SRF exhibit Fickian diffusion. This table also presents R2, which shows
how close the data are to the fitted regression line. Based on the R2 values, all the samples’
release curves have good enough agreement with this model.

Table 3. Diffusion parameters from the Korsmeyer–Peppas model.

Sample
Diffusion/Korsmeyer–Peppas Model

k n R2 Type of Diffusion

Neat PLA - - - -
SRF101 0.1796 ± 0.0157 0.2663 ± 0.0173 0.9789 Fickian
SRF201 0.1406 ± 0.0155 0.3028 ± 0.0216 0.9721 Fickian
SRF301 0.1343 ± 0.0173 0.3043 ± 0.0251 0.9629 Fickian
SRF203 0.2142 ± 0.0262 0.2417 ± 0.0244 0.9553 Fickian
SRF205 0.2334 ± 0.0274 0.2315 ± 0.0235 0.9524 Fickian

Peppas et al. already explained that this equation is accurate for the first 60% of a
release fraction curve [21]. This explanation agrees with our results, as shown in Figure 4
and Figure S1 (in the Supplementary Materials), which depicts the urea fraction released
versus time. For more than 60%, the difference in the data between the experimental results
and the model calculation is relatively large. It indicates that diffusion transport dominates
in the first 60% of release for all SRF samples. Referred to as the Fickian diffusional release,
this mass transfer occurs by the usual molecular diffusion of urea due to the gradient of
chemical potential.

The first model describes only the initial kinetic behavior (the release level is less than
60%). We have already analyzed the matrix’s morphology solely during the immersion to
explain the release behavior over the entire range of immersion time (0–504 h). Figure 5
shows the SEM images of neat PLA before (Figure 5A) and after immersion in water for
168 h (Figure 5B) and 504 h (Figure 5C). The SEM image in Figure 5A shows a difference
in polymer density, indicating the crystalline and amorphous phases in solid poly(lactic
acid). The presence of the amorphous phase looks whiter in color and has cracks (shown
by arrows). SEM images of PLA after the degradation test in water show significant
changes, as seen in Figure 5B,C. The PLA surface became rough and developed numerous
micro-holes along the length of the degradation time.
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In a previous study, some researchers reported that water diffusion into the amor-
phous phase initiates the PLA’s hydrolytic degradation in aqueous or humid environments.
This process involves the scission of PLA chains that are dominant in ester bonds con-
centrated in this phase to generate a lower Mw PLA or monomer (lactic acid). Thus, the
degradation occurs preferentially in the amorphous phase and then continues to the crys-
talline phase [29–31]. The rough surface and numerous micro-holes could be ascribed to
PLA chain scission and removal in both phases.
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In the above explanation, PLA as a matrix is degraded during the hydrolytic degrada-
tion test after a certain period. This phenomenon is strongly suspected of affecting urea’s
release from the matrix, especially after immersion above 96 h when the solution’s pH
tends to decrease more significantly (see Table 2 for neat PLA). Figure 4 shows that the
release level of urea is about 60% after immersion for 96 h. When correlated with the
Korsmeyer–Peppas model, several other factors influenced release after 96 h. Thus, we
carried out a morphological analysis of SRF samples after immersion for a specific time
(Figure 6). This analysis is expected to support a mathematical model that depicts the
urea’s release throughout the range of time studied.
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Figure 6A shows the SRF201’s morphology before the process of urea release. The
distribution of micro-sized urea is evenly distributed in the PLA matrix with little ag-
gregation being formed. This indicates that the stirring process can disperse the urea.
After immersion for 96 h (see Figure 6B), several holes appeared to be forming, showing
a degradation of the polymer matrix. The holes became enlarged and the degradation
effect became more visible with increasing immersion times of 168 h (Figure 6C) and 504 h
(Figure 6D). The existence of these holes may be caused by (i) the initial degradation of
PLA in the amorphous area or (ii) the release of urea aggregate (if any) in the SRF samples.

Figure 6 shows that the morphological changes in SRF became more significant above
96 h, but the released urea fraction tended to be less (see Figure 3). This phenomenon
illustrates the possibility of different urea release mechanisms before PLA degradation and
when the PLA degradation occurred.

As mentioned above, we also examined and verified the curve fit of the experimental
data with two models, i.e., the diffusion–relaxation model and the diffusion–degradation
model. Both models are used to further describe the release behavior over the entire period
of the release time.

Figure 4 depicts the urea release as a function of time for SRF101 based on experimental
data and the calculation data. It can be seen that the empirical model also has better
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agreement with experimental release data when relaxation or degradation are considered
as parameters in the model. All constants related to both the relaxation and degradation
parameters are analyzed and tabulated in Tables 4 and 5. Both tables also tabulate the
calculated data’s R-squared (R2), known as the coefficient of determination.

Table 4. Diffusion and relaxation parameters from the diffusion–relaxation model.

Sample
Diffusion–Relaxation Model

k1 k2 R2

Neat PLA - - -
SRF101 0.1119 ± 1.98 × 10−3 −0.0036 ± 1.84 × 10−4 0.9949
SRF201 0.1015 ± 2.56 × 10−3 −0.0028 ± 2.39 × 10−4 0.9916
SRF301 0.0981 ± 3.16 × 10−3 −0.0028 ± 2.95 × 10−4 0.9865
SRF203 0.1284 ± 2.27 × 10−3 −0.0047 ± 2.11 × 10−4 0.9972
SRF205 0.1352 ± 1.95 × 10−3 −0.0051 ± 1.81 × 10−4 0.9969

Table 5. Diffusion and degradation parameters from the diffusion–degradation model.

Sample
Diffusion–Degradation Model

a b c d R2

Neat PLA - - - - -
SRF101 0.0932 ± 2.67 × 10−3 −3.11 × 10−3 ± 3.86 × 10−4 2.32 × 10−6 ± 1.26 × 10−7 −1.80 × 10−9 ± 1.51 × 10−7 0.9987
SRF201 0.0705 ± 2.84 × 10−3 −7.54 × 10−4 ± 4.12 × 10−5 −3.33 × 10−6 ± 1.35 × 10−7 3.92 × 10−9 ± 1.61 × 10−10 0.9985
SRF301 0.0656 ± 5.77 × 10−3 −6.83 × 10−5 ± 8.36 × 10−5 −5.80 × 10−6 ± 2.74 × 10−7 6.91 × 10−9 ± 2.74 × 10−10 0.9936
SRF203 0.0986 ± 4.19 × 10−3 −2.91 × 10−3 ± 6.07 × 10−4 −6.21 × 10−8 ± 1.99 × 10−9 1.10 × 10−9 ± 2.37 × 10−10 0.9972
SRF205 0.1028 ± 3.10 × 10−3 −2.92 × 10−3 ± 4.48 × 10−4 −1.23 × 10−6 ± 1.47 × 10−7 2.92 × 10−9 ± 1.75 × 10−10 0.9984

Table 4 presents the obtained parameters from the data analysis using the diffusion–
relaxation model. It can be seen that there is a large gap between the k1 and k2 constants.
Besides that, the k1 value is always higher than k2. This fact indicates that the diffusion of
urea from the PLA matrix dominates its release. The relaxation term only has a minimal
effect on diffusion. The negative sign in the k2 value indicates a correction for the dominance
of diffusion in the model. The R2 value of this model shows a better-fitting curve compared
with the Korsmeyer–Peppas model.

The k1 value tends to decrease proportionally to the increase in the PLA’s molecular
weight (see SRF101, SRF201, and SRF301). This result verifies the previous statement
quantitatively, namely that utilizing the higher Mw poly(lactic acid) tended to inhibit the
urea release. The k1 value decreased from about 0.1119 to 0.1015, and 0.0981, when the
PLA’s molecular weight increased from 6015.2 to 10,264.7, and 13,564.2 Da, respectively.

The k1 value also describes urea concentration’s effect on its release (see SRF201,
SRF203, and SRF205). Quantitatively, the k1 value increased from about 0.1015 to 0.1284
and 0.1352 when urea concentration was increased from 0.01 to 0.03 and 0.05 g/3 g of SRF.
Again, this result confirms our previous statement that urea’s hygroscopic property in the
matrix is still in existence and affects its release during immersion.

Table 5 presents the constants obtained from the data analysis using the diffusion–
degradation model. This model has better accuracy than the previous two models as
shown by the R2 value (closer to 1). In the data analysis, the constant of a, which indicates
the diffusion factor, has a much greater value than the other three constants (b, c, and d).
Again, the obtained data show that diffusion was a dominant factor during urea release.
Even though the constant values of b, c, and d are very small, they illustrate that other
factors influenced the urea release, especially at the release level above 60% (see Figure 4).
Because these three factors are related to degradation, it can be highlighted that poly(lactic
acid) degradation also influences urea release. The effects of degradation may not be as
significant as those caused by diffusion. It might be that PLA begins to degrade after 96 h
of immersion, as previously described. Moreover, most of the urea in the PLA matrix had
been released in the solution.
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3.4. Urea Release Duration

Table 6 tabulates some materials explored to examine the influence on the urea release
rate. These materials were utilized as encapsulating matrices, coating materials, blending
materials, etc. It can be seen that different combinations of these materials gave many
possibilities for the formulation of slow-release fertilizers. The addition of modifiers that
act as binders, fillers, or emulsifiers had different effects on the urea release performance,
depending on the property of the modifier itself or the interaction between the modifier
and the primary material in the SRF. For example, the hydrophilicity of the modifier in
bentonite-based SRF, hydroxypropyl methyl-cellulose (HPMC), was more hydrophilic
and induced a faster urea release than that of starch [9]. A different result was reported
by Pereira et al. [6], namely that the hydrophilicity causes a good interaction between
polyacrylamide hydrogels and bentonite, resulting in a slower release of urea compared
with polycaprolactone.

The addition of emulsifiers, such as span-80, increased the dispersity of the sealant in
sulfur-based SRF. Yu and Li reported that brittle paraffin’s coating efficiency as a hydropho-
bic sealant was improved due to the span-80 enhancing its adhesion [15]. Both synthetic
and natural polymers were also explored as coating materials or matrices. The formula-
tion of the hydrophilicity and hydrophobicity of the polymers and modifiers significantly
influenced the release pattern [16,32–36].

Table 6 provides an overview of several successful attempts to slow urea’s release with
varying release durations. The utilization of inorganic materials and synthetic polymers
in SRF raises problems on the other side. Fertilization with sulfur-coated urea (SCU) has
the potential to improve soil acidity. However, polymer and minerals in SRF will leave the
residue, contributing to other forms of pollution, and they are difficult to degrade properly
in the soil [12]. In this study, the release duration of the obtained SRFs was about 168 h to
achieve 75% urea release when tested in water. This result is comparable with the other
results, as shown in Table 6. This SRF utilized the low molecular weight poly(lactic acid)
without any other additives or modifiers. Thus, this fertilizer is promising because it does
not leave residues that damage the soil structure and the nutrient balance in the soil. PLA
can be naturally degraded into substances that are not toxic and harmful to plants [17,18].

Table 6. The urea release duration of slow-release fertilizer (SRF) conducted in this work and some other reports.

Material + Modifier (Additive) Preparation Method Release Test * Release Duration Ref.

Mineral
Natural bentonite + binder: corn starch or

hydroxypropyl methyl-cellulose
Montmorillonite clay (bentonite) +
hydrophobic/hydrophilic polymer:

polycaprolactone or polyacrylamide hydrogel

Melt blending

Melt blending

Higuchi procedure in
water at 30 ◦C

Immersed in an aqueous
medium at room

temperature

118 h or 48 h

30 h or 60 h

[9]

[6]

Sulphur-based
Phosphogypsum + paraffin wax + span-80

(as emulsifier)
Coating Static release test in water

at 25 ◦C 240 h [15]

Synthetic polymer
Polyurethane + mesoporous silica

Polystyrene + wax
Polystyrene + polyurethane

Coating

Coating

Immersed in deionized
water at 25 ◦C

Immersed in deionized
water at 25 ◦C

10–50 d

42 d
70 d

[33]

[34]

Degradable synthetic polymer
Polyesters: poly(hexamethylene succinate)/PHS

Polyvinyl alcohol + biochar

Melt blending

Melt blending

Immersed in deionized
water at 25 ◦C

Buried in soil column
experiment at 25 ◦C

400 h

25 d

[24]

[16]

Natural polymer
Starch + glycerol

Alginate + K-carrageenan/celite superabsorbent
Chitosan salicylaldehyde

Poly(lactic acid) with a low molecular weight

Coating

Coating

Solvent casting

Melt blending

Buried in compost soil
at 25 ◦C

Buried in soil at 25 ◦C

Immersed in distilled
water at 25 ◦C

Static release test in water
at 30 ◦C

15–30 d

6 d

200 h

168 h

[32]

[35]

[36]

This study

* Time required to achieve 75% release.
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4. Conclusions

Slow-release fertilizer (SRF) with urea was successfully synthesized through melt
blending between low molecular weight poly(lactic acid) and urea. Through the FTIR
spectra and SEM images, we can confirm the presence of urea and its distribution in
the SRF. To investigate the urea release mechanism of SRFs in water, we obtained the
fractional release data of urea from static release experiments and we evaluated these data
by fitting the curve of the fractional release through three mathematical models. It was
found that a higher urea concentration in the SRF exhibited a faster release of urea. The
hygroscopic property of urea could still exist and influence the release process. Utilizing the
higher molecular weight poly(lactic acid) had a slower urea release due to the decreasing
permeability of PLA. The low permeability inhibited the contact between water and urea
in the PLA matrix. The diffusion–degradation model showed the best match between
all samples’ release behavior and the mathematical approaches compared with the other
two models. However, the three studied models showed the same tendency that diffusion
within the matrix dominated the urea release process, especially when the release level was
less than 60%. The erosion (in this case, as hydrolytic degradation) of the PLA matrix may
begin after 120 h of immersion. This immersion time indicates that the urea release level
was around 60%. Thus, above this level, the degradation factor began to appear and, in the
model, it had the best match with the experimental data. This SRF is promising because it
does not leave residues that damage the soil structure and the nutrient balance in the soil.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/polym13111856/s1. Table S1: Urea concentration in water during the urea release test. Figure
S1: The urea fraction released in water as a function of time based on the experimental and calculated
data: (a) SRF201, (b) SRF301, (c) SRF203, and (d) SRF205.
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Abstract: In this paper, we study the boundary-layer flow of a Herschel–Bulkley fluid due to a moving
plate; this problem has been experimentally investigated by others, where the fluid was assumed to
be Carbopol, which has similar properties to cement. The computational fluid dynamics finite volume
method from the open-source toolbox/library OpenFOAM is used on structured quad grids to solve
the mass and the linear momentum conservation equations using the solver “overInterDyMFoam”
customized with non-Newtonian viscosity libraries. The governing equations are solved numerically
by using regularization methods in the context of the overset meshing technique. The results indicate
that there is a good comparison between the experimental data and the simulations. The boundary
layer thicknesses are predicted within the uncertainties of the measurements. The simulations indicate
strong sensitivities to the rheological properties of the fluid.

Keywords: boundary layer; Herschel–Bulkley fluid; yield stress; Carbopol; cement

1. Introduction

Constitutive modeling of complex fluids [1], sometimes referred to as non-linear fluids
or non-Newtonian fluids, has received much attention in the literature [2–4]. Most of the
naturally occurring and synthetic fluids are non-linear fluids, for example, polymer melts,
suspensions, blood, slurries, drilling fluids, mud, etc., [5–7]. There are many empirical or
semi-empirical constitutive equations that have been suggested for these fluids. Many non-
linear constitutive relations have also been derived based on the techniques of continuum
mechanics [8–11]. The non-linearities oftentimes appear due to higher gradient terms or
time derivatives.

Cement and concrete are among two of the most interesting complex materials. In
fact, at least since the publication of a paper by Rivlin & Ericksen [12], who discussed
fluids of complexity n (see also Truesdell & Noll [13]), to the recently published book [14],
the term ‘complex fluid’ refers, in general, to fluid-like materials whose response, namely
the stress tensor, is ‘non-linear’ in some fashion. This non-linearity can manifest itself
in a variety of forms such as memory effects, yield stress, creep or relaxation, normal–
stress differences, etc., [15,16]. Cement has many applications, and it has been used in the
oil and gas industries, where a cement slurry is pumped in the annulus space between
the well casing and the geological formations surrounding the wellbore. This is carried
out primarily to isolate the wellbore to keep fluids from migrating to other layers of the
formation and secondly to prevent the corrosion and the eventual damage to the casing
for the life of the well [17,18]. In time, the cement begins to harden. If the fluids from the
surrounding formations penetrate the well, then disasters, both financial and operational,
can occur, causing a shutdown and replacement of the cement. This unwanted phenomenon
is known as ‘gas migration’ (see, e.g., [19]). In their powder forms, cement and concrete
behave as bulk solids (granular materials); when mixed with water, initially they act
as flowing suspensions (slurry) [20,21]; with chemical reactions and hydration occurring
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inside the suspension, the cement becomes a paste-like material (viscoelastic or viscoplastic)
exhibiting yield stress and thixotropy [22,23]; and eventually, when it has hardened, the
cement behaves as a poro-elastic material. Thus, cement can behave and can respond
differently depending on the application and the conditions. When measuring its viscosity
or its yield stress, cement generally behaves like a viscoplastic material.

In polymers, we can see a similar diversity. Agassant et al. [24] (p. xix) indicate that,
in general, in polymer processing applications, one can distinguish three different stages:
(1) the plastification (molten) stage where the polymer goes from a solid-like material,
for example, powders or granular, to a fluid-like material, followed by (2) the molten
polymer (see also [25]) being pushed or forced into molds or dies, and finally, (3) the stage
where a final shape is given to the material, usually carried out via cooling. An excellent
and early reference where the fundamentals of the modeling of these various stages in
polymer processing are considered is the book by Middleman [26]. The Herschel–Bulkley
(H-B) fluid model has been used in a variety of applications. Some recent applications
are mentioned here. Ziaee at al. [27] studied colloidal-gas-aphron (CGA)-based fluids in
drilling applications by modeling the fluid as a H–B fluid. In their study of solid-free
polymer drilling fluid (SFPDF) with natural gas hydrates (NGH), Wang et al. [28], used the
Herschel–Bulkley model. A new promising area for the application and use of polymeric
gels seems to be in CO2 underground storage where supercritical gas tends to leak through
microcracks in wellbores (see [29]), where in some cases cement slurries, used in oilfields,
are too vicious and are not able to penetrate the cracks. Chauhan et al. [30] looked at
the characteristics of gum karaya suspensions as a fracturing fluid and developed an
empirical Herschel–Bulkley model capable of predicting the temperature and concentration
sensitivity of the apparent viscosity. Zheng et al. [31] looked at the effects of temperature
and the rheological impact of a commonly used drilling fluid polymer-treating agent used
in the petroleum industries; they mention that the dispersion was reasonably described
by a Herschel–Bulkley model. Millian et al. [32] studied the rheological behavior of gel
polymer electrolytes (GPE) used as a suspending fluid in a zinc-slurry-air RFB by fitting
their experimental data to the Herschel–Bulkley model.

In his pioneering work on flow of yield stress fluids, Oldroyd [33] proposed a plastic
boundary-layer theory, defined as a region of sufficiently slow plastic flow characterized
by a large Oldroyd (Od or Bingham) number and evolving in the limit of small Reynolds
numbers. Oldroyd further argued that the thickness of such a plastic boundary layer is
of the order of Od−1/2d (where d is a characteristic length). The proposed theory relied
upon a certain number of assumptions, especially at the boundary between the elastic
and the plastic states of the material, in addition to the assumption of a constant positive
sign of the velocity gradient inside the boundary layer. When such a slow steady plastic
flow develops near infinite or semi-finite thin plates, Oldroyd discussed a case of constant
thickness, as well as a case of a variable layer with a thickness ranging from zero at the
leading edge to a finite value far away from the edge. He also derived expressions for both
the velocity and the pressure distributions inside the boundary layer, which depend on the
Oldroyd number.

Piau [34] discussed Oldroyd’s theory by pointing out certain inconsistencies buried
in the approach; he mentioned five points. Essentially, these points can be summarized
as the Dirichlet and the Neumann velocity boundary condition issues at the outer limit
of the boundary layer where the transition occurs from a flowing material (a fluid) to an
elastic material and at the wall. In addition, Piau pointed out that the assumptions on the
pressure gradient and the symmetry conditions were not satisfied. Balmforth et al. [35]
also claim that “Oldroyd’s analysis runs into difficulties when the boundary layer buffers
a wall, being unable to satisfy all the boundary conditions and the continuity equation”.
Piau revisited the theory and, in contrast to Oldroyd’s approach, the Bingham stress of
the material’s plastic behavior was supplemented with the Hooke model for the linear
elastic behavior that prevails in the outer unyielded regions. Piau [34] further identified
and derived constant and variable lens-shaped boundary layer thicknesses and velocity
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distributions; he looked at the lower and the upper bound solutions consistent with the
outer elastic region. The (viscous) drag forces acting on the plate in the context of these
solutions, as derived by Piau, increase linearly with the yield stress and exhibits a relatively
weak dependence on the Oldroyd (or the Bingham) number, which was assumed to be
‘large’ while the dependence of the drag forces was proportional to Od−1/2.

Piau & Debiane [36] extended this work to shear-thinning fluids in the context of a
Herschel–Bulkley fluid with no-slip conditions at the walls. They showed that the boundary
thickness along with the velocity distribution, as well as the (viscous) drag force acting on
the plate, are explicitly functions of the power-law exponent. For instance, in the framework
of the constant thickness model of the boundary layer, the slope of the velocity distribution
is found to be determined by the power-law exponent. For the case of slip at the walls,
Piau & Debiane [36] introduced a dimensionless number (ratio of the yield stress to the
consistency index and the fluid velocity), which is a measure of the slip at the wall. In
the context of the constant-boundary-thickness model, they found that slip at the wall
reduces the viscous drag, while the fluid velocity inside the boundary layer increases with
decreasing slip. Ahonguio et al. [37] experimentally investigated the influence of slip at the
wall in the limit of non-inertial flow with relatively large Oldroyd numbers (varying from
16 to 40). These authors found that the slip velocity decreases with the Oldroyd number.
The consequences are (i) a thinner boundary layer and (ii) a reduction in the drag, which
is consistent with the slip at the wall described by Piau and Debiane [36], although the
definition of the boundary layer thickness in Ahonguio et al. [37] is different from that used
by Piau & Debiane. In another work, Ahonguio et al. [38] showed that their laboratory
measurements of the drag coefficient for a Carbopol gel flowing past a thin fixed plate
compared well with the Piau & Debiane model.

Balmforth et al. [39] revisited the derivation of Oldroyd’s theory by numerically
studying flow past a thin plate. These authors also investigated a jet-like intrusion; these
two examples, referred to as Oldroyd’s canonical problems, were meant to illustrate their
approach. Most importantly, Balmforth et al. discussed that the magnitude of the small
parameter (ε), associated with the re-scaling of the flow in the normal direction that sets
both the thickness of the boundary layer and the angular velocity of the rotating plug,
must be Bi−1/2 (Bi being the Bingham number) in order to match the pressure within the
viscoplastic boundary layer. These authors claim that there is “a missing ingredient in
Piau’s boundary-layer scaling argument”.

In the context of a boundary layer developing away from rigid boundaries (referred to
“remote boundary layers” by Oldroyd [33]), Chevalier et al. [40] discussed experiments of
slow injections of a yield stress fluid into a stagnant fluid (the same fluid), by means of an
extrusion syringe. They observed that the injected fluid penetrates as a solid-like block over
the whole injection surface, while the large surrounding material remains at rest. Their
study shows the existence of a thin boundary through which the motion of the injected
material occurs. They also reported a decrease in that boundary layer with an increasing of
the Bingham number. Chevalier et al. also looked at the data from Boujlel et al. [1] where a
plate was slowly immersed into a bath of Carbopol gel at rest. As the fluid was stressed
beyond the yield point, a thin layer around the plate developed. Boujlel et al. showed the
measurements of the boundary layer size for various immersion velocities as well as the
distribution of the velocity within the yielded region.

The response of a yield-stress fluid, for example, a Herschel–Bulkley fluid [41], due to
the motion of a plate can provide useful information about the resistance (drag) to flow
and how the plate can move in the yielded regions as opposed to the viscous regions of
the flow. In a sense, this flow arrangement can be thought of as an idealization of the slow
movement of a vane in a viscometer while measuring the yield stress of cement or a yield
stress fluid [42]. Carbopol is a fluid which has been studied extensively and has similar
properties to cement. In this paper, we present numerical solutions to the boundary-layer
flow of a Herschel–Bulkley fluid showing a solid-like behavior away from the boundaries,
which were reported by Boujlel et al. [1]. In Section 2, we provide a description of the
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problem while briefly mentioning the experimental investigation of Boujlel et al. [1], which
is relevant to our work. This is followed by an overview of the mathematical model (in
Sections 3 and 4) used to describe the fluid and the flow conditions. The numerical method
is presented in Section 5, and the results which are obtained using regularization approach
in the context of the overset meshing technique are compared and discussed against the
measurements of Boujlel et al. [1]. Finally, some conclusions and interesting points for
future work are provided.

2. Problem Statement

The experiments of Boujlel et al. [1] of a plate slowly being immersed in a yield stress
fluid are numerically investigated here. The yield stress fluid, which is at rest in a parallel-
piped-shaped container 10 cm wide, 25 cm high and 16 cm deep, is a solution of Carbopol
in water with a concentration of 0.5%. The fluid is assumed to behave as a Herschel–Bulkley
fluid, and its rheological properties are obtained from fitting of the rheometrical flow curves:
the yield stress (τ0), the consistency (k), and the power-law exponent (n) are approximated
as 59.5 Pa, 23.6 Pa.sn, and 0.38, respectively, for shear rates ranging between 10−2 s−1 and
102 s−1. The plate is 25 cm long (l), 7 cm wide (w) with a thickness (d) 1.5 mm. The flow
domain along with the immersed plate are sketched in Figure 1.
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The flow conditions simulated in this work are summarized in Table 1. A total of three
cases with different plate immersion velocity (Up) are considered. As shown in Table 1,
the flow conditions correspond to very small Reynolds numbers, usually associated with
the Stokes regime (Re � 1). In the limit of such (creeping) flow conditions where the
inertial effects are negligible, the flow depends on the Bingham number, which for these
experimental conditions, indicates yield stress effects which dominate the viscous ones
(by about 2 to 3 times). While the limit of small Reynolds numbers is attained, one may
notice that the Bingham numbers are not as large as they are prescribed in the theories
(see [33,34,36,39]). The Reynolds (Re) and the Bingham (Bi) numbers are defined below as
(see the dimensionless form of the equation):

Re = ρU2
p/k
(
Up/d

)n (1)

Bi = τ0/k
(
Up/d

)n (2)

where τ0 is the yield stress, k the consistency, n the power-law exponent, ρ the density
of the fluid, Up is a reference velocity, and d is a reference length. In their experiments,
Boujlel et al. defined an observation window (of 5 cm × 6.5 cm) 5 cm below the Carbopol
bath surface, where successive pictures were taken once the leading edge of the plate
appeared in the window until it was immersed to a depth of 20 cm. The average velocity
profile of the Carbopol as well as the boundary layer thickness discussed in the result
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sections below are extracted from these measurements at 15 cm above the leading edge of
the plate. The boundary layer thickness is estimated as the flow region extent delineated in
its upper bound by the constant fluid velocity.

Table 1. Flow conditions and the associated dimensionless numbers.

Case Up [m/s] Re [-] Bi [-]

1 1 5.2 × 10−5 2.93
2 3 3.1 × 10−4 1.93
3 5 7.0 × 10−4 1.59

As mentioned in the introduction, Piau & Debiane [36] showed that the boundary
layer thickness (δ) can, in the context of the Herschel–Bulkley fluid, be approximated by a
function which depends on the Oldroyd (or the Bingham) number:

δ ∼= d Bi−1/(1+n) (3)

3. Governing Equations

In this problem, we do not consider thermo-chemical or electromagnetic effects. There-
fore, the governing equations of motion for a single component fluid include the conserva-
tion equations for mass, linear momentum, and angular momentum (see, e.g., [43]).

3.1. Conservation of Mass

∂ρ

∂t
+ div(ρv) = 0, (4)

where ∂/∂t is the partial derivative with respect to time, div is the divergence operator,
v is the velocity vector, and ρ is the density of the fluid. If the fluid is assumed to be
incompressible, then it can only undergo isochoric (i.e., volume preserving) motions, so:

div v = 0 (5)

3.2. Conservation of Linear Momentum

ρ
dv
dt

= divT + ρb, (6)

where d/dt is the total time derivative given by d(.)/dt = ∂(.)/∂t + [grad(.)]v and grad is
the gradient operator, b is the body force vector, and T is the Cauchy stress tensor.

3.3. Conservation of Angular Momentum

The conservation of the angular momentum indicates that the stress tensor is symmet-
ric when there are no couple stresses, that is:

T = TT (7)

Looking at the above equations, we can see that before we can solve any problems, we
need a constitutive relation for T. In the next section, we provide a brief discussion of the
stress tensor T used in this paper.

These conservation equations are supplemented with boundary and initial conditions,
both at the walls and at the free-surface boundaries. The no-slip BC is prescribed at the
plate and the walls such that:

v = Up, at the plate boundaries (8)

v = 0, at the container′s walls (9)
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where Up is the plate immersion velocity. The Neumann zero gradient condition is imposed
at the free surface for the velocity vector. For the initial conditions, since the fluid is initially
at rest, we use:

v(x, 0) = 0 (10)

4. Constitutive Relation for the Stress Tensor

For many complex fluids, yield stress is an important rheological parameter [44–47].
In the oil and gas industries, predicting the yield stress for cement slurries is also impor-
tant [48]. Here, a cement slurry is pumped in the well and then it begins to hydrate quickly
and develop strength [49]. The difficulties related to yield stress measurements have been
discussed, for example in [50–53]. Coussot [53] and Coussot et al. [54] reviewed different
methods for measuring the yield stress for thixotropic non-Newtonian fluids. Experimental
measurements for the yield stress are usually conducted either by direct rheometric tech-
niques or indirect techniques. For a detailed discussion related to cement applications, see
the report by Tao et al. [55]. One of the disadvantages of the direct techniques is the wall-slip
effects, which cause under-estimation of the yield stress [56,57]. One of the most widely
used techniques to measure the yield stress is the vane method since there is no wall slip
during the shearing process within the material [56,58–60]. Using the vane method [58,61],
we can measure the peak torque–time response by rotating the vane immersed in the fluid.
As mentioned in the Introduction section, the motion of a vane in the paste/suspension is
of interest to us here.

In general, it can be assumed that the (Cauchy) stress tensor T for yield stress fluids,
such as cement, can be defined as

T = Ty + Tv (11)

where Ty is the yield stress tensor and Tv is the viscous stress tensor. In general, for cement,
the yield stress can be a function of many parameters, such as the volume fraction, w/c, etc.

Ty = Ty

(
φ,

w
c

, . . .
)

(12)

where φ is the volume fraction, and w/c is the water-to-cement ratio. In a recent review
article, Tao et al. [62], proposed a very general constitutive relationship for Tv:

Tv = −pI + µ0

(
1− φ

φm

)−β

(1 + λn)
[
1 + αtrA1

2
]m

A1 + α1A2 + α2A1
2 (13)

dλ

dt
=

1
t0
− κλ

.
γ (14)

where the kinematical tensors A1 and A2 are defined as:

A1 = gradv + (gradv)T (15)

A2 =
dA1

dt
+ A1(gradv) + (gradv)TA1 (16)

where p is the pressure, λ(t) is the structural parameter describing the degree of flocculation
or aggregation. They used Krieger’s idea [63] for the volume fraction dependence of the
viscosity, where µ0 is the (reference) coefficient of viscosity, tr is the trace operator, and m is
the power law exponent, a measure of non-linearity of the fluid related to the shear-thinning
effects (when m < 0) or shear-thickening effects (when m > 0). This model potentially is
capable of exhibiting normal stress effects through the terms α1 and α2, thixotropy effects
because of the presence of the structural parameter λ, shear-rate-dependent effects of the
viscosity through the two parameters α and m (showing shear-thinning or shear-thickening
effects), and the concentration dependency of viscosity through the two parameters φm and
β. A simplified version Equation (13) was used in our earlier study [62].
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For the yield stress part, historically, Oldroyd [33] derived a proper (frame invariant)
3D form for the Bingham fluid [64] by assuming that the material behaves as a linear elastic
solid below the yield stress; he used the von Mises criterion for the yield surface. Thus:

T =


ηp +

τy√
1
2 IIA1


A1 when

[
1
2

T : T
]
≥ τ2

y (17)

T = GE when
[

1
2

T : T
]
< τ2

y (18)

where G is the shear modulus, indicating that below the yield stress, the material behaves
as a linear elastic solid, obeying the Hooke’s Law, and where E is the strain tensor and the
second invariant of the tensor A1 is:

IIA1 ≡ A1 : A1 (19)

As Denn [65] indicates, if the material is assumed to be inelastic prior to yielding, then
G → ∞ , and Equation (18) is replaced by:

A1 = 0 when
[

1
2

T : T
]
< τ2

y (20)

Macosko [66] (p. 96) mentions that for many fluids with a yield stress, there is a
lower Newtonian regime rather than a Hookean one, and thus one can use a two-viscosity
(bi-viscous) model, such as:

T = ηpA1 for II1/2
A1
≤ .

γc (21)

T = 2

[
τy

|IIA1 |1/2 + K|IIA1 |
n−1

2

]
A1 for II1/2

A1
>

.
γc (22)

where
.
γc is the critical shear rate. In this paper, we use the Herschel–Bulkley model, and

thixotropy is not considered. Thus, the stress in the fluid is given by:

T = −pI + τ (23)

where p is the pressure (the mean value of the stress tensor), I is the identity tensor, and τ
is the stress tensor:

τ =

[
k|IIA1 |

n−1
2 +

τ0

|IIA1 |1/2

]
A1 for II1/2

τ > τ0 (24)

A1 = 0 for II1/2
τ ≤ τ0 (25)

in which τ0 is the yield stress, k is the consistency index, and n is the power-law exponent,
which measures of non-linearity of the fluid and is related to the shear-thinning effects
(when n < 1) or shear-thickening effects (when n > 1). IIτ and IIA1 are the second invariants
of the stress tensor and of the kinematical tensor A1. In Equation (24), the total contribution
in the brackets, which defines the viscosity of the fluid, is the sum of the shear (viscous)
(µv = k|IIA1 |(n−1)/2) and the apparent (µapp = τ0/|IIA1 |1/2) viscosities.

In this paper, we ignore the micro-structure of the cement, i.e., the size and the shape of
the particles, and the impact of the porosity and how the volume fraction affects the motion
of the fluid. Thus, we represent the cement suspension as a viscoplastic fluid modeled as a
Herschel–Bulkley fluid, given by Equations (23)–(25).
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5. Numerical Approach

The computational fluid dynamics finite volume method from the open-source tool-
box/library, OpenFOAM [67], is used on structured quad grids to solve the mass and
the linear momentum conservation equations, using the solver “overInterDyMFoam” cus-
tomized with non-Newtonian viscosity libraries. In our numerical scheme, we use the
regularization methods. Indeed, to avoid the numerical implementation challenges associ-
ated with the discontinuity (singularity) in the stress tensor field between the unyielded
and the yielded regions, the regularization method is used where the stress tensor τ is
replaced with an ε-dependent small parameter such that:

τε = ηε

(
|II2D|1/2

)
A1 (26)

where the ε-dependent viscosity ηε is approximated in this work according to Papanasta-
siou [68] by:

ηε

(
|IIA1 |1/2

)
= k|IIA1 |(n−1)/2 +

τ0

|IIA1 |1/2

[
1− exp

(
−|IIA1 |1/2

ε

)]
(27)

Two other commonly used regularization methods are also employed to study the
sensitivity of the solution to such viscosity approximations; these two methods are the
“simple” algebraic procedure (see e.g., [69]) and the approximation suggested by Bercovier
& Engelman [70], given below, respectively:

ηε

(
|IIA1 |1/2

)
= k|IIA1 |(n−1)/2 +

τ0

ε + |IIA1 |1/2 (28)

ηε

(
|IIA1 |1/2

)
= k|IIA1 |(n−1)/2 +

τ0

[ε2 + |IIA1 |]
1/2 (29)

A detailed examination of the convergence challenges and issues associated with the
regularized solutions are discussed, for example, in Frigaard & Nouar [71] and Saramito &
Wachs [72].

Substituting Equations (23)–(25) in Equation (6), we have the basic equations, which
need to be solved numerically:

div v = 0 (30)

ρ

(
∂v
∂t

+ [gradv]v
)
= −grad p + div

(
ηε

(
|II2D|1/2

)
A1

)
+ ρg (31)

And the boundary conditions are,

• at the moving plate:

v = Up, (32)

n·grad p = −ρn·[v·grad v] (33)

• at the container’s walls:

v = 0 (34)

n·grad p = 0 (35)

and the initial conditions are:
v(x, 0) = 0, (36)

p(x, 0) = 0 (37)
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The dimensionless forms of the equations are presented in Appendix A.
The grid of the computational domain is generated relying upon the overset mesh

technique, which in this work consists of a uniform grid (in each direction) of the back-
ground mesh of the entire flow domain, supplemented by a fine grid around the downward
moving plate. With this fine (or overset) mesh, the grid in the normal direction to the plate is
clustered using nonuniform spacings according to a geometric series with a rational stretch-
ing factor; this would better capture the gradients as the plate moves through the fluid.
Figure 2 shows the background mesh, as well as the overset mesh which covers a region
that extends over 3 cm at either side of the plate. Shown in Table 2 is the summary of the
overset grid densities used to study the sensitivity of the solution to the mesh refinement.
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Table 2. Summary of the mesh densities.

Mesh Details Coarse Medium Finer

Wall-normal
[mm]

∆ymin 0.2 0.15 0.1
∆ymax 0.4 0.3 0.2

Streamwise, ∆x [mm] 1.25 1 0.8
Mesh size 60,404 89,940 138,824

The convective term in the momentum equations is discretized using the second order
“linear” scheme. Spatial gradients are also discretized using the second order “linear”
scheme (central differences with linear interpolation). The simulations are performed while
discretizing the unsteady terms with a backward Eulerian scheme. The coupling between
the background and the overset grids at these mesh boundaries is accomplished for the
resolved fields (v, p) through a cell-volume-weighted interpolation scheme.

In the next section we discuss the results of our numerical simulations.

6. Results
6.1. Flow Visualization

Figures 3a, 4a and 5a show the contour plots of the instantaneous (vertical) velocity of
the fluid as the plate is being immersed. As seen, the fluid mainly moves within a narrow
area around the plate. There are two recirculation zones below the plate’s leading edge,
and the upward displacements at either side of the plate are readily apparent beyond this
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narrow area in the vicinity of the plate, where the fluid is dragged down by the plate
(see Figures 3b, 4b and 5b). This flow pattern, which is consistent with the experimental
observations, remains unchanged with an increase in the immersion velocity.
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Figure 3. Snapshots of the flow for the plate immersion velocity of 1 mm/s. Parcels on the left-hand
side show the immersion after 10 cm, while those on the right-hand side show the immersion after
20 cm. The top contour plots are (a) the fluid velocity, and (c) the bottom contours are the square root
of the second invariant of the viscous stress tensor compared to the yield stress τ0. The middle vector
(b) fields show the velocity vectors within the domain.

The square root of the second invariant of the viscous tensor (i.e., |IIτ|1/2) plotted in
Figures 3c, 4c and 5c, is compared against the yield stress τ0. It appears that the larger
values of the second invariants of the viscous stress tensor are localized just around the
plate. The fluid region, which is identified as the region where the second invariant exceeds
the yield stress τ0, following the von Mises yield criterion, exhibits an anchor-like shape
around the plate. This indicates that, in addition to the material, which behaves as a fluid
within a small envelope surrounding the plate, there exists also a fluid-like region attached
to the leading edge of the plate which extends at either side of the leading edge of the
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plate. This could have originated from the material deformation caused and sustained by
the continuous penetration of the leading edge of the plate. Boujlel et al. [1] reported that
although some material was liquefied just below the leading edge of the plate, most of the
material was liquefied around the leading edge. Furthermore, two narrow fluid regions
also appear at the walls of the container.
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Figure 4. Snapshots of the flow for the plate immersion velocity of 3 mm/s. The top contour plots
are (a) the fluid velocity, and (c) the bottom contours are the square root of the second invariant of the
viscous stress tensor compared to the yield stress τ0. The middle vector (b) fields show the velocity
vectors within the domain.

Figure 6a–c compares the numerical predictions of the fluid velocity for the three
different immersion velocities of the plate. These comparisons show that, away from the
plate, within the previously identified solid-like region, the upward velocities of the fluid
are accurately captured. Near the plate, where the Carbopol behaves like a liquid, the
predictions are satisfactory as well. However, a slight mismatch of the profiles against the
measurements occurs as the solid-like behavior region is approached. The reason is unclear.
However, we can speculate that the solid–fluid transition, where both the solid and the
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liquid regimes could potentially co-exist, may have not been adequately captured in the
simulations. Putz & Burghelea [73] reported from their experimental observations that
such a transition is characterized by a competition between destruction and reformation of
the gel.
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Figure 5. Snapshots of the flow for the plate immersion velocity of 5 mm/s. The top contour plots
are (a) the fluid velocity, and (c) the bottom contours are the square root of the second invariant of the
viscous stress tensor compared to the yield stress τ0. The middle vector (b) fields show the velocity
vectors within the domain.

The boundary-layer thickness, measured as the extent of the yielded region adjacent
to the plate, is plotted for the three velocities in Figure 7. The plot shows that the variation
in the yielded region with the increase in the plate velocity is adequately predicted both in
trend and quantitatively; the maximum relative error over these three conditions is only
about 1.07%. The predictions are indeed within the uncertainties of the experimental data
as shown by the error bars.
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Figure 7. Thickness of the boundary layer with respect to the immersion velocity of the plate (left)
and the Bingham number (right).

We can see from Figure 7 that an increase in the Bingham number results in a decrease
in the boundary layer thickness. This suggests that for creeping flows, where the yield
stress dominates over the viscous stress, the boundary layer developing around the moving
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plate will exhibit a negative correlation dependence on the Bingham number. This is
consistent with the boundary layer theory proposed by Piau & Debiane [36], which is
an improvement and extension to the Herschel–Bulkley model of Oldroyd’s theory [33].
Indeed, Piau & Debiane showed that the boundary layer thickness scales as Bi−1/(1+n),
which with the current rheological properties results in Bi−0.7246 (given that n = 0.38).
However, the experimental data (or at least the subset investigated in this work), indicate
that the thickness scaled as Bi−0.1213.

6.2. Mesh and Regularization Sensitivities

The sensitivity of the solution to the mesh and the regularization method are examined
below for the plate velocity of 1 mm/s. The sensitivity to the mesh resolution is performed
using Papanastasiou’s approximation (with ε = 10−5). The mesh densities along with
the resolutions are summarized in Table 2. Figure 8 compares the velocity profiles for
the three grids against the measurements. It is apparent that the medium-grid solution
does quite well with the fine-grid prediction, while the coarse-grid one slightly deviates
from those two solutions. Furthermore, it can be seen from the fine-grid solution that the
slight mismatch remains despite the refinement, especially in the vicinity of the plate. As
summarized in Table 3, the predicted boundary layer thickness with respect to different
grids are within the measurement uncertainties. The prediction with the medium grid
compares well with the fine grid predictions and the slight mismatch in the velocity profile
marginally reflects grid resolution issues.
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Table 3. Summary of the boundary layer thickness sensitivities to the mesh refinement and the
regularization model.

Experiments [mm] Simulations

9.01 ± 0.20
Mesh Sensitivity [mm] Regularization Sensitivity [mm]

Coarse Medium Fine Simple Bercovier–Engelman Papanastasiou
8.64 8.92 9.33 12.67 9.21 8.92

The influence of the regularization method is shown in Figure 9. This plot shows that
there is little difference between the Bercovier–Engelman and the Papanastasiou methods.
The boundary layer thickness prediction compared in Table 3 shows that the difference is
very small. As for the “simple” regularization approach, the velocity profile seems to be
less accurately predicted; the same observation holds for the thickness of the boundary
layer (see Table 3).
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6.3. Results for Different Fluid Properties

Here, we look at the difference between the numerical predictions of the velocity
inside the boundary layer obtained by prescribing the thickness of the boundary layer (δ),
and the velocity distribution measured by Boujlel et al. (2012). This velocity distribution is
a function of the boundary layer thickness (δ) (see [1,36]):

u = Up

[
1−

(
1− y

δ

)1+1/n
]

, 0 < y < δ (38)

where Up is the plate velocity and n is the power-law exponent of the Herschel–Bulkley
fluid model.

In Figure 10, we plot the velocity distribution using the measured thickness of
δ = 9.01 mm and δ = 14.4 mm proposed by Boujlel et al. The plot prediction using the
measured thickness exhibits a less satisfactory agreement contrary to the larger boundary
layer thickness for which a very good agreement is found. Since the only difference is
due to a different value of the boundary layer thickness, which depends on the Bingham
number, we think it would be interesting to look at different values for the properties of the
fluid and see the impact on the results.
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Figure 10. Predictions of the velocity distribution using Piau and Debiane (2004) model for a
prescribed boundary layer thickness.

Although Boujlel et al. [1] carefully prepared and performed the measurements, they
did not mention uncertainties in their measurements. Piau [74] argued from an exten-
sive literature review that often the rheometry of Carbopol aqueous gels is not without
measurement difficulties.

We now look at the boundary-layer flow for different properties of a yield-stress fluid
modeled as a Herschel–Bulkley fluid. The results for the velocity profiles show a systematic
slight mismatch of the predictions against the measurements in the yielded region behaving
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as a solid-like material. Table 4 lists the different rheological properties which we use in
our simulations.

Table 4. Different rheological properties. (*) Bi is calculated for the plate immersion velocity of
1 mm/s. (-) refers to the same rheological property as the “Baseline” measured property.

τ0 [Pa] k n (*) Bi [-]

Baseline 59.5 23.6 0.38 2.94

Yield stress
40.0 - - 1.98
80.0 - - 3.95

Consistency - 14.0 - 4.96
- 34.0 - 2.04

Power-law exponent - - 0.25 2.79
- - 0.50 3.09

In Figures 11–14, we plot the variations in the mean velocity (U), the kinematic
viscosity (µ/ρ), and the mean shear stress (τxy) for different material properties.

Polymers 2022, 14, x FOR PEER REVIEW 18 of 24 
 

 

 

Figure 11. Influence of the yield stress on the distribution of the velocity (top plot) (a) for 

the plate immersion velocity of 1 mm/s. The middle (b) and the bottom (c) plots represent 

the variations in the kinematic viscosity and the mean shear stress, respectively. 
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Figure 12. Influence of the power-law exponent on the distribution of the velocity of the fluid (a) (top
plot) for the plate immersion velocity of 1 mm/s. The middle (b) and the bottom(c) plots represent
the variation in the kinematic viscosity and the mean shear stress, respectively.

Polymers 2022, 14, x FOR PEER REVIEW 19 of 24 
 

 

 

Figure 12. Influence of the power-law exponent on the distribution of the velocity of the 

fluid (a) (top plot) for the plate immersion velocity of 1 mm/s. The middle (b) and the 

bottom(c) plots represent the variation in the kinematic viscosity and the mean shear 

stress, respectively. 

 

Figure 13. Influence of the power-law exponent on the viscous (left plot) and the apparent 

(right plot) viscosities for the plate immersion velocity of 1 mm/s. 

The velocity distribution in the vicinity of the plate plotted in Figure 14, shows that 

an increase in the consistency index results in a steeper profile, thus reducing the 

Figure 13. Influence of the power-law exponent on the viscous (left plot) and the apparent (right plot)
viscosities for the plate immersion velocity of 1 mm/s.

187



Polymers 2022, 14, 3890

Polymers 2022, 14, x FOR PEER REVIEW 20 of 24 
 

 

discrepancy. Typically, the change in the consistency index appears to show a similar 

change in the viscosity and the mean shear stress. This is illustrated by an increase in the 

viscosity and in the mean shear stress, especially in the wall region (see Figure 14b,c), 

causing a flatter profile as a result of the increased friction at the wall. 

 

Figure 14. Influence of the consistency index on the distribution of the velocity of the Car-

bopol fluid (top plot) (a) for the plate immersion velocity of 1 mm/s. The middle (b) and 

the bottom (c) plots represent the variation in the kinematic viscosity and the mean shear 

stress, respectively. 

7. Conclusions 

The boundary layer experiments of Boujlel et al. [1], where a plate is slowly immersed 

into a Carbopol yield-stress fluid, are numerically investigated. The fluid is modeled as a 

Herschel–Bulkley fluid. The numerical approach uses the Papanastasiou regularization of 

the apparent viscosity associated with the Herschel–Bulkley constitutive model in the con-

text of the overset meshing technique. The physics of the flow appears to be adequately 

captured for the three flow conditions investigated in this work. It is seen that the bound-

ary layer develops in the vicinity of the plate as the leading edge steadily advances into 

the fluid. The velocity distribution seems to be in good agreement with the measurements. 

Specifically, the upward velocity distributions of the unyielded material are reasonably 

Figure 14. Influence of the consistency index on the distribution of the velocity of the Carbopol fluid
(top plot) (a) for the plate immersion velocity of 1 mm/s. The middle (b) and the bottom (c) plots
represent the variation in the kinematic viscosity and the mean shear stress, respectively.

Figure 11a compares the velocity predictions for different values of the yield stress.
For smaller values of the yield stress, we see a better agreement with the experimental
data. We also notice similar behavior for the viscosity and the mean shear stress shown
in Figure 11b,c. The tendency of the fluid to resist shearing motion as conveyed by the
viscosity, clearly increases with the yield stress as shown in Figure 11b. This plot further
exhibits a steeper increase in the viscosity within the transition region between the fluid-like
and the solid-like behaviors. Figure 11c also shows how the mean shear stress changes
with the tangential shearing forces between the fluid and the plate, from near the plate to
the far-field regions. These clearly indicate an increase in the friction at the plate with the
yield stress, which result in slower velocities.

For different values of the power-law exponent (n), we could see similar tendencies
(see Figure 12). However, the variations are not that accentuated as is the case for the
yield stress discussed above. Only slight increases are apparent in both the viscosity and
the mean shear stress (see Figure 12b,c), which result in a slight change in the velocity,
especially for n = 0.25, where the mean shear stress is relatively higher compared to n = 0.38
and n = 0.50. The viscous and the apparent viscosities plotted in Figure 13 show that
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the apparent viscosity is one order of magnitude larger than the regular (shear) viscosity
for each of the power-law exponents used in this study. Therefore, even though some
shear-thinning effects takes place, the yield stress effects appear to be dominant. Piau &
Debiane [36] and later Boujlel et al. [1] showed that the slope is determined by the power
law exponent. In other words, the shear-thinning effects strongly influence the velocity
field in the boundary layer.

The velocity distribution in the vicinity of the plate plotted in Figure 14, shows that an
increase in the consistency index results in a steeper profile, thus reducing the discrepancy.
Typically, the change in the consistency index appears to show a similar change in the
viscosity and the mean shear stress. This is illustrated by an increase in the viscosity and
in the mean shear stress, especially in the wall region (see Figure 14b,c), causing a flatter
profile as a result of the increased friction at the wall.

7. Conclusions

The boundary layer experiments of Boujlel et al. [1], where a plate is slowly immersed
into a Carbopol yield-stress fluid, are numerically investigated. The fluid is modeled as a
Herschel–Bulkley fluid. The numerical approach uses the Papanastasiou regularization
of the apparent viscosity associated with the Herschel–Bulkley constitutive model in the
context of the overset meshing technique. The physics of the flow appears to be adequately
captured for the three flow conditions investigated in this work. It is seen that the boundary
layer develops in the vicinity of the plate as the leading edge steadily advances into the
fluid. The velocity distribution seems to be in good agreement with the measurements.
Specifically, the upward velocity distributions of the unyielded material are reasonably
captured. However, a slight mismatch is noticeable within the yielded region near the
solid-plug flow. It is shown that the transition between the fluid-like and the solid-like
states, is very sensitive to the rheological properties of the fluid. Subsequent simulations
show a strong dependence of the mean shear stress on these rheological properties that
could cause different values for the friction at the wall. This behavior is consistent with the
existing theories [36]. In our numerical investigations, we assume a no-slip condition at the
walls. The influence of the slip at the walls (see [36,38]) is left for future work.
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Appendix A

In this Appendix, we present the dimensionless form of the governing equations. As-
suming a reference length scale d and a reference velocity Up, we can define dimensionless
length, time, velocity, and pressure as:

x∗ = x/d, t∗ = η0t/ρd2, v∗ = v/Up, p∗ = pd/η0Up (A1)

where η0 = k
(
Up/d

)n−1 is a characteristic viscosity associated with Herschel–Bulkley
fluids. Thus, the dimensionless mass and momentum equations can be written as:

div∗v∗ = 0 (A2)

∂v∗

∂t∗
+ Re [grad∗v∗]v∗ = −grad∗p∗ + div[(1 + Bi)A∗1 ] + b∗ (A3)

where b∗ =
(
ρe2/η0Up

)
b is the dimensionless body force and Re and Bi are the Reynolds

and Bingham numbers, respectively. In the limit of Re→ 0 , the inertia does not contribute
to the flow dynamics.
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Abstract: In-situ thermoforming and overmolding of continuous fiber-reinforced thermoplastic
composites by hybrid injection molding enables the mass production of thermoplastic lightweight
structures with a complex geometry. In this study, the anisotropic mechanical behavior of such
hybrid injection molded short and continuous fiber-reinforced thermoplastics and the numerical
simulation of the resulting mechanical properties under flexural loading were investigated. For
this, the influence of the volume flow rate between 25 and 100 cm3/s during injection molding of a
PP/GF30 short fiber-reinforced overmolding material was studied and showed a strong effect on
the fiber orientation but not on the fiber length, as investigated by computer tomography and fiber
length analysis. Thus, the resulting anisotropies of the stiffness and strength as well as the strain
hardening investigated by tensile testing were considered when the mechanical behavior of a hybrid
test structure of short and continuous fiber-reinforced thermoplastic composites was predicted by
numerical simulations. For this, a PP/GF60 and PP/GF30 hybrid injection molded test structure
was investigated by a numerical workflow with implemented injection molding simulation data. In
result, the prediction of the mechanical behavior of the hybrid test structure under flexural loading
by numerical simulation was significantly improved, leading to a reduction of the deviation of the
numerically predicted and experimentally measured flexural strength from 21% to 9% in comparison
to the isotropic material model without the implementation of the injection molding data.

Keywords: numerical simulation; hybrid injection molding; continuous fiber-reinforced thermoplastics

1. Introduction

The use of thermoplastic fiber-reinforced composites as high-performance materials for
lightweight structures has been going on for several decades. Continuous fiber-reinforced
thermoplastics (TPC) processed by pultrusion unidirectional fiber-reinforced tapes are
regarded as the material class with the highest lightweight potential in many applications
combining high mechanical properties and economical manufacturing processes [1]. Fur-
thermore, TPCs enable a load adapted structural design by orientation of the fiber direction
to the load path of the part application [2]. The specific design of such TPCs is based on
the constitutive equation theory of laminates [3–5]. In doing so, numerical simulations
with adjusted material models do allow the prediction of the rate dependent non-linear
mechanical behavior of complex shaped parts made out of TPCs [6]. Recent technology
developments made in-situ thermoformed and overmolded laminate structures of TPCs
available by hybrid injection molding, which enables the mass production of thermoplastic
lightweight structures with a complex geometry and a high degree of functional integra-
tion [7]. The process flow of this technology is comparable to the already implemented

Polymers 2021, 13, 3846. https://doi.org/10.3390/polym13213846 https://www.mdpi.com/journal/polymers193



Polymers 2021, 13, 3846

process flow of continuous fiber-reinforced thermoplastics consisting of textile fiber com-
ponents and consist of the heating, hot handling and thermoforming of the TPC with
subsequent overmolding in the same mold [8,9]. Typical applications of such thermoplastic
lightweight structures are automotive parts with large-scale production [10]. However, the
implementation of this approach for reliable lightweight structures is strongly dependent
on the ability to precisely predict the mechanical behavior of the processed parts in the
application, which is usually carried out by reverse engineering and numerical simulation
techniques [11,12]. In doing so, structural analysis of hybrid injection molded parts must
include the anisotropic mechanical behavior of the TPC as well as of the long or short
fiber-reinforced overmolding material. Since the local fiber orientation of the TPC laminate
is adjusted and therefore known, the major focus to improve the prediction accuracy of
the structural properties has to be on the correct consideration of the microstructure of
the overmolding material and its anisotropic behavior. In here, the local fiber orientation
is strongly dependent on the part geometry, raw material constitutions and processing
conditions but can be numerically simulated and implemented in the structural analysis by
a multi-scale methodology [13,14]. However, deviations between the predicted mechanical
behavior by the numerical simulations and the experimental results, especially for complex
part geometries, are still a problem and can be attributed to imprecise mapping of the
local fiber orientation of the overmolding material from the injection molding simulation
to the structural analysis [14]. Additionally, the non-isothermal formation of the bound-
ary between the TPC and the overmolding material, e.g., by simulation of the molecular
dynamics at the interface, has to be considered in hybrid processes to reduce the error
between the simulation and the real structural behavior [15,16].

Thus, a more advanced workflow by connection of the injection molding simulation,
the material modelling and the structural analysis of the processed part has to be imple-
mented for precise prediction of the mechanical behavior of hybrid injection molded short
and continuous fiber-reinforced thermoplastic composite parts. However, the implementa-
tion of the local fiber orientations of the overmolding material from the injection molding
simulation in the structural analysis is actually not a fully automated process, e.g., impaired
by different mesh types. In result, underprediction or overprediction of the local stiffness
and strength of the overmolding material depending upon the fiber orientation and direc-
tion of loading does occur. In this study, the numerical simulation of a hybrid injection
molded continuous fiber-reinforced thermoplastic composite test structure was carried out
by a new numerical workflow. This new workflow allows the automated implementation
of the local fiber orientation from injection molding simulations to structural analysis by
finite element modelling and therefore a more precise consideration of the local anisotropic
mechanical behavior of the overmolding material including its hardening behavior. Val-
idation of the predicted mechanical behavior of processed hybrid test structures under
flexural loading was carried out by experimental analysis. Additionally, comparison of
isotropic and anisotropic structural simulations was carried out to investigate prediction
accuracy of the new workflow especially at higher deformations in the flexural tests.

2. Materials and Methods
2.1. Materials
2.1.1. Continuous Fiber-Reinforced Thermoplastic Composites

TPC laminates made of unidirectional glass fiber-reinforced polypropylene tapes
(PP/GF60-UD, Plytron GN 638T, Elekon, Luzern, Switzerland) were used for the experi-
mental investigations. Important properties of the used tapes are shown in Table 1. The
manufactured laminates consisted of 8 layers with a symmetrical and balanced 0◦/90◦-
lay-up (0◦, 90◦, 90◦, 0◦, 0◦, 90◦, 90◦, 0◦). In result, TPC laminates with total dimensions of
396 mm × 120 mm × 2 mm were used as laminate inserts for the hybrid injection mold-
ing process.

194



Polymers 2021, 13, 3846

Table 1. Properties of the PP/GF60-UD unidirectional glass fiber-reinforced polypropylene tapes
used for manufacturing of TPC laminates as provided by the supplier.

Property Unit Value

Glass fiber mass content wt% 60
(Ply) thickness mm 0.25

Density g/cm3 1.5
Tensile modulus E11 GPa 28
Tensile modulus E22 GPa 3.2

Tensile strength MPa 720
Flexural modulus GPa 21
Flexural strength MPa 436

2.1.2. Short Fiber-Reinforced Thermoplastic Composites

Overmolding of the TPC laminates was carried out with a short glass fiber-reinforced
polypropylene compound (PP/GF30, Hostacom G3 N01 L, Lyondell Basell, Rotterdam,
Netherlands) to investigate the resulting mechanical properties of the hybrid injection
molded test structures. The compound was used in pellet form with a fiber mass content
of 30 wt% and was dried before injection molding at 80 ◦C for 4 h. Important properties of
the overmolding material are shown in Table 2.

Table 2. Properties of the PP/GF30 short fiber-reinforced thermoplastic composite used for over-
molding of TPCs as provided by the supplier.

Property Unit Value

Glass fiber mass content wt% 30
Glass fiber length mm 0.5

Density g/cm3 1.14
Tensile modulus GPa 6.5
Tensile strength MPa 90

Flexural modulus GPa 5.5
Flexural strength MPa 120

2.2. Experimental Work
2.2.1. Production of Test Structures
Injection Molding of Short Fiber-Reinforced Thermoplastic Composites

An industrial injection molding machine with a maximum clamping force of 200 t
(KM200-1000C2, KraussMaffei, Munich, Germany) was used for the experimental pro-
cessing tests and its influence to the anisotropic mechanical properties of the short glass
fiber-reinforced thermoplastic (see Table 3). Thus, test plates with the dimensions of
210 mm × 210 mm × 4 mm were produced from the PP/GF30 compound with a melt
temperature of 230 ◦C and a mold temperature of 40 ◦C. To investigate the influence of the
flow profiles and the corresponding shear stresses on the resulting mechanical properties,
the experiments were carried out by varying the volume flow rate between 25, 50 and
100 cm3/s. The subsequent analysis of the samples was carried out by means of fiber
length and fiber orientation analysis as well as tensile testing of standard test specimens
machined out in 0◦, 45◦ and 90◦ related to the flow direction, as shown in Figure 1. In
result, nine different sets of test specimens were analyzed regarding their mechanical
properties. Labeling of those sets can be found in Table 3. Additionally, test structures with
the geometry shown in Figure 2 were made of the hybrid injection molded thermoplastic
composites for comparative experimental and numerical investigations.
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Table 3. Labeling of the analyzed test specimen of the PP/GF30 short fiber-reinforced thermoplastic
composites and the corresponding volume flow rate and orientation related to flow direction due to
injection molding and sample preparation from test plates, respectively.

Denomination Volume Flow Rate [cm3/s] Orientation Related to Flow Direction [◦]

PP/GF30-100-0 100 0
PP/GF30-100-45 100 45
PP/GF30-100-90 100 90

PP/GF30-50-0 50 0
PP/GF30-50-45 50 45
PP/GF30-50-90 50 90
PP/GF30-25-0 25 0
PP/GF30-25-45 25 45
PP/GF30-25-90 25 90
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Figure 2. Geometry of the hybrid injection molded thermoplastic composite bending test structure
with the PP/GF60 continuous fiber-reinforced thermoplastic composite in red and the PP/GF30 short
fiber-reinforced thermoplastic composite in grey: (a) top and (b) bottom.

Hybrid Injection Molding of Short and Continuous Fiber-Reinforced Thermoplastic Composites

For the production of the hybrid injection molded short and continuous fiber-reinforced
thermoplastic structures an industrial injection molding machine with a maximum clamp-
ing force of 200 t (KM200-1000C2, KraussMaffei, Munich, Germany) was used, additionally
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equipped with an infrared heating station and automation robot-gripper system. The whole
process had a cycle time of 120 s and consisted of the infrared heating of the TPC laminates
to a temperature of 215 ◦C, the hot handling of the heated laminates and fixation in the
mold by the robot and the subsequent thermoforming as well as overmolding with the
short fiber-reinforced thermoplastic composite material (using melt temperature of 210 ◦C
and a mold temperature of 45 ◦C). The volume flow rate during the injection step was set to
50 cm3/s and the central injection point of the complex hybrid structure was used to avoid
any weld lines in the overmolded short fiber-reinforced composite material. A schematic
depiction of the geometry of the produced hybrid structures is shown in Figure 3.
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Figure 3. Experimental equipment used for fiber length analysis of the PP/GF30 short fiber-reinforced
thermoplastic composite: (a) electric furnace and (b) photo scanner.

2.2.2. Morphological Analysis
Fiber Length Analysis of Short Fiber-Reinforced Thermoplastic Composites

The fiber length analysis of the test specimens was performed in two steps. First, the
test specimens were pyrolyzed at 600 ◦C for 3 h in an electric furnace (LT 5/12, Nabatherm,
Lilienthal, Germany) to separate the fibers from the matrix. Subsequently, the fibers were
suspended in a water solution and then scanned with a photo scanner (Perfection V800
Dual Lens, Epson, Suwa, Nagano, Japan) to determine their fiber length distribution. The
scanned images were analyzed using FIVER software to acquire the number of fibers and
the length distribution for each sample.

Fiber Orientation Analysis of Short Fiber-Reinforced Thermoplastic Composites

The fiber orientation analysis of the test specimens was carried out by computed
tomography (CT). For this, each test specimen was clamped on the turntable of the CT
system (RayScan 200E, RayScan Technologies GmbH, Meersburg, Germany) and X-ray
projections were taken during a full circulation of 360◦, using 600 projections per second
with a voltage of 70 kV and a current of 130 µA (see Figure 4). The resulting 3D image data
set was analyzed using VGStudio analysis software (VGStudio MAX 2.2, Volume Graphics
GmbH, Heidelberg, Germany).

2.2.3. Mechanical Testing
Tensile Test of Short Fiber-Reinforced Thermoplastic Composites

Investigation of the anisotropic mechanical properties of the injection molded test
plates of the PP/GF30 compound was carried out by tensile tests on machined out 1A
test specimens according to ISO 527 at 24.5 ◦C with a universal test machine (Z050, Zwick
Roell, Ulm, Germany) as shown in Figure 5. The measurement of the tensile modulus was
carried out at 1 mm/min test speed, while the tensile strength was tested at 10 mm/min.
The test specimens were machined out from the injection molded test plates in 0◦, 45◦ and
90◦ related to the flow direction.
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Figure 5. Tensile test according to ISO 527 on machined out standard test specimens of the PP/GF30
injection molded short fiber-reinforced thermoplastic composite.

Flexural Test of Hybrid Injection Molded Thermoplastic Composites

Three-point flexural tests of the hybrid injection molded thermoplastic composites
were performed according to DIN EN ISO 14125, recommended for bending of continuous
fiber-reinforced plastics, at 22.8 ◦C (room temperature, RT) with a universal testing machine
(Z050, Zwick Roell, Ulm, Germany). A support spacing of 360 mm was used for the tests,
while the supports had a diameter of 30 mm. The continuous deformation speed of the tests
was set to 2 mm/min and the test was carried out until failure of the structure occurred.
As can be seen in Figure 6, the failure was located in the rip area consisting of short fiber-
reinforced thermoplastic composite overmolding material. The force of the machine was
recorded as well as the displacement by extensiometer under the middle of the specimen
(center deflection).
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2.3. Numerical Simulations
2.3.1. Theoretical Background

Describing the correct mechanical behavior of hybrid thermoplastic composites through
finite element modeling simulations has been traditionally a challenge because of the
complex anisotropic, inhomogeneous and multiscale nature of these materials. Hybrid
TPCs combine unidirectional or woven fabrics made of continuous fibers and thermoplastic
matrix (stacked, heated and compressed before to laminates) with a short fiber reinforced
thermoplastic material via injection molding (overmolding). The resulting TPC hybrid
component is a continuous structure that has the complex and three-dimensional shape of
an injection molded part and the structural backbone of a continuous composite laminate.

The most common approach in finite element simulations of composite materials is
based on macroscale phenomenological modelling, where layered shells, layered-solids,
stacked solid elements and stacked or layered continuum shells are used to represent the
laminate. The specific material properties of each laminate typically are obtained through
experimental investigations and the application of the classical laminate theory [17]. How-
ever, such a phenomenological modelling technique has a limited applicability only to
continuous fiber-reinforced composites with anisotropic but local nearly homogenous
properties. Thus, multiscale techniques are required to capture the complex microstruc-
tures in hybrid injection molded short and continuous fiber-reinforced thermoplastic
composites [18,19]. Nevertheless, multiscale techniques have traditionally encountered
a limited adoption in modeling of the mechanical behavior of composites because of the
large requirements in terms of computing capacity for such simulations. Thus, a variety
of acceleration techniques have been developed over the years to solve the computing
capacity issues related to the solution of finite element static problems involving two-scale
homogenization approaches (FE2 analyses) [20], among them reduced order models [21,22],
the (non-uniform) transformation field analysis [23], response surface models [24,25] and
machine learning approaches such as neural networks [26,27]. However, while these ho-
mogenization techniques can be used to describe the material behavior dependent on the
specific local microstructure, further modeling and numerical challenges arise after the
onset of failure (e.g., cracking, fiber bridging, and delamination mechanisms) occurring in
the composite component at higher deformations [28–30]. Capturing the details of such
nonlinear post failure behavior is still the subject of different research investigations and is
neglected in this work.

2.3.2. Overview of the Workflow

The numerical workflow of the used multiscale approach for hybrid composites is
shown in Figure 7. The relevant elastic properties and the mechanical behavior of continu-
ous fiber-reinforced laminates were determined experimentally. The tool Material Designer
(MD) in ANSYS Workbench (ANSYS 2021R1, Ansys Inc., Canonsburg, PA, USA) was used
uniquely for capturing the material response of the short fiber-reinforced overmolding
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material of the hybrid composite component. Within MD, for a number of sample orien-
tations, an effective elastic-plastic model was derived by a mean-field homogenization
method based on the Mori-Tanaka formulation [31]. Considering symmetry arguments,
the fiber orientation tensor was reduced to a triangle in the 2-dimensional space given
by the eigenvalues of the orientation tensor, as shown in Figure 8. Then, linear interpo-
lation on the fiber orientation triangle was used to compute the elastic-plastic properties
for each imported fiber orientation state (elastic moduli and Hill’s yield strengths of the
plastic response for the material directions in tensorial listing). In the analysis carried on
for this work, the combination of the Mori-Tanaka method with orientations averaging
based on the closure approximation by Cintra and Tucker [32] were used for the derivation
of elastic properties. For calculation of the plastic response, an orientation-dependent
anisotropic Hill yield criterion was combined with an isotropic hardening model following
the empirical exponential model suggested by Voce and anisotropic yield surface [33,34].
The needed stress-strain values were derived from uniaxial tension experiments with two
types of test specimens: in flow direction and also perpendicular to the flow direction
from the injection molded plates of the short fiber-reinforced composite material used for
overmolding. The fiber orientation field of these test specimens were obtained numerically
by injection molding simulations. In result, two test curves consisting of the uniaxial
true stress versus true plastic strain, from tensile specimens cut out flow direction (0◦)
and perpendicular to it (90◦), were obtained and subsequently fitted to determine the
non-linear isotropic hardening model parameters of the short fiber-reinforced composite
material. This variable material response as a function of the fiber orientations was then
combined with the imported local fiber orientation in each element from the injection
molding simulation and transferred to the mechanical solver.
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Figure 7. Workflow of the multiscale model in ANSYS Mechanical using the Material Designer
(MD): (a) creation of the material response as a function of the microstructure by an interpolation
grid with attached elastic and plastic parameters, (b) import of injection molding data, i.e., the
second order orientations tensors from the injection molding software, (c) modeling of the ply-based
continuous fiber-reinforced TPC laminate and (d) mapping of the injection molding data to the short
fiber-reinforced parts and bonding to the continuous fiber-reinforced laminate.
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Figure 8. Visualization of the properties of generated variable material response with respect to
the axes of principal orientations: (a) interpolation grid for E1 and (b) interpolation grids and
interpolation surfaces for E1, E2 and E3 as functions of principal orientations A11 and A22. The user
is given the possibility to generate analogous plots for the other 6 homogenized elastic parameters
of the orthotropic behavior in the coordinate system defined by the principal axes of 2nd order
orientation tensors.

2.3.3. Numerical Simulation of Injection Molding

The numerical simulations for the injection molding of the test plates with the
PP/GF30 compound as well as the hybrid injection molding parts in combination with
TPC laminate inserts were carried out using Moldex3D software (Moldex3D 2021R1OR,
CoreTech System Co., Ltd., Zhubei, Taiwan). Here, based on the gate and cooling system
as well as the mold cavity geometry, a model with a volume mesh was built up. The
simulation parameters were derived from the processing parameters of the real injection
molding processes. The thermodynamic and rheological material parameters of the ex-
amined PP/GF30 short fiber-reinforced thermoplastic composite were taken from the
Moldex3D database.

The simulations of the injection molding process with a flow speed of 50 cm3/s were
evaluated with regard to the resulting fiber orientation and length depending on the
simulation parameters. The fiber orientation corresponds to the distribution of the fiber
orientation vector of the plastic melt at the end of the packing step and can be seen in
Figure 9 for the hybrid injection molded structure. In here, a value of 0.33 means that the
orientation of the fibers is random and a value of 1 means that the fibers are 100% oriented
in the flow direction. The obtained data of the hybrid injection molding simulation was
imported into ANSYS Workbench (ANSYS 2021R1, Ansys Inc., Canonsburg, PA, USA)
for structural analysis. Additionally, experimental validation of the simulated local fiber
length and orientation for the test plates was carried out.

2.3.4. Numerical Simulation of Flexural Test

The numerical simulation of the flexural test of the hybrid injection molded thermo-
plastic composite beam was carried out within ANSYS workbench 2021R1 (ANSYS 2021R1,
Ansys Inc., Canonsburg, PA, USA) as a static structural simulation. The part geometry
and mesh were implemented as described in the workflow of Figure 7. A proper mesh
was generated by using volume elements of an edge length of 2 mm. Elements with a
linear regression function were used and the mesh size and elements were checked by
convergence study. In general, two types of homogenizations for material are possible, a
finite element representative elementary volume model or using a mean field Mori-Tanaka
analytical model [31]. In this study the analytical model was used. Therefore, the engineer-
ing data of the reinforcing fibers and of the matrix polymer was added separately in the
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material designer. Here, the different material properties of the polymer matrix and the
reinforcing fibers were defined by directly specifying orthotropic elastic material values
for both phases. A fiber volume fraction of 13.5% and an aspect ratio of 23.5 were defined
for the short fiber-reinforced overmolding material. In the next step, the master curves of
the tensile tests of the short fiber-reinforced thermoplastic composites were added to the
material designer to define their nonlinear isotropic hardening behavior by curve fitting
according to the Hill plasticity model (see Figure 10). Therefore, the experimental data of
true stress and plastic strain were implemented. The final material parameters used for the
material model definition are shown in Table 4.
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static structural analysis. In this work, the following two types of data during the mapping 
process onto the mesh of the short fiber reinforced plastic part were considered: the prin-
cipal fiber directions from the injection molding simulations as shown in Figure 11 and 
the two largest eigenvalues of the fiber orientation tensor. Additionally, local variation of 
the nominal fiber volume fraction and the presence of residual stresses can be considered 
but were neglected here. The short fiber-reinforced thermoplastic composite part was then 
combined with the continuous fiber-reinforced laminate using contact elements to simu-
late a perfect bonding interface. A quarter model of the hybrid composite test structure in 
a three-point flexural test configuration is shown in Figure 12. In here, the injection 
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tions and the punch with a 25 mm ramped displacement in y direction. 

Since the described structural model is based on an implicit calculation and it is lim-
ited for a quasi-static load case situation. The prediction of the mechanical behavior of the 
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tions between the experiment and the simulation of the test structures mainly arise be-
cause the data for the material model has been determined on standard tensile test speci-
mens and it is assumed that these properties and hardening behavior is also found in the 
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Table 4. Numerical simulation input parameters of the PP/GF30 short fiber-reinforced thermoplas-
tic composite.

Property Unit Value Origin

Tensile modulus of matrix (PP) GPa 1.4 supplier
Tensile modulus of reinforcing fiber (GF) GPa 73 supplier

Fiber volume content % 13.5 pyrolysis
Fiber aspect ratio - 23.5 fiber length analysis

Fiber orientation component A11 - 0.61 CT analysis
Fiber orientation component A22 - 0.27 CT analysis

Yield strength σ0 MPa 20.9 ANSYS
Hardening law parameter R0 - 313.4 ANSYS

Hardening law parameter Rinfty - 22.6 ANSYS
Hardening law parameter b - 245.2 ANSYS

After this step, the material designer was connected to the engineering data of the
static structural analysis. In this work, the following two types of data during the mapping
process onto the mesh of the short fiber reinforced plastic part were considered: the
principal fiber directions from the injection molding simulations as shown in Figure 11 and
the two largest eigenvalues of the fiber orientation tensor. Additionally, local variation of
the nominal fiber volume fraction and the presence of residual stresses can be considered
but were neglected here. The short fiber-reinforced thermoplastic composite part was
then combined with the continuous fiber-reinforced laminate using contact elements to
simulate a perfect bonding interface. A quarter model of the hybrid composite test structure
in a three-point flexural test configuration is shown in Figure 12. In here, the injection
molded short fiber-reinforced thermoplastic area is shown in green and the continuous
fiber-reinforced thermoplastic in brown. The following displacements constraints were
applied to the FE model: the support is imposed with no displacement as well as no
rotations and the punch with a 25 mm ramped displacement in y direction.
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Figure 11. Main fiber directions of the PP/GF30 short fiber-reinforced thermoplastic composite
mapped to the meshed geometry of the test bending structure using the orientation tensor output
from the injection molding simulation. The injection molded part is directly bonded to the continuous
fiber-reinforced laminate using contact elements.

Since the described structural model is based on an implicit calculation and it is limited
for a quasi-static load case situation. The prediction of the mechanical behavior of the test
structures is therefor only as good as the material model is precise and valid. Deviations
between the experiment and the simulation of the test structures mainly arise because
the data for the material model has been determined on standard tensile test specimens
and it is assumed that these properties and hardening behavior is also found in the real
test structure.
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3. Results and Discussion
3.1. Anisotropy of Injection Molded Short Fiber-Reinforced Thermoplastic Composites

The results of the tensile tests of the PP/GF30 short fiber-reinforced thermoplastic
composite material are shown in Figure 13. Anisotropic and inhomogeneous behavior
of the material was found, depending on the volume flow rate and direction during the
injection molding process of the test plates. This can be seen in the stress-strain-curves
of the test specimen cut out in the different directions (Figure 13a). The highest stiffness
and strength were measured in flow direction, while these properties are decreasing with
volume flow rate, which can be seen in Figures 13b,c. It is also shown that the opposite
trend was found perpendicular to the flow direction, while no significant influence of the
flow rate on the stiffness and strength in 45◦ to the flow direction was found. However, in
this direction the highest strain at break was measured, without any significant influence
of the flow rate, as shown in Figure 13d. These trends correlate to the flow rate dependent
short fiber orientation mechanisms during injection molding as published by Bay and
Tucker III [35,36]. As reported by Oumer and Mamat [37], at low flow rates the short
fibers are more oriented in the flow direction and therefore the stiffness and strength of
the composite are higher in this direction. Given the results shown in Figure 13, the same
mechanism has to be stated for the PP/GF30 short fiber-reinforced composite material
used in this study.

To validate this effect, CT measurements of the fiber orientation in the processed
PP/GF30 short fiber-reinforced thermoplastic composite test samples have been analyzed.
The measured fiber orientation components A11 and A22 of the composites are shown in
Figure 14a. It can be seen that the A11 orientation component is decreasing with increasing
flow rate, while the opposite trend is shown for the A22 component. This clearly indicates
the flow rate dependent fiber orientation and resulting anisotropic mechanical behavior.
As reported by Huang and Lai [38], this can be attributed to a flow-fiber coupling effect,
diminishing the flow direction orientation tensor component A11 and simultaneously
enhancing the cross-flow orientation tensor component A22. However, no influence of
the flow rate on the average fiber length was found, as shown in Figure 14b. Numerical
simulation of such fiber orientation mechanisms has been studied and significant theoretical
orientation models have been developed, including RSC (Reduced Strain Closure), ARD
(Anisotropic Rotary Diffusion), and iARD-RPR (improved ARD and Retarding Principal
Rate) [39–41]. They have been widely applied in commercial injection molding simulation
software such as Moldex3D or Moldflow, with good agreement between the predictions
and the experimental data obtained.
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3.2. Numerical Simulation and Experimental Validation of Injection Molding of Short
Fiber-Reinforced Thermoplastic Composites

The experimental and numerical results for the flexural test of the PP/GF30 short
fiber-reinforced thermoplastic composite test structure are shown in Figure 15. As can be
seen, the experimental force-displacement curve is showing nonlinear behavior after a
displacement of 10 mm. These experimental results are compared to the three different
structural analysis carried out with linear, bilinear and injection molding simulation data
(Moldex3D) to investigate the effect of the precise consideration of the anisotropic mechan-
ical behavior. For the structural analysis with the linear and bilinear material approach no
fiber orientation information were added from the injection molding simulation.
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Figure 15. Experimental and numerical results for the flexural test of the PP/GF30 short fiber-
reinforced thermoplastic composites test structure.

In result, for all three material models the initial stiffness of the injection molded
short fiber-reinforced composite test structure was predicted well. However, the nonlinear
displacement behavior was not predicted correctly by the approaches with the linear
and bilinear material models, leading to an overprediction of the flexural strength by the
linear model with a deviation of 31% and an underprediction with a deviation of 21% by
the bilinear model. In contrast, the simulated force-displacement curve considering the
input data from the injection molding simulation fits the experimental data significant
more precisely but also not completely until failure at 21 mm displacement, leading to an
overprediction of the flexural strength with a deviation of 13%. However, these findings
demonstrate the importance of consideration of the process dependent anisotropic and local
inhomogeneous mechanical behavior of short fiber-reinforced thermoplastic composites in
the structural analysis of injection molded parts. This has also been reported for other short
fiber-reinforced thermoplastic composite materials using specific anisotropic simulation
methodologies. Gruber and Wartzack [42] could improve the precision of the absolute
displacement prediction of short fiber-reinforced composite structures under flexural
loading by usage of an integrative simulation approach similar to the numerical workflow
in this study. Ogierman and Kokot [43] showed in a comparative analysis of a short fiber-
reinforced composite with different fiber orientations that simplification of the material
model of injection-molded parts and considering it as isotropic corresponding to the
random orientation of the fibers or orthotropic corresponding to unidirectional orientation
can lead to unacceptable errors in determining the natural frequencies, displacement and
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stresses. This was also reported by Vlach and Stekly [44], who showed that the prediction
deviation of the longitudinal modulus and modal frequencies in complex shaped injection
molded parts made of short fiber-reinforced composites can be significantly reduced by
consideration of the anisotropic material behavior.

3.3. Numerical Simulation and Experimental Validation of Flexural Test of Hybrid Injection
Molded Thermoplastic Composites

The experimental and numerical results for the flexural test of the hybrid PP/GF60
continuous TPC and PP/GF30 short fiber-reinforced thermoplastic composite test structure
are shown in Figure 16. In comparison to the short fiber-reinforced test structure without
the continuous fiber-reinforced laminate the stiffness of the hybrid structure prevents a
stronger nonlinear behavior and shows only little yielding effects, leading to an experi-
mental curve nearly linear until failure. Additionally, the flexural strength of the hybrid
test structure was increased in comparison to the short fiber-reinforced thermoplastic com-
posites test structure. However, to investigate the influence of the anisotropic mechanical
behavior of the short fiber-reinforced overmolding material, again three different numeri-
cal simulation were made. The approaches with a linear and additionally with a bilinear
material model and with no information on fiber orientation from the injection molding
simulation did not predict the deformation behavior of the hybrid test structure correctly,
showing significant deviations after 5 mm displacement. Both approaches lead to an
overprediction of the flexural strength by 21% and 20%, respectively. This can be explained
with the dominant stiffness of the PP/GF60 laminate in the test structure. Implementation
of the local fiber orientations from the injection molding simulation and using a variable
short fiber-reinforced composite material model did significantly improve the accuracy of
the simulation with a resulting overprediction of the flexural strength 9%. However, when
the hardening behavior of the short fiber-reinforced composite material is considered the
simulated force-displacement curve fits the experimental data but also not completely until
failure at 13 mm displacement.
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hybrid injection molded thermoplastic composite test structure.

These findings show that the anisotropic and local inhomogeneous mechanical behav-
ior of the short fiber-reinforced thermoplastic overmolding material in hybrid structures
with continuous fiber-reinforced composites must be considered to predict the mechanical
behavior, especially at higher flexural stresses. Comparable findings have been reported
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by Ding et al. [45], where the overprediction of the flexural strength was attributed to the
brittleness of the composite structure, leading to penetration of the material by the load
head during the test, and the delamination failure at the interfaces of the TPC material.
Both effects have to be considered for the experimental results of the flexural test with the
hybrid test structure in this study as well, similarly leading to an overprediction of the
flexural strength by the numerical simulations. However, in comparison to the findings of
Zscheyge et al. [46], who focused on the damage modeling of the TPC part of a comparable
hybrid structure and considered isotropic material modeling of the overmolding part, the
numerical simulation of the flexural behavior in this study are more precise. Additionally,
the deviations of the simulation to the experimental results at higher displacements can
be addressed to the fact that the hardening curves of the PP/GF30 short fiber-reinforced
composite overmolding material were determined with the results of the tensile tests of
the injection molded test plates. Here, especially the different cooling rates during process-
ing can lead to a different crystallinity and hardening behavior in comparison to the test
structure of the flexural tests [47].

4. Conclusions

Short fiber-reinforced thermoplastic composites processed by injection molding show
anisotropic mechanical behavior, which is dependent on the local fiber orientation resulting
from part design and process parameters. As shown in this study for PP/GF30 test plates,
the volume flow rate during injection molding has a significant influence on the fiber
orientation of such short fiber-reinforced composites with a higher orientation in flow
direction and at lower volume flow rates. This results in higher stiffness and strength
values in the flow direction at lower volume flow rates, causing a process dependent
anisotropic mechanical behavior. Consideration of this anisotropic and local inhomoge-
neous mechanical behavior is important for the precise prediction of the deformation and
failure behavior of injection molded parts by numerical simulations. This is shown for
the deformation behavior of a PP/GF30 short fiber-reinforced test structure under flexural
load with a new numerical workflow implementing the local fiber orientation as provided
by injection molding simulation. In result, the deviation of the numerically predicted and
experimentally measured flexural strength could be reduced from 31% to 13%. Thus, it
has also been shown for a PP/GF60 and PP/GF30 hybrid injection molded thermoplastic
composite test structure that consideration of the anisotropic and local inhomogeneous
mechanical behavior of the overmolding material is as well crucial for prediction of the
deformation behavior of such hybrid short and continuous fiber-reinforced thermoplastic
composites under flexural load. The deviation of the numerically predicted and experimen-
tally measured flexural strength could be reduced from 21% to 9% in this case. Although
the continuous fiber-reinforced composites dominate the mechanical behavior of the hy-
brid structure at low displacement, the critical failure is prone to be initiated by crack
propagation in the short fiber-reinforced overmolding material due to the higher flexural
stresses at higher displacements and lower strength of this material.
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Abstract: We report an original method for directly fabricating gold nanoparticles (Au NPs) in a
polymer matrix using a thermal treatment technique and theoretically and experimentally investigate
their plasmonic properties. The polymeric-metallic nanocomposite samples were first prepared
by simply mixing SU-8 resist and Au salt with different concentrations. The Au NPs growth was
triggered inside the polymer through a thermal process on a hot plate and in air environment. The
Au NPs creation was confirmed by the color of the nanocomposite thin films and by absorption
spectra measurements. The Au NPs sizes and distributions were confirmed by transmission electron
microscope measurements. It was found that the concentrations of Au salt and the annealing
temperatures and durations are all crucial for tuning the Au NPs sizes and distributions, and, thus,
their optical properties. We also propose a simulation model for calculations of Au NPs plasmonic
properties inside a polymer medium. We realized that Au NPs having large sizes (50 to 100 nm)
play an important role in absorption spectra measurements, as compared to the contribution of small
NPs (<20 nm), even if the relative amount of big Au NPs is small. This simple, low-cost, and highly
reproducible technique allows us to obtain plasmonic NPs within polymer thin films on a large scale,
which can be potentially applied to many fields.

Keywords: Au nanoparticles; plasmonics; polymer matrix; nanocomposite; thermal annealing

1. Introduction

Metallic nanoparticles (NPs) are widely used in diverse applications, thanks to their
surface plasmon resonance (SPR), i.e., the collective oscillation of free electrons in resonance
with the incident light, for example, in photocatalysis [1,2], sensing [3–5], optical data
storage [6–8], or medicine [9,10]. Many applications require the incorporation of these
plasmonic NPs into different materials, especially polymers, to form the so-called plasmonic
nanocomposites [11–15].

To fabricate the metal NPs inside a polymer medium, the common synthesis approach
is to insert the presynthesized NPs, by using different techniques [16,17], into polymer
aqueous solution. It was shown that, in this case, NPs usually aggregate and the metallic
NPs lose their SPR properties. For this reason, stabilizing agents are required to obtain ho-
mogeneously dispersed NPs [18]. However, achieving a homogeneous spatial distribution
at large scales inside the polymer matrix is still challenging [19]. Such disadvantages may
directly affect the optical properties of the system [20], notably by inducing a large broaden-
ing of the plasmon resonance peak. To solve this problem, direct synthesis methods of NPs
inside polymer matrix have been proposed. Different methods are investigated, such as
chemical methods [21,22], and physical methods such as thermal treatment [13,14,23] and
ultraviolet (UV) illumination [12,24]. The direct synthesis method thus allows to separate
the polymer-shaping process from the control of NPs dispersion inside the medium [19].

Among different polymers, SU-8 resist is a favourable polymer because it is a low-
cost material and is commonly applied in various fields, such as photonic devices [25,26]
and microfluidics [27,28], thanks to its excellent mechanical properties [29], chemical
stability [30], good biocompatibility [31], and functionalizability [32]. In addition according
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to previous work, SU-8 has great potential in photoreduction due to the generation of
high chemical functionality and free radicals during the photochemical process [12]. There
are several works regarding the fabrication of gold (Au) NPs inside SU-8 resist, mainly
based on the photoreduction effect. For example, Shukla et al. presented a method for
fabricating Au nanostructures within a polymeric matrix using the two-photon lithography
technique [33]. In such a system, there is a simultaneous reduction of Au precursor and
a polymerization of SU-8 resist, resulting in Au NP-doped polymeric lines. Chen et al.
reported a method for directly synthesizing an Au NPs monolayer on the surface of SU-8
under a UV exposure [12]. Despiteall these publications, the formation of Au NPs inside
SU-8 resist by light or by thermal effect has not been fully investigated yet.

In the present work, we report a simple, low-cost, fast, reproducible, and efficient
method to directly fabricate Au NPs inside SU-8 based on thermal effects without any
intervention of light. In contrast to other chemical and photoreduction methods, only SU-8
and Au salt (HAuCl4·3H2O) are needed in this approach; no additional functionalization
process and reducing agents are required. We investigated in detail the influence of Au
salt concentrations, annealing temperatures, and annealing times on the formation of NPs.
Moreover, to better understand the characteristics of Au NPs inside a polymer medium, a
simulation model was also proposed, allowing to investigate their optical properties and to
compare with experimental results.

2. Materials and Methods

Gold(III) chloride trihydrate (≥99.9% trace metals basis)/Au salt with the chemical
formula HAuCl4.3H2O was purchased from Sigma-Aldrich. SU-8 2000.5 (epoxy-based
negative photoresist) was purchased from MicroChem Corporation.

Au NPs were fabricated inside a polymer film deposited on a glass substrate following
the process shown in Figure 1. The general procedure follows three steps, all of them in
air environment conditions: (i) Au salt was mixed with SU-8 2000.5 at different weight
ratios (wt.%) by stirring for 20 minutes for complete dissolution. (ii) The nanocomposite
metal/resist solution was then deposited on a glass substrate by spin-coating at 500 rpm for
5 s and then at 2000 rpm for 30 s. (iii) After that, thermal annealing treatment was carried
out at different temperatures, between room temperature and 240 ◦C (accuracy ±1 ◦C),
using a standard hot plate.

Figure 1. Fabrication procedure of Au NPs in polymer film by a solvent-evaporation-assisted thermal
annealing technique.

The nanocomposite film thickness was measured using a profilometer in a clean room,
and ranged from 500 to 1000 nm. The plasmonic color can be observed by eye and by using
a standard camera combined with an optical microscope. The plasmonic properties of the
Au NPs in SU-8 resist were characterized by an ultraviolet–visible (UV–Vis) spectrometer.
To evaluate Au NPs sizes, shapes, and distributions, the nanocomposite was dropped on a
carbon-coated Cu grid and examined by a transmission electron microscope (TEM).
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3. Experimental Results and Discussions
3.1. Mechanism

Generally, the process to form Au NPs needs to be implemented through complete
reduction of Au precursor to induce nucleation and then particles. For example, Au NPs
synthesis in SU-8 was previously carried out under light illumination, where SU-8 acts as a
photoreduction agent and its polymerization effect induces the formation of nucleations
and NPs [12,33]. In the case described here, there is no obvious reducing agent present (SU-
8 exists but without light). We observed that the solvent of SU-8 resist plays an important
role in the formation of Au NPs. Indeed, we tested different kinds of SU-8 resists, such
as SU-8 2000.5 (more solvent) and SU-8 2002 and 2005 (less solvent), but only SU-8 2000.5
allows us to obtain Au NPs. The reason is that the solvent concentration of SU-8 2000.5
is higher than that of SU-8 2002 and 2005, and enough to assist the movement of the
Au salt. Thus, the mechanism of the formation of Au NPs in SU-8 can be explained as
follows. First, it was suggested that the thermal effect decomposes the Au salt to form
Au◦ [34]. During the annealing process, the solvent evaporates, pushing Au◦ to form
crystalline seeds and, consequently, Au NPs. We therefore refer to this fabrication method
as a solvent-evaporation-assisted thermal annealing technique.

3.2. Dependence on Concentrations

The influence of the different concentrations of Au salt on the formation of Au NPs
is shown in Figure 2. Five nanocomposite samples of SU-8 2000.5 mixed with various
concentrations of the Au salt, from 1 wt.% to 10 wt.%, were annealed at 95 ◦C for 5 min in
the dark. The formation of Au NPs is confirmed by different measurements: by observing
the color change of the sample (Figure 2a), by recording absorption spectra (Figure 2b), and
by TEM images (Figure 3). The color becomes darker for higher concentrations because
more NPs are formed. The higher concentration also leads to an increase in the absorbance,
which is illustrated in Figure 2b. Furthermore, the absorption peaks displayed both a
redshift, from around 550 nm for 1 wt.% to about 570 nm for 10 wt.%, and a broadening
of the peak width. This physical phenomenon is due to the contribution of Au NPs with
bigger sizes, which will be explained more clearly in the simulation part. In addition, the
peak width broadening with higher concentration was also suggested by the previous
works [16,35] due to more polydispersed Au NPs.

Figure 2. The formation of Au NPs depends on the concentrations of Au salt: (a) Direct smartphone
pictures of the nanocomposite samples, obtained by SU-8 mixed with different concentrations of
Au salt after annealing at 95 ◦C in 5 min. (b) The corresponding absorption spectra indicating the
plasmonic effects of Au NPs inside SU-8 thin film.

Figure 3 shows TEM images and the size distribution of generated Au NPs after
thermal treatments. It is found that the increase in the concentration of Au salt leads to
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the generation of more Au NPs (Figure 3a–c). Indeed, for low concentrations of Au salts
(1 wt.% and 3 wt.%), the NPs are well separated and easily distinguished. However, for
high Au salt concentrations, such as 7 wt.%, Au NPs become too dense. We also found
that different shapes of Au NPs are observed, such as nanospheres, nanoprisms, nanorods,
and nanotrapezoids (Figure 3d–g), as compared to the dominant spherical shape on a
large scale. The domination of spherical or near-spherical particles could be explained
by the lowest energy needed for the nanosphere formation, which is thermodynamically
preferred [36,37]. For nonspherical shape or anisotropic growth, the formation probability is
much lower because it requires more energy to fight against thermodynamics [37]. To more
easily control the particular shape of Au NPs, surfactants and shape-directing reagents
could be added to selectively choose the specific facets to grow, resulting in desired particle
shapes [36,38]. In actuality, special shapes such as Au nanorods exhibit two absorption
peaks: one is related to electron oscillation along the transverse direction, and the other is
related to electron oscillation along the longitudinal direction [39]. However, in Figure 2,
only one resonant peak is observed because the contribution of these special shape NPs is
very small compared to the contribution of spherical-like shape NPs. In addition, we can
see in Figure 3h that most Au NPs are quite small, with diameters around 10 nm, indicating
that in the actual conditions, this method creates mainly small NPs. This can bring some
advantages because the smaller the size of Au NPs, the higher the ratio between surface
area and volume, resulting in more catalytic activity, which can be used for biosensor
technology [40–42]. However, it is important to note that for all samples obtained with
different Au salt concentrations, we found that some bigger Au NPs are also formed even in
very small quantities, and are surrounded by mostly small NPs (see the center of Figure 3b).

Figure 3. TEM images of the samples with different concentrations of Au salt: (a) 1 wt.%, (b) 3 wt.%,
and (c) 7 wt.% after annealing at 95 ◦C in 5 min. (d–g) The special shapes of generated Au NPs after
thermal treatment. (h) The size distribution of Au NPs for 3 wt.% Au salt.

3.3. Dependence on Annealing Temperatures

The effect of annealing temperature on the formation of Au NPs was also investigated.
Several nanocomposite samples of SU-8 2000.5 mixed with 1 wt.% Au salt were prepared
and annealed on a hot plate at different temperatures for the same annealing duration
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of 5 min. As can be seen from Figure 4a, the increase in annealing temperatures leads
to the modification of color shades of the metallic/polymeric samples: changing from
colorless to purple after heating, becoming darker when increasing the temperature until
150 ◦C, and then becoming faded. UV-Vis absorption spectra were recorded and are shown
in Figure 4b. Again, for the sample without thermal treatment, no absorption peak is
observed. When the annealing temperature is increased, Au NPs are formed, as indicated
by the resonant plasmonic peaks at around 550 nm. When the annealing temperature is
varied, the SPR amplitudes and positions vary accordingly. This can be explained by the
fact that the increase of the annealing temperature leads to an increase of the SU-8 solvent
evaporation rate, which affects the formation of Au NPs. In general, SPR peaks have a
tendency to shift toward longer wavelengths, and their widths broaden when the annealing
temperature increases. In fact, the acceleration of the solvent evaporation process helps
the formation of Au NPs with bigger sizes, thus explaining the redshift and broadening
peak width effects, respectively. However, when heating the nanocomposite samples at
higher temperatures, from 180 ◦C to 240 ◦C, as seen in Figure 4a, Au NPs cannot be formed
and the plasmonic effect is not clearly visible, because at this high temperature, the SU-8
solvent evaporates too fast and Au salt/nucleations do not have enough time to form Au
NPs. Furthermore, at high temperatures, the polymerization of SU-8 resist can occur via an
effect called thermal polymerization, resulting in a more rigid polymer matrix, which also
prevents the formation of Au NPs. It should be noted that the thermal annealing process is
also applied to samples prepared several days earlier, but neither the color of the sample
nor the absorption peaks can be observed. This is because after waiting for a few days, the
SU-8 solvent has already evaporated from the spin-coated samples. This again confirms
our proposed mechanism that the solvent of the SU-8 resist plays an important role in the
generation of Au NPs. In addition, heat treatment is important, because without it, no color
is observed, meaning that no Au NPs were formed for the samples stored in a dark box
and at room temperature for a few days. For these samples, the solvent was slowly and
totally evaporated.

Figure 4. The temperature dependence on the formation of Au NPs: (a) Direct smartphone pictures
of the nanocomposite samples of SU-8 mixed with 1 wt.% Au salt, obtained by thermal treatment at
different temperatures. (b) The corresponding SPR spectra.

3.4. Dependence on Annealing Duration

Another factor that contributes to the change of Au NPs optical properties is annealing
duration. Several samples of SU-8 2000.5 mixed with 1 wt.% Au salt were prepared and
then placed on a hot plate preliminary heated to a stable temperature (95 ◦C). Individual
samples were taken out after a chosen annealing duration. Figure 5a shows sample colors
after experiencing different annealing times. The purple color illustrates the formation of
Au NPs, which was also proved by SPR peaks, as shown in Figure 5b. When the annealing
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time increases, the peaks have a tendency to move to longer wavelengths. This is because
a longer annealing time leads to a higher probability of forming bigger Au NPs. The
result does not change much when the annealing duration is longer than 25 min, since the
formation of Au NPs is achieved. At longer annealing times, a possible effect is thermal
polymerization of SU-8 resist, as mentioned above, which may induce a solid polymer
matrix and a slight change of its refractive index, resulting in a small change of Au NPs
SPR peak.

Figure 5. Formation of Au NPs depends on different annealing times: (a) Direct smartphone pictures
of the nanocomposite samples of SU-8 mixed with 1 wt.% Au salt, obtained by annealing method at
95 ◦C for different durations. (b) The corresponding SPR spectra.

4. Numerical Investigation of Au NPs inside a Polymer Medium

Thus far, we experimentally characterized the formation and optical properties of Au
NPs within SU-8 resist. Since Au NPs show highly dispersed size distributions, to better
understand the contribution of size effect to the resonance peaks of the nanocomposite
samples, theoretical or numerical studies are needed. Indeed, there are many studies on
the influence of a single metal NP size on the plasmonic effect based on Mie theory [43–46].
However, when considering the case of multiple Au NPs with different sizes being placed
together inside a polymeric medium, there is no work that comprehensively explains the
role of the NPs size in the characteristics of the resonance peaks. Here, we performed
numerical simulations using a commercial three-dimensional finite-difference time-domain
(FDTD) solver (Ansys Lumerical software) to study the optical properties of Au NPs in a
polymeric medium. The FDTD method is recognized as a powerful numerical method to
simulate the optical effect of metal NPs or nanostructures [47–51].

4.1. Simulation Model

First, TEM images were processed by a MATLAB image processing algorithm to
extract the size distribution of Au NPs. Then, spherical Au particles with the same number
and size distribution were generated inside the FDTD simulation region using a random
number seeding function with a normal distribution. As mentioned, the dominant shape of
NPs is sphere-like; therefore, we chose the shape of NPs as a sphere for simplicity without
affecting the physical meaning. We note that these spherical Au NPs were randomly
distributed on a 500 nm thick layer of SU-8 film on top of a glass substrate to be consistent
with the experiment. We assume that the refractive indices of SU-8 and glass are 1.58
and 1.48, respectively, in visible range. The dielectric constant for Au was taken from the
experimental data of [52]. The exciting light source is a total-field scattered-field (TFSF)
source with a wavelength range between 400 nm and 800 nm to match the operating
bandwidth of the UV-Vis spectrometer. An override mesh region was added to the whole
TFSF source region with a mesh size of 0.5 nm to ensure the convergence of the simulation
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results. The boundary conditions are perfectly matched layers, which allows outgoing
waves from the inside of a computational region to be strongly absorbed without being
reflected back. The absorbance was calculated from an analysis group, which is located
inside the TFSF source but outside the Au NPs.

4.2. Simulation Results
4.2.1. Effect of Particle Size Distribution

The experimental results show that Au NPs have polydisperse size distribution, with
most of the small NPs under 20 nm in diameter and a small fraction of bigger NPs with
sizes ranging from 20 to 100 nm, depending on the sample and the TEM image acquisition
location. Since the size distribution of Au NPs is clearly divided into two regions, to
evaluate the size effect, we simulate three separate cases, as follows. In the first case, only
Au NPs with sizes smaller than 20 nm are considered. In the second case, we consider
only three Au NPs with a size of 50 nm, representing big particles. In the third case, a
combination of the two previous cases is investigated. Results are shown in Figure 6. As
can be clearly seen, for the first case, when the simulation region only contains small Au
NPs, the absorbance value is very low compared to the absorbance value of the second
case, where three big Au NPs are simulated. As a result, for the third case, the absorption
spectrum is almost identical to the second case and is mainly made of three big Au NPs
contributions. It is also worth noting that the peak experiences a redshift when adding
three big Au NPs into the first case, which shows that both the amplitude and the position
of the resonance peaks are determined mainly by big Au NPs. This is understandable
since a particle with a diameter of 50 nm has a scattering cross-section as well as a volume
many times larger than for a particle with a size of 10 nm. This is also indicated in Mie
theory when the absorption coefficient and peak position depend strongly on the radius of
spherical Au NPs [53].

Figure 6. Absorption spectra of Au NPs in three cases: (i) only small Au NPs with the size of around
10 nm, (ii) only 3 big Au NPs with the size of 50 nm, and (iii) the combination between many numbers
of small Au NPs and 3 big Au NPs. The three insets show the top view of the corresponding three
simulation models using FDTD. The refractive indices of surrounding medium (SU-8) and glass
substrate are 1.58 and 1.48, respectively.

4.2.2. Effect of Particle Size and Comparison with Experimental Results

In the previous section, the big Au NPs are demonstrated as the main contributors to
the amplitude and position of the absorption peaks. We also conducted simulations for cases
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with varying sizes of big NPs and compared them with the experiment to try to explain
the primary mechanism that affects the absorption peaks. Figure 7a shows the simulated
absorption spectra of five simulation regions, which contain both small (10 nm) Au NPs
and three big Au NPs having the size from 20 nm to 60 nm. As can be clearly seen, when the
size of big Au NPs increases, the resonance peak experiences redshift, increased amplitude
value, and widening. When comparing them to the experiment results in Figure 2b, the
absorption spectra follow the same trend when increasing Au salt concentration. This trend
is also demonstrated by comparing the position of the resonance peaks between simulation
and experiment, as shown in Figure 7b. This implies that, in practice, when increasing the
concentration of Au salt, Au NPs are generated with a bigger size even though the number
of particles smaller than 20 nm still dominates. In actuality, due to technical limitations, we
can only observe Au NPs in some regions on a carbon-coated Cu grid by using TEM where
the thickness of the film is very thin (≈500 nm). Therefore, simulation results are needed to
gain a better understanding of the nanocomposite samples. We note that the experimental
spectral peaks are always wider than the simulated ones. This is because when using
the UV-Vis spectrometer, the illuminated region on the sample is very large (≈mm). We
therefore measured signals from several big particles (main contributors) of different sizes,
leading to a widening of the absorption spectrum peak, while for simulations, only three
big Au NPs were considered.

Figure 7. Absorption spectra of Au NPs: (a) Theoretical calculation of the regions containing Au NPs
with different sizes from 20 nm to 60 nm surrounded by many small (10 nm) Au NPs. (b) Comparison
of resonance peak positions between simulation and experiment. The error bars indicated for each
point are as follows: ±1 nm for Au NPs size; ±0.2 wt.% for Au salt concentration; and ±2 nm for
SPR peak position.

5. Conclusions

In this study, a simple, low-cost, and fast method of thermal annealing for directly
fabricating Au NPs inside a polymer matrix was demonstrated. Firstly, we heated the
nanocomposite sample of an SU-8 resist mixed with Au salt in suitable conditions to grow
Au NPs. The formation of Au NPs was explained by the thermal decomposition and
solvent evaporation at suitable annealing temperatures and duration. Excellent Au NPs in
SU-8 resist were obtained by optimum conditions: (i) concentrations of Au salt of 1–3 wt.%;
(ii) annealing temperatures of 90–100 ◦C; and (iii) annealing duration of 1–5 min. The
optical properties of Au NPs were characterized by different methods, such as optical and
electronic microscopes and UV-Vis spectrometers. Secondly, the FDTD simulation model
was first developed to investigate the optical properties of Au NPs inside polymer medium.
Thanks to the simulation results, the size of Au NPs was recognized as an important
contributor to the resonance peaks when considering many Au NPs with different sizes
distributed in the space. Different applications of this Au NPs/SU-8 nanocomposite could
be exploited, such as for data storage, plasmonic/photonic devices, and surface-enhanced
Raman scattering (SERS) spectroscopy. This approach suggests that this thermal effect
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could be used by other setups, such as laser systems to directly fabricate metallic NPs
within the polymer with potential applications to plasmonic and metamaterial structures.
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Abstract: In the present work, an empirical approach based on a computational analysis is performed
to study the shielding properties of epoxy/carbon fiber composites and epoxy/glass fiber composites
incorporating lead nanoparticle (PbNPs) additives in the epoxy matrix. For this analysis, an MCNP5
model is developed for calculating the mass attenuation coefficients of the two fiber reinforced
polymer (FRP) composites incorporating lead nanoparticles of different weight fractions. The model is
verified and validated for different materials and different particle additives. Empirical correlations of
the mass attenuation coefficient as a function of PbNPs weight fraction are developed and statistically
analyzed. The results show that the mass attenuation coefficient increases as the weight fraction of
lead nanoparticles increases up to a certain threshold (~15 wt%) beyond which the enhancement
in the mass attenuation coefficient becomes negligible. Furthermore, statistical parameters of the
developed correlations indicate that the correlations can accurately capture the behavior portrayed
by the simulation data with acceptable root mean square error (RMSE) values.

Keywords: fiber reinforced polymer composites; lead nanoparticles; shielding; attenuation coefficient;
empirical derivation

1. Introduction

The utilization of radiation has been steadily growing over the last decades in a
variety of fields including medical, industrial and agricultural fields. Despite the immense
benefits of radiation, it has the potential to pose a significant safety hazard for human
health and the environment. There are three fundamental concepts pursued for better
protection against radiation; decreasing the exposure time as much as possible, increasing
the distance between the radiation source and the entity of interest and using a shielding
material to physically separate the entity of interest from radiation. These three concepts
are implemented as much as practically possible to reduce the total absorbed dose due to
radiation exposure. This is referred to as the ALARA (as low as reasonably achievable)
principle [1].

The performance of a material as a radiation shield is usually assessed by its capacity
to halt the penetration of the incident radiation through different interaction mechanisms.
Gamma radiation, characterized by high penetration power, interacts with matter by three
different processes, namely, photoelectric absorption, Compton scattering and pair produc-
tion. The probability of each interaction to occur depends on the energy of the incident
gamma radiation and the composition of the shielding material. Photoelectric absorption
is the predominant process for gamma radiations with low energies interacting with mate-
rials of high atomic number. For gamma radiations with high energies, pair production
becomes the predominant process. The bulk behavior of gamma interaction with the shield
material is characterized by the linear attenuation coefficient (µ) which depends on both
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the energy of the incident radiation and the characteristics of the material. A desirable
shielding material is capable of attenuating gamma radiation with minimal alteration to its
mechanical, thermal and electrical properties as well as its chemical and physical stability.
All in all, several factors should be taken into account when a radiation shield is designed,
this includes the type of radiation and its energy level, radiation intensity, material cost
and the diversity of material properties including weight, toxicity and environmental
compatibility [1–3]. Concrete, lead and bismuth are among the commonly used material
for shielding against gamma radiation.

Research studies on developed materials for radiation shielding applications have
been boosted due to their imperative role in the advanced technologies that use ionizing
radiation such as radiology, nuclear medicine, advanced material characterization and
controlled modification of the properties of many materials. This diverse range of functions
needs advanced materials to be used for manufacturing protective structures to protect
humans and the environment from the harmful effects of ionizing radiation. Alshahrani
et al. investigated the radiation shielding properties of newly developed high Fe con-
tent amorphous alloys. They reported the shielding capacity per unit thickness of the
investigated alloys within the photon energy spectrum considered [4]. From a different
perspective, Tishkevich et al. studied designing shielding materials to protect the critical
elements and blocks of the electronic products and semi-conductor units that work in
elevated radiation environments. They particularly studied the structure and attenuation
coefficients of the WCu composite material when used in electron and proton radiation
environments, and they showed that the use of WCu composite materials offers a very
attractive alternative to lead (Pb), in terms of protection against ionizing radiation, as
an environmentally friendly material and from the point of view of mass-dimensional
parameters [5]. Kara et al. evaluated the shielding properties of fabricated dolomite doped
glasses for gamma-rays. They showed that dolomite additive improves the gamma protect-
ing capacity of lithium borate glasses. As a result, it was concluded that a glass sample
with the highest dolomite additive content exhibits better efficiency in terms of radiation
shielding [6]. Researchers have also investigated enhancing the shielding properties for
materials with well-known superior shielding properties, such as concrete. Aygün et al. in-
vestigated new chromium ore based heavy concrete containing different types of minerals.
They showed that concretes with additives and aggregates have better, gamma-ray and
neutron, shielding features in comparison with standard concrete and some heavy types of
concrete [7].

Composite materials are widely used in aircraft applications due to their compet-
ing superior properties in terms of weight, cost, dimensional stability, and dielectric
strength [8–11]. For aircraft applications, the shielding properties of a material become a
key factor due to the elevated level of cosmic radiation with increased altitude. For aviation
applications, the cosmic radiation interacts with the earth’s atmosphere and produces
secondary particles including protons, neutrons, electrons, positrons, and photons [12].
There have been several studies that focus on the effective dose received by the aircrews
during their flights. One study was based on Monte Carlo simulations using FLUKA code
performed to study the ability of the aircraft structure to shield against galactic cosmic
rays [13].

Recent research studies explored a variety of composite materials as potential shielding
materials, this includes epoxy/Pb3O4 composites [14], tungsten/epoxy composites [15],
Gd2O3/epoxy composites [16], nano concrete composites [2,17], and composites of silicon
resin with additives [3]. In general, there are two major phases constituting a composite
material, a continuous phase characterized by low stiffness and a weak structure called
the matrix phase and a stiffer and stronger phase called the reinforcement phase that can
be continuous or discontinuous. Fiber reinforced polymer (FRP) composites constitute a
family of materials that has been extensively studied for a variety of applications [18,19].
When these composites are used for radiation shielding, the alteration in their mechanical
and structural properties becomes a key factor in determining their suitability. For FRP
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composites, the polymer component is more amenable to changes in its mechanical and
structural properties [20,21]. Epoxy, characterized by good durability against gamma and
neutron radiation compared to other polymers, has been widely studied as a matrix phase
for FRP composites utilized in the field of radiation and nuclear applications [22,23]. Little
research has been conducted to study the shielding properties of FRP composites with lead
nanoparticle additives.

In a previous study, mass attenuation coefficients of silicon resin loaded with PbO,
Bi2O3, and WO3 micro- and nanoparticles were calculated [3]. In that study, results for
mass attenuation coefficients (µm) from a Monto Carlo Simulation were validated against
data from the National Institute of Standards and Technology (NIST). The results showed
that mass attenuation coefficients for composites with nanoparticles filler were better
than that of composites with microparticles. This was attributed to the fact that smaller
particle size leads to more uniform distribution in the matrix and an increased surface to
mass ratio. Furthermore, the results showed that the attenuation power of the composite
increases as the weight percentage of the filler increases. Tekin et al. studied the influence
of micro- and nanoparticle size for WO3 and Bi2O3 particle types on shielding properties
of hematite-serpentine concrete (HSC) using MCNPX code [24]. The model was validated
by comparing results for mass attenuation coefficients of HSC from the MCNPX model
with those obtained from XCOM at different energies, and a good agreement between the
two sets of results was observed. The result showed that mass attenuation coefficients of
nanoparticles/HSC composites were better than those of microparticles/HSC composites.
Moreover, mass attenuation results for Bi2O3/HSC composites were better than those of
WO3/HSC composites. This is due to the fact that the density and the atomic number
for bismuth (Bi) are higher than those for tungsten (W). Tekin et al. studied the effect
of nano/micro-sized WO3 particles on mass attenuation coefficient for concrete using
MCNPX code, the model was validated by calculating the mass attenuation coefficient
for concrete using MCNPX model and comparing the result with the one from XCOM
at different energies and he found a good agreement between the results. The results
showed that the mass attenuation coefficient for nanoparticles was better than that for
microparticles and the mass attenuation coefficient decreased as the energy of the radiation
source increased [25]. In a separate study, Tekin et al. developed an MCNPX model to study
the mass attenuation coefficient of lead doped with nano-sized barite (BaSO4) [26]. Results
from the MCNPX model were benchmarked against standard XCOM data at different
radiation energies. The results of MCNPX simulations showed that the mass attenuation
coefficient of lead was improved upon the addition of nano-sized barite, furthermore,
the mass attenuation coefficient decreased as the energy of the incident gamma radiation
was increased.

In another study, Kazemi et al. developed an MCNPX model to study the shielding
properties for novel polyvinyl alcohol (PVA)/WO3 composite using micro- and nanosized
WO3 particles [27]. The model was validated by comparing mass attenuation coefficients of
aluminum from the National Institute of Standards and Technology (NIST) tables to those
calculated by the MCNPX model at 0.662 MeV incident radiation energy. It was found that
composites with WO3 nanoparticles exhibit mass attenuation coefficients higher than those
of composites with WO3 microparticles. Finally, a summary of research results related to
the shielding properties of composite materials is presented in Table 1.

In this study, an empirical approach is followed to derive mathematical correlations
for the shielding properties of composite materials based on computational analysis. The
analysis is performed to shed the light on the shielding properties of epoxy/carbon-fiber
composites and epoxy/glass-fiber composites incorporating lead nanoparticles (PbNPs)
taking into account the effect of varying the content of lead nanoparticles on the investigated
properties. Fiber reinforced polymer (FRP) composites are chosen for this study because
they are considered a promising candidate for structural applications due to their superior
relevant properties such as lightweight, high specific strength, sound insulation, durability
and corrosion resistance [8,9]. Furthermore, epoxy is considered as the matrix phase
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for this study because its excellent mechanical and chemical properties, good adhesive
strength and dimensional stability make it a promising candidate for applications featuring
severe radiation environments [15]. Moreover, superior properties of both carbon fiber
and glass fiber, considered in this study, led to their wide utilization as reinforcement
phases in composite materials. Such properties include high tensile strength, high modulus,
high chemical resistance, and temperature resistance [8,28,29]. Finally, the high surface to
volume ratio of nanoparticles leads to improving their mechanical and shielding properties,
justifying the consideration of lead nanoparticles, a well-known gamma shielding material,
for this research study [19].

Table 1. Shielding properties for different composite materials.

Shielding Material Density
(g/cm3)

Linear Attenuation
Coefficient (cm−1)

Mass Attenuation
Coefficient (cm2/g) References

Lead 11.34 1.133 0.0999 [29]
Ordinary concrete 2.203 0.144 0.0654 [8]

Steel 8.020 0.433 0.0540
[8]Epoxy/20 wt% PbO - 0.091 -

HD-PE/10 wt% PbO 1.051 0.105 0.0999
[30]HD-PE/50 wt% PbO 1.652 0.189 0.1144

Polyester/5 wt% PbO 1.2325 0.0997 0.0809

[31]

Polyester/10 wt% PbO 1.2891 0.114 0.0842
Polyester/20 wt% PbO 1.4285 0.1264 0.0884
Polyester/30 wt% PbO 1.6042 0.1422 0.0887
Polyester/40 wt% PbO 1.855 0.1735 0.0935
Polyester/50 wt% PbO 2.1721 0.206 0.0948

Epoxy/50 wt% PbO 2.0034 0.17796 0.0888
[32]Epoxy/70 wt% PbO 2.987 0.2723 0.0912

Rubber/5 wt% Pb - 0.00165 -

[33]
Rubber/20 wt% Pb - 0.00221 -
Rubber/50 wt% Pb - 0.00298 -
Rubber/75 wt% Pb - 0.00478 -
Epoxy/10 wt% PbO 1.26 0.1097 0.0871

[34]
Epoxy/30 wt% PbO 1.53 0.1414 0.0924
Epoxy/50 wt% PbO 2.05 0.2005 0.0978
Epoxy/70 wt% PbO 2.93 0.3091 0.1055

Monte Carlo N-Particle (MCNP5) Code

Monto Carlo simulations using the Monto Carlo N-Particle (MCNP5) code were
considered as a source of data to derive mathematical correlations describing the shielding
properties of composite materials with different fiber content and different weight fractions
of lead nanoparticles.

Monte Carlo codes have been used extensively in studying the shielding properties of dif-
ferent composites incorporating nano-sized materials [27,35–39]. MCNP5 has been extensively
used in the field of nuclear applications and radiology, more specifically radiation shielding
and detection [1,40]. The code is generally used to solve the transport equations of photons,
neutrons, and electrons, based on Monte Carlo methods where a particle is tracked until it is
either absorbed or escaped the physical domain of interest. Every possible interaction of the
particle is accounted for by assigning probability values (interaction cross-sections) and the
overall behavior of the particles is recorded in an average sense. In other words, the expectation
(mean) of the probability distribution function describing the behavior is calculated. Simulations
with MCNP5 require preparation of an input file that contains a description of the problem
including material compositions, geometry specifications, location and characteristics of the
particles. Moreover, the type of output data required from such simulations is also specified in
the input file (called tallies) and it is delivered to the user in a text output file. The input file of
an MCNP5 simulation contains three main sections, namely, the cell cards section, where the
shape and material content of the physical space of interest is defined, the surface cards section,
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where the surfaces used for the geometry definition of all cells are specified and the data card
section, where all other aspects of the simulation are specified including the simulation mode,
material isotopic content and type of output data required from the simulation (tallies). Each
section is a collective of several text lines called cards. For more details on calculations theory
and input file specifications the reader is advised to review MCNP5 manuals [40,41].

2. Methodology

In the present study, MCNP5 (version 5), is used in the photon transport mode (P-
mode) to track the photon population of gamma radiation, in the form of collimated
monoenergetic beams, inside the shielding material. Results from these simulations are
used to determine linear attenuation coefficients of composite samples of different fiber
contents and different weight fractions of lead nanoparticles.

A point isotropic source was defined using the source definition card (SDEF) with a
source energy of 0.662 MeV corresponding to 137Cs source. The source is located at the
center of the detection area emitting photons in a direction perpendicular to the composite
sheet. Two sets of lead collimators were used, a source collimator consisting of two cuboids
at the upper and lower sides of the source and a detector collimator located at the detector
opposite to the source. Between the two sets of collimators, a shielding sheet of composite
material is located with accurately specified dimensions. A cell flux tally (F4) is defined in
the data cards section of the MCNP5 input file to estimate the total number of photons per
unit area entering the cell that represents the NaI detector. Figure 1 shows a schematic of
the physical domain defined for the MCNP5 simulation.
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Cross-sectional data used in the simulation were obtained from the Evaluated Nuclear
Data Files (ENDF/B-VI) library. For all simulations, the history cutoff card (NPS) was
defined with a total of 106 histories to be run in the problem and a relative statistical error
set to less than 0.1%. Time, energy and particle weight cutoffs were all set to default values.
Simulation real run time ranged between 1–3 h depending on the weight fraction of lead
nanoparticles used. Simulations were performed using a machine with core i5-8250U CPU
and 1.8 GHz speed. Upon completion of all simulations, a MATLAB script was developed
to extract the desired data from the output files, process it and perform calculations for the
determination of the shielding properties of the simulated material. Furthermore, statistical
information was obtained from the output files to assess the precision of the results. All
statistical parameters were satisfactory with relative error values less than 0.00035 and
variance of the variance values less than 6.5 × 10−6, for all simulations.

The first step of this computational analysis was to validate the MCNP5 model for
shielding materials of known properties. Mass attenuation coefficients of lead and alu-
minum with different radiation energies were considered. Results of the mass attenuation
coefficient (µm) from the MCNP5 model were compared to those obtained from the pho-
ton cross-sections database (XCOM) provided by the National Institute of Standards and
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Technology (NIST). MCNP5 results were also compared to calculation results based on
the theoretical formulations presented in reference [42]. The formulations presented in
this reference were in accordance with data obtained from the National Nuclear Data
Center in Brookhaven National Laboratory. Moreover, the MCNP5 model was verified
by comparing results of mass attenuation coefficients for silicon-resin/37.5 wt%WO3,
silicon-resin/37.5 wt%PbO, and silicon-resin/37.5 wt%Bi2O3 composites to those reported
by literature [3].

Finally, an MCNP5 model was developed to calculate linear attenuation coefficients of
epoxy/fiber composites with different weight fractions of lead nanoparticles. Simulations
were performed for a point isotropic source with a collimated and monoenergetic beam
of 0.662 MeV energy. The composite material was modeled by a sheet of three alternating
layers, two layers of epoxy-PbNPs mixture and one layer of fiber (carbon fiber or glass
fiber). The simulated sheets mimic composite samples that are prepared by the well-known
vacuum bagging process for fabricating fiber reinforced polymer (FRP) composites [43].
To achieve a 50:50 weight balance between fiber and epoxy, dimensions and compositions
of the alternating layers were chosen such that the total mass of the two epoxy-PbNPs
layers is similar to that of the fiber layer. Lead nanoparticles were uniformly distributed
within the epoxy matrix using LATTICE and UNIVERSE features provided by MCNP5.
The mixture was modeled by a lattice of epoxy cuboids each with a lead nanoparticle
sphere of 80 nm diameter located at the center. Cuboid dimensions were changed for each
weight fraction of lead nanoparticles to satisfy the aforementioned mass balance condition.
Dimensions of the lattice cell for different weight fractions of lead nanoparticles along with
corresponding material densities are reported in Table 2.

Table 2. Lattice dimensions and composite densities used in MCNP5 model.

Lead Nanoparticles Weight Fraction
%

Length of Lattice Cube Side
×10−5 cm

Density of the Composite Material
g/cm3

With Carbon Fiber With Glass Fiber

0 - 1.336 1.540
1 6.496 1.343 1.549
2 5.1401 1.351 1.559

2.5 4.7644 1.354 1.564
3 4.4765 1.358 1.569
4 4.0546 1.366 1.580
5 3.7521 1.373 1.590
6 3.5197 1.381 1.600
7 3.3328 1.389 1.611

7.5 3.2518 1.393 1.616
8 3.1774 1.397 1.622
9 3.0451 1.405 1.633

10 2.93 1.413 1.644
12.5 2.6976 1.434 1.672
15 2.5168 1.455 1.701

17.5 2.3698 1.477 1.731
20 2.2462 1.500 1.762

22.5 2.1397 1.524 1.795
25 2.0461 1.548 1.829

27.5 1.9627 1.573 1.864
30 1.8873 1.599 1.900

32.5 1.81814 1.625 1.938
35 1.755 1.653 1.977

37.5 1.6960 1.681 2.018
40 1.6408 1.711 2.061

42.5 1.5888 1.742 2.105
45 1.5395 1.773 2.152

47.5 1.4926 1.806 2.200
50 1.4477 1.840 2.251

A cross-sectional view of the composite sheet as modeled in MCNP5 is shown in
Figure 2. The dimensions of the fiber sheet are set to 0.045 cm × 5 cm × 5 cm. For
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epoxy/PbNps sheets, the width and the height are set to 5 cm × 5 cm and the thickness
was varied based on the weight fraction of lead nanoparticles. As for material densities,
values of 1.7 g/cm3, 2.565 g/cm3, 1.1 g/cm3 and 11.35 g/cm3 were assigned for carbon
fiber, glass fiber type E epoxy and lead nanoparticles, respectively. Detailed elemental
composition of both, epoxy and glass fiber as defined in the MCNP5 model are provided
in Tables 3 and 4, respectively.
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Table 3. Elemental composition for epoxy (density is 1.1 g/cm3).

Element Weight Percentage

Carbon 0.6421
Hydrogen 0.0669

Oxygen 0.2309
Chloride 0.0601

Table 4. Elemental composition for E-glass fiber (density is 2.565 g/cm3).

Element Weight Percentage

Boron 0.022803
Oxygen 0.471950
Fluorine 0.004895
Sodium 0.007262

Magnesium 0.014759
Aluminum 0.072536

Silicon 0.247102
Potassium 0.008127
Calcium 0.143428
Titanium 0.004400

Iron 0.002739

3. Results and Discussion

In this section, two sets of results are presented. Validation and verification results are
presented in Section 3.1 and results on the effect of varying the weight fraction of PbNPs
on the mass attenuation coefficient are presented in Section 3.2 in the form of empirically
derived correlations for attenuation coefficients and mass attenuation coefficients.

3.1. Validation and Verification Results

Mass attenuation coefficients for lead and aluminum for photon energies of 0.511,
0.662, 1, 1.17, 1.25, 1.33, 1.5, 2, 3, and 4 MeV were calculated using MCNP5 and com-
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pared to XCOM results provided by NIST and theoretical values based on the radiation
shielding textbook [42]. Results of this validation for lead and aluminum are shown in
Figures 3 and 4, respectively. It can be seen that there is a good agreement between the
three sets of results, XCOM, MCNP5 and theoretical results. This close agreement between
the different sets of results was considered as a validation for the MCNP5 model for further
simulation. Moreover, it can be seen from the figures that the mass attenuation coefficient
tends to decrease with increasing the radiation energy, the decrease seems to be steeper
for lead.

1 
 

 

 

Figure 3. Validation results based on of lead mass attenuation coefficient.

1 
 

 

 
Figure 4. Validation results based on aluminum mass attenuation coefficient.

Additionally, verification of the MCNP5 model was done by comparing results from
the model to those obtained in literature for composites with three different additives. By
developing a new MCNP5 model containing three composite materials (silicon-resin/WO3,
silicon-resin/PbO and silicon-resin/Bi2O3), the mass attenuation coefficient for each com-
posite material was calculated for a photon energy of 0.6638 MeV and the concentration
of nanoparticles equal to 37.5 wt%. Comparison between results of this analysis and
Verdipoor’s results [3] are shown in Figure 5. The results from Verdipoor’s study entailed
mass attenuation coefficients of 0.0843, 0.0841, and 0.0844 cm2/g, for silicon-resin/WO3,
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silicon-resin/PbO and silicon-resin/Bi2O3 composites, respectively. It can be seen that
there is a good agreement between both sets of results with a maximum deviation of 1.9%.
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Figure 5. Verification results based on mass attenuation coefficients of silicon resin composites.

3.2. Empirically Derived Correlations for the Shielding Properties of Composite Materials

MCNP5 simulations were performed to study the effect of the weight fraction of
lead nanoparticles on the mass attenuation coefficient of composite materials. Results
for epoxy/carbon fiber composites and epoxy/glass fiber composites are reported in
Table 5. The calculated values of linear and mass attenuation coefficients for composites
with weight fractions ranging from 0 wt% to 50 wt% at 0.662 MeV source energy are
tabulated for increments of 2.5 wt%. Furthermore, the Mean Free Path (MFP), defined as
the average distance between two successive photon interactions, was calculated using the
following equation:

MFP =
1
µ

(1)

Additionally, material thickness for which the intensity of the incident radiation is de-
creased by half, called the half-value layer (HVL), was calculated using the following equation:

HVL =
ln(2)

µ
(2)

In the two equations above, µ is the linear attenuation coefficient of the material.
For the two shielding properties, MFP and HVL, smaller values indicate higher rates of
interaction, consequently, better shieling capabilities of the material.

Linear attenuation coefficients of glass fiber composites were found to be greater
than those of carbon fiber composites, consequently, glass fiber composites exhibit smaller
values for both MFP and HVL. This result is expected because the density of glass fiber
is greater than the density of carbon fiber. This advantage in terms of density leads to an
increased rate of interaction inside the material matrix, consequently, larger values of mass
attenuation coefficients.

As shown in Figure 6, results show that mass attenuation coefficients for both, carbon
fiber composites and glass fiber composites increased as the lead weight fraction was
increased up to a certain limit. Beyond that point (~15 wt%), the increment in mass
attenuation coefficient becomes small even when the weight fraction of lead nanoparticles
continued to increase (see Figure 6). Due to the negligible change in the mass attenuation
coefficients of the two composites beyond this threshold value, a weight fraction of 15
wt% PbNPs is considered the optimal value for improved shielding properties of the two
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composites. By comparing the shielding properties of the two composites without PbNPs
and those with 15 wt% of PbNPs, it can be concluded that the addition of lead nanoparticles
leads to a reduction of ~64% in the mass required to shield against gamma radiation.

Table 5. Computational results of linear and mass attenuation coefficients for composite materials.

Percentage of
PbNPs wt%

Carbon Fiber Glass Fiber
µm (cm2/g) µ (cm−1) HVL (cm) MFP (cm) µm (cm2/g) µ (cm−1) HVL (cm) MFP (cm)

0 0.0775 0.1035 6.697 9.662 0.0778 0.1198 5.786 8.347
1 0.1373 0.1844 3.759 5.423 0.1415 0.2193 3.161 4.56
2 0.1536 0.2075 3.34 4.819 0.1545 0.2410 2.876 4.149

2.5 0.1635 0.2214 3.131 4.517 0.1650 0.2581 2.686 3.874
3 0.1640 0.2228 3.111 4.488 0.1667 0.2616 2.65 3.823
4 0.1747 0.2386 2.905 4.191 0.1761 0.2782 2.492 3.595
5 0.1799 0.2470 2.806 4.049 0.1810 0.2878 2.408 3.475
6 0.1869 0.2582 2.685 3.873 0.1851 0.2963 2.339 3.375
7 0.1906 0.2648 2.618 3.776 0.1920 0.3092 2.242 3.234

7.5 0.1942 0.2705 2.562 3.697 0.1913 0.3093 2.241 3.233
8 0.1937 0.2707 2.561 3.694 0.1963 0.3183 2.178 3.142
9 0.2007 0.2819 2.459 3.547 0.1973 0.3221 2.152 3.105
10 0.2011 0.2842 2.439 3.519 0.1986 0.3265 2.123 3.063

12.5 0.2073 0.2972 2.332 3.365 0.2091 0.3496 1.983 2.86
15 0.2151 0.3131 2.214 3.194 0.2144 0.3646 1.901 2.743

17.5 0.2155 0.3184 2.177 3.141 0.2188 0.3787 1.83 2.641
20 0.2241 0.3362 2.062 2.974 0.2201 0.3879 1.787 2.578

22.5 0.2240 0.3414 2.03 2.929 0.2206 0.3960 1.75 2.525
25 0.2237 0.3463 2.002 2.888 0.2218 0.4055 1.709 2.466

27.5 0.2217 0.3486 1.988 2.869 0.2240 0.4174 1.661 2.396
30 0.2269 0.3627 1.911 2.757 0.2233 0.4243 1.634 2.357

32.5 0.2254 0.3663 1.892 2.73 0.2226 0.4313 1.607 2.319
35 0.2249 0.3717 1.865 2.69 0.2239 0.4428 1.565 2.258

37.5 0.2242 0.3770 1.839 2.653 0.2229 0.4498 1.541 2.223
40 0.2218 0.3794 1.827 2.636 0.2216 0.4567 1.518 2.19

42.5 0.2219 0.3864 1.794 2.588 0.2189 0.4608 1.504 2.17
45 0.2223 0.3942 1.758 2.537 0.2195 0.4722 1.468 2.118

47.5 0.2168 0.3915 1.77 2.554 0.2131 0.4689 1.478 2.133
50 0.2145 0.3947 1.756 2.534 0.2152 0.4845 1.431 2.064

Furthermore, a comparison between the shielding properties of the two composites
(with 15 wt% of PbNPs) to those of pure lead is presented in Table 6. It can be seen
from Table 6 that the linear attenuation coefficient corresponding to the two composites
is ~30–35% of that achieved by pure lead. Nevertheless, both composites show better
behavior than pure lead in terms of the mass attenuation coefficient. Based on the data
presented in Table 6, it can be concluded that the mass of either composite (with 15 wt%
of PbNPs) required to shield against a given level of radiation is ~43% of the lead mass
required to shield against the same level of radiation. The reduction in the mass required
for shielding against radiation opens doors for a variety of applications where light weights
and high strength are desired whereas high levels of radiation are encountered, examples
of such applications include aviation and medical applications.

Curve fitting, based on a two-term exponential function, was performed in an attempt
to find a mathematical correlation that correlates the mass attenuation coefficient to the
weight fraction of lead nanoparticles. Fitting correlations for carbon fiber composites and
glass fiber composites are expressed by Equations (3) and (4), respectively.

µm(CF)(x) = 0.2132e0.09857x − 0.1187e−27.22x (3)

µm(GF)(x) = 0.2106e0.1114x − 0.1154e−29.31x (4)
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In these equations, x is a number between 0 and 1 expressing the weight fraction
of lead nanoparticles, µm(CF) is the mass attenuation coefficient for epoxy/carbon fiber
composite cm2/g and µm(GF) is the mass attenuation coefficient for epoxy/glass fiber
composite cm2/g.
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Figure 6. Computational results of µm for (A) epoxy/CF-PbNPs (B) epoxy/GF-PbNPs.

Table 6. Comparison of composites with 15 wt% of PbNPs to pure lead.

Material Density
(g/cm3)

µm
(cm2/g)

µ
(cm−1)

HVL
(cm)

MFP
(cm)

Pure lead 11.29 0.0917 1.0404 0.666 0.961
CF-composite 1.455 0.2151 0.3131 2.214 3.194
GF-composite 1.701 0.2144 0.3646 1.901 2.743

The value of lead weight fraction beyond which the change in mass attenuation coeffi-
cient becomes negligible is around 15 wt%. At this weight fraction, the mass attenuation
coefficient is calculated at 0.2144 cm2/g and 0.2127 cm2/g for carbon fiber composites and
glass fiber composites, respectively.

Moreover, curve fitting was performed for the linear attenuation coefficient data
presented in Table 5. Both the simulation data and the fitting curve are shown in Figure 7.
Fitting correlations for carbon fiber composites and glass fiber composites are expressed by
Equations (5) and (6), respectively.

µCF(x) = 0.2841e0.7217x − 0.1563e−25.89x (5)
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µGF(x) = 0.3218e0.8572x − 0.1737e−28.22x (6)
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Figure 7. Computational results of µ for (A) epoxy/CF-PbNPs, (B) epoxy/GF-PbNPs.

In these equations, x is a number between 0 and 1 expressing the weight fraction of lead
nanoparticles, µCF is the linear attenuation coefficient for epoxy/carbon fiber composite
(cm−1) and µGF is the linear attenuation coefficient for epoxy/glass fiber composite (cm−1).

To get an indication of the appropriateness of both correlations to capture the simula-
tion data, statistical parameters for curve fitting were calculated and reported in Table 7.
Statistical parameters in Table 7 give an indication that the correlations from curve fitting
can accurately capture the behavior portrayed by the simulation data with acceptable root
mean square error (RMSE) values.

Table 7. Statistical parameters for curve fitting.

Statistical Parameters
Carbon Fiber Composite Glass Fiber Composite

µm (cm2/g) µ (cm−1) µm (cm2/g) µ (cm−1)

Sum of squares for error (SSE) 0.001288 0.002421 0.001428 0.003477
R-square 0.96 0.9841 0.9527 0.9848

Adj R-square 0.9552 0.9821 0.947 0.9829
RMSE 0.007179 0.009841 0.007559 0.01179

4. Conclusions

A computational model based on Monte Carlo simulations was developed using
MCNP5 to derive empirical correlations for the shielding properties of epoxy/fiber com-
posites with different weight fractions of lead nanoparticles. After verifying and validating
the model, it was implemented for fiber reinforced polymer composites incorporating lead
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nanoparticles and using two types of fiber, namely, carbon fiber and glass fiber. The results
show that increasing the weight fraction of lead nanoparticles leads to increased values of
mass attenuation coefficient. Nevertheless, there was a threshold value for PbNPs weight
fraction beyond which the improvement in the mass attenuation coefficient becomes negli-
gible. The threshold value of PbNP weight fraction was close to 15 wt%, for this weight
fraction, the corresponding values for the mass attenuation coefficient were calculated
at 0.2144 cm2/g for carbon fiber composites and 0.2127 cm2/g or glass fiber composites.
Furthermore, the addition of lead nanoparticles led to a reduction in the HVL and MFP
values, leading to decreased values for the material mass required to shield against gamma
radiation. It was found that the addition of 15 wt% of PbNPs leads to a mass reduction
of ~64% for the same level of shielding. Furthermore, the simulated composite samples
with 15 wt% of lead nanoparticles showed better values for the mass attenuation coefficient
compared to pure lead.

It can be concluded that the addition of lead nanoparticles to fiber reinforced composite
materials is recommended for several applications, such as aviation applications, where
high levels of radiation are expected, and light weights are required. Extensions to the work
presented herein include, but are not limited to, experimental studies of the mechanical and
shielding properties of composites incorporating different content of lead nanoparticles
and comparing the results to the computational results of this study. Moreover, further
simulation studies may be carried out for composites with different fiber content and
different photon energies, shielding against other types of radiation, such as neutron
and electron beam radiations, can also be investigated. Finally, other additives, such as
tungsten and bismuth, can also be studied for their potential improvement on the shielding
properties of fiber reinforced composite materials.
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Abstract: This study presents a framework based on Machine Learning (ML) models to predict the
drag coefficient of a spherical particle translating in viscoelastic fluids. For the purpose of training
and testing the ML models, two datasets were generated using direct numerical simulations (DNSs)
for the viscoelastic unbounded flow of Oldroyd-B (OB-set containing 12,120 data points) and Giesekus
(GI-set containing 4950 data points) fluids past a spherical particle. The kinematic input features
were selected to be Reynolds number, 0 < Re ≤ 50, Weissenberg number, 0 ≤ Wi ≤ 10, polymeric
retardation ratio, 0 < ζ < 1, and shear thinning mobility parameter, 0 < α < 1. The ML models,
specifically Random Forest (RF), Deep Neural Network (DNN) and Extreme Gradient Boosting
(XGBoost), were all trained, validated, and tested, and their best architecture was obtained using
a 10-Fold cross-validation method. All the ML models presented remarkable accuracy on these
datasets; however the XGBoost model resulted in the highest R2 and the lowest root mean square
error (RMSE) and mean absolute percentage error (MAPE) measures. Additionally, a blind dataset
was generated using DNSs, where the input feature coverage was outside the scope of the training
set or interpolated within the training sets. The ML models were tested against this blind dataset, to
further assess their generalization capability. The DNN model achieved the highest R2 and the lowest
RMSE and MAPE measures when inferred on this blind dataset. Finally, we developed a meta-model
using stacking technique to ensemble RF, XGBoost and DNN models and output a prediction based
on the individual learner’s predictions and a DNN meta-regressor. The meta-model consistently
outperformed the individual models on all datasets.

Keywords: machine learning; deep learning; stacked learning; viscoelastic flows; Oldroyd-B fluid;
Giesekus fluid; sphere drag coefficient

1. Introduction

The flow of particle-laden complex fluids has been the centerpiece of many well-
documented experimental, theoretical, and numerical approaches [1–4]. These fluids
are non-Newtonian in character showing shear thinning, shear thickening, viscoplastic,
time-dependent and viscoelastic behaviors under different flow conditions. Resolving the
dynamics of particles within these fluids is extremely challenging both experimentally and
computationally, especially when the matrix fluid is viscoelastic, e.g., a polymer solution or
polymer melt [4–7].

Characterizing the dynamics of particles in complex fluids under different flow and/or
environmental conditions requires comprehensive experimentation and simulation tools
to resolve the nonlinear interplay of multiple physical variables, flow parameters and
many-body interactions [8]. This is computationally expensive even when using high per-
formance computing resources with robust parallelized algorithms [4]. In recent decades,
many physics-based numerical models have been proposed to model complex fluids, see

Polymers 2022, 14, 430. https://doi.org/10.3390/polym14030430 https://www.mdpi.com/journal/polymers239



Polymers 2022, 14, 430

the review by Maxey [9]. These approaches are limited to specific conditions and cannot
be practically applied to large-scale engineering applications where hundreds or millions
of particles are suspended, e.g., blood and other biological fluids, hydraulic fracturing,
cementing, etc. [10,11]. In addition to the computing power, the insufficiency of com-
prehensive physics-based constitutive models to describe a broad range of complexities
involved with such fluids, their use in realistic conditions encounter severe uncertainties or
limitations. Therefore, the wealth of existing domain knowledge and scientific capabilities
in this field need to be complemented with evolving technologies such as Machine Learning
(ML) and Deep Learning (DL) to accelerate fundamental and applied research and close
knowledge and computational gaps. For example, for a time intensive conventional compu-
tational model, both inner-loop (i.e., forward simulations) and the outer-loop (optimization
and data assimilation) can be improved using the adaptivity and acceleration of ML- or
DL-based models [12,13].

One main challenge for the application of ML and DL in the field of complex fluids is
the lack of datasets. This challenge can be resolved by an in-line integration of traditional
(e.g., CFD) and DL-based modeling, so-called a physics-informed DL, physics-guided DL,
or digital-twin technique [14]. The ML or DL algorithms can be trained and integrated with
traditional physics-based forward modeling to predict the flow dynamics under different
conditions at a reduced computational cost. The latter is done by learning the solutions
for ordinary and partial differential equations governing the system [13] or learning the
closure laws for the pertinent physics, e.g., lift and drag forces, turbulence models, etc.

Such integration can be explored for the Eulerian-Lagrangian multi-phase model [6,15],
as one of the main computational methods to resolve the flow of complex fluids. The ML/DL
integration can drastically increase the robustness of this numerical algorithm that inte-
grates the presence of multiple non-Brownian particles as the discrete material phase em-
bedded in a viscoelastic fluid treated as a continuum phase. In particular, the momentum-
exchange model, including drag, lift, hindrance, and retardation closure laws to couple the
constituents [6,16,17], can be replaced with ML or DL models. In this approach, the fun-
damental goal is to provide reasonably accurate data-driven predictions that substitute
expensive computational steps. These data-driven models learn the multitude of coupling
within the complex fluids at the particle-level and enable accurate simulations of complex
fluids at larger length and time scales.

In the present contribution, we propose to take the first step and complement the
Eulerian-Lagrangian multi-phase approach with a data-driven drag model for the transla-
tion of a spherical particle in constant viscosity and shear thinning matrix-based viscoelastic
fluids. In a constant viscosity elastic fluid, the drag coefficient decreases at low levels of
elasticity, and increases at high elasticity due to the large elastic stresses developing on
the surface and on the wake of the particles [1,18–20]. When the shear thinning effect is
added, the drag coefficient decreases as elasticity increases. Recently, Faroughi et al. [6]
developed a closure drag model for a single spherical particle translating through constant
viscosity elastic fluids described by the Oldroyd-B constitutive equation. However, due to
strong interaction of elasticity (e.g., high Weissenberg number) and kinematic parameters
(shear thinning and thickening), a general solution for this problem that can integrate all
dimensions of the data and perform well over a wide range of parameters, is still missing
and cannot be formed using traditional approaches.

Accordingly, the present contribution is undertaken to achieve two goals. First, we
generate and condition comprehensive datasets capturing the dynamics of a spherical
particle translating through constant viscosity and shear thinning viscoelastic fluids. This
is done using direct numerical simulations (DNSs) following the work of Faroughi et al. [6].
The data are processed and labeled for a set of operational conditions to be consumed
by supervised ML and DL methodologies. Second, we develop data-driven drag models
by examining several ML-based regression methods trained, validated and tested on the
generated datasets. The performance, accuracy and productivity of different models are
thoroughly evaluated based on common statistical measures.
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The paper is organized in the following manner: in Section 2 we present the govern-
ing equations describing the transient, incompressible and isothermal laminar flows of
viscoelastic matrix-based fluids. We also present the physical system and computational
domain used to generate the training datasets. In Section 3, the ML-based regression algo-
rithms employed to predict the viscoelastic drag coefficient are described. Next, in Section 4,
we present the complexity of the training datasets in detail and compare the performance of
each ML model employed to learn the characteristics of these datasets. A meta-model, based
on different ML models, is then trained to fully describe the datasets. Finally, in Section 5,
we summarize the main conclusions of this work.

2. Underlying Physics

The conservation equations governing transient, incompressible and isothermal lam-
inar flow of viscoelastic fluids are the continuity, momentum balance and constitutive
equations. The continuity and momentum balance equations read as follows,

∇ · (ρu) = 0 (1)

∂(ρu)
∂t

+∇ · (ρuu) +∇ · (pI)−∇ · τ = 0 (2)

where ρ is the fluid density, u is the velocity vector, t is the time, p is the pressure, I is the
identity tensor and τ is the total extra-stress tensor, which is split into solvent (τS) and
polymeric (τP) contributions, such that τ = τS + τP. These stress terms are obtained by
the following constitutive equations,

τS = ηS

(
∇u +∇uT

)
(3)

λτ
O

P + τP +
αλ

ηP
τP · τP = ηP

(
∇u +∇uT

)
(4)

where ηS and ηP are the solvent and polymeric viscosities, respectively, λ is the fluid
relaxation time, α is the mobility parameter and τ

O
P indicates the upper-convective time

derivative of the polymeric extra-stress tensor defined as,

τ
O

P ≡
∂τP
∂t

+ u · ∇τP − τP · ∇u−∇uT · τP (5)

Equation (4) is known as the Giesekus viscoelastic constitutive model [21]. For the
particular case where the mobility parameter is zero, α = 0, Equation (4) reduces to the
well-known quasi-linear elastic dumbbell fluid, the Oldroyd-B fluid. When written in the
continuum formulation, viscoelastic fluid flows are well known to introduce numerical
convergence difficulties at high Weissenberg numbers. This is mainly related to the lack
of sufficient resolution of the discretization methods to resolve the exponential growth of
stresses near critical points as the Weissenberg number is incremented. To prevent this
issue in the calculation of the polymeric extra-stress tensor components, we follow the log-
conformation approach [22,23] implemented in the OpenFOAM [24] computational library.

We use the above governing equations to perform an extensive set of DNSs and calcu-
late the drag coefficient for a spherical particle translating in viscoelastic fluids. Figure 1
schematically illustrates the computational domain used in this study to simulate the
unbounded viscoelastic flow around a sphere [6]. The domain size in flow direction, Lx, is
considered larger than other dimensions to allow enough space for the polymer chains to
be relaxed. Our numerical model and solver were comprehensively tested against this com-
putational challenge (see, e.g., Fernandes et al. [25] and Faroughi et al. [6] for the case of an
Oldroyd-B fluid flow around a sphere). All the numerical simulations were performed in
parallel using several High-Performance Computing facilities (see Acknowledgments sec-
tion). On a system with a 2.30 GHz AMD EPYC 7742 64-Core processor, the computational
time for a single run was 12 ± 1 h.
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Figure 1. Schematic illustration of the computational domain (square duct) used to simulate the
viscoelastic fluid flow past a sphere.

For the present problem, we define the Reynolds and Weissenberg dimensionless
numbers as follows,

Re =
2aρU

η0
(6)

Wi =
λU
a

(7)

where U is the inlet average fluid velocity and a is the sphere radius (D = 2a is the sphere
diameter). Additionally, the other dimensionless numbers considered in this work are the
shear thinning mobility parameter α, and the polymeric viscosity ratio ζ. The latter is also
known as the characteristic retardation ratio defined as,

ζ =
ηP

ηS + ηP
=

ηP
η0

(8)

where η0 is the total fluid viscosity in the limit of vanishing shear rate and ηS and ηP are
the solvent and polymeric contributions to the fluid viscosity, respectively.

Here, we carry out the calculations for the viscoelastic drag coefficient, CD, using the
surface integration of the total stress, τ = τP + τS, and pressure field, p, on the surface of
the sphere as,

CD =
2

ρU2 A

∫

δΩs
(τP + τS − pI) · n · x dS (9)

where A is the cross-sectional area of the sphere, n is the unit normal vector to the sphere
surface, S, and x is the unit vector parallel to the flow direction. The results computed for
the viscoelastic drag coefficient using Equation (9) are normalized by,

χ =
CD

CD(Wi = 0)
(10)

where χ is the viscoelastic drag coefficient correction factor [6].

3. Machine Learning Regression Algorithms

To relate the input features (i.e., a set of explanatory variables, Re, Wi, ζ and α) to
the output features (i.e., the response variable, χ), different ML-based regression algo-
rithms are employed in this work. These algorithms enable us to model multidimensional
datasets which cannot be described using traditional techniques [6]. In the most basic form,
the linear regression model explains a dependent variable y via a linear combination of the
independent features, xi (i = 1, . . . , n),

y = β0 + β1x1 + . . . + βnxn + ε (11)
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where ε is an additive error and β j (j = 0, . . . , n) are the coefficients of the features. Despite
its simplicity, this model is widely used as a baseline and a tool to analytically study the
independent variables and understand the significance of the input features. To achieve
more accurate estimates and prevent the overfitting issue, we consider more sophisticated
regression models such as ensemble decision tree algorithms (Random Forest and Extreme
Gradient Boosting) and a Deep Neural Network (DNN). These methods possess their own
challenges and should be applied with special care in scenarios where the training data are
sparse [26].

The Random Forest (RF) is an ensemble learning technique that alleviates the over-
fitting issue and offers excellent performance within the scope of the training data [27].
In this approach, multiple decision trees are constructed at training time and the mean
of the individual predictions is reported as the output of the ensemble method. At each
candidate splitting within each tree model, a randomly selected subset of feature space is
used. This trick has proven to be very effective and the resulting models are usually robust
to the overfitting problem [28]. The RF models have emerged as a versatile and highly
accurate regression methodology requiring little tuning while providing interpretable out-
puts. In summary, the RF algorithm includes (i) randomly select n subsamples, (ii) train
the regression tree for each sample, and finally (iii) average all prediction results from
all trees. This algorithm has 16 main hyperparameters as listed in Table 1, and the most
important ones to tune are the n_estimators that represents the total number of trees in the
forest, and Max_feature that represents the number of features to consider when looking
for the best split. The selection of the feature for node splitting from a random set of
features decreases the correlation between different trees and, thus, the average prediction
of multiple regression trees is expected to have lower variance than individual regression
trees [28].

The Extreme Gradient Boosting (XGBoost) algorithm proposed by Chen and
Guestrin [29] is an improved algorithm of gradient boosting to recognize complex,
nonlinear patterns inside datasets. One of the differences between XGBoost and RF
models is related to the way the trees are built. In RF, trees are built independent
of each other, but, in XGBoost, a new tree is added to complement the already built
ones [30]. A prediction value (y∗i ) from an ensemble model can be represented as,

y∗i = h(xi) =
K

∑
k=1

fk(xi), i = 1, . . . , N (12)

where fk is a regression tree, and fk(xi) represents the score given by the k-th tree to the i-th
observation in data. The goal in XGBoost is to minimize the regularized objective function
expressed as [30],

L =
N

∑
i=1

Λ(yi, y∗i ) +
K

∑
k=1

Ω( fk) (13)

in order to choose functions fk. Here, N is the number of observation (e.g., rows of data), Λ
is the loss function which measures the accuracy and performance of the model in terms
of its relationship between input (xi) and output (yi) features, and the penalty term Ω is
included to prevent too large complexity of the model, being defined as [30]

Ω( fk) = γT +
1
2

β||ω||2 (14)

where γ and β are parameters controlling penalty for the number of leaves, T, and magni-
tude of leaf weights, ω, respectively. This penalty term makes XGBoost unique compared
to general tree boosting methods. It has two main goals; (i) to prevent overfitting, and (ii) to
simplify the end model produced by this algorithm. In addition to this regularized loss
function, XGBoost is reinforced with two additional features that further prevent overfitting.
First, the weights of each new tree can be scaled down reducing an impact of a single tree
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on the final score, which provides more room for next trees to improve the model [30].
The second feature is a column sampling working in a similar way as RF where each tree
is built using only a column-wise sample from the training dataset [31]. The XGBoost
algorithm has 24 main hyperparameters as listed in Table 1, divided in three categories:
(a) general parameters as a guide to the overall functioning, (b) booster parameters as a
guide to the individual booster at each step, and (c) learning task parameters as a guide to
the optimization performance.

Table 1. Tunable hyperparameters in different machine learning regression models applied in
this study.

Model Hyperparameters Total Number

Random Forest

Bootstrap, criterion, max_depth, max_features,
max_leaf_nodes, min_impurity_decrease,
min_impurity_split, min_samples_leaf,
min_samples_split, min_weight_fraction_leaf,
n_estimators, n_jobs, oob_score, random_state,
verbose, warm_start

16

XGBoost

base_score, booster, colsample_bylevel,
colsample_bynode, colsample_bytree, gamma,
importance_type, learning_rate, max_delta_step,
max_depth, min_child_weight, missing, n_estimators,
n_jobs, nthread, objective, random_state, reg_alpha,
reg_lambda, scale_pos_weight, seed, silent,
subsample, verbosity

24

DNN

activation, alpha, batch_size, beta_1, beta_2,
early_stopping, epsilon, hidden_layer_sizes,
learning_rate, learning_rate_init, max_iter, momentum,
n_iter_no_change, nesterovs_momentum, power_t,
random_state, shuffle, solver, tol, validation_fraction,
verbose, warm_start

21

The Deep Neural Network (DNN) algorithms are one of the most commonly applied
regression algorithms for stationary datasets [32]. The popular implementation is the
multilayer perceptron (MLP), in which the architecture is optimized by iterating on various
numbers of hidden neurons and layers that would lead to the best model with the highest
accuracy on a dataset [33]. In MLP algorithm, the model is expressed as [34],

y = h

(
ϕ0 +

N

∑
j=1

ϕjg

(
M

∑
i=1

θixi

))
(15)

where N and M represent the number of neurons in the hidden and input layers, respec-
tively, g and h denote the transfer functions for the input layer and hidden layer, and the
vector matrices of θ and ϕ represent the weight values for neurons in the input and hidden
layers, respectively. A cost function is defined to measure the accuracy and performance of
the model in terms of its relationship between input and output features. The objective in
MLP is to minimize the cost function defined as [35],

Arg min :
1

2n

n

∑
i=1

(h(xi)− yi)
2 (16)

where n is the number of samples and h(xi) represents the model prediction. The batch
gradient descent technique and stochastic gradient descent are the well-known optimization
algorithms used to minimize the cost function [26]. These algorithms find the direction
(gradient) necessary to minimize the cost function and often they are known as a hill-
climbing approach [36]. It is important to note that a DNN model might have the highest
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accuracy in the training set obtained from multiple attempts, but it is prone to memorize
the trend, noise, and detail in training set instead of intuitively understanding the trend in
the dataset. Therefore, it loses the prediction capability. In order to avoid this, one may set a
stoppage criteria for learning where the model tests its predictive capability on a validation
set and stops training when validation accuracy departs from training accuracy. The DNN
algorithm in total has 21 main hyperparameters as listed in Table 1, and the most important
ones are hidden_layer_sizes and learning_rate [37].

4. Results and Discussion

This section reports the processes taken to generate training datasets and develop ML
models that predict the drag coefficient correction of a spherical particle translating in vis-
coelastic fluids described by the Oldroyd-B (constant viscosity fluids) and Giesekus (shear
thinning fluids) constitutive equations. Figure 2 shows a summary of the inputs and output
data considered in the development of the ML models described in Section 3. The input
features are Reynolds number, Weissenberg number, retardation ratio, and mobility param-
eter, and the output variable is the drag coefficient normalized by the Newtonian value,
i.e., χ as defined in Section 2. Figure 2 shows a schematic architecture for the DNN model.

Figure 2. A summary of the training approach, input and output features to develop ML-based
regression models (e.g., it is shown for a DNN model).

4.1. Data Collection and Analysis for Oldroyd-B Fluids

For constant viscosity viscoelastic fluids [38], the relaxation time, λ, and retardation
ratio, ζ, are the two important characteristics that define the viscoelastic behaviors. These
fluids are generally modeled using the Oldroyd-B constitutive equation [39], and best
represent very dilute polymer solutions at low Weissenberg number. Direct numerical
simulations (DNSs), following the methodology implemented by Faroughi et al. [6] on the
physical system elaborated in Section 2, were employed to generate the training dataset
for the viscoelastic drag coefficient correction of a sphere translating in Oldroyd-B fluids
(α = 0). For that purpose, the range of the input features varied within 0 < Re ≤ 50,
0 ≤ Wi ≤ 10, and 0 < ζ < 1, which resulted in a total of 12,120 input values (hereafter
we call this dataset OB-set). In addition to this dataset, we also generated a blind dataset,
from a total of 60 DNSs, with an input feature coverage outside the scope or interpolated
within the scope of OB-set. The blind dataset did not enter in the initial training, validation
and testing phases and is used to scope the inference of the ML models beyond the limits
of the training set, i.e., test the ML models’ generalization as described in Section 4.4.

Figures 3 and 4 show the flow characteristics associated with the OB-set. In Figure 3a,b,
the contours of the viscoelastic drag coefficient correction, χ, are presented for Reynolds
numbers 0 < Re ≤ 1 and Weissenberg numbers 0 ≤Wi ≤ 10 at two polymeric retardation
ratios ζ = 0.1 and 0.9, respectively. The viscoelastic drag coefficient correction follows
the same behavior for both ζ = 0.1 and 0.9 across all considered Wi and Re numbers.
As shown in Figure 3c,d, the viscoelastic drag coefficient correction slightly decreases at
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low Wi number, hits a minimum and then sharply increases with Wi number. The drag
enhancement is more significant at higher ζ values (star blue symbols).

In Figure 4a,b, the contours of the viscoelastic drag coefficient correction, χ, are
presented for Weissenberg numbers 0 ≤Wi ≤ 10 and Reynolds numbers Re ≤ 50 at two
polymeric retardation ratios ζ = 0.05 and 0.9, respectively. For both cases, the viscoelastic
drag coefficient correction decreases with the increase of inertia and increases with Wi,
being more noticeable for higher ζ. Figure 4c,d, show the behavior of χ at a fixed Reynolds
number, Re = 50. The viscoelastic drag coefficient correction increases up to Wi < 0.2, then
stays more or less constant up to Wi ≈ 2, and then increases with Wi number, being this
behavior more abrupt at higher retardation ratios.
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Figure 3. Contours of the viscoelastic drag coefficient correction, χ, for the Oldroyd-B fluid at
0 < Re ≤ 1, 0 ≤ Wi ≤ 10 and (a) ζ = 0.1 and (b) ζ = 0.9. Panels (c,d) show the variation of χ with
Weissenberg numbers for different values of ζ at Re = 1.

Figure 5 shows the contours of the normal component of the dimensionless polymeric
stress, τxx, for different values of Wi and ζ at Re = 1. The left column in Figure 5 shows the
τxx contours at Wi = 1, and the right column shows the same but at Wi = 10. As expected,
one observes that the magnitude of τxx increases as ζ increases. In addition, the location at
which the maximum value of τxx occurs shifts from the top/bottom flow separation points
to the wake of the particle as Wi increases. At Wi = 10, for both ζ values, a long wake was
also observed in the downstream region of the flow, where extensional flow dominates due
to the significant effects of the flow elasticity.

Due to the similarity observed in the behavior of χ under different flow conditions
(Re, Wi and ζ), the OB-set is an ideal dataset to be used in developing the building blocks
for the ML-based models predicting the viscoelastic drag coefficient correction. However,
the OB-set does not represents a large body of fluids that are encountered in nature or
industrial applications. This issue is rectified in the next section using the shear thinning
Giesekus constitutive equation [21] to augment the data.
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Figure 4. Contours of the viscoelastic drag coefficient correction, χ, for the Oldroyd-B fluid at
0 < Re ≤ 50, 0 ≤Wi ≤ 10 and (a) ζ = 0.05 and (b) ζ = 0.9. Panels (c,d) show the variation of χ with
Weissenberg numbers for different values of ζ at Re = 50.
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Figure 5. Contours of the dimensionless normal component of the polymeric extra-stress tensor τxx

for the Oldroyd-B fluid at Re = 1 for different values of ζ and Wi: (a) ζ = 0.1 and Wi = 1, (b) ζ = 0.1
and Wi = 10, (c) ζ = 0.9 and Wi = 1, and (d) ζ = 0.9 and Wi = 10.

4.2. Data Collection and Analysis for Giesekus Fluids

Most of the viscoelastic fluids show mid to strong shear thinning features. Shear
thinning behavior leads to more complex and nonlinear dependencies at non-vanishing
Weissenberg numbers, at which shear thinning effects become more pronounced. This
behavior (neglected in the previous section) dramatically changes the behavior of the
viscoelastic drag coefficient correction, χ. Therefore, the inference of the models trained
based on the OB-set will certainly fail for shear thinning fluids. Hence, the OB-set must be
augmented with data representing shear thinning fluids, or ML models developed based
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on the OB-set must be further trained to also account for shear thinning effects. Several
viscoelastic constitutive models have been developed over the past few decades to model
shear thinning fluids [40]. The Giesekus fluid is the one generally used to best represent
the polymer molecules contribution to the momentum exchange in dilute to semi-dilute
polymer solutions [41]. This model is based on a concept of configuration-dependent
molecular mobility, and thus, the viscoelastic component of the polymeric stress tensor is
represented by λ and ζ as well as the mobility parameter, α. The mobility parameter varies
between zero and unity (practically 0.5 is the upper limit [41]) and accounts for the shear
thinning behavior of the viscoelastic fluids.

We again used DNSs to generate the training dataset for the viscoelastic drag coefficient
correction of a sphere translating in Giesekus fluids. A total of 4950 numerical simulations
for the unbounded flow of the shear thinning viscoelastic Giesekus fluid past a sphere
(using the physical system described in Section 2) were performed. Hereafter, we call this
dataset GI-set. Simulations were conducted under a wide range of numbers for the input
features, specifically 0 < Re ≤ 50, 0 ≤ Wi ≤ 10, 0 < ζ < 1, and 0 < α < 1. The end goal
is to use GI-set to augment the OB-set and develop a ML-based meta-model that can be
used by the scientific community to obtain a prediction of the dimensionless viscoelastic
drag coefficient correction of a sphere translating in both Oldroyd-B and Giesekus fluids.
We also generated a blind dataset using DNSs with flow features (Re, Wi, ζ and α) outside
the ranges provided in the generation of GI-set. This dataset, consisting of 64 data points,
is used to scope the accuracy of the ML models when inferred outside the limits of the
training dataset, see Section 4.4.

Figures 6 and 7 present the flow characteristics associated with GI-set. Figure 6
shows the contours of the viscoelastic drag coefficient correction, χ, for 0 < Re ≤ 50 and
0 ≤ Wi ≤ 10 at polymeric retardation ratios ζ = 0.05 and 0.9, and mobility parameters
α = 0.1 and 0.9. As shown in Figure 6, increasing inertia (i.e., Re number) leads to a
reduction in the viscoelastic drag coefficient correction, similar to the behavior observed for
the Oldroyd-B fluid. However, interestingly, increasing the elasticity of the flow (increasing
the Wi number) results in a sharp reduction of the viscoelastic drag coefficient correction.
The reduction is more pronounced at higher retardation ratio results. This behavior is
totally different than what was observed for constant viscosity fluids, where the viscoelastic
drag coefficient correction increases with Wi. Additionally, when the mobility parameter is
increased (i.e., stronger shear thinning effect), it promotes the drag reduction even further
as shown in Figure 6d.

To better illustrate the complexity of the flow and the effects of all flow features (Re,
Wi, ζ and α), we compare the contours of the normal component of the dimensionless
polymeric stress, τxx, in Figure 7. These comparisons are shown for different values of Re
(top line Re = 0.01 and bottom line Re = 50) and ζ (left column ζ = 0.05 and right column
ζ = 0.9) at fixed Wi = 5 and α = 0.1. One observes that the magnitude of τxx increases as
Re number increases. In addition, the change in the flow structure (i.e., flow separation
and formation of symmetric eddies) due to Re number shifts around the location where
the maximum of τxx occurs. Figure 7 also shows that an increase in the retardation ratio
ζ promotes an elongated wake in the downstream of the flow. In Figure 8, we show the
contours of τxx for the shear thinning Giesekus viscoelastic fluid for two different values of
the mobility parameter, α = 0.1 and 0.5, at fixed Re = 1, Wi = 2 and ζ = 0.5. As expected
and illustrated in Figure 8, increasing the mobility parameter decreases the stress overshoot
on the surface as well as in the wake of the sphere, which in turn drastically hinders the
enhancement of the viscoelastic drag coefficient correction due to elasticity (a behavior that
was observed for Oldroyd-B fluids).

Figures 3–8 collectively show the presence of a complex, multidimensional dynam-
ics associated with a single spherical particle flowing through a viscoelastic fluid. All
flow features (Re, Wi, ζ and α) strongly affect the flow fields and hence the viscoelastic
drag coefficient correction (χ). These effects can be hardly decoupled to derive an analyti-
cal/empirical or semi-empirical expression for the viscoelastic drag coefficient correction
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prediction. A machine learning model, however, can be developed to learn these hidden
features, in addition to features that are obvious to us in the data, to predict the viscoelastic
drag coefficient of a spherical particle translating in an unbounded Oldroyd-B and Giesekus
viscoelastic fluids.
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Figure 6. Contours of the viscoelastic drag coefficient correction, χ, for the shear thinning Giesekus
viscoelastic fluid for 0 < Re ≤ 50, 0 ≤ Wi ≤ 10 and different values of α and ζ: (a) ζ = 0.05 and
α = 0.1, (b) ζ = 0.9 and α = 0.1, (c) ζ = 0.05 and α = 0.9, and (d) ζ = 0.9 and α = 0.9.
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Figure 7. Contours of the dimensionless normal component of the polymeric extra-stress tensor
τxx for the shear thinning Giesekus viscoelastic fluid at fixed Wi = 5, α = 0.1 and different values
of Re and ζ: (a) Re = 0.01 and ζ = 0.05, (b) Re = 0.01 and ζ = 0.9, (c) Re = 50 and ζ = 0.05,
and (d) Re = 50 and ζ = 0.9.
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Figure 8. Contours of the dimensionless normal component of the polymeric extra-stress tensor τxx

for the shear thinning Giesekus viscoelastic fluid at fixed Re = 1, Wi = 2, ζ = 0.5 and different values
of mobility parameter: (a) α = 0.1 and (b) α = 0.5.

4.3. ML Models Development

In this section, we leverage the OB-set and GI-set to train, validate and test the ML
models discussed in Section 3. Based on these datasets, the design space for the input
variables is defined as 0 < Re ≤ 50, 0 ≤ Wi ≤ 10, 0 < ζ < 1 and 0 < α < 1. First,
a normalization stage is followed to restrict the input value range, which transforms the
original input feature x to x̃ = (x− xmin)/(xmax − xmin). This is a common practice which
speeds up learning and leads to faster convergence, especially for the DNN model. Next,
we split each dataset to a training set (consisted of 80% of the data) and a test set (consisted
of 20% of the data) that are bundled randomly. One of the primary objectives in this
section is to improve the performance score, based on data patterns and observed evidence.
To achieve this objective, the ML model architecture needs to be optimized by tuning a
specific set of hyperparameters defined for each model (see Table 1 for a complete list of
hyperparameters of the ML models considered in this study).

4.3.1. Hyperparameter Tuning

Hyperparameter tuning relies more on experimental results than theory, and thus
the best method to determine the optimal settings is to try many different combinations
and evaluate the performance of each model. However, evaluating each model only on
the training set can lead to overfitting (i.e., a model scores very well on the training set
but performs poorly on the test set or blind dataset). Routinely, a subset of data from the
training set, known as validation set, is reserved for this purpose. We adopt the K-Fold
cross-validation (K-Fold CV) technique [42,43] to conduct hyperparameter tuning. In K-
Fold CV technique, the training set is further split into K number of subsets, called folds,
as schematically shown in Figure 2. The ML model is then iteratively fitted K times; each
time, the training is done on K-1 of the folds and evaluation is done on the Kth fold (the
validation set). At the very end of training, we average the performance on each of the
folds to come up with final validation metrics for the model. The trained models each
defined with specific hyperparameters are compared against each other, and the best one
that offer the highest accuracy metrics is selected. In this study, unless otherwise stated, we
apply 10-Fold CV, i.e., to assess a different set of hyperparameters, we split our training
dataset into 10 folds and train and evaluate each model with selected hyperparameters
10 times. If we select X sets of hyperparameters using 10-Fold CV technique, which
represents 10X training loops on the entire training dataset (e.g., X = 24 for XGBoost ML
model). This process is thus computationally tedious. To facilitate that, K-Fold technique
is coupled with RandomSearchCV algorithm to optimize selected hyperparameters [44].
This coupled approach tries random combinations within a range of values given for each
parameter, with a defined number of iterations of random searches. The training time,
using a workstation with 48 CPU cores and a NVIDIA RTX A8000 GPU, was on average
7± 0.5 h and 320 ± 8 h, respectively, for each iteration and all iterations required to perform
hyperparameter tuning for a model.

To train and compare the performance of the ML models, the accuracy is evaluated
based on three common statistical measures, R2, RMSE, and MAPE. The latter, MAPE, rep-
resents the mean-absolute-value of the ratio of estimation errors to actual values. A lower
MAPE value indicates that the predicted value is closer to the ground truth. The RMSE rep-
resents the root-mean-square error, which is also used to measure the differences between
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actual and predicted values by a model. The R2 coefficient represents the fitness perfor-
mance, i.e., higher values of R2, with a max value of 1, are preferred. The mathematical
expressions for R2, RMSE and MAPE are as follows [45,46],

R2 = 1−

n

∑
i=1

(yi − y∗i )
2

n

∑
i=1

(yi − ȳi)
2

RMSE =

√
1
n

n

∑
i=1

(yi − y∗i )
2

MAPE =
1
n

n

∑
i=1

∣∣∣∣
yi − y∗i

yi

∣∣∣∣× 100%

(17)

where n is the total number of observations, yi is the actual value, y∗i is the predicted value
and ȳi is the average of the actual values.

4.3.2. Training and Testing

We first train, validate and test three different ML-based regression models to predict
the drag coefficient correction of a single spherical particle translating through a viscoelastic
fluid described by the Oldroyd-B constitutive equation (using the OB-set). We used 10-Fold
CV approach in conjunction with RandomSearchCV algorithm for hyperparameters tuning,
and employed the statistical measures given in Equation (17) to analyze the accuracy of the
regression models. Table 2 reports the best set of hyperparameters (i.e., best architecture)
obtained for each ML model. Notice that only hyperparameters that have been tuned are
reported. These architectures, tuned by cross-validation technique on the OB-set, offer the
best statistical measures for the predictions as reported in Table 3. The accuracy between
real and predicted values is remarkable for all ML models as represented by the large R2

values in Table 3. For the OB-set, XGBoost is the model that presents the best R2 with the
lowest values of RMSE and MAPE.

Table 2. Optimized hyperparameters for different ML-based regression models trained, validated
and tested on the OB-set.

Model Hyperparameter Value

Random Forest bootstrap = True, criterion = mse, max_depth = 110, max_features = auto,
min_samples_leaf = 3, min_samples_split = 5, n_estimators = 800

XGBoost
colsample_bynode = 0.8, colsample_bytree = 0.8, learning_rate = 0.1,
max_depth = 15, n_estimators = 300, objective = reg:gamma, reg_alpha = 1.2,
reg_lambda = 1.3, subsample = 0.7

DNN
activation = relu, alpha = 0.0001, hidden_layer_sizes = (40, 20, 10),
learning_rate = adaptive, max_iter = 8000, momentum = 0.9,
n_iter_no_change = 10, solver = adam, tol = 0.0001

Table 3. Optimal statistical measures for different ML-based regression models trained, validated
and tested on the OB-set.

RF XGBoost DNN

R2 0.9991 0.9995 0.9989

RMSE 0.0228 0.0134 0.0451

MAPE 0.0048 0.0012 0.0145

The residuals (or the prediction errors) and quantile-quantile (Q-Q) plots for the ML-
based regression models trained, validated and tested on the OB-set are shown in Figure 9.
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The residuals are computed as the difference between the actual value (in the test set) and
the values predicted by the optimized ML models. Figure 9 shows that the data points are
mainly scattered around the horizontal axis and the calculated error is mainly distributed
around zero. Figure 9 also shows Q-Q plots for each model in which the probability
distributions for errors are compared for both train and test sets by plotting their quantiles
against theoretical quantiles [47]. The theoretical quantiles on the x-axis represents normal
distribution as the base distribution. This plot readily depicts whether or not the residuals
(errors) are normally distributed. If points are close to the normal line, y = x, then residuals
are assumed to be normally distributed. It can be seen that, for all models, most of the
errors lies on y = 0 line and data follow a heavy tail distribution [47]. Figure 9d illustrates
the comparison between the actual and predicted values of the viscoelastic drag coefficient
correction, χ, on the OB-set for the XGBoost model. As shown the best fit line coincides
with the identity line, which corroborates the high R2 value presented in Table 3.

(a) (b)

(c) (d)

Figure 9. Residuals and quantile-quantile (Q-Q) plots obtained for the ML algorithms trained,
validated and tested on the OB-set: (a) Neural Network, (b) Random Forrest, and (c) XGBoost models.
Panel (d) shows the prediction error plot for XGBoost that yields the highest R2 as reported in Table 3.

The ML models trained on the OB-set fail, as expected, when inferred against a
dataset generated for shear thinning fluids (e.g., even at α = 0.1, which is just slightly
outside the scope of the OB-set where α is set to zero). To accurately predict the drag
coefficient correction of a spherical particle translating through a more realistic viscoelastic
fluid, the trained models require further augmentation. For that purpose, three different
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approaches can be explored: (i) start training, validation and testing from scratch using
a combination of the datasets developed for Oldroyd-B and Giesekus fluids (augmented
OB-set and GI-set), (ii) use transfer learning technique [48] where models with knowledge
gained on the OB-set are further reinforced using GI-set, or (iii) infuse physics in the models’
architecture using the constitutive fluid models as loss or activation function broadening
the range over which the ML models are valid [49]. The latter approach is outside the scope
of the current study and will be explored elsewhere. The accuracy obtained for the model
derived by the second approach (i.e., transfer learning) was found to be significantly lower
than the first approach when tested on the blind datasets. This is mainly due to the difficulty
associated with transfer learning in decision tree ML models (Random Forest in particular
where there is a limited capacity to accommodate local changes [50]). Thus, we adopted
the first approach to develop ML-based models that satisfies both Oldroyd-B and Giesekus
fluids. This approach is also challenging because datasets are not balanced. The weight of
the OB-set (bigger dataset with 12,120 data points) is a lot larger than the GI-set (smaller
dataset with 4950 data points), and consequently ML models will be more biased towards
the OB-set (e.g., undermines the effects of α on the models’ predictability). To resolve this
issue, we used synthetic minority over-sampling technique [51], SMOTE, which blends
under-sampling of the majority set (OB-set) with a special form of over-sampling of the
minority set (GI-set). In SMOTE, we synthesized elements for the minority set, based on
the data that already exist. It works randomly by picking a point from the minority set
and computing the k-nearest neighbors for this point. The synthetic points for minority
set (GI-set) are placed between the chosen point and its neighbors. This process continues
until we reach balanced states for both datasets, hereafter we call this dataset SMOTE-set
containing 21,750 data points.

Again, we used 10-Fold CV approach in conjunction with the RandomSearchCV
algorithm for the hyperparameters tuning of the ML models trained,validated and tested
on SMOTE-set. Table 4 reports the best set of hyperparameters (i.e., best architecture)
obtained for each one of the ML model employed in this work. These architectures offer
the best statistical measures (R2, RMSE and MAPE) for the ML-based regression models as
reported in Table 5. The accuracy obtained for all ML models is acceptable as represented by
the large R2 and low RMSE values. For the SMOTE-set, again, the XGBoost model possesses
the highest R2, and the lowest values of RMSE and MAPE. This result is in agreement
with the literature [44,52–54] and shows that the decision-tree models perform better than
neural network models to learn hidden features on relatively midsize datasets. However,
performing well on the test set still does not guarantee the accuracy of decision-tree-based
regression models when inferred on blind datasets generated outside the scope of training
set or interpolated within the training sets (see Section 4.4).

Table 4. Optimized hyperparameters for the different ML-based regression models trained, validated
and tested on SMOTE-set.

Model Hyperparameter Value

Random Forest bootstrap = True, criterion = mse, max_depth = 45, max_features = auto,
min_samples_leaf = 3, min_samples_split = 5, n_estimators = 950

XGBoost
colsample_bynode = 1, colsample_bytree = 0.8, learning_rate = 0.2,
max_depth = 5, n_estimators = 400, objective = reg:gamma, reg_alpha = 1.2,
reg_lambda = 1.3, subsample = 0.7

DNN
activation = relu, alpha = 0.0001, hidden_layer_sizes = (120, 50, 20, 3),
learning_rate = adaptive, max_iter = 10,000, momentum = 0.95,
n_iter_no_change = 15, solver = adam, tol = 0.0001
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Table 5. Optimal statistical measures for different ML-based regression models trained, validated
and tested on SMOTE-set.

RF XGBoost DNN

R2 0.9965 0.9967 0.9945

RMSE 0.0388 0.0378 0.0463

MAPE 0.0131 0.0127 0.0216

In Figure 10, we show the residuals and Q-Q plots for the ML models trained, validated
and tested on SMOTE-set. The residuals are computed as the difference between the actual
value (in the test set) and the values predicted by the optimized ML models. Figure 10
again shows that the data points are mainly scattered around the horizontal axis and the
calculated error is mainly distributed around zero. The Q-Q plots for Random Forest and
DNN models again depict that most of the errors lies on y = 0 line, within the standard
deviation range, and data follow a heavy tail distributions [47]. For the XGBoost model,
the residuals are closer to the normal line, y = x, and thus, they follow a distribution
closer to normal distribution. Figure 9d illustrates the comparison between the actual and
predicted values of the viscoelastic drag coefficient correction, χ, for the SMOTE-set using
the XGBoost model. This comparison corroborates the high R2 values presented in Table 5
and the fact that the residual plot for XGBoost model is symmetric around y = 0 as shown
in Figure 9c.

(a) (b)

(c) (d)

Figure 10. Residuals and quantile-quantile (Q-Q) plots obtained for the ML algorithms trained,
validated and tested on SMOTE-set: (a) Neural Network, (b) Random Forrest, and (c) XGBoost
models. Panel (d) shows the prediction error plot for XGBoost that yields the highest R2 as reported
in Table 5.

254



Polymers 2022, 14, 430

4.4. Models Performance on Blind Datasets

To further evaluate the performance of the ML models trained on SMOTE-set in
Section 4.3, we test them against blind datasets. We designed the blind datasets to have an
input feature coverage outside the scope of training set or interpolated within the training
sets. The blind datasets are generated using DNSs on the physical system described in
Section 2 following the work of Faroughi et al. [6] for both Oldroyd-B and Giesekus fluids.

The blind dataset for the Oldroyd-B fluid is constructed with a total of 60 DNS runs
using ζ = {0.25, 0.5, 0.75, 0.9}, Wi = {0.1, 0.3, 0.5, 0.65, 0.8, 1, 1.2, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5}
at a constant Re = 1. Figure 11 shows the comparisons between the real values for the
viscoelastic drag coefficient correction (obtained by DNSs and represented with a solid
line) and the values predicted by the ML models (represented by symbols). The ML
models used in this comparison are those trained, validated and tested based on the OB-
set. As depicted in Figure 11, all models perform very well to predict the blind dataset.
The statistical measures for ML models to predict this blind dataset are reported in Table 6.
The XGBoost model performs superior than other models and its predictions are in a very
good agreement with the numerical results.
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Figure 11. Validation of the ML models against the blind dataset generated for the Oldroyd-B fluid.
The comparisons are between the DNSs (solid lines showing the real values for the viscoelastic drag
coefficient correction) and the predicted values by the ML models. The comparisons are shown at
Re = 1 for different values of ζ: (a) ζ = 0.25, (b) ζ = 0.5, (c) ζ = 0.75 and (d) ζ = 0.9. The predictions
obtained with the Deep Neural Network, Random Forest and XGBoost models are represented by
square, triangle and circle symbols, respectively.
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Table 6. Statistical measures for different ML-based regression models tested against the blind dataset
provided for Oldroyd-B fluids.

RF XGBoost DNN

R2 0.9926 0.9931 0.9621

RMSE 0.0085 0.0074 0.0173

MAPE 0.051 0.0042 0.0139

The blind dataset for Giesekus fluids is constructed with a total of 64 DNS runs
using Re = {0.3, 75}, ζ = {0.15, 0.8}, α = {0.2, 0.4}, and Wi = {0.2, 0.4, 0.6, 0.8, 1, 2, 3, 4}.
Figure 12 shows the comparisons for two sample sets between the real values of the
viscoelastic drag coefficient correction obtained by DNS (solid lines) and the predicted
values by the ML models (symbols). The ML models used in this comparison are trained,
validated and tested based on SMOTE-set. The statistical measures to predict this blind
dataset are reported in Table 7. A sharp reduction in prediction performance is noticed for
all models. This is due to two reasons: (i) the presence of values of Re which are out of
the limits of the SMOTE-set, and (ii) the sparsity of data points in the combined dataset,
i.e., OB-set and GI-set. Even using the SMOTE technique to balance the data sets (enforce the
effect of high Re numbers and α), the ML models trained on SMOTE-set show a relatively
poorer performance in predicting the blind dataset compared to the same models trained
and tested on the OB-set (see Figure 11 and Table 6).

As shown in Figure 12, the DNN model performs slightly better than the decision
tree models for both Re and α values. In general, ensemble decision tree models (e.g.,
XGBoost) are easy to train and prevent overfitting to a great extent [44,52,55]; however,
they do not perform well in predicting sparse datasets where interpolation between input
features is required. On the other hand, deep neural networks models are hard to train,
but offer a better performance when inferred outside the scope of the training dataset or
when interpolation between input features is needed [55,56]. Therefore, the DNN model
provides a better potential for the generality of the model. In addition, for a ML model
to be fully predictive under any new or unseen conditions (e.g., flow features), physics
must complement the model. This can only be achieved using deep learning models,
known as physics-based neural networks [57] or physics-guided neural networks [58] that
mimic an infinitely deep model. Incorporating physics in DNN is essential in the field
of particle-laden fluid flow, because it is not a data-oriented domain (i.e., large datasets
can be hardly found). Developing true physics-based neural network is outside the scope
of the current work, and it will be presented elsewhere. Here, to resolve this issue and
provide a meta-model for the viscoelastic drag coefficient correction that can be coupled
with Eulerian-Lagrangian algorithms [4], we use stacking technique [59]. This technique
leverages the superiority of all developed ML models (i.e., the fact that each model performs
better in a different section of the data), and is a very powerful method to increase the
generality of the model in predicting unseen data.

Table 7. Statistical measures for ML-based models tested against the blind dataset provided for
Oldroyd-B and Giesekus fluids.

RF XGBoost DNN

R2 0.8664 0.8566 0.9013

RMSE 0.0495 0.0516 0.0428

MAPE 0.0326 0.0341 0.0305
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Figure 12. Validation of the ML models against blind datasets generated for Giesekus fluids. The com-
parisons are between the DNSs (solid lines showing the real values for the viscoelastic drag coefficient
correction) and the predicted values by the ML models. The comparisons are shown at ζ = 0.8 for dif-
ferent values of Re and α: (a) Re = 0.3 and α = 0.2, (b) Re = 0.3 and α = 0.4, (c) Re = 75 and α = 0.2,
and (d) Re = 75 and α = 0.4. The predictions obtained with the Deep Neural Network, Random
Forest and XGBoost models are represented by square, triangle and circle symbols, respectively.

4.5. Model Ensembling

In this section, we leverage stacking which is an ensemble learning technique to
combine multiple ML-based regression models via a meta-regressor. The objective is
to develop a meta-model with high accuracy when predicting the drag coefficient for a
particle translating in viscoelastic fluids. In previous sections, we showed that different
ML models perform better on different sections of the data when inferred against blind
datasets. For example, the XGBoost performs better on the Oldroyd-B blind dataset (see
Table 6), and the DNN model performs better on the Giesekus blind dataset (see Table 7).
The hypothesis here is to leverage the superiority of all developed ML models (i.e., decision
tree models to prevent overfitting and DNN model to learn complicated features in a sparse
dataset) and increase the generality of the model in predicting unseen data.

A schematic architecture for the stack model is shown in Figure 13. We first use the ML
models trained on SMOTE-set (with their best architectures found in the previous section)
to provide the level-1 predictions. These predictions are then provided as input features to
the second-level regressor, which is a DNN meta-regressor. The hyperparameters for DNN
meta-regressor are also tuned again using the 10-Fold CV approach in conjunction with the
RandomSearchCV algorithm, similar to other models. The stack model is trained, validated
and tested on SMOTE-set. The optimized architecture obtained for the DNN meta-regressor
is reported in Table 8. This meta-model developed using stacking generalizes better and
provides more accurate predictions on unseen data when compared to the performance of
the individual models. One example comparison is reported in Table 9. As reported, the R2

value for the meta-model increased to 0.9472 from 0.9013, which was previously obtained
for the DNN model, as the best model in Section 4.4 to predict the blind datasets.
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Figure 13. A schematic architecture for the meta-model to predict the viscoelastic drag coefficient
using the stacking technique ensembling three optimized ML models and a meta-regressor.

Table 8. Optimized hyperparameters for the DNN meta-regressor trained, validated and tested on
SMOTE-set.

Model Hyperparameter Value

DNN Meta-Regressor
activation = relu, alpha = 0.0001, hidden_layer_sizes = (20, 40, 10),
learning_rate = adaptive, max_iter = 10,000, momentum = 0.95,
n_iter_no_change = 15, solver = adam, tol = 0.0001

Table 9. Comparison of the statistical measures for the performance of the meta-model and DNN
model against the SMOTE-set and blind datasets.

Meta-Model DNN Model

SMOTE-Set Blind Set SMOTE-Set Blind Set

R2 0.9993 0.9472 0.9945 0.9013

RMSE 0.0178 0.0313 0.0463 0.0428

MAPE 0.0103 0.0209 0.0216 0.0305

In Figure 14, we show the residuals and Q-Q plots for the meta-model trained, vali-
dated and tested on SMOTE-set. Figure 14a shows that the data points are mainly scattered
around the horizontal axis and the calculated error is mainly distributed around zero.
The Q-Q plot for meta-model depicts that most of the errors lies closer to y = x line within
the standard deviation range, and thus the data follow a distribution closer to normal
distribution [47]. Figure 14b illustrates the comparison between the actual and predicted
values of the viscoelastic drag coefficient correction using the meta-model. The very good
agreement between the meta-model predictions and the actual values corroborates the
high R2 values presented in Table 9 and the fact that the residual plot for meta-model is
relatively symmetric around y = 0 as shown in Figure 14a.

Figure 15 shows the performance of the meta-model against the blind datasets gener-
ated for Oldroyd-B and Giesekus viscoelastic fluids. The blind datasets are shown using
solid lines for the flow of an Oldroyd-B fluid past a sphere at Re = 1, ζ = 0.75 and α = 0,
and for the flow of a Giesekus fluid past a sphere at Re = 75, ζ = 0.8 and α = 0.4. The pre-
dictions obtained with the meta-model are represented by diamond symbols in Figure 15a,b.
A 95% confidence interval region for the meta-model predictions is also illustrated. These
comparisons and the statistical measures reported in Table 9 collectively show that the
meta-model consistently outperforms the individual decision tree ML models as well as
the DNN model on all unseen datasets.
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(a) (b)

Figure 14. (a) Residuals and quantile-quantile (Q-Q) plots and (b) prediction error plot obtained for
the meta-model shown in Figure 13 and trained, validated and tested on SMOTE-set. The statistical
measures are reported in Table 9.
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Figure 15. Performance of the meta-model (stack model) against the blind datasets generated for
Oldroyd-B and Giesekus fluids. The blind datasets are shown using solid lines for the flow of an
Oldroyd-B fluid past a sphere at (a) Re = 1, ζ = 0.75 and α = 0; and for the flow of a Giesekus fluid
past a sphere at (b) Re = 75, ζ = 0.8 and α = 0.4. The predictions obtained with the meta-model are
represented by diamond symbols. A 95% confidence interval region for the predictions is also shown.

This meta-model alongside the training datasets (OB-set and GI-set) are packaged and
published with this paper, as supplementary materials. The viscoelastic fluid dynamics
community can leverage this meta-model in their simulations and/or leverage the data to
train new data-driven models.

5. Conclusions

This study presents a framework to predict the drag coefficient of a spherical particle
translating in viscoelastic fluids. To this end, continuum simulations and Machine Learning
(ML) models were employed to generate a data-driven meta-model. We first generated
two datasets using direct numerical simulations; the OB-set (the dataset for the Oldroyd-B
fluid) and the GI-set (the dataset for the Giesekus fluid) that include a total of 12,120 and
4950 data points, respectively. The kinematic input features were selected to be Reynolds
number, 0 < Re ≤ 50, Weissenberg number, 0 ≤ Wi ≤ 10, polymeric retardation ratio,
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0 < ζ < 1, and shear thinning mobility parameter, 0 < α < 1. Three ML regression
models, Random Forest (RF), Deep Neural Network (DNN) and Extreme Gradient Boosting
(XGBoost), were employed to predict the drag coefficient enhancement or reduction due to
the fluids’ elasticity and shear thinning effects. The ML models were all trained, validated,
and tested on the OB-set and SMOTE-set (a balanced dataset combining the OB-set and
GI-set), and their best architecture (i.e., tuned hyperparameters) were obtained using a
10-Fold cross-validation method. All the ML models presented remarkable accuracy when
trained and inferred on these datasets; however the XGBoost model resulted in the highest
R2 and lowest RMSE and MAPE measures.

The trained ML models were also tested against a blind dataset where the input
features coverage was outside the scope of the training set or interpolated within the
training sets. A total of 124 data points were generated using DNSs for both Oldroyd-B and
Giesekus fluids. The predictions obtained with the DNN model achieved the highest R2

and lowest RMSE and MAPE measures when inferred on the blind test dataset. To leverage
the power of all models (decision tree models to prevent overfitting and DNN model
to learn complicated features), we developed a meta-model using stacking technique.
The meta-model ensembles RF, XGBoost, and DNN models and outputs a prediction based
on the individual learner’s predictions and a DNN meta-regressor. The meta-learner model
consistently outperformed the individual decision tree and DNN models on all datasets.
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Abstract: The efficient transport of solid particles using polymeric fluids is an important step in many
industrial operations. Different viscoelastic fluids have been designed for this purpose, however,
the effects of elasticity have not been fully integrated in examining the particle-carrying capacity
of the fluids. In this work, two elastic fluid formulations were employed to experimentally clarify
the effect of elasticity on the particle drag coefficient as a proxy model for measuring carrying
capacity. Fluids were designed to have a constant shear viscosity within a specific range of shear
rates, γ̇ < 50 (1/s), while possessing distinct (longest) relaxation times to investigate the influence of
elasticity. It is shown that for dilute polymeric solutions, microfluidic rheometry must be practiced
to obtain a reliable relaxation time (as one of the measures of viscoelasticity), which is on the order
of milliseconds. A calibrated experimental setup, furnished with two advanced particle velocity
measurement techniques and spheres with different characteristics, was used to quantify the effect
of elasticity on the drag coefficient. These experiments led to a unique dataset in moderate levels
of Weissenberg numbers, 0 < Wi < 8.5. The data showed that there is a subtle reduction in the
drag coefficient at low levels of elasticity (Wi < 1), and a considerable enhancement at high levels of
elasticity (Wi > 1). The experimental results were then compared with direct numerical simulation
predictions yielding R2 = 0.982. These evaluations endorse the numerically quantified behaviors for
the drag coefficient to be used to compare the particle-carrying capacity of different polymeric fluids
under different flow conditions.

Keywords: viscoelasticity; particle settling; dilute polymeric solutions; Oldroyd-B model; microflu-
idic rheometry; drag coefficient; hydraulic fracturing

1. Introduction

The dynamics of solid particles flowing through polymeric fluids is strongly affected by
viscoelasticity of the fluid [1,2]. Elasticity of the fluid, in addition to viscosity, is an integral
element to consider when designing efficient solid particle transport in many advanced
manufacturing and industrial operations, such as processing of highly-filled viscoelastic
polymer melts and elastomers [3,4], processing of semi-solid conductive flow battery
slurries [5], cement slurries flow [6], and biological applications like the flow-induced
migration of circulating cancer cells in biopolymeric media such as blood [7]. Hydraulic
fracturing operations in tight oil and gas fields [8] is another important application of
particle-laden polymeric fluids. As shown in Figure 1, in hydraulic fracturing hundreds of
millions of sand particles (also known as proppant) are co-injected alongside fracturing
fluids (e.g., dilute polymeric and surfactant solutions with/out fibers) to preserve the
conductivity of the induced fracture networks after the pressure release [9,10].

Due to the lack of physics and theoretical models, or computational power, state-
of-the-art fracturing simulators ignore the relevance of the flow properties (i.e., elastic
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response under an external flow) of polymeric fluids [2,11–13]. Some attempts have been
made in this direction for particle-free polymer solutions, however, not in the context of
hydraulic fracturing, and for very basic geometrical shapes of the channel [14,15]. Fluid
elasticity specifically alters the sedimentation and rotation rate of a particle, which in
turn causes different cross-stream flow-induced migration behaviors, affecting the overall
particle transport efficiency [15–18]. There is still a need to fully understand how to tune
the properties of polymeric fluids to efficiently transport particles. To fill this gap, not only
are the effect of particle shapes and types considered [19,20], but also different carrying
polymeric fluids are being formulated [8,21]. For these fluids, considering the importance
of polymer type, structure, solubility, and charge, the most common variables to design new
solutions are the average polymer molecular weight, Mw, and the polymer concentration,
c [22,23]. Dilute polymeric solutions, in this work, refer to a solution with 0.01 ≤ c/c∗ ≤ 1,
where c∗ is the overlap concentration [22,24].

Figure 1. Schematic of sand particles transport in hydraulic fracturing operation where hundreds
of millions of sand particles are co-injected alongside fracturing fluids (e.g., dilute polymeric and
surfactant solutions with/out fibers) to preserve the conductivity of the induced fracture networks
after the pressure release.

Despite the complexity of such systems, the particle-carrying capacity of a fluid
is estimated by mapping the translation of a single sphere in inertia-less steady-state
conditions [25,26]. In hydraulic fracturing, the importance of this measuring criterion
has been originated by the low shear rate conditions experienced by particles within the
fractures after the pressure release. This test has been bench-marked since Sir George
Stokes calculated, for the first time, the drag force on a single sphere translating through an
unbounded Newtonian fluid. The model introduced by Stokes, however, only accounted
for the shear viscosity of the fluid, and required other correction factors to be suitable
under different flow conditions or fluid types. In a series of works [17,27,28], Gomma
et al. showed that the effective shear viscosity is not the only factor to design efficient
particle transport, and the fluid elasticity, quantified via the shear modulus, also plays a
significant role. Several researchers [1,23,29–32] conducted comprehensive experimental
and numerical investigations to determine the effect of fluid elasticity on the terminal
velocity of a single sphere settling in a non-Newtonian elastic fluid in order to quantify the
drag coefficient. These studies, even though they, in some cases, provided contradictory
conclusions [11,33], generally showed that the fluid elasticity hinders the particles’ motion,
and the effect is more pronounced at a high level of elasticity [2,23].

In many practical cases, because of the strong interactions between elasticity and
viscosity of the polymeric fluids, the hindrance due to elasticity was intermingled with the
inherent shear-thinning properties, i.e., the fact that the viscosity of the polymeric fluid
surrounding the falling sphere decreases during the sphere motion [11]. Blyton et al. [11]
formulated different fluids to study the effect of fluid elasticity and shear-thinning individ-
ually, at a very high levels of flow elasticity. They concluded that the terminal velocity of a
spherical particle in fluids possessing similar shear viscosity profiles decreases significantly
with increasing the elasticity. Faroughi et al. [2] conducted direct numerical simulations to
construct a correction model for the drag force on a particle translating in dilute polymer
solutions with low to moderate levels of elasticity in negligible inertia conditions. This
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approximate model accounted for the effect of elasticity considering the viscoelastic fluids
with constant viscosity, e.g., Boger fluids [34]. This model predicts that the drag coefficient
of a particle slightly decreases at low levels of elasticity, but substantially increases at high
level of elasticity. The latter is due to the large elastic stresses developing on the surface as
well as in the wake of the particle [2]. This approximate drag model thus explained some
of the contradictory conclusions generated in previous studies. However, this numerically-
driven model itself has not been verified experimentally yet due to the lack of data at
moderate level of elasticity, i.e., dilute polymeric solutions.

The current study is undertaken to fulfill two main goals: (i) outline an appropriate
scheme to infer the particle-carrying capacity of polymeric fluids, and (ii) generate unique
static settling, or drag coefficient, data in moderate levels of elasticity. To this end, first,
the theoretical background is briefly reviewed for the particle dynamics and rheology
measurements (e.g., conventional and microfluidic rheometry) to accurately determine the
parameters required to infer the drag coefficient. Then, two fluid formulations are designed
with distinct longest relaxation times to carry out the inertia-less particle settling tests at
low to moderate level of elasticity. Next, the experimental setup and velocity measurement
procedures are elaborated, and the experimental results are presented and weighted against
the approximate drag model developed by Faroughi et al. [2]. Finally, the main conclusions
of the work are summarized.

2. Theoretical Background
2.1. Dimensionless Parameters

The interplay among different mechanisms controlling particle transport can be stud-
ied by decoupling different relevant forces acting on particles. The most important ones
induced by the viscoelastic fluids are the drag, inertial, and transversal forces for which the
theoretical developments are very limited [2]. Dimensionless numbers can be employed
here to examine the particle transport behavior highlighting the importance of relevant
forces. The viscoelasticity of polymeric fluids can be quantified using Weissenberg number,
Wi, defined as,

Wi ≡ λγ̇ =
λU
a

, (1)

for a spherical particle with radius a settling through the fluid. Here, λ is the longest
relaxation time, and γ̇ represents a characteristic shear rate defined based on the terminal
settling velocity, U, of the particle. For a Newtonian fluid, the Weissenberg number is
Wi = 0 corresponding to zero elasticity. A higher Weissenberg number, Wi > 0, represents
a more pronounced elasticity in the fluid.

The presence of coiled or stretched polymers also impacts the effective shear viscosity
of the polymeric fluid through hydrodynamic and physical interactions similar to the
presence of a cloud of solid particles [35,36]. This effect can be parameterized using,

ζ =
ηP

ηS + ηP
=

ηP
η0

, (2)

where ζ represents the retardation ratio, ηP is the polymer contribution to the shear vis-
cosity, ηS is the solvent contribution to the shear viscosity, and η0 = ηP + ηS is the total
shear viscosity in the limit of vanishing shear rate. For constant-viscosity viscoelastic
fluids, e.g., Boger fluids [34], the relaxation time and retardation ratio, λ and ζ repetitively,
are the two important characteristics that define viscoelastic behaviors. These fluids are
generally modeled using the Oldroyd-B constitutive equation [37] that best represents the
polymer contribution to the momentum exchange in very dilute polymer solutions at low
Weissenberg number. However, many realistic suspending fluids show mid to strong shear-
thinning features, leading to more complex and nonlinear dependencies at nonvanishing
Weissenberg numbers at which shear-thinning effects become even more pronounced [38].
Several viscoelastic constitutive models have been developed over the past few decades to
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model such fluids [39–41]. Among all, the Giesekus model [42] is generally used to best
represent the polymer contribution to the momentum exchange in dilute to semidilute
polymer solutions. The Giesekus model is developed based on configuration-dependent
molecular mobility. Therefore, the viscoelastic component of the polymeric stress tensor is
represented by λ and ζ as well as the mobility factor, α, which theoretically varies between
zero and unity (practically between zero and 0.5 [12]) and accounts for the shear-thinning
behavior of the polymeric fluids.

Another important dimensionless number is the Reynolds number representing the
ratio between inertial and viscous forces, which is defined as,

Re =
ρ f Ua

η0
, (3)

where ρ f is the density of the fluid. Particles experience different flow regimes, i.e., tur-
bulent to creeping flow regimes categorized by Re number, in different operations. The
particle static settling experiment, as a method to differentiate the carrying capacity of
fluids, has generally been studied at low Reynolds numbers, Re� 1, corresponding to the
creeping flow regime [17,23].

2.2. Drag Coefficient for Viscoelastic Fluids

For a single particle settling in a viscoelastic fluid, one may carry out the drag coeffi-
cient on the surface of the particle using a surface integration of the total stress comprising
the polymeric and solvent stress contributions, τP + τS, and the pressure field, p,

CD =
2

ρ f U2 A

∫

δΩs
(τP + τS − pI).n.x dS. (4)

In experimental studies, the drag coefficient can be calculated using the terminal
velocity, U, measured for a sphere settling under the action of gravity, g, through a fluid. A
relationship between the drag coefficient and terminal velocity can be deduced using the
drag and gravitational force balance, leading to,

CD =
8ga
3U2

(
ρp − ρ f

ρ f

)
, (5)

where ρp and ρ f are the density of the particle and fluid, respectively. Equations (4) and (5)
at Re � 1 and zero elasticity, Wi = 0, reduces to the base visco-inelastic (or Newtonian)
value for the drag coefficient, namely CD = 24/Re [43]. At higher elasticity, the drag
coefficient may increase or decrease depending on the flow conditions. Faroughi et al. [2]
showed that at high Reynolds number, Re� 1, CD in a viscoelastic is always bigger than
the base Newtonian value, as shown in Figure 2. At Re ≤ 1, the drag coefficient of the
particle first decreases (by a small amount) at low Weissenberg numbers, then bounces
back at a critical Weissenberg number, and finally increases drastically due to large elastic
stresses developing on the surface and in the wake of the particle. This phenomenon
schematically shown in Figure 2 is also well reported in the literature [1,33]. The insets
in Figure 2 show the profile of the polymeric axial stress developed in the wake of the
particle at different Reynolds numbers. As depicted, at low Re, the polymer chains are
stretched in the wake of particle with a maximum value close to the rear stagnation point
where strong extensional flow is dominant. At high Re, due to the strong inertial effects,
the axisymmetric flow past the particle shifts to a symmetry-breaking steady flow with a
helical wake structure. The formation of symmetric eddies in the wake of particle relaxes
the polymer chains on the center-line, and pushes the stress overshoot (maximum stretch)
close to the flow separation points. The nonlinear inertial effects causing the formation of a
steady axisymmetric toroidal eddy in the wake of the sphere greatly reduces the effect of
elasticity on the drag coefficient. As illustrated in Figure 2, at high Weissenberg numbers,
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the monotonic enhancement of the drag coefficient arising from viscoelasticity is more
pronounced for low Re flows. This is an important observation, as the elasticity effects
at low Re regimes are more applicable to many industry operations (e.g., the proppant
placement in the fracture networks [2,17]).
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Abstract
Introduction

' 1
Polymers are omnipresent materials that play an important role in a diverse range of industrial applications (Liff et al.,

2007, Olsen et al., 2016, Lim et al., 2014). More specifically, polymeric solutions are ubiquitous in many oil and gas
advanced operations and have entirely changed the performance and functionality of day-to-day activities using their unique
characteristics. Polymeric are routinely used as thickeners that introduce viscoelasticity showing liquid-like and solid-like
behaviors under different flow conditions. The most common form is water-based complex fluids made of low polymer
concentration used as friction reducers (Kumar et al., 2017, Yang et al., 2018, Sawant et al., 2018) and frac fluids (Mahoney
et al., 2016, Le Brun et al., 2016, Almubarak et al., 2018) that hugely impacted the oil and gas supply line. for example,
in hydraulic fracturing, the fracture conductivity after the pressure release is preserved by the presence of sand particles
(so-called proppant) injected alongside the complex fluids used to initiate and propagate the fractures. In a typical operation,
hundreds of millions of sand particles are dispersed in a viscoelastic matrix. Most operators would like to understand the
dynamics of the particle transport in details to be able to tune the fracturing fluid properties in response to environmental and
reservoir conditions meeting the desired design for the fractures. One of the main goals in this operation is to correctly place
proppant within the fracture to enhance both short-term and long-term conductivity of the well assuring myriad financial
gains. To this end, not only different types of proppant are being considered (Liang et al., 2016), but also different carrying
fluids are being formulated which are commonly non-Newtonian in character Al-Muntasheri et al. (2014), Barbati et al.
(2016). These fluid formulations are outlined based on the job designs and can be non-exhaustively categorized as, (i) low
viscous fluids to create long and complex network of fractures, and (ii) high viscous fluids that render shorter fractures but
perform better in transporting proppant (Faroughi et al., 2018). For polymer-based frac fluids, considering the importance of
polymer type, structure, solubility and charge, the most common variables to alter when formulating new solutions are the
polymer molecular weight, Mw, and the polymer concentration, c. Equation (4) at Re<< 1 and zero elasticity, Wi= 0 reduces
to the base visco-inelastic (or Newtonian) CD = 24/Re (Kelbaliyev, 2011). At higher elasticity, drag coefficient on the particle
may increase or decrease depending of flow conditions Fundamentally, the relative settling velocity of a single particle is
measured as the first order of accuracy to evaluate the proppant carrying capacity of a hydraulic fracturing fluid (Elgaddafi
et al., 2016, Geri et al., 2019, Geri and Imqam, 2019). To better evaluate the proppant carrying capacity of a fluid, a full
consideration of several interacting factors, including but not limited to (i) particle-fluid interactions (4-way coupling), (ii)
particle-fracture interactions, and (iii) reservoir physiochemical and geomechanical behaviors, should be taken into account.
However, due to the lack of knowledge linking these factors, the current state-of-the-art prevents most of the jobs to consider
this level of complexities even though they are undoubtedly required to optimize the treatment and proppant distribution in
the fracture assuring the long-term financial gain of the well. Some of these deficiencies are originated from the lack of
physics and theoretical models as well as computing power. For example, most of the frac simulators not only limit particle-
fluid interactions to a ”simplified 2-way coupling”, but also ignore the effect of fluids’ complex rheology, e.g. elasticity,
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Figure 2. Schematic profiles of the drag correction coefficient vs. Weissenberg number for a particle
translating through an unbounded viscoelastic fluid at different Reynolds numbers. The insets show
the profile of the polymeric axial stress developed in the wake of the particle, i.e., the extent over
which polymer chains are stretched due to the strong extensional flow (red and white colors show
the maximum and minimum stresses, respectively).

Due to strong interactions of the fluid viscoelasticity and the complex kinematics
of the mixed shearing and extensional flow around the particles, an exact solution to
Equation (4) that performs well over a wide range of viscoelastic parameters is missing.
Faroughi et al. [2] tackled this problem to a great extent using direct numerical simulation
to parameterize the canonical behavior of the drag coefficient considering the strong
interaction of viscoelasticity and kinematic parameters. They used Oldroyd-B model to
parameterize the contribution of the polymer microstructural changes at a particle level to
the momentum exchange between the mixture constituents of a dilute polymer solution.
The Oldroyd-B model simply represents an elastic fluid with a constant viscosity, and
hence elastic effects can be studied alone. This constitutive model is a good approximate
model for Boger fluids made of a sufficiently viscous solvent, in which stresses due to the
elasticity are quantifiable [34]. The Oldroyd-B model, however, may not be marginally
accurate, especially in extreme extensional flow where the fictitious entropic spring allows
for infinite stretching, i.e., infinite stress [1]. Faroughi et al. [2] observed a self-similarity of
the evolution in the drag coefficient in the inertia-less flow regime, Re ≤ 1, and fitted the
numerical simulations in this regime to develop an explicit model for the drag coefficient
correction. The model by Faroughi et al. [2] at Wi ≤ 1 reduces to

χ =
CD

(24/Re)
= 1 +

1
Wi4 + (6.288− 6.111ζ)Wi2 + 0.0534

(
(0.06665ζ − 0.06392ζ2)Wi6 +

(−0.09422ζ + 0.07025ζ2)Wi4 +

(−0.00443ζ + 0.00248ζ2)Wi2
)

,

(6)

and at Wi� 1 reduces to
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χ =
CD

(24/Re)
= 1 +

1
Wi4 + (0.5014ζ − 0.02511ζ2)Wi2

(
(0.0005713ζ2)Wi8 +

(0.0006 + 0.02517ζ − 0.02148ζ2)Wi6 +

(−0.02511ζ + 0.0009496ζ2)Wi4
)

,

(7)

for the drag coefficient correction, χ, which is predicted within 95% accuracy for Wi < 5
and 0 < ζ < 1, see Figure 3. At low elasticity regime, Wi ≤ 1, Equation (6) predicts very
small reductions in drag for which χ ≈ 1 is a safe assumption for practical applications.
However, at high elasticity Wi > 1, as shown in Figure 3c plotting Equation (7), the drag
can be drastically enhanced and must be taken into consideration when comparing the
carrying capacity of different fluids.
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Theoretical Background
The interplay among different mechanisms controlling proppant transport can be studied by decoupling different relevant

forces acting on particles. The most important ones induced by the viscoelastic fluids are the drag, inertial and transversal
forces for which theoretical development are very limited (Faroughi et al., 2019). Dimensionless numbers can be employed
here to examine the particle transport behavior by elucidating the interplay among different mechanisms highlighting the
importance of relevant forces. The viscoelasticity of the carrying fluids can be quantified by the Weissenberg number, Wi,
which is defined as

Wi ⌘ lġ =
lU
R

, (1)

for a spherical particle, with radius R, settling through the viscoelastic fluid. Here, l is the longest relaxation time, and ġ
represents a characteristic shear rate defined based on the terminal settling velocity, U , of the particle. For a Newtonian
fluid, the Weissenberg number is Wi = 0 corresponding to zero elasticity, while larger Wi > 0 represents a more pronounced
elasticity in the fluid.

The presence of a network of polymers also affects the effective shear viscosity of the carrying fluid that can be parame-
terized using

z =
hP

hS +hP
=

hP

h0
, (2)

where z represents the retardation ratio, hP is the polymer contribution to the shear viscosity, and h0 = hP + hs is the
total shear viscosity contributed by polymers and the solvent in the limit of vanishing shear rate. For constant-viscosity
viscoelastic fluids, e.g. Boger Fluid (James, 2009), the relaxation time and retardation ratio, repetitively l and z, are the two
important characteristics to define the viscoelasticity. These fluids are generally modeled using the Oldroyd-B constitutive
equation (Oldroyd, 1950), and best represent the polymer molecule contribution to the momentum exchange between the
mixture constituents of a very dilute polymer solutions at low Weissenberg number. However, many realistic suspending
fluids show mid to strong shear-thinning features leading to more complex and nonlinear dependencies at nonvanishing
Weissenberg numbers at which shear-thinning effects become even more pronounced (Del Giudice, Sathish, DÁvino and
Shen, 2017). Several viscoelastic constitutive models have been developed over the past few decades to model these fluids
(Denn, 1990, Macosko and Larson, 1994, Joseph, 2013), from which the Giesekus model (Cherizol et al., 2015) is the
one generally used to best represent the polymer molecule contribution in dilute to semi-concentrated polymer solutions.
This model is based on a concept of configuration-dependent molecular mobility, and so the viscoelastic component of the
polymeric stress tensor is represented by l and z as well as the mobility factor, a, which varies between zero and unity and
accounts for the shear-thinning behavior of the fluid.

Another important dimensionless number is the Reynolds number representing the ratio between inertial and viscous
forces, which is defined as

Re =
rUR
h0

, (3)

where r is the density of the fluid. Particles from the injection point, at the well head, to the final destination experience
different flow regimes, from turbulent to creeping flow regimes, which can be categorized using Re number. The particle
static settling experiment, as a method to differentiate fluid’s carrying capacity, generally has been studied at low Reynolds
numbers, Re ⌧ 1, corresponding to the creeping flow regime.

Measuring drag coefficient
To study the dynamics of particle static settling of single particle in a viscoelastic fluid, one may simply carry out the drag

coefficient on the surface of the particle using a surface integration of the total stress comprising the polymeric and solvent
stress contributions, ⌧P +⌧S, and the pressure field, p,

CD =
2

rU2A

Z

dWs

(⌧P +⌧S � pIII).nnn.xxxdS. (4)
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parameters. They used Oldroyd-B model to parametrize the contribution of the polymer microstructural changes at chain
level to the momentum exchange between the mixture constituents of a dilute polymer solution. Oldroyd-B model simply
represents an elastic fluid with a constant viscosity, and hence elastic effects can be studied alone. This constitutive model
that may not be marginally accurate (especially is extreme extensional flow where the fictitious entropic spring allows for
infinite stretching, i.e. infinite stress) is a good approximate model for Boger fluids made of a sufficiently viscous solvent
in which stresses due to the elasticity are quantifiable (James, 2009). (Faroughi et al., 2019) observed a self-similarity of
the evolution in the drag coefficient in the inertia-less flow regime, Re  1, fitted the numerical simulations in this regime to
develop an explicit model for the drag coefficient correction. This approximate model performs well over a practical range of
polymer viscosity ratio (retardation ratio) and Weissenberg numbers. The model by Faroughi et al. (2019) at Wi  1 reduces
to

c =
CD

(24/Re)
= 1+

1
Wi4 +(6.288�6.111z)Wi2 +0.0534

⇣
(0.06665z�0.06392z2)Wi6 +

(�0.09422z+0.07025z2)Wi4 +

(�0.00443z+0.00248z2)Wi2
⌘
,

(5)

and at Wi >> 1 reads as

c =
CD

(24/Re)
= 1+

1
Wi4 +(0.5014z�0.02511z2)Wi2

⇣
(0.0005713z2)Wi8 +

(0.0006+0.02517z�0.02148z2)Wi6 +

(�0.02511z+0.0009496z2)Wi4
⌘
,

(6)

for the drag coefficient correction, c, that is predicted within 95% accuracy for Wi< 5 and 0< z< 1. In low elasticity region,
Wi  1, Eq. (5) predicts very small reductions in drag and practically c ⇡ 1 is a safe assumption for this region. However, at
high elasticity Wi > 1, drag can be dramatically enhanced and must be taken into consideration when comparing the carrying
capacity of different fluids.

Measuring relaxation time
Considering the importance of polymer type, structure, solubility and charge, the most common variables to alter when

formulating new polymeric solutions are molecular weight, Mw, and concentration, c. At very low concentration, individ-
ual polymer coils are far placed and rare interactions presents, thus the solution viscoelasticity behavior in this region is
associated with viscoelasticity of individual polymer coils summed linearly. At higher concentration, polymer coils start to
overlap and contract with increasing concentration up to an extent where no more contraction is limited, i.e. concentrated
region where polymers are fully entangled. In these regions, the polymer solution viscoelasticity is not simply related to the
individual coil contributions, and the developed network of coils dramatically changes the solution behavior under different
flow conditions.

To distinguish the overlap concentration, c⇤, below which the solution is considered to be dilute is estimated by

c⇤ =
Mw

4
3 pNAR3

g
' 1

[h]
(7)

assuming that the product of the number of coils per unit volume and the volume pervaded by a single coil is unity (Graessley,
1980, Kulicke and Clasen, 2004, Clasen et al., 2006). In Eq. (7), NA is Avogadro’s constant, Rg is radius of gyration and
[h] denotes the intrinsic viscosity possessing units of volume per unit mass and depends on the molar mass of the chain,
the degree of polymer chain branchingn as well as and the type of solvent in which the polymer is dissolved. Alternative
to Eq. (7), one may plot the specific shear viscosity vs concentration to compute c⇤ and [h] independently, (i) in log-log
plot c⇤ corresponds to a concentration at which the first slope change occurs, because beyond this concentration a change in
rheological behavior occurs which is governed by interactions of polymer coils rather than the properties of individual coils,
and (ii) and [h] corresponds to the intercept by extrapolating the plot to a theoretical zero concentration. The characteristic
relaxation time of a polymer solution is assumed to be independent of the polymer concentration in dilute regimes, c < c⇤
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Figure 3. The effect of elasticity on the drag coefficient of a particle settling through a viscoelastic fluid.
Panel (a,b) shows the contours of dimensionless polymeric stress components, τPrr and τPφφ

developed
in the wake and front of the particle, respectively, at Re = 0.1, Wi = 2, and ζ = 0.5 [20]. These
stress components both increase with Wi and hinder the particle settling velocity, i.e., increase the
drag coefficient of the particle. Contours are shown in the spherical polar coordinate frame, {r, θ, φ},
on the r − θ plane where 0 ≤ θ ≤ 2π. The polymeric stress components are normalized by η0U/a.
Panel (c) illustrates the relationship between the drag correction coefficient and Weissenberg number
obtained from Equation (7) for an inertia-less spherical particle translating through an unbounded
Oldroyd-B fluid with different polymeric retardation ratios.

2.3. Rheological Properties

To determine the drag coefficient using Equations (6) and (7), one needs to glean
the retardation ratio and relaxation time, among other rheological parameters, for dilute
polymer solutions. The change in the zero-shear viscosity due to the presence of polymers
of different types is relatively straightforward to measure using a conventional bulk rheom-
etry [44–46] or using microfluidic viscometers [47,48]. Knowing the shear viscosity of the
Newtonian solvent, ηS, one may characterize the Newtonian plateau region at lower shear
rates, i.e., where the viscosity is independent of the shear rate, using a stress controlled
shear rheometer, see for example Rubinstein and Colby [22], Kulicke and Clasen [49]. This
method simply provides the zero-shear viscosity of the solution, η0, using which the poly-
mer contribution to the zero-shear viscosity, ηP = η0 − ηS, and the fluid’s retardation ratio,
ζ, can be determined using Equation (2).

The determination of the relaxation time, λ, is not as simple as retardation ratio. Poly-
mer solutions are usually best described using a spectrum of relaxation times accounting
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for relaxation processes occurring within the chain itself, as well as within the network of
chains. For the shear flows of dilute polymer solutions, the determination of relaxation
times poses several challenges. In these cases, the weak viscoelasticity signals can hardly
be captured using conventional methods [50]. For an ideal dilute polymeric solution, the
chain–chain interactions are absent, and the viscoelasticity of the fluid reduces to the vis-
coelasticity of isolated chains that still posses multiple relaxation processes related to the
chain itself and the sub-chains on the backbone [22]. The relaxation process for the chain is
slower than that of the sub-chains [50]. This suggests that the viscoelasticity of a dilute poly-
mer solution, comprised of polymers with monodisperse molecular weight distribution,
can be quantified by the longest relaxation time within the spectrum. The longest relaxation
time is the time required for a isolated chain to relax from a stretched configuration to
a random coil configuration [22,51]. Other modes with relaxation time smaller than the
longest relaxation time do not appreciably contribute to the stress as they are not excited
by the flow. The longest relaxation time strongly depends on both molecular weight and
concentration of the polymer. Note that for low concentration and low molecular weight,
measurements have to be performed at higher frequencies as the dominant dynamics
gravitate to occur on shorter timescales [47]. Sometimes these frequencies are out of reach
using conventional bulk rheometry due to the detection limit of the instrumentation caused
by the onset of the inertial effects [47,52–54]. For example, the longest relaxation time is on
the order of milliseconds and below for low-viscous water-based viscoelastic fluids [50,55].
In these scenarios, microfluidics has proven to be a promising tool to capture the correct
modes of the dilute polymeric solutions [48].

3. Materials and Methods
3.1. Fluids and Preparation

Two different elastic fluids were used to investigate the influence of elasticity on the
drag coefficient for slow flow around a sphere. The first fluid was composed of 0.1 wt.%
polyacrylamide (5–6 MDa) dissolved in a solvent made of 90 wt.% glycerol and 10 wt.%
DI water (this fluid is tagged as PAM/GLY for the rest of this paper). Polyacrylamide
is known to adopt a relatively extended conformation in low salinity, and a random coil
conformation in solutions containing high concentrations of ions. Deionized water is then
used as a solvent to remove the reduction in extensibility of this polyacrylamide-based
Boger fluid prepared for different measurements. The second fluid was composed of
dissolving 16 wt.% high molecular weight polystyrene (20 MDa) in a solvent made of
70 wt.% low molecular weight polystyrene (500 Da) and 30 wt.% tricresyl phosphate (this
fluid is tagged as PS/TCP for the rest of this paper). The mixture of tricresyl phosphate
with low molecular weight polystyrene is known to be a good solvent for high molecular
weight polystyrene, and results in a high extensibility for the solution [56,57]. For both
fluids, conventional rheology experiments were conducted with several measurement
geometries (cone-and-plate, parallel plate, concentric cylinder) to increase the range of
shear rates. Each measurement is also repeated three times to ensure the integrity of the
data. The rheology of the solutions was monitored as a function of time to be completely
homogeneous (experimental error < 2%) before measuring the final properties under the
conditions of controlled room temperature at the same temperature as the falling sphere
experiments (i.e., T = 20 ◦C). For these solutions, η0 and ζ are obtained using viscometric
properties; the shear viscosity was measured as a function of shear rate fitted by the
Carreau model [58,59]. The longest relaxation time was measured using the normal stress
difference [60,61] and µ-rheometer [50] methods for PS/TCP and PAM/GLY, respectively.

3.2. Particle Settling Experiments

To probe a broad range of Weissenberg numbers, different Boger fluids possessing
different relaxation times are needed. Due to the difficulty to formulate Boger fluids (i.e.,
polymer solutions with constant viscosity), various sizes and types of spherical particles
were used with D = 2a = {0.5− 12} mm and densities ρ = {1300− 7800} kg/m3. All these
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particles are commercially available with a high precision, i.e., with diameter tolerance
smaller than 25 µm, at Cospheric LLC, Santa Barbara, CA, USA. Using this set of spheres
falling through the formulated solutions, it was possible to keep the nominal shear rates,
accounting for wall decelerating effect, smaller than γ̇ < 50 s−1, and explore the effect
of Reynolds number and Weissenberg number on drag coefficient for a desired range of
Re < 1 and 0 < Wi < 8.5, respectively.

The transient motion of a sphere along the center line of a glass cylindrical tube (with
internal radius of R = 15.25 cm) is captured and measured using two techniques, (i) digital
image processing (DIP) following Kim et al. [62], and (ii) particle image shadowgraph (PIS)
following Arnipally et al. [23] to measure independent estimates of the steady-state terminal
velocity of the particle settling through the Boger fluids. The DIP and PIS procedures to
calculate the settling velocity are summarized in Figure 4. In DIP, binarization is used to
differentiate target (particle) and background (viscoelastic fluid). After binarization, the
particle region is converted to a set of white pixels, and the centroid of white pixels is
marked to determine the position of the particle in each image. The displacement of the
centroid, i.e., the difference of the position of the particle, in two consecutive images with
a known time interval leads to the settling velocity. The PIS technique works based on
the fundamental principal that shadow forms as light travels through different mediums
of different refractive indices. The position of the particle in each image is determined
depending on the shadow intensity. The settling velocity is then calculated using particle
displacement in two consecutive images with known time interval as shown in Figure 4.
Refer to Kim et al. [62] and Arnipally et al. [23] for measurement calibration and details
about the required devices in these setups. The accuracy of both measurements are mostly
limited to the spatial and temporal resolution of the image acquisition device and the light
source to record the Lagrangian displacement of the falling sphere. It is important to note
that releasing the sphere below the free surface right on the cylinder’s center line greatly
affects the velocity data and particle trajectory. Therefore, the setup requires a reliable
particle release mechanism on top of the cylinder. In this work, a firm vacuum mechanism
was attached to a tube holding the particle at its end at around three particle diameter
below the free surface. The reliability of measuring techniques and the accuracy of the data
obtained are constantly checked against a Newtonian fluid. In our setup configuration, the
confinement ratio is defined as the ratio of particle radius to cylinder radius varies in the
range of a/R = {0.0016− 0.0384} for which the Fax́en correction factor [2],
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, (8)

approaches unity. Therefore, the effect of cylinder walls on the drag coefficient could be
safely neglected. This assumption is in accordance with Arigo et al. [63] and provides us
with the ability to directly compare the experimental results with Equation (7) developed for
unbounded domain. Several calculations were also made using the theoretical analysis for
the terminal velocity of the largest particles in the lowest viscosity fluid to obtain the right
measurement window for the experiments assuring particle reaches its terminal velocity.
Images were taken inside a window located 25 cm above the bottom of the cylindrical and
10 cm below the fluid free surface. A distance of 50 mm above the bottom line was found to
satisfy all configurations reaching the steady-state velocity. Each velocity measurement is
repeated five times, assuring the statistical accuracy and repeatability of the acquired data.
In each velocity measurement, after cross-checking PIS and DIP methods, an average value
of the velocities by these two methods was used in drag coefficient calculation. A relatively
long time-interval (30 min) between measurements was considered to allow these elastic
Boger fluids to fully relax to their stress-free state before running the next experiments [23].
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Figure 4. A schematic representation of the experimental setup and procedures to measure the
settling velocity and drag coefficient of spherical particles translating through viscoelastic fluids.

3.3. Rheological Measurements

Both polymer solutions and their respective Newtonian solvents are characterized by a
steady-shear flow procedure using a stress controlled shear rheometer (DHR-3 by TA Instru-
ment using cone-and-plate, parallel plate, concentric cylinder geometries). All rheological
measurements were performed at carefully controlled room temperature, T = 20 ◦C.

The longest relaxation time for the PAM/GLYC system could not be measured using
conventional rheometry due to technical limitations of the instruments. Instead, the µ-
rheometer method, i.e., a microfluidic rheometer, was used for the measurements of the
longest relaxation time [50,54]. The working principle of the µ-rheometer is based on the
transverse migration of solid particles occurring when the suspending viscoelastic fluid
flows under an inertia-less Poiseuille flow through a confined straight microchannel. In
this method, the fraction of particles aligned on the center-line, i.e., f1 moving through the
band number 1 as shown in Figure 5a, which is measured experimentally using optical
microscopy at a distance, namely L, from the inlet position. This step is performed by
dividing the cross-section of the microchannel arbitrarily into six bands for which the
average velocities and cross-sectional area are calculated, see Del Giudice et al. [54] for
more details. Knowing the expected velocities for particles in each band calculated from
the fluid velocity, one can apply a particle tracking method to calculate the normalized
fraction of particles in the first band using,

f1 =
N1/A1V1

ΣNk/AkVk
, (9)

where Nk represents the number of particles flowing in the band k, and Vk and Ak, respec-
tively, show the average velocity and the cross-sectional area of the fluid enclosed in the kth
band. For a given set of geometrical parameters (e.g., the channel cross-section diameter, H,
and the confinement ratio defined as β = Dp/H where Dp is the diameter of the suspended
particles), once f1 is measured, the θ value can be calculated using the master curve shown
in Figure 5b. The θ value can be then translated to the longest relaxation time of the solution
knowing θ = Wi(L/H)β2 [54].

It is important to note that the master curve plotted in Figure 5a does not need
calibration for different geometrical setups and is universal for any viscoelastic fluids as
long as the Weissenberg number of the flow is kept below Wi < 0.5 (within the rheometry
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experiments), and the confinement ratio is equal or smaller than 0.1, together corresponding
to θ ≤ 1.4. For a cylindrical microchannel with diameter H, the following equation,

λ =
π

4
1
β2

H4

LQ

√
1

2.75
ln
(

2.7 f1

1− f1

)
, (10)

can be deduced for the longest relaxation time of dilute polymer solutions using the
aforementioned procedures to evaluate f1. Here, the characteristic shear rate in Wi number
is replaced by γ̇ = 4Q/πH3 in which Q represents the imposed volumetric flow rate.
Here, specifically, polystyrene particles having a 10 µm diameter (Polysciences Inc) were
added to the PAM/GLY solutions at a mass concentration φ = 0.01 wt%. Flowing particles
were observed using an inverted microscope (Zeiss Axiovert), while videos were recorded
with a high-speed camera (Photron Mini UX50). The flow rate was controlled using a
pressure pump (Dolomite Microfluidics). The resulting videos were analysed using a
particle tracking software subroutine in IDL [64].
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Figure 5. Schematic representation of a microfluidic-based device to measure the longest relaxation
time of ultra-dilute and dilute polymer solutions. Panel (a) shows the µ-rheometer device that
operates based on the transverse migration of solid particles in viscoelastic fluid flowing through a
confined straight microchannel [54]. The bands marked on the cross-section of the channel is used
to count particles trapped in those regions as they traveled a length of L, especially the fraction of
particles aligned on the central band, f1. Panel (b) shows the master curve for f1 that can be directly
used to approximate the longest relaxation time of ultra-dilute polymer solutions. This master curve
does not need calibration for different geometrical setups and is universal for any viscoelastic fluids
as long as Wi < 0.5 within the rheometry experiments, and the confinement ratio between the
suspended particle diameter, Dp, and channel cross-section diameter (or depth), H, is Dp/H ≤ 0.1.

4. Results and Discussion
4.1. Fluids Rheology

Results of the bulk shear rheology measurements are shown in Figure 6a. For the
PS/TCP solution, the fluid was designed to stay within the semi-dilute regime, c > c∗.
Here, c∗ is the overlap concentration defined as [22],

c∗ =
Mw

4
3 πNAR3

g
' 0.77

[η]
, (11)

where NA is Avogadro’s constant, Rg is the radius of gyration, and [η] denotes the intrinsic
viscosity that depends on the molar mass of the chain, the degree of polymer chain branch-
ing, as well as the type of solvent in which the polymer is dissolved [22]. The overlap
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concentration is used to distinguish the onset of semi-dilute and eventually entangled
regimes. At c > c∗, the polymer solution viscoelasticity is not only related to the individual
chain contributions, but to the developed network of coils that dramatically changes the
solution behavior under different flow conditions [49,65]. The shear viscosity and first
normal stress difference, N1, are reported in Figure 6a for the PS/TCP solution. For the
PAM/GLY solution, the fluid was designed to stay within the dilute regime, c < c∗. In this
regime, the individual polymer chains are far placed and rare hydrodynamic, steric, or
frictional interactions present [24]. Therefore, the viscoelasticity of the solution is mostly
associated with the viscoelasticity of individual polymer coils summed linearly. For the
PAM/GLY solution, only the shear viscosity as a function of the shear rate is reported. Due
to the detection limit of the rheometer in this regime, a reliable measurement for N1 was
not produced.
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Figure 6. Panel (a) shows the results of the shear viscosity (filled circles for PAM/GLY fluid and filled
squares for PS/TCP fluid) and the first normal stress difference N1 (empty squares for PS/TCP fluid)
as a function of shear rate. Panel (b) shows the comparison between theory and experimental results
obtained for the drag coefficient of a spherical particle translating through a Newtonian fluid at Re ≤ 1.
The solvent for the PS/TCP fluid is used as the test Newtonian fluid possessing ηs = 2.17 (Pa.s). The
errorbars account for the dispersion around the average value of the drag coefficient measured
experimentally. The mean value of the relative standard deviation for all measurements, conducted
at T = 20 ◦C and repeated five times, was less than 0.10%.

Both polymer solutions maintain a constant viscosity, as one of the most important
characteristics of the Boger fluid, within the full range of shear rates present in the settling
experiments at γ̇ < 50 (1/s). The zero-shear viscosity, η0, and the polymer contribution to
the solution viscosity, ηp, are determined by fitting the Carreau model [40],

η = η∞ + (η0 − η∞)
(

1 + (λγ̇)2
) n−1

2 , (12)

to the viscosity data shown in Figure 6a. In Equation (12), η∞ is the plateau viscosity at
infinite shear rate, and n is the flow index accounting for the shear-thinning of the solution.
For Boger fluids, the flow index should approach unity, n → 1. The λ, here, has a unit
of time and generally corresponds to the inverse of the shear rate at which the turnover
occurs between the Newtonian plateau and the shear-thinning region [66]. From the best
fit, at c > c∗, λ in Equation (12) can be used as an estimate of the longest relaxation time.
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This conclusion is based on the fact that the polymer chains are not in a random coiled
configuration anymore and start to stretch at the onset of shear-thinning features. The best
fit of Equation (12) to the PS/TCP viscosity data shown in Figure 6a leads to η0 = 4.32 (Pa.s)
and ηp = 2.15 (Pa.s) with R2 = 0.987. The best fit to PAM/GLY viscosity data shown in
Figure 6a leads to η0 = 0.31 (Pa.s) and ηp = 0.22 (Pa.s) with R2 = 0.992.

For the PS/TCP solution, the longest relaxation time is determined using the first
normal stress difference. N1. This is a well-practiced approach to determine an approximate
value for the longest relaxation time of polymer solutions at c > c∗ [67]. This is because,
under shear flow, the polymers dissolved in the base fluid tend to align with the flow
streamlines, while they inherently tend to come back to their undisturbed conformation.
These chain-level interactions lead to an extra tension in the direction of the flow attributed
to the fluid elasticity. Normal stresses are zero for Newtonian fluids, i.e., N1 = 0. Normal
stresses thus could be used as a measure to obtain the level of elasticity, and hence, the
relaxation time for polymeric (viscoelastic) fluids. All nonlinear constitutive models of
viscoelastic fluids provide an expression to predict normal stress differences [60]. For
a Boger fluid represented by Oldroyd-B model under a steady shear flow, N1 can be
determined as,

N1 = 2η0λζγ̇2, (13)

which is linear in both λ and ζ [60,68]. At a known value of ζ = ηP/η0, fitting Equation (13)
to the measured N1 data (see Figure 6) leads to the longest relaxation time of the polymer
solution. The best fit of Equation (13) to the N1 data reported for PS/TCP solution leads to
λ = 2.463 (s) with R2 = 0.996.

For the dilute PAM/GLY solution where c < c∗, the characterization of elasticity
effects and relaxation times is beyond the range measurable in the conventional geometries
used in most of the shear and extensional rheometers [50]. Therefore, the N1 method
hardly provides reliable estimation for λ as it is difficult to ensure the integrity of the
experimental data [68–70]. In these cases, a very rough method to provide an approximate
value for the longest relaxation time is to use the Zimm theory [22]. This theory assumes
the longest relaxation time is independent of the polymer concentration in a very dilute
polymer solutions. However, this assumption is not valid under all flow conditions. For
example, under strong extensional flow such as flow past a particle, polymer coils become
substantially stretched resulting in an increased volume of interaction, which causes the
overlap to happen at polymer concentration much below the c∗. Clasen et al. [24] concluded
that the longest relaxation time depends on the polymer concentration even at c/c∗ < 1,
but this dependency truly vanishes at c/c∗ < 0.01, known as ultra-dilute polymer solutions,
regardless of how much polymer chains are deformed beyond their equilibrium state. For
0.01 ≤ c/c∗ ≤ 1, the longest relaxation time is shown to exhibit a power-law scaling with
the reduced concentration, c/c∗, where the magnitude of the exponent depends on the
thermodynamic quality of the solvent [24]. Several methods have been proposed to glean
the longest relaxation time for this region [55], from which those based on microfluidics
are shown to outperform the others to estimate the relaxation time of viscoelastic fluids,
down to milliseconds [53,54]. As described in Section 3.3, the newest microfluidics method
is the µ-rheometer [50] This method is utilized to obtain the longest relaxation time for the
dilute PAM/GLY solution in this work. The µ-rheometer approach predicted λ = 0.023 s
for this solution, which is smaller by two orders of magnitude than the value predicted for
the PS/TCP solution.

These PAM/GLY and PS/TCP fluid choices provide the possibility to experimentally
explore the effect of viscoelasticity on the drag coefficient of a sphere settling in both weakly
elastic fluid flows, Wi ≤ 1, and highly elastic fluid flows, Wi > 1. Table 1 summarizes the
rheological results for both PAM/GLY and PS/TCP solutions.
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Table 1. Fluid rheological characteristics. For the PS/TCP solution, the longest relaxation time is
determined by fitting the Oldroyd-B model expressed by Equation (13) to the data measured for N1

shown in Figure 6a. For the PAM/GLY solution, the longest relaxation time is determined using the
µ-rheometer approach. The zero-shear viscosity, η0, and the solvent and polymer contributions to the
viscosity, ηS and ηP, are determined by fitting Equation (12) to the viscosity data shown in Figure 6a.

Boger Fluids ρ f (kg/m3) η0 (Pa.s) ηS (Pa.s) ηP (Pa.s) ζ (-) λ (s)

PAM/GLY 1242.1 0.31 0.09 0.22 0.709 0.023
PS/TCP 1162.8 4.32 2.17 2.15 0.497 2.463

4.2. Drag Measurements

Conducting the particle settling experiments using viscoelastic fluids is challenging.
For example, at a low Weissenberg number, the changes in the drag coefficient may well
be within the experimental error. At a high Weissenberg number, the polymer chains
may not relax to their stress-free condition if experiments are not well-spaced temporally.
Therefore, to generate statistically significant data, a highly calibrated setup for velocity
measurement (as shown in Figure 4) is needed in addition to a multitude of measurement
repetitions. In this work, all the settling experiments are conducted at a constant room
temperature, T = 20 ◦C, unless otherwise stated. The experimental setup and velocity
measurement procedures (DIP and PIS) are constantly calibrated by comparing the drag
coefficient of spheres with different densities in an asymptotically unbounded Newtonian
fluid at Re ≤ 1. For this purpose, spherical particles with different characteristics (i.e., types,
diameters, and densities) were used as summarized in Table 2. The solvent for the PS/TCP
fluid (i.e., 70 wt.% low molecular weight polystyrene and 30 wt.% tricresyl phosphate)
was also used as the test Newtonian fluid possessing ηs = 2.17. The terminal velocity, U,
measured for a sphere settling under the action of gravity in this Newtonian fluid was
measured using DIP and PIS methods, converted to the drag coefficient using Equation (5)
and finally compared with CD = 24/Re. For each particle, the velocity (and hence the
drag coefficient) measurement is repeated five times. A sample result for this calibration
process is shown in Figure 6b, where a good agreement between the experimental data
and the universal drag coefficient is observed at a different Reynolds number (Re < 1).
The errorbars in Figure 6b account for the dispersion around the average value of the drag
coefficient measured experimentally. The mean value of the relative standard deviation
for all measurements, conducted at T = 20 ◦C and repeated five times, was less than 0.10%.
This small deviation is greatly attributed to the small temperature tolerance, and possibly
the particle release mechanism.

Table 2. Spherical particle characteristics used in settling measurements.

Material Density (kg/m3) Diameter (mm) γ̇ (1/s) Re Wi

Cellulose Acetate 1300 1.0–12.0 <4.0 <1.0 <1.0
White Polymer 1800 5.0–6.0 <13 <1.0 <2.5
Soda Lime Glass 2500 1.0–8.0 <45 <1.1 <8.5
Yttria Zirconia 6000 0.5–1.6 <29 <0.2 <5.2
Stainless Steel 7800 0.5–1.2 <30 <0.1 <5.5

In viscoelastic fluids, as discussed in Section 2, the drag coefficient not only changes
with Re, but also varies as a function of the Weissenberg number and retardation ratio,
i.e., CD = f (Re, Wi, ζ). The effect of Wi and ζ on the drag coefficient of a spherical
particle at Re < 1 was experimentally studied using the calibrated experimental setup and
measurement procedures. Here, to quantify the effect of Weissenberg number, spherical
particles with different characteristics were used to achieve 0 < Wi < 8.5. These particles
were carefully selected to produce (i) a shear rate below than 50 (1/s) to stay in the constant-
viscosity flow regime, and (ii) a Reynolds number below than unity (Re < 1) for both
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PAM/GLY and PS/TCP solutions. The characteristics of the particles, and the associated
ranges of Wi, Re, and γ̇ obtained for each family of particles, are reported in Table 2.

(a) (b)

Figure 7. The comparison between measured and theoretical drag correction coefficient for particles
settling through an asymptotically unbounded viscoelastic fluid at Re < 1 and Wi < 1. Panel (a)
shows the comparison for PS/TCP solution, and Panel (b) shows the comparison for PAM/GLY
solution. The errorbars account for the dispersion around the average value of the drag coefficient
and Wi measured experimentally (5 measurements were carried out for each Wi value to assure
the repeatability). The shaded area highlights a region constructed using the theoretical values of χ

(Equation (6)) ±σ, where σ denotes the mean standard deviation for all measurements conducted for
each solution.

Figure 7 shows the comparison between the measured and theoretical drag correction
coefficient, χ, for particles settling through an asymptotically unbounded fluid at low
Reynolds numbers, Re < 1, and low Weissenberg number, Wi < 1. The theoretical drag
correction coefficients are calculated from Equation (6). This comparison is shown for
the PS/TCP solution with ζ = 0.497 in Figure 7a, and for the PAM/GLY solution with
ζ = 0.709 in Figure 7b. As expected from the literature [1,2,33] and Equation (6), using a
carefully measured relaxation times and other rheological properties, the calibrated velocity
measurement procedures captured a slight reduction in drag coefficient for both values of
ζ at Wi < 1 and Re < 1. In these measurements, again, each settling test is repeated five
times assuring the statistical accuracy and repeatability of the acquired data. The vertical
errorbars account for the dispersion around the average value of the drag coefficient
correction measured experimentally at each Wi. The horizontal errorbars account for the
dispersion around the average value of Weissenberg number attributed to the tolerance
of sphere diameters and shear rate measurement. The shaded area highlights a region
constructed using the theoretical values of χ (Equation (6)) extended by ±1 σ, where σ
denotes the mean standard deviation for all measurements conducted at Wi < 1. The
mean value of the relative standard deviation is 0.11% for the PS/TCP solution and 0.12%
for the PAM/GLY solution. Figure 7 shows that increasing the polymer viscosity, i.e., the
retardation ratio, results in a more pronounced reduction of the drag coefficient at Wi < 1.

At higher Weissenberg numbers, no data was produced for the PAM/GLY solution due
to its very low relaxation time and the limitation on the particle size satisfying γ̇ < 50 (1/s)
and Re < 1. However, for the PS/TCP solution that possess a high zero-shear viscosity
and a large relaxation time, a broad range for Wi was achieved using the particles listed in
Table 2 while satisfying all other kinematic constraints. Figure 8a shows the comparison
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between the measured and theoretical drag correction coefficient, χ, for particles settling
through an asymptotically unbounded PS/TCP solution at Re < 1 and Wi > 1. As
expected from the literature [2,23] and Equation (7), the drag coefficient for a spherical
particle increases, i.e., χ > 1. The experimental results follow Equation (7) very well at
Re < 1. The vertical and horizontal errorbars account for the dispersion around the average
value of the measured drag coefficient correction and Wi, respectively. The horizontal
errorbars are smaller than the symbols and thus are masked in Figure 8a. The shaded area
highlights a region constructed using the theoretical values of χ (Equation (7)) extended
by ±1 σ, where σ denotes the mean standard deviation for all measurements conducted.
The mean value of the relative standard deviation is 5.97% for all measurements conducted
in the PS/TCP solution at Wi > 1. The mean value of the relative standard deviation in
this case is one order of magnitude larger than its counterpart obtained for Newtonian and
slightly elastic fluids (Wi < 1). The increase in the relative standard deviation measured at
high Weissenberg numbers might be attributed to (i) higher elasticity effects pushing the
particle off the flow centerline where it starts to rotate, (ii) repetitive experiments causing
large and continual disturbance of the polymer chains located on the flow centerline.
Figure 8b illustrates the comparison between measured drag coefficient correction and
predicted drag coefficient corrections calculated using Equations (6) and (7). The best fit to
the data yields R2 = 0.982. The shaded area highlights the bounds encompassing all the
data by extending the identity line, x = y, by ±8%.

(a) (b)

Figure 8. Panel (a) shows the comparison between measured and calculated drag correction coefficient
for particles settling through an asymptotically unbounded PS/TCP solution at Re < 1 and Wi > 1.
The errorbars account for the dispersion around the average value of the drag coefficient and
Wi measured experimentally (5 measurements were carried out for each Wi value to assure the
repeatability). The shaded area highlights the region where the theoretical values are extended
by ±σ. Here, σ denotes the mean standard deviation for the measurements. Panel (b) shows the
comparison between measured drag coefficient correction and predicted drag coefficient corrections
of particles calculated using Equations (6) and (7). The shaded area in panel (b) highlights the bounds
encompassing all the data by extending the identity line, x = y, by ±8%.

The experimental data plotted in Figures 7 and 8 are unique and were not reported
previously in the literature. These data were captured using carefully designed elastic
fluids and velocity measurement procedures. These datasets show the presence of an initial
reduction (i.e., second order decrease in Wi ≤ 1), as well as a large enhancement (i.e.,
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higher order increase in Wi > 1) in the viscoelastic drag coefficient due to elasticity. These
data also confirm that the approximate model, Equations (6) and (7), developed based on
direct numerical simulation of Oldroyd-B fluids past a sphere, can confidently predict the
effect of elasticity on the viscoelastic drag coefficient at 0 < Wi < 8.5. This moderate range
of Weissenberg number is typically experienced by particles in dilute polymeric fracturing
fluids, with λ ≈ O(100 ms), flowing through the fracture networks with γ̇ ≈ O(100 1/s);
see, for example, Malhotra and Sharma [71] and Hu et al. [72]. Therefore, this numerically-
driven model can be used to rapidly compare the particle-carrying capacity of different
polymeric fluids.

When polymeric solutions are strongly shear-thinning, the effect of elasticity on the
drag coefficient reduction or enhancement can be masked [12,23]. Shear-thinning behavior
leads to more complex and nonlinear dependencies at non-vanishing Weissenberg numbers.
Very recently, Faroughi et al. [13] numerically studied the coupled effects of elasticity, shear-
thinning, and inertia on the viscoelastic drag coefficient correction. When considering
a strong shear-thinning behavior, they showed that increasing inertia (i.e., Re number)
and elasticity (increasing the Wi number) of the flow lead to a strong reduction in the
viscoelastic drag coefficient correction. These effects not only mask the enhancement due to
elasticity (e.g., the one observed in Figure 8 for a Boger fluid), but also decrease it sharply
to a value lower than unity (χ < 1). The shear-thinning effects on the particle transport,
however, have not been comprehensively quantified, and require further investigations.

5. Conclusions

In this work, we performed an experimental campaign using different polymer solu-
tions and rheological techniques to validate a theoretical model introduced previously [2]
to describe particle settling in viscoelastic liquids with negligible shear-thinning. With
this aim, we employed two Boger fluid formulations with distinct longest relaxation time
values, and spherical particles with different characteristics were used to quantify the effect
of Weissenberg number (i.e., elasticity) on the drag coefficient in 0 < Wi < 8.5 at Re < 1.
The drag coefficient decreases with Wi at a low level of elasticity (Wi < 1), and increases
with Wi at a high level of elasticity (Wi > 1). The comparison between the measured and
calculated drag coefficient data collectively yields R2 = 0.982, endorsing the accuracy of
the approximate model for the range studied here. Our experimental results also show a
self-similarity in the evolution of the drag coefficient with elasticity in the inertia-less flow
regime. Future work should focus on the combined effect of fluid shear-thinning, elasticity,
and inertia on the particle settling behavior, a problem that is not still fully understood
and quantified.
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Abstract: The time-dependent viscoelastic behaviors of a low-density polyethylene melt (LDPE) in
a triangular- and trapezoidal-loop shear experiment reported previously are described here by an
integral-type Rivlin–Sawyers (RS) constitutive equation. The linear viscoelasticity of the melt was
obtained through a dynamic frequency sweep experiment at a small strain and fitted by a relaxation
spectrum. The nonlinear viscoelasticity was characterized by viscosity. All the experimental vis-
coelastic behaviors of the melt can be divided into two types in terms of the predictions of the RS
model: (1) predictable time-dependent viscoelastic behaviors at low shear rates or during short-term
shear, and (2) unpredictable shear weakening behavior occurring at the high shear rate of 3–5 s−1

during long-term shear with the characteristic time interval of about 40–100 s. The influence of
experimental error caused possibly by inhomogeneous samples on the viscoelasticity of the melt was
analyzed, and the large relative error in the experiment is about 10–30%.

Keywords: LDPE; triangular-loop shear; trapezoidal-loop shear; time-dependent viscoelastic prop-
erty; Rivlin–Sawyers equation

1. Introduction

There are many flow phenomena in the plastic and rubber industry [1], e.g., pro-
file extrusion, film casting, and molding, and the shear viscosity of polymer melts is a
fundamental parameter governing these flows since shear viscosity is related to the flow
loss or pressure drop in flows. Shear viscosity includes steady and time-dependent for
polymer melt, and both are the manifestation of the viscoelastic property of melt. This
study aims to extensively understand the transient shear viscoelastic property of a polymer
melt, although other viscoelasticity, such as extensional, is also of importance in practice.

The shear viscoelastic properties of variety of commercial or industry-grade polymer
melts have been published, e.g., low-density polyethylene (LDPE) [2–8], linear low-density
polyethylene (LLDPE) [9,10], high-density polyethylene (HDPE) [4,5,10–12], polypropy-
lene (PP) [13–15], polystyrene (PS) [4,16], and polyamide 6 (PA6) [17]. Five types of shear
viscoelastic properties are usually included in these publications, which are: (1) linear vis-
coelastic property, i.e., frequency sweep at small strain, (2) steady shear viscosity, (3) steady
first normal stress difference (N1), (4) shear stress growth in step rate experiment, and (5) N1
growth in step rate experiment. Sometimes, the second steady normal stress difference of
polymer melt is reported [7,10], but far less than others because of the difficulty in exper-
imental technique. The published works above—and other similar and unlisted studies
not discussed here—raise the understanding of the viscoelastic properties of industrial
polymer melts. The applications of the reported experimental viscoelastic properties of
polymer melt that are seen in publications are mainly based on two aspects. One aspect is
to examine the theoretical model of viscoelastic property of polymer melt [3,5–11,13,15–22],
and the other is to simulate the flow in polymer processing numerically according to the
published viscoelastic experimental data [23–28].
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Constitutive equations are useful in the numerical simulation of polymer processing
since constitutive equations provide the stress used in the momentum equation. The
accuracy of the theoretical simulation depends on the constitutive equation [25,26]. A
large number of constitutive equations have been proposed, and 13 were listed in a recent
review [28] on the use of constitutive equations in extrusion cast film processing, in which
most are typical and often used in both polymer processing and viscoelastic characterization
of the polymer melt, and some can be seen in the references above [3,7–11,13,15,17,19–21].
The choice of the constitutive equation in applications depends on the researcher because
the researcher usually uses the model that can be used. Due to three factors, i.e., the
deficiencies of constitutive equations, the complicated viscoelastic property of polymer
melts, and various complex flows in polymer processing, we must modify, remedy, or
research the equations in studies [5,6,9,19]. A valid, simple, and accurate constitutive
equation is preferred in theoretical simulation in the polymer processing industry.

In 2004, the authors of [29] reported three shear triangular-loop experiments and
shear stress growth in a step rate experiment of an LDPE melt at 150 ◦C, and a modified
Huang model [30] was employed to characterize the time-dependent viscoelasticity of the
melt. In the following theoretical works [31–34], some constitutive equations were adopted,
modified, or proposed to describe this group of experimental data and to evaluate the
capability of these equations. An evident phenomenon is that some equations [31,33] are
unable to provide a reasonable explanation for the decreasing stress at a high shear rate
during long-term shear. In order to know more about the phenomenon of the LDPE melt,
another 16 groups of loop experiments [35] were conducted using both triangular- and
trapezoidal-loop shear modes, and five types of flow behaviors were specified according to
the forms of the stress–shear rate curves in triangular-loop experiments. Type I flow is a
strong shear strengthening behavior and the maximum stress occurs in the ramping-down
region of shear rate; Type II is a weak shear strengthening behavior—the maximum stress
appears at the maximum shear rate and the stress in the ramping-down region is higher
than that in the up region; Type III is that the stress in the down region is almost superposed
upon that in the up region at the beginning of ramping-down region; Type IV is that the
stress-down curve is lower than the stress-up, and two curves have a cross point, where the
shear rate is usually higher than 1 s−1 for the melt; Type V is an apparent shear-weakening
behavior, not only the stress-down curve is lower than the stress-up, but the shear rate of
the cross point is usually lower than 1 s−1.

The difference between the step rate experiment and the triangular- or trapezoidal-
loop experiment is in the number of variables. Step rate only has a time variable, and
loop has two variables of time and shear rate. Therefore, the flow in a loop is slightly
complicated. The advantage of the loop experiment is that the unsteady onset in the step
rate experiment can be reduced or controlled by the ramping-up process of the shear
rate. Greener and Connelly [36] (1986) reported three typical stress–shear rate curves in
triangular-loop experiments for a polyacrylamide solution, which did not contain Type I
and V flows in [35]. In earlier experimental work of [29], both Type II and III flows were
not included. Therefore, the experimental viscoelastic data in [35] can be used to further
examine the capability of the constitutive equation, and then promote the understanding
of the various time-dependent viscoelastic behaviors of the melt.

The remainder of the paper is organized as follows. Section 2 provides the theoretical
analysis of the loop experiment by the Rivlin–Sawyers model [37,38] and the character-
ization of the viscoelastic properties of the LDPE melt at 150 ◦C. Section 3 presents the
predicted transient viscoelasticities of the melt and the discussions on the shear weakening
behavior. Section 4 presents the conclusions of the study.

2. Materials and Methods
2.1. LDPE

The industry-grade LDPE resin (PE-FSB-23D022/Q200, SINOPEC Shanghai Petro-
chemical Company Ltd., Shanghai, China) was used in the experiment. The basic char-
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acteristics of the plastic are given in Table 1. The mass-average molar mass Mw, the
number-average molar mass Mn, and Mw/Mn were determined by gel permeation chro-
matography (GPC).

Table 1. Basic characteristics of the sample.

Material MFI
(g/10 min, 190 ◦C)

Density
(g/cm3)

Mw
(g/mol)

Mn
(g/mol) Mw/Mn

LDPE-Q200 2 0.922 94,003 9719 9.672

2.2. Setup

The Advance Rheometric Expansion System (ARES, Rheometric Scientific Inc., New
Castle, IN, USA) with stainless-steel parallel plates was used to measure the viscoelastic
property of the LDPE melt at 150 ◦C. The diameter of the plate is 25 mm, and the gap size
between the parallel plates is about 1.84 mm. The present experimental data only includes
the dynamic sweep at small and large strain, and most of the experimental results, i.e.,
triangular- and trapezoidal-loop data, have been published in [35].

2.3. Rivlin–Sawyers (RS) Model

The RS model [37,38] is a type of integral model, and a factorized RS model [38] is
simplified here and written as:

σ =
∫ t

−∞
m
(
t− t′

)
· φ1(I1, I2) · [δ− C−1

t
(
t′
)
]dt′, (1)

where σ is the extra stress tensor at the present time t, m(t − t′) is the time-dependent
memory function, t′ is the past time, φ1(I1, I2) is a strain-dependent function, I1 and I2 are
the first invariants of Ct

−1 and Ct, respectively, Ct is the Cauchy strain tensor, Ct
−1 is the

Finger strain tensor, and δ is the unit tensor. The memory function is given as:

m = ∑
i

gi
λi
· e(−

t−t′
λi

)
, (2)

where λi and gi are the relaxation times and the relaxation modulus coefficients, respectively.
The φ1-function is an exponential model, which is written as follows in shear flow [39]:

φ1(I1, I2) = e−kγ, (3)

where k is a parameter and γ is shear strain. The parameter k is obtained by fitting to the
experiment in shear flow [31].

The schematic diagrams of loop experiments are shown in Figure 1, where
.
γ0 is the

imposed maximum shear rate, t0 is a characteristic time interval of the loop in the ramping-
up or -down region of shear rate, and t1 is a time interval with the constant maximum shear
rate. The theoretical analysis of the triangular-loop experiment based on the RS model is
given in [31], and therefore, the equations of trapezoidal-loop are presented here.

Figure 1. Schematic diagrams of loop experiments, (a) triangular-loop, and (b) trapezoidal-loop.
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2.4. Shear Strain and Stress in Trapezoidal-Loop

The shear rate in the trapezoidal-loop experiment is,

.
γ = a0t, for 0 ≤ t ≤ t0, (4a)

.
γ =

.
γ0, for t0 ≤ t ≤ t1 + t0, (4b)

.
γ = a0(t1 + 2t0 − t), for t1 + t0 ≤ t ≤ t1 + 2t0, (4c)

where a0 =
.
γ0/t0, is the change rate of shear rate in the ramping-up or -down region.

In the ramping-up region (0 ≤ t ≤ t0), the strain history of the trapezoidal loop is,

γ(t, t′) =
1
2

a0(s2 − 2ts), for t− t′ ≤ t, (5a)

γ(t, t′) = −1
2

a0t2, for t− t′ > t, (5b)

where s = t − t′, is the elapsed time. Equation (5) is the same as that of the triangular loop
in [31]. In the steady shear region with the maximum shear rate (t0 ≤ t ≤ t1 + t0), the shear
strain history is,

γ(t, t′) = −s
.
γ0, for t− t′ ≤ t− t0, (6a)

γ(t, t′) =
1
2

a0(t2
0 − 2t0t + t2 − 2ts + s2), for t− t0 < t− t′ ≤ t, (6b)

γ(t, t′) =
1
2

a0(t2
0 − 2tt0), for t− t′ > t, (6c)

In the down region (t1 + t0 ≤ t ≤ t1 + 2t0), the strain history is

γ(t, t′) =
1
2

a0s(2t− 4t0 − s− 2t1), for t− t′ ≤ t− t1 − t0, (7a)

γ(t, t′) =
1
2

a0(t2
0 + t2

1 + t2 + 2t0t1 − 2t1t− 2t0t− 2t0s), for t− t1 − t0 ≤ t− t′ < t− t0, (7b)

γ(t, t′) =
1
2

a0(2t2
0 + t2

1 + 2t2 + s2 + 2t0t1 − 2t1t− 4t0t− 2ts), for t− t0 ≤ t− t′ ≤ t, (7c)

γ(t, t′) =
1
2

a0(2t2
0 + t2

1 + t2 + 2t0t1 − 2t1t− 4t0t), for t− t′ > t. (7d)

The shear stress in the trapezoidal loop can be calculated using the RS model in terms
of the flow history above, which is written as

τ =
1
2

a0∑
i

gi
λi

∫ t

0
e−

s
λi · e− 1

2 ka0(2ts−s2) · (2ts− s2)ds+
1
2

a0t2 · e− 1
2 ka0t2 ·∑

i
gie
− t

λi , for 0 ≤ t ≤ t0, (8a)

τ = ∑
i

gi
λi

∫ t−t0
0 e−

s
λi · e−k·s .

γ0 · s .
γ0 ds+ 1

2 a0∑
i

gi
λi

∫ t
t−t0

e−
s

λi · e−k· 12 a0(−t2
0+2t0t−t2+2ts−s2) · (−t2

0 + 2t0t− t2 + 2ts− s2) ds

+ 1
2 a0(−t2

0 + 2tt0) · e−k· 12 a0(−t2
0+2tt0) ·∑

i
gie
− t

λi , for t0 ≤ t ≤ t1 + t0,
(8b)

τ = 1
2 a0∑

i

gi
λi

∫ t−t0
0 e−

s
λi · e−k· 12 a0(−2t+4t0+s+2t1) · s(−2t + 4t0 + s + 2t1)ds

+ 1
2 a0∑

i

gi
λi

∫ t
t−t0

e−
s

λi · e−k· 12 a0(−t2
0−t2

1−t2−2t0t1+2t1t+2t0t+2t0s) · (−t2
0 − t2

1 − t2 − 2t0t1 + 2t1t + 2t0t + 2t0s) ds

+ 1
2 a0∑

i

gi
λi

∫ t
t−t0

e−
s

λi · e−k· 12 a0(−2t2
0−t2

1−2t2−s2−2t0t1+2t1t+4t0t+2ts) · (−2t2
0 − t2

1 − 2t2 − s2 − 2t0t1 + 2t1t + 4t0t + 2ts) ds

+ 1
2 a0(−2t2

0 − t2
1 − t2 − 2t0t1 + 2t1t + 4t0t) · e−k· 12 a0(−2t2

0−t2
1−t2−2t0t1+2t1t+4t0t) ·∑

i
gie
− t

λi for t1 + t0 ≤ t ≤ t1 + 2t0.

(8c)
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Equation (8a) is also the same as that of the triangular loop in [31]. Equations (8a)–(8c)
can be deduced further to obtain an analytical solution. However, it is more convenient
to solve Equation (8) numerically, i.e., using the Legendre–Gauss integration method.
Therefore, the numerical method was adopted here.

2.5. Viscoelastic Characterization of the LDPE Melt

As mentioned above in Section 1, a small amount of the time-dependent viscoelasticity
of the LDPE melt at 150 ◦C has been studied in earlier works [29,31]. The difference between
the experimental data in [29,31] and those in [35] should be caused by samples, and two
batches of the sample sheets molded are used in two experiments. For example, Figure 2
shows the present storage modulus (G′) and loss modulus (G”) obtained in the dynamic
frequency sweep experiment at the small strain of 0.05, accompanied by the reported
G′ and G” of the melt [31], and the deviation between two groups of the experimental
data could be caused by the samples. Moreover, the experimental data obtained by the
samples—cut from one sheet or from one batch of the sheets—also contain errors, which
can be seen in the following analysis, making it difficult to analyze the time-dependent
viscoelastic behaviors of the LDPE melt.

Figure 2. Dynamic frequency sweep experiments of the LDPE (Q200) melt at 150 ◦C (γ = 5%) and its
characterization.

The characterization of the viscoelastic property of the LDPE melt includes two parts.
One is to obtain the relaxation spectrum λi and gi in Equation (2) by fitting the frequency
sweep data of the melt in Figure 2, and the other is to obtain the parameter k in Equation (3)
by fitting the viscosities in Figure 3.

The calculated G′ and G” in Figure 2 describe the present linear viscoelastic property
of the melt, which can be used to analyze the loop experiments in [35] because the sample
of the G′ and G” experiment is derived from the same batch of samples used in the loop
experiments. The relaxation spectrum fitted is listed in Table 2, together with the previous
spectrum [31], and both spectra are different.
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Figure 3. Shear viscosities of the LDPE (Q200) melt at 150 ◦C and fitting by the RS model.

Table 2. Relaxation spectra of the LDPE(Q200) melt at 150 ◦C.

i λi (s) Present Work Ref. [31]

gi (Pa) gi (Pa)

1 10−4 2.236 × 105 1.420 × 106

2 10−3 1.177 × 105 0
3 10−2 6.524 × 104 7.941 × 104

4 10−1 2.862 × 104 3.288 × 104

5 100 9.025 × 103 1.051 × 104

6 101 1.620 × 103 1.991 × 103

7 102 6.000 × 101 3.000 × 101

8 103 1.000 × 100 1.000 × 100

Due to the change of linear viscoelasticity, the magnitude of complex viscosity (η*)
obtained here is different from that reported [31], which is shown in Figure 3 and denoted
by “ARES complex viscosity”. Four groups of the experimental viscosity curves are
included in Figure 3, where “Instron(1)”, “Instron(2)”, and “ARES steady shear viscosity”
are three groups of the viscosity curves cited from [31], and “ARES complex viscosity”
is a set of new data. Thus, the parameter k was fitted to the experimental viscosities in
Figure 3 and the value of k obtained is 0.192. The previous k is 0.235 [31]. It is worth noting
that many shear-viscosity measurement experiments, not less than 40 groups, have been
conducted at different times by an INSTRON-4467 capillary rheometer using a die with the
length-to-diameter ratio of 40, and these viscosity curves agree quite well with each other.
Therefore, three groups of the viscosity curves reported previously [31] were still used in
the present work. The shear-thinning viscosity of the LDPE melt can be described by the
RS model, except for some deviation at a shear rate higher than 200 s−1.

The influence of experimental errors caused by sample deviation or other unknown
factors is usually mixed with the effect of experimental conditions, such as

.
γ0, and it is

difficult to observe the experimental errors directly among the experimental results. We can
discern an error now by assuming a homogeneous effect of the error on an experiment, e.g.,
a minute defect in a sample could lower the experimental data conducted with the sample,
and then, a changing spectrum approach can be adopted here to understand the influence
of the error. The homogeneity hypothesis can be seen from the approximate parallel
characteristic between the present and the previous G′ and G” data [31] in Figure 2, thus,
the changing spectrum approach can be obtained by modifying the relaxation modulus
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coefficient with a constant parameter, which can shift the present G′ and G” approximately
to the previous curves. The changing spectrum approach is written as,

λ′i = λi, g′i = f · gi (9)

where f is the constant. λi and gi in Equation (2) will be replaced with λi
′ and gi

′ as f is
used. The homogeneous parameter f is obtained by fit.

The possible experimental error above is regarded as a sample error in the present
work. The deviation between the loop experiments in [35] and those in [29] could be
attributed to different batches of the sample sheets, and the deviation only between the
loop experiments in [35] could be caused by the inhomogeneous samples—though the
samples were cut from a batch of the sheets. The present characterization of the viscoelastic
property of the LDPE melt will be used primarily to analyze the experimental errors of
the samples in [35] since the same sample batch was adopted in two experiments. The
changing spectrum approach employed is similar to that in [40–42], and the f -parameter
in [40–42] is a variable.

3. Results and Discussion
3.1. Validation of the RS Model

In the previous work on the predictions of three triangular-loop experiments [31],
Type I flow can be predicted well, however, both Type IV and V cannot. The deviation
between the calculation and experiment on Type IV flow is slight. One of the typical results
of triangular-loop experiments given by Greener and Connelly [36] in 1986 is also a Type
IV flow, which was employed here to testify the validation of the theoretical equation of
triangular loop. The maximum shear rate of the Type IV flow—according to Greener and
Connelly [36]—is 16 s−1 and the time interval t0 is 10 s. The relaxation spectrum of the
polyacrylamide solution given by Greener and Connelly is reproduced in Table 3, and the
value of the k-parameter in the RS model is 0.25, which was obtained by fitting the stress
growth tests [36].

Table 3. Relaxation spectrum of the polyacrylamide solution given by Greener and Connelly [36].

i λi (s) gi (Pa)

1 0.0001 25.4
2 0.001 84.5
3 0.01 7.9
4 0.032 7.552
5 0.1 4.8
6 0.32 3.68
7 1 2.06
8 3.2 1.0752
9 10 0.41
10 32 0.1376
11 100 0.0076

Figure 4 shows the calculated result and the experimental data of the triangular
loop experiment of the polyacrylamide solution, and the calculation agrees well with the
experiment. This indicates that Type IV flow can be predicted by the RS model and the
theoretical analysis on the loop experiment is reliable.
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Figure 4. The prediction of the triangular-loop experiment with the maximum shear rate of 16 s−1

and the t0 of 10 s, and the experimental data given by Greener and Connelly [36].

3.2. Predictions of the Triangular-Loops
3.2.1. Short-Term Shear with t0 = 0.1 s

Figure 5 shows the predictions of the triangular-loop experiments with the same t0 of
1.0 s for the LDPE(Q200) melt at 150 ◦C, in which Figure 5a–c shows the stress–shear rate
curves, and Figure 5d shows the stress–time curves obtained with three maximum shear
rates—0.1 s−1, 1 s−1, and 5 s−1. Evident deviations exist between the calculations of the RS
model and the experiments in Figure 5, however, we can still observe three similarities from
the calculations and experiments. The first is that both the calculated and the experimental
forms of three triangular loops are similar; the second is that three groups of calculations
and the corresponding experiments have similar shear–strain strengthening phenomenon,
i.e., the maximum stress occurs at a lower shear rate in the ramping-down region, and
not at the maximum shear rate; the third is that the ratios of the maximum shear stress
(τmax) over the stress at the maximum shear rate (τt0) in three triangular loops with t0 = 1 s
show a similar decreasing trend with increasing shear rate for both the calculated and the
experimental data, which are shown in Figure 6.

As stated in Section 2.5, deviations between the calculations and experiments in
Figure 5 are regarded as resulting from inhomogeneous samples. Thus, the changing
spectrum approach was employed to study the influence of sample deviation, and the
calculations with parameter f are also shown in Figure 5. We can see that the effect of f is
significant. The homogeneity hypothesis of the errors should be true, and the changing
spectrum method is available to reduce the errors between experiments. The fitted values
of f are given in Table 4.

Table 4. Parameter f used in Equation (9) for discerning the obvious experimental errors.

Experiments f

Triangular loop (
.
γ0 = 0.1 s−1, t0 = 1 s) [35] 0.758

Triangular loop (
.
γ0 = 1 s−1, t0 = 1 s) [35] 0.819

Triangular loop (
.
γ0 = 5 s−1, t0 = 1 s) [35] 1.145

Triangular loop (
.
γ0 = 1 s−1, t0 = 10 s) [35] 1.114

Triangular loop (
.
γ0 = 0.1 s−1, t0 = 100 s) [35] 1.102

Trapezoidal loop (
.
γ0 = 0.1 s−1, t0 = 1 s, t1 = 200 s) [35] 0.875

Trapezoidal loop (
.
γ0 = 0.1 s−1, t0 = 100 s, t1 = 200 s) [35] 0.899

Frequency sweep in SAOS [31] 1 1.314
1 SAOS denotes small amplitude oscillation shear.
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Figure 5. Predictions of the triangular-loop experiments with the same characteristic time t0 of 1.0 s. The stress–shear rate
curves with the maximum shear rates of 0.1 s−1 (a), 1 s−1 (b), and 5 s−1 (c) are given. (d) Shows the stress–time curves.
Symbols are experiments, solid lines are the calculations by the RS model, and dashed lines are the calculations by the
modified spectrum with f in Table 4. τs is the steady shear stress calculated by the RS model at the maximum shear rate.

Figure 6. Ratios of the maximum shear stress over the stress at t0 = 1 s for three triangular loops with
t0 = 1 s. Symbol is the experimental data [35], and line is the calculation.
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According to the stress–shear rate curves in Figure 5, we can see the qualitative
contributions of both shear strain and shear rate on the viscoelastic stress. The stress still
increases as the shear rate decreases at the beginning of the ramping-down region of shear
rate, and the maximum shear stress is not at the maximum shear rate, which indicates the
obvious contribution of shear strain on the stress due to the increase in strain. As the shear
rate decreases further, the stress decreases with the decreasing shear rate, although shear
strain is still increasing. This shows the effect of the shear rate. At the end of the loop, the
shear rate is zero and the strain effect is shown again due to the existence of residual stress.
Therefore, the LDPE melt is a viscoelastic material because the stress in the triangular loop
is controlled simultaneously by both shear strain and shear rate.

Stress growth at a low shear rate in Figure 5 is known here as shear strain strengthening
behavior, which is Type I flow and denoted by τmax/τt0 in Figure 6. All three triangular
loops show shear strain strengthening behavior under short-term shear, although the
maximum shear rate changes from low to high values, and the RS model can describe the
phenomenon by excluding the possible experimental errors. Figure 6 also shows that the
shear strain strengthening at a low shear rate is more obvious than that at a high shear
rate, which can be related to the relative growth of strain, i.e., the ratio of the strain at the
maximum stress over the strain at t0. The ratios of strain growth at the maximum shear
rates of 0.1, 1.0, and 5.0 s−1 are 1.51, 1.47, and 1.24, respectively, for three triangular loop
experiments, and 1.47, 1.39, and 1.19, respectively, for the calculations of the RS model.
Both the ratios of strain growth are the decreasing functions of shear rate. The larger the
ratio of strain growth is, the higher the shear strain strengthening during short-term shear.

The normalized maximum stresses at the low maximum shear rates, e.g., 0.1 s−1 and
1.0 s−1, are much lower than 1.0 in Figure 5d, because the shear flows, at low shear rates,
do not approach the steady status during short-term shear. This phenomenon can be used
to explain the low viscosity at the shear rate of 0.01 s−1 in Figure 3, which was obtained by
steady shear mode in the ARES rheometer. The low viscosity at 0.01 s−1 in Figure 3 could
contain error caused by short-term shear.

3.2.2. Medium-Term Shear with t0 = 10 s

The predictions of the triangular loop experiments with the same t0 of 10 s are shown
in Figure 7, where both the stress-rate curves and the stress–time curves are given si-
multaneously. Figure 7a shows Type II flow, and Figure 7b,c shows Type IV flow. Two
calculations with the maximum shear rates of 3 s−1 and 5 s−1 are in good agreement
with the experimental results, but that with the maximum shear rate of 1 s−1 indicates
some deviation with the experiment. The influence of inhomogeneous samples could be
the reason for the deviation, and therefore, the f -parameter was employed to modify the
calculation, which shows perfect agreement with the experiment in Figure 7a,d. The fitted
f for the experiment is listed in Table 4. The time-dependent viscoelastic behaviors of the
LDPE melt in the triangular-loop experiments with medium loop time t0 can be illustrated
by the RS model. Moreover, the stress–time curves in Figure 7d–f indicates that the stress
at the maximum shear rate has been up to the steady shear status during the ramping-up
process of 10 s.
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Figure 7. Predictions of the triangular-loop experiments with the same characteristic time t0 of 10 s. The stress–shear rate
curves with the maximum shear rates of 1 s−1 (a), 3 s−1 (b), and 5 s−1 (c) are given. The stress–time curves with maximum
shear rates of 1 s−1 (d), 3 s−1 (e), and 5 s−1 (f) are also shown. Symbols are experiments, solid lines are the calculations by
the RS model, and dashed lines in (a,d) are the calculations by the modified spectrum with f in Table 4. τs is the steady
shear stress calculated by the RS model at the maximum shear rate.
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3.2.3. Long-Term Shear with t0 = 40 s and 100 s

The triangular loop experiments with the longest loop-time t0 of 100 s were predicted
by the RS model and are shown in Figure 8. The obvious shear strain strengthening, i.e.,
the maximum shear stress occurs at a low shear rate, disappears in all the experiments and
calculations, however, slight strain strengthening in the ramping-down region of shear rate
also appears in the experiment with a maximum shear rate of 0.1 s−1 in Figure 8a. The
original prediction of the RS model with the spectrum in Table 2 shows deviation from
the experiment with a maximum shear rate of 0.1 s−1 in Figure 8a, but the modification
with parameter f shows excellent agreement with the experiment. The f -parameter is
also listed in Table 4. Figure 8a shows Type II flow, Figure 8b shows Type III flow, and
Figure 8c,d show Type V flow. Thus, the predictions in Figure 8 can be divided into two
groups. One group is that the calculations of the RS model agree with the experiments with
the maximum shear rates of 0.1 s−1 and 1.0 s−1, i.e., Type II and III flows. The other group
is that the calculated stress–shear rate curves do not agree with the experiments with the
maximum shear rates of 3 s−1 and 5 s−1, i.e., Type V flows in Figure 8c,d.

Table 5. Relaxation spectrum of the LDPE melt obtained after long-term dynamic shear sweep (300 s)
at large strain (300%) at 150 ◦C.

i λi (s) gi (Pa)

1 10−4 2.207 × 105

2 5 × 10−3 5.173 × 104

3 5 × 10−2 1.409 × 104

4 10−1 6.016 × 103

5 100 5.802 × 103

6 1.3 × 101 8.030 × 102

7 102 4.700 × 101

8 103 3.000 × 100

The calculations by the RS model in Figure 8c,d are in good agreement with the
experiments at a shear rate lower than about 2 s−1 in the ramping-up region of shear rate,
and at the following shear rate, the prediction is always larger than the experiment except
that at the end of the loop. A feature of the calculated stress–shear rate curves in Figure 8c,d
is that the calculated stress curves in the ramping-up region almost overlap those calculated
in the ramping-down region at a shear rate higher than that of the cross point of two
calculated stress curves. However, the experimental stress curves in Figure 8c,d form an
obvious loop at the shear rate higher than that of the cross point of two experimental
stress curves, and the experimental stress curves in the ramping-down region are always
lower than those in the ramping-up region at the shear rate higher than the cross point.
The obvious loop phenomenon in the experiment, in the present paper, is known as
shear weakening behavior. A similar loop phenomenon can also be observed in another
triangular loop experiment with the maximum shear rate of 5 s−1 and a time interval t0
of 40 s (as shown in Figure 9). The shear weakening behavior cannot be seen in the three
stress–shear rate curves of the triangular-loop experiments of Greener and Connelly [36].
Moreover, the RS model cannot describe the shear weakening behavior, i.e., Type V flow,
which is influenced by both high shear rate and long-term shear.

Five types of the viscoelastic behaviors specified in the triangular-loop experiments of
the LDPE melt [35] can be divided into two types in terms of the calculations by the RS
model. One type shows the time-dependent viscoelastic behavior that can be described
by the RS model, although some errors appear in the experimental work. Original Type
I–IV behaviors [35] belong to the predictable type. The other shows shear-weakening
viscoelastic property, i.e., Type V flow, which cannot be described by the RS model.
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Figure 8. Cont.
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Figure 8. Predictions of the triangular-loop experiments with the same characteristic time t0 of 100 s. The stress–shear rate
curves with maximum shear rates of 0.1 s−1 (a), 1 s−1 (b), 3 s−1 (c), and 5 s−1 (d) are given. The stress–time curves with
the maximum shear rates of 0.1 s−1 (e), 1 s−1 (f), 3 s−1 (g), and 5 s−1 (h) are also shown. Symbols are experiments, solid
lines are the calculations by the RS model, bold dashed lines in (a,e) are the calculations by the modified spectrum with f in
Table 4, dashed line in (d) is calculated using a changed spectrum in Table 5, and τs is the steady shear stress calculated by
the RS model at the maximum shear rate.

Figure 9. Prediction of the triangular-loop experiment with the characteristic time t0 of 40 s. The stress–shear rate curve with
maximum shear rates of 5 s−1 is given in (a), and the corresponding stress–time curve is in (b). Symbol is experiment, line is
the calculation by the RS model, and τs is the steady shear stress calculated by the RS model at the maximum shear rate.

It is unclear whether the shear weakening viscoelastic property is an intrinsic vis-
coelastic property of the melt, however, it is worth affirming that part of the viscoelastic
data in Type V flow is reasonable according to the comparison of the experiments to the
calculations in Figures 8c,d and 9. Therefore, there are two problems with the shear weak-
ening behavior. One is that if the shear weakening is caused by experimental error, the
influence of the error should be discerned for obtaining reliable data. The other is that
if the shear weakening is a property of the melt, the RS theoretical model is incapable of
characterizing the property and should be improved.
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3.3. Predictions of the Trapezoidal-Loops

Two groups of trapezoidal-loop experiments were also conducted in [35] to understand
the time-dependent viscoelastic property of the LDPE melt at 150 ◦C. As illustrated in
Figure 1, t0 is 1 s in one group, and 100 s in the other. The parameter t1 is always 200 s for
two groups.

3.3.1. Short-Term Startup Shear with t0 = 1 s

Figure 10 shows the predictions of the trapezoidal-loop experiments with maximum
shear rates of 0.1 s−1, 1.0 s−1, and 5.0 s−1 and with t0 = 1 s and t1 = 200 s. The prediction of
the experiment with 0.1 s−1 was modified by f in Table 4 due to the possible deviation of
samples, which is presented in Figure 10 and is in agreement with the experiment. The
prediction at the maximum shear rate of 1 s−1 also agrees with the experiment. However,
the prediction at the maximum shear rate of 5 s−1 is in agreement with the experiment only
in the time range lower than about 10 s. After 10 s, the calculation approaches constantly,
and the experiment drops gradually during long-term shear. The shear weakening behavior
appears in the trapezoidal loop experiment with the maximum shear rate of 5 s−1, which
still cannot be described by the RS model.

Figure 10. Predictions of the trapezoidal-loop experiments with the maximum shear rates of 0.1 s−1,
1 s−1 and 5 s−1, t0 = 1 s and t1 = 200 s. Solid line is the calculation by the RS model, and dashed line
is the modification with f = 0.875 in Table 4.

Shear-strain strengthening behavior occurs again in the trapezoidal loop experiments,
which behaves as the growth of stress in the constant shear-rate region from the time at t0 to
that at the maximum shear stress in Figure 10. The RS model can describe the strengthening.
The ratio of the maximum shear stress τmax in the constant shear-rate region over the shear
stress at t0 is employed to quantify the shear strengthening, and the calculated ratios are
shown in Figure 11, together with the experimental results [35]. Both groups’ ratios are the
decreasing function of the shear rate. Large ratios at low shear rates indicate an obvious
contribution of growth of strain on the stress, and elasticity is apparent at a low shear rate
for the melt. Moreover, the τmax/τt0 in Figure 11 is much larger than that in Figure 6 at the
corresponding shear rate, which indicates the significant effect of the shear rate.
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Figure 11. Ratios of the maximum shear stress over the stress at t0 = 1 s for three trapezoidal loops
with t0 = 1 s. Symbol is the experimental data [35], and line is the calculation. The subscript t0 denotes
the beginning time of the constant shear-rate region, i.e., t0.

Stress overshoot is usually described in the step rate experiment by the ratio of
the maximum shear stress over the steady shear stress during long-term shearing, i.e.,
τmax/τs [43,44]. The τmax/τs, i.e., the intensity of overshoot, calculated by the RS model
for melt in the trapezoidal loop experiments with t0 = 1 s, is an increasing function of the
shear rate, the same trend as the reported overshoots [43,44]. However, the experimental
stress at the maximum shear rate of 5 s−1 gradually drops with time, and the experimental
overshoot intensity contains part of the shear-weakening effect if we use the stress at a
time of 201 s as the steady shear stress to describe the overshoot. Thus, it is challenging
to describe the real stress overshoot for the shear-weakening viscoelastic flow at a high
shear rate.

3.3.2. Long-Term Startup Shear with t0 = 100 s

The predictions of the trapezoidal-loop experiments with maximum shear rates of
0.1 s−1, 1 s−1, and 5 s−1, t0 = 100 s and t1 = 200 s are shown in Figure 12, where the modified
calculation of the experiment with 0.1 s−1 is also given simultaneously. It is obvious that
all three trapezoidal-loop experiments and calculations do not exhibit strain strengthening
behavior due to the large t0. Moreover, both a slight and a severe shear-weakening behavior
occur at maximum shear rates of 1 s−1 and 5 s−1, respectively, during long-term shear. The
calculations of the RS model reaffirm the shear-weakening phenomenon of the melt.

According to the experimental and calculated loops, both shear strain strengthening
and stress overshoot are time-dependent viscoelastic behaviors. Shear strain strengthening
may not be evidently affected by the shear-weakening behavior of viscoelastic fluid due to
short-term startup shear, which could be more suitable for illuminating the elastic behavior
of fluid; moreover, stress overshoot could contain some shear-weakening effect due to
long-term shear sometimes at a shear rate, which complicates stress overshoot.
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Figure 12. Predictions of the trapezoidal-loop experiments with the maximum shear rates of 0.1 s−1,
1 s−1 and 5 s−1, t0 = 100 s and t1 = 200 s. Solid line is the calculation by the RS model, and dashed
line is the modification with f = 0.899 in Table 4.

3.4. f Effect

In Sections 3.2 and 3.3, the influences of possible sample deviations were analyzed
using the changing spectrum method, and the modified calculations with f in Table 4 by the
RS model are in good agreement with the loop experiments. The effects of four f -parameters
on the original relaxation spectrum in Table 2 are shown in Figure 13, accompanied by
the present experimental G′ and G” in Figure 2 and the previous [31]. The calculations
of four changed spectra show an approximate parallel property to the original spectrum.
The modified G′ and G” for the previous frequency sweep experiment with f = 1.314 are
acceptable although there are some deviations. It is unclear whether the difference between
the present G′ and G” and the previous is caused by the sample, nonetheless, the changing
spectrum method is effective.

Figure 13. Calculated frequency sweep in small amplitude oscillatory shear mode using some spectra with f in Table 4, the
present G′ and G” experimental data (square symbol) and the reported G′ and G” [31] (triangle symbol). (a) G′, and (b) G”.
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Eight groups of experiments have been modified with f in Table 4, in which the largest
f is 1.314 for discerning the difference between two frequency sweep experiments. Another
f varies from 0.758 to 1.145. Therefore, the relative error between the present frequency
sweep experiment and the other experiments is about 10–30%, and the definition of relative
error is |f − 1|/1 × 100. If the error is regarded as sample deviation, the error includes
not only the deviation between different batches of the molded sheets but one batch.

3.5. Discussion on the Shear Weakening Behavior

It can be assumed that the shear weakening phenomenon of a viscoelastic fluid is the
result of a temporal, irreversible change of the structure in the fluid, which can lead to
changes in the viscoelastic property during the shearing process. Then, shear weakening
behavior cannot be described by the constitutive equation without considering the structure
effect on the change in viscoelasticity. In order to understand the structure effect of long-
time shearing on the change in linear viscoelasticity, a composite experiment including
both the trapezoidal-loop and the dynamic frequency sweep should be conducted. For
example, we first conduct the trapezoidal loop experiment with a maximum shear rate of
5 s−1, t0 = 100 s, and t1 = 200 s, then, simultaneously, we carry out the dynamic frequency
sweep at a small strain of 5%. However, the composite cannot be carried out, since the
ARES rheometer has a limitation in which the dynamic test must be conducted before the
transient or the steady shear test. The startup position of dynamic sweep is fixed for the
ARES rheometer, and the position at the end of the loop experiment is unlike that required
in the dynamic sweep. No alternative method was found to solve the position problem
and the scheme was abandoned.

Another approach to qualitatively research the influence of nonlinear large strain
shear on the change of linear viscoelasticity for the LDPE(Q200) melt at 150 ◦C was then
adopted, i.e., both the nonlinear and linear shear experiments are accomplished in dynamic
mode. A time sweep of 300 s at the large strain of 300% with an angle frequency of 1 rad/s
was carried out first, and then, the frequency sweep in small amplitude oscillation shear
at a 5% strain was immediately conducted. The experimental G′ and G” data in two-time
sweep experiments at the large strain of 300% are shown in Figure 14, which decrease with
time due to the nonlinear shear effect. The G′ and G” in two small-amplitude oscillation
shear experiments obtained upon the cessation of the time sweep of 300 s at the large strain
in Figure 15 are reduced by comparing with the normal G′ and G”. The decrease in G′

and G” in Figures 14 and 15 could be the manifestation of shear weakening phenomenon.
The linear viscoelasticity of the melt could be changed by the shear weakening effect
in shearing.

Figure 14. Dynamic time sweeps at large strain, γ = 300%, in dynamic shear mode for the LDPE melt
at 150 ◦C (ω = 1 rad/s).
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Figure 15. Dynamic frequency sweep experiments at = 5% for the LDPE melt at 150 ◦C, which
are obtained after the time sweeps at the large strain in Figure 14, and the fit on the frequency
sweep experiments.

To understand the qualitative influence of the altered linear viscoelasticity on the
calculation of the loop experiment, a new relaxation spectrum of the LDPE melt was fitted
to the G′ and G” obtained using the shear weakening process in Figure 14 and given in
Table 5; the calculated linear viscoelastic property with the new spectrum is shown in
Figure 15. Assuming that the nonlinear characteristic of the LDPE melt is not influenced by
the shear weakening behavior, the triangular loop experiment with the maximum shear
rate of 5 s−1 and t0 of 100 s was calculated again with the spectrum in Table 5 and shown
in Figure 8d by a dashed line. The new spectrum evidently reduces the calculated stress of
the triangular loop, indicating the qualitative effect of the change of linear viscoelasticity
on the description of the shear weakening behavior of the viscoelastic fluid.

The linear viscoelasticity or the relaxation spectrum is unchanged in the characteri-
zation of the viscoelastic property of a fluid using the RS model. Thus, the RS model is
unsuitable for describing the shear weakening flow behavior of viscoelastic fluid caused
possibly by the change of microstructure under large-strain shear. Some structuralized
viscoelastic theories [40,42,45,46] may be available in characterizing the shear weakening
behavior of the viscoelastic fluid. It is worth noting that the shear weakening in the trian-
gular loop experiment with the maximum shear rate of 5 s−1 and t0 of 100 s in Figure 8d
was enveloped by the calculations with both the original spectrum in Table 2 and the new
spectrum in Table 5, which indicates that the structure-dependent spectrum approach [40]
may be valid in describing the shear weakening behavior.

One crucial issue is whether the shear weakening behavior of the LDPE melt is the
manifestation of experimental errors, e.g., edge fracture and loss of material from the
gap. Some authors [16,22,47] have emphasized the effect of edge fracture on the shear
weakening in the step rate experiment. However, shear weakening may be induced by
other factors, such as the shear-structure effect stated above. Previously, shear modification
or shear refinement of polythene [48] was reported from an industry viewpoint, and shear
modification refers to the reduction in viscoelasticity in shearing, similar to the shear
weakening behavior. Rudin [49] (1983) published a review on shear modification, and the
authors in [50,51] introduced the possible mechanisms of shear modification. Therefore,
the edge fracture effect is still an issue for shear weakening behavior.

4. Conclusions

Five types of viscoelastic behaviors specified in the triangular-loop experiments of
the LDPE (Q200) melt reported previously [35] were predicted in this study using the
Rivlin–Sawyers (RS) model. The viscoelastic properties of the melt were characterized
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using both the frequency sweep in the small-amplitude oscillation shear experiment and
the steady shear viscosities. Type I–IV viscoelastic behaviors can be predicted by the RS
model, although some errors appear in the experimental work. Type V flow cannot be
predicted, which shows shear-weakening behavior. Most of the calculations agree with
the experiments, indicating that both the previous experiments and present theoretical
analyses are reasonable.

The trapezoidal-loop experiments of the melt in [35] were also predicted. The shear
strain strengthening behavior occurring during the short-term startup shear process in the
trapezoidal-loop experiment can be described well by the RS model, which is caused by
both the growth of strain and shear rate effect and is similar to that in the triangular-loop
experiment. The shear-weakening behavior in the trapezoidal-loop experiment also cannot
be described by the model.

Differences between some of the calculations and experiments could be caused by
sample deviation, which can be discerned through the changing spectrum approach. The
modified calculations with the changing spectrum approach show agreement with the
experiments. The large relative error in the experiment is about 10–30%.

The shear weakening behavior of the melt is an issue that can be studied further
from two perspectives. One is to study the influence of edge fracture, and the other is to
study the effect of changed linear viscoelastic property induced by shear, which could lead
to a reasonable description of the shear weakening behavior by theoretical model if the
structure effect is real.
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Abstract: In thin wall injection molding, the filling of plastic material into the cavity will be re-
stricted by the frozen layer due to the quick cooling of the hot melt when it contacts with the lower
temperature surface of the cavity. This problem is heightened in composite material, which has
a higher viscosity than pure plastic. In this paper, to reduce the frozen layer as well as improve
the filling ability of polyamide 6 reinforced with 30 wt.% glass fiber (PA6/GF30%) in the thin wall
injection molding process, a preheating step with the internal gas heating method was applied to
heat the cavity surface to a high temperature, and then, the filling step was commenced. In this
study, the filling ability of PA6/GF30% was studied with a melt flow thickness varying from 0.1
to 0.5 mm. To improve the filling ability, the mold temperature control technique was applied. In
this study, an internal gas-assisted mold temperature control (In-GMTC) using different levels of
mold insert thickness and gas temperatures to achieve rapid mold surface temperature control was
established. The heating process was observed using an infrared camera and estimated by the
temperature distribution and the heating rate. Then, the In-GMTC was employed to produce a thin
product by an injection molding process with the In-GMTC system. The simulation results show
that with agas temperature of 300 ◦C, the cavity surface could be heated under a heating rate that
varied from 23.5 to 24.5 ◦C/s in the first 2 s. Then, the heating rate decreased. After the heating
process was completed, the cavity temperature was varied from 83.8 to about 164.5 ◦C. In-GMTC
was also used for the injection molding process with a part thickness that varied from 0.1 to 0.5 mm.
The results show that with In-GMTC, the filling ability of composite material clearly increased from
2.8 to 18.6 mm with a flow thickness of 0.1 mm.

Keywords: injection molding; thermoplastic composites; mold heating; mold temperature control;
melt filling; thin wall injection molding

1. Introduction

In injection molding, the selection of an appropriate cavity surface temperature is a
key point in plastic processing, especially with thin products or molding processes with
low viscosity materials, such as composites [1–3]. With a hot mold surface, the part quality
will be improved, although the cycle time will be longer. A lower temperature of the
cavity surface will decrease the cooling time, but could lead to an increased number of
faults in the product [4–7]. Therefore, recent research has focused on achieving molding
with a high cavity temperature and a cycle time that is as short as possible. In the field
of injection molding, thin wall injection molding is used to produce a variety of polymer
equipment because of the product price and capability for high-volume production. Most
applications of thin wall injection molding are in the field of optical products (such as
CDs and DVDs) and micro channel devices. In the field of optics production, the injection
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molding method also has advantages in the production of waveguides, optical gratings,
and optical switches [8–10], as well as many products involving micro channel devices,
such as capillary analysis systems, micro pumps, and lab-on-a-chip applications [11,12].

In the filling step of the injection molding process, to improve material flow, a high
cavity temperature is an important requirement to satisfy the filling of thin wall locations.
A high cavity temperature also supports a lower filling pressure. However, if the molding
process operates with a high mold temperature, the warpage and shrinkage of parts will
occur. In addition, the molding cycle time will be increased for the part that reaches
the ejection temperature. To achieve a molding process with a high cavity surface and
reduce the frozen layer, many methods of mold temperature control have been investigated
in recent years [8]. The initial method used to obtain a high mold temperature was to
increase the temperature of cooling water as high as 90 or 100 ◦C [12–14]. When targeting
temperatures are higher than 100 ◦C, heaters are inserted into the mold plate. The thermal
energy of the heater thus forms the local heating source of the mold plate [15]. After that,
the high temperature from water steam [16] is sometimes used to maintain the temperature
of the cavity surface at a high value. However, this method requires that the equipment be
operated at high pressure; therefore, the cost of safety equipment is a disadvantage of this
method. Further, flexible heating equipment has been suggested and used for auxiliary
heating. However, the experimental results show that the method can only increase the
cavity temperature by several tens of degrees centigrade.

Instead of heating the entire mold cavity volume, in recent years, many researchers
have suggested the use of the mold surface heating method for molding with high cavity
temperatures, such as in induction heating [17–20], high-frequency proximity heating [21,22],
and gas-assisted mold temperature control (GMTC) [23–30]. The first two methods support
a fast heating rate with a fairly good prediction ability. However, induction heating is
applied only for steel molds with a high permeability. On the other hand, besides the
advance in fast heating, the induction heating method could easily cause the mold plate
to overheat, particularly at the edges. On the contrary, with gas heating, the heating rate
is not as high as that of the induction heating, but it can be used for almost the entire
mold material. In addition, due to the heat convection between the hot gas and the cavity
surface, which has a lower temperature, the gas heating has the ability to prevent the mold
from overheating.

In previous research, the gas heating structure was assembled into the mold to improve
the heating efficiency, including the heating rate and temperature distribution [20–23].
In this design, the hot gas flows and directly exchanges thermal energy to the mold surface.
The conduction heating process increases the cavity temperature. Tests of this approach
have shown positive results. However, the loss of thermal energy when the air transfers
from the heating source to the heating surface is still too great with this approach. This issue
is due to the fact that the heating source is separated from the mold or because the heating
surface is too far from the heating source. So, to minimize this limitation, the external
gas-assisted mold temperature control (Ex-GMTC) method was investigated [24–26]. In this
molding process, the mold structure is almost the same as the traditional structure. The
heating equipment is moved to the heating surface with a robot arm. This method has
some advantages as the heating rate and temperature distribution of the cavity surface can
be controlled. However, the disadvantage of Ex-GMTC is the cost of additional equipment;
furthermore, moving the hot gas generator is not very safe.

Therefore, based on the disadvantages shown in our previous research, in this study,
an internal gas-assisted mold temperature control (In-GMTC) approach was used with
different levels of insert thickness (t) and gas temperatures to achieve rapid mold surface
temperature control for high-aspect-ratio thin wall injection molding. A set of systematic
experiments was conducted to correlate the effect of heating conditions, including heating
efficiency and temperature distribution uniformity. The feasibility of using internal air-
assisted heating for mold surface temperature control during the injection process to
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improve the melt flow length was evaluated by applying this system to a real molding
process with part thicknesses varying from 0.1 to 0.5 mm.

2. Simulation and Experimental Method

Internal gas-assisted mold temperature control (In-GMTC) is a new technique in the
field of cavity surface heating that can not only provide heating but also facilitate cooling.
In general, the goals of mold temperature control are to increase the temperature of the
mold surface to the target temperature before filling with the melt and cooling the melt to
the ejection temperature. In this research, the internal GMTC (In-GMTC) system consisted
of a hot-gas generator system (including an air compressor with an air pressure of 7 bars,
an air drier, a gas valve, and a high-efficiency gas heater) and water mold temperature
controller, as shown in Figure 1.
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Figure 1. The internal gas-assisted mold temperature control (In-GMTC) system.

In line with our previous research into the GMTC [22,23], the hot gas generator
consisted of an air compressor, an air dryer, a gas valve for volumetric flow control and a
high-efficiency gas heater. In this research, the function of the high-power hot gas generator
system was to support a heat source, providing a flow of hot air up to 400 ◦C with an
inlet gas pressure of up to 7 bars. In this research, the hot gas generator was hung on the
mold so that, in each cycle, the heating process could be started without the support of
other equipment such as in the external gas-assisted mold temperature control (Ex-GMTC).
Another advantage of this method is that the distance between the hot gas generator
and the heating surface was reduced, meaning that the wasted energy was reduced. For
the coolant system, a mold temperature controller was used to provide the water at a
defined temperature to cool the mold after the filling process and to warm the mold to the
initial temperature at the beginning of the experiment. In this research, the initial mold
temperature was set at 40 ◦C. To both control and observe the temperature at the cavity
surface, five temperature sensors were used to obtain the real-time mold temperature and
to provide feedback to the In-GMTC controller.
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In this research, hot gas was used as a heating source to increase the cavity surface
temperature of the injection mold. For the heating operation, first, by opening the mold,
two mold plates moved from the closing position to the opening position (Figure 2—Step 1
and Step 2). In Step 2, the supporter moved backward to create a gap between the supporter
block and the mold insert. This gap allowed the hot gas to flow and make contact with
the mold insert. Second, the hot gas drier was moved to the heating position, as shown
in Figure 2—Step 3. Then, the air was heated as it flowed through the gas drier and the
outside of the gas drier transferred the hot air, which contacted directly with the cavity
surface. This hot gas heated the cavity surface to the target temperature (Figure 2—Step 3).
Third, when the mold reached the required temperature, the air supply was turned off
(Figure 2—Step 4). Then, the mold was completely closed in preparation for the filling
process of the melt (Figure 2—step 5). In Step 5, the supporter block moved toward and
contacted with the mold insert so that the mold insert did not become deformed when it
stopped due to the filling pressure from the hot melt.
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Figure 2. Mold position in the heating stage of the In-GMTC process.

Figure 3 shows the position of the In-GMTC and the mold plate in the injection
molding. The gas drier, with a size of 240 mm × 100 mm × 80 mm, is shown in Figure 4.
The gas channel was cut inside the gas drier with a width of 5 mm and depth of 10 mm.
In this research, the mold cavity was filled by an insert with a size of 77 mm × 77.4 mm. The
inserts and the locations of temperature measurement are shown in Figure 5. To observe
the heating effect of In-GMTC on the stamp temperature, five temperature measurement
points were used. One was located at the top point, which was close to the outlet of the gas
drier. The other four were located as shown in Figure 5. In this paper, the influence of stamp
thickness on the heating process was observed. To study the temperature distribution of
the heating area, a simulation model was built as in the experiment. Because the stamp
was inserted into the mold, there was a small air gap between the stamp and the mold;
thus, within a short time, this air gap acted as an insulation layer. Therefore, according
to previous research [21,22], the simulation model included only two volumes: the stamp
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volume and the air volume. The geometric view and the meshing model of the system are
shown in Figure 6 and Table 1. In this model, the hot gas temperature was varied from 200
to 400 ◦C under a pressure of 7 bar. The direction of this hot gas flow was set perpendicular
to the heating surface. In the simulation, the initial gas volume was set at 40 ◦C with
a pressure of 1 atm. The outlet of the hot gas was set as the opening area, with an air
temperature of 40 ◦C and a pressure of 1 atm. In addition, the initial temperature of the P20
steel insert was set at 40 ◦C. In order to improve the simulation precision, a hex-dominant
element was used to mesh the insert part. To improve the simulation accuracy, a small
element size was applied at location S1. In addition, the inflation meshing method was
applied with 10 layers at the contact surfaces. In the simulation, the heat transfer mode
around all external surfaces of the mold plate was set to free convection to the air, with an
ambient temperature of 40 ◦C and a heat transfer coefficient of 10 W/m2 K. The heating
process was simulated using ANSYS software (ANSYS, Inc., Ho Chi Minh City, Vietnam)
with the same experimental parameters.
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Table 1. Material properties (for simulation).

Material Properties Unit Value

Air

Molecular mass kg/kmol 28.96
Density kg/m3 1.185

Specific heat capacity J/kg K 1004.4
Dynamic viscosity kg/ms 1.831 × 10−5

Thermal conductivity W/mK 0.0261

Steel

Molecular mass kg/kmol 55.85
Density kg/m3 7854

Specific heat capacity J/kg K 434
Thermal conductivity W/mK 60.5

To observe the influence of In-GMTC on the melt flow length, the real molding process
was performed with the cavity insert as in Figure 5. This insert was added into the cavity
plate as shown in Figure 7. This cavity had a size of 46 mm × 8 mm. The insert was
manufactured for the experiment with melt flow thicknesses of 0.1, 0.2, 0.3, 0.4, and 0.5 mm.
With the common injection molding process, this range of thicknesses represents a kind
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of thin wall injection molding, which easily results in the short shot problem when the
injection pressure is low; however, with an overly high injection pressure, the flash problem
easily arises. Thus, with the ability of mold temperature control, the In-GMTC was applied
for this molding process to observe the improvement in product quality when the injection
molding process was operated with a moderate injection pressure. In this paper, polyamide
6 reinforced with 30 wt.% of glass fiber (PA6/GF30% from Lanxess AG, Cologne, Germany)
was used for the molding process, and the molding parameter was maintained for all
testing cases, as shown in Table 2. The SW-120B (Shine Well Machinery Co., Ltd., Taichung
City, Taiwan) molding machine was used in the experiment.
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Table 2. The molding parameters for the product of the front cover plate.

Molding Parameter Unit Value

Injection speed cm3/s 23
Injection pressure atm 35

Injection time s 1.5
Packing time s 2

Packing pressure atm 35
Cooling time s 15

Mold temperature ◦C 50
Melt temperature ◦C 265

Pre-heating time by In-GMTC s 20

3. Results and Discussions
3.1. Effect of Part Thickness on the Mold Temperature Control

In injection molding, the part geometry is an important element that not only impacts
on the part formation but also the molding parameters. With a thin product, there are many
methods for improving the melt filling by molding at high temperature, such as induction
heating and heater heating. Of these methods, gas-assisted mold temperature control
has shown many positive results [20–23]. With gas-assisted mold temperature control,
the structure of the stamp insert is often used to increase the heating efficiency. Based
on the results of these research works, the stamp thickness is one of the most important
parameters of mold design and is impacted by the part thickness. Therefore, in this paper,
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to estimate the heating ability of In-GMTC, an insert with a size of 77.4 mm × 77 mm
was inserted into the cavity plate, and the heating process was achieved with a hot gas
temperature of 300 ◦C; the gap between the gas gate and the heating surface was 3.5 mm
(Figure 5c). By simulation with the model, as shown in Figure 6, the results of the variation
in the mold temperature (at sensor S1—Figure 5) versus time for a heating time of 20 s are
described as shown in Figure 8. For an initial mold temperature of 40 ◦C, it can be seen
that the In-GMTC heated the plate to above 170.4 ◦C. This shows that the In-GMTC can
support a heating rate of 6.5 ◦C/s. With the change in part thickness from 0.1 to 5.0 mm, the
temperature at sensor S1 varied from 164.3 to 170.4 ◦C. This temperature range was higher
than the glass transition temperature of almost all common plastic material. In former
papers on gas-assisted mold temperature control [20–22], when the GMTC was applied
for a heating area of 58 mm × 30 mm, a gas flow rate of 500 L/min and a gas temperature
of 300 ◦C, the maximum heating rate was only about 2.2 ◦C/s [25]. This means that the
In-GMTC, with the system design and heating process shown in Figure 2, has a great
advantage in terms of the heating efficiency of the mold surface.
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Figure 8. Temperature comparison at the center of the heating area (Point S1) in simulations with
different product thicknesses.

To observe the influence of part thickness on the heating step, five stamp thicknesses
were used for the experiment. Figure 8 shows that with thicknesses of 0.1, 0.2, 0.3, 0.4,
and 0.5 mm, the temperature at sensor S1 varied from 164.3 to 170.4 ◦C; this means that
the heating rate increased from 6.2 to 6.5 ◦C/s. The increase in heating rate when the
part thickness increased can be explained by the thermal energy needed to heat the stamp
volume. Because the stamp and the mold plate were separated by an isolation layer, with
the same heating source, the heating result mainly depended on the stamp volume. So,
with a thinner stamp, more thermal energy is needed to increase the stamp temperature.
Based on the design shown in Figure 5c, because the stamp thickness and gap between the
gas gate to the heating surface were 5 and 3.5 mm, respectively, with a thicker part, the less
material there was at the cavity; therefore, a better heating rate was achieved with a thicker
product. However, the difference in the heating rate when the part thickness changed from
0.1 to 0.5 mm was small. Therefore, in thin wall injection molding, this property is an
advantage of this heating method, which could support mold temperature control with a
thin wall part and a thickness that could be varied to lower than 0.5 mm.
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The temperature curves in Figure 8 show that the heating rate was extremely high in
the first 2 s, with the heating rate varying between 23.5 and 24.5 ◦C/s. This heating rate is
higher than those of many heating methods reported in recent years [19–25]. After the first
2 s, the heating rate decreased. Although the temperature of the heating surface was not the
same as the cavity surface (which was measured) as in Figure 5c, the temperature change
was almost the same as those shown in other research on gas-assisted mold temperature
control, which can be explained by the absorption of thermal energy and heat transfer.
In this research, the heating surface absorbed the thermal energy, and the thickness at
sensor S1 was thin, meaning that this thermal energy was held within a small material
volume, resulting in a rapid temperature increase at sensor S1. This phenomenon was
clearly apparent in the first 2 s. However, the higher temperature meant that the thermal
energy at the thin cavity location transferred to another area with a lower temperature.
So, this phenomenon lowered the heating rate at the cavity surface. In addition, with
a heating time of 20 s, the temperature curves did not show the same limitation as in
other studies [24,25]. Therefore, the temperature at the cavity surface still increased with a
longer heating time or a high-powered heating source. However, as mentioned above, the
temperature at 20 s was high enough to facilitate the melt flowing, and so based on this
simulation, the heating time of 20 s was used for the following cases.

In our former study, when the internal GMTC was used for mold surface heating, there
was a temperature difference between the inlet and outlet area [20–22]. Therefore, in this
research, to evaluate the uniformity of the heating process under various stamp thicknesses,
the temperature distribution at the cavity surface of the stamp, as shown in Figure 5a,
was measured and compared using a simulation and experiments. Figure 9 shows the
simulation result regarding the temperature distribution of the cavity. The temperatures of
five sensors were measured at the end of the heating step and are compared in Figure 10.
These results show that the highest temperature was located at the top of the stamp
(sensor S1), which was closest to the hot gas gate, and the temperature was lower at the
bottom of the stamp. This kind of distribution was better than that of previous research on
the internal GMTC, which often found unbalanced temperatures between the two sides of
the cavity area [20,22]. In addition, compared with the induction heating method [14,16,17],
the In-GMTC method solved the problem regarding the low temperature at the center of
the heating area and would therefore be better for application in real molding products.
This result also shows that the temperature differences between the five sensor locations
were 81.3, 81.1, 80.5, 79.1, and 78.2 ◦C with product thicknesses of 0.1, 0.2, 0.3, 0.4, and
0.5 mm, respectively. These results also prove that, with a heating time of 20 s, for all types
of stamp thickness, the temperature of the cavity varied from over 83.8 to approximately
164.5 ◦C and the higher temperature was close to the melt entrance, which could lead to a
greater reduction in the frozen layer. Thus, the pressure drop of the hot melt was limited
and the melt could flow faster. This means that this temperature distribution was suitable
for use in the injection molding process. In addition, these results also show that the lowest
temperature could almost satisfy the mold temperature of common plastic materials and
the highest temperature was not so high that degradation of plastic materials would occur.
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To verify the accuracy of the simulation result, the experiment achieved the same
boundary condition as that in the simulation. The experiment was performed 10 times
for each case; after that, the average value was represented for each case. Then, the
temperature at the sensors was measured and compared with the simulation result, as
shown in Figure 10. The comparison shows that the temperature difference between the
simulation and experiment was lower than 10 ◦C. This difference is due to the measurement
delay of the sensor, especially as, in this state, the thermal energy transferred quickly from
the higher temperature area to the lower temperature area. However, in general, this result
shows that the results of the simulation and the experiment have a good agreement.

3.2. Effect of the Inlet Temperature on the Heating Process

In the GMTC method, the gas temperature is an important element, which can be
represented by the heating source. In the application of GMTC, a higher gas temperature
causes the heating rate to increase. However, the amount of wasted energy will also increase.
Therefore, in this study, this was investigated with the model shown in Figures 5 and 6
with gas temperatures of 200, 300, and 400 ◦C, a product thickness of 0.5 mm corresponding
to the stamp thickness of 1 mm and a heating time of 20 s.

Figures 11 and 12 show the temperature distribution under different air temperatures
with a stamp thickness of 1 mm. This result shows that with the higher inlet temperature,
the heating process became more effective, resulting in a higher temperature at the center
of the plate, as well as the temperature difference on the plate increasing. In detail, based
on the simulation result, the temperature differences along the center line of the stamp
were 54.2, 79.1, and 85 ◦C, with inlet temperatures of 200, 300, and 400 ◦C, respectively.
In this paper, a comparison was performed between three different inlet temperatures,
as shown in Figure 13a. To verify the accuracy of the simulation result, the experiment
was performed with the same gas gap. The temperature at five sensors was collected
and compared, as shown in Figure 13b–d, and the temperature distribution is shown in
Figure 12. The comparation shows that the simulation and the experiment have a good
agreement. In other research on the GMTC [20–25], the heating process was influenced
by another wild source; however, with the In-GMTC, the heating was achieved in the
private volume, meaning that the simulation and the experimental result exhibited good
agreement. Therefore, this heating method could be easier to predict by simulation than
the external GMTC. Figure 13b–d shows that the mean temperature in the experiment
was slightly lower than the simulation result. This was due to the fact that the simulation
results show the temperature at the end of heating step exactly; however, in the experiment,
there was a delay time associated with the thermal camera obtaining the thermal picture,
and in this delay time, the thermal energy at the higher temperature area was transferred
to the lower temperature area, resulting in a lower temperature being obtained by the
thermal camera.
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Figure 13. The comparison of temperatures along the center line by simulation (a) with different inlet temperatures with a
heating time of 20 s and stamp thickness of 0.5 mm under gas temperature of 200 ◦C (b); 300 ◦C (c) and 400 ◦C (d).

3.3. Improve the Melt Flow Length of the Polyamide 6 Thermoplastic Composites by Internal Gas
Heating for the Gate Temperature Control

To verify the efficiency of In-GMTC for use in the mold temperature control, the mold
of melt flow length testing was used for experiment. The dimension of cavity is shown
in Figure 5a. The melt flow thickness varied from 0.1 to 0.5 mm. The injection molding
experiment was carried out with PA6/GF30% plastic and the molding parameters are
shown in Table 3. For the common injection molding cycle, the mold temperature should
be set in the range of 20–80 ◦C; however, with the thin wall product as in this case, to fill
the cavity, the mold temperature must be set as high as the system can tolerate. This set up
allows for easy flow due to the reduction in the freeze layer of the melt flow [3]. However,
when the mold temperature is high, energy is inevitably wasted, and other problems occur
such as warpage or flashing. To avoid these problems, local mold temperature control is
presented in this paper. Instead of maintaining the entirety of the mold plate at the high

317



Polymers 2021, 13, 1004

temperature, local mold temperature control was achieved for the cavity area by applying
local air pre-heating at the beginning of the molding cycle. The high temperature at the gate
area reduced the pressure drop of the melt flow when it passed the area [10]. Figure 7 shows
the cavity plate with an insert, which included the cavity area and the gate area. In the
same manner as the above structure, the gate area was re-designed with a steel insert to
improve the heating efficiency. This insert had a dimension of 77 mm × 77.4 mm × 5 mm.
To observe the influence of gas temperature on the heating process, gas with temperatures
of 200, 250, 300, 350, and 400 ◦C were used with a heating time of 20 s. To verify the
heating efficiency as well as the ability to perform local heating, an infrared camera was
used to obtain the temperature distribution at the end of the heating step. After that, the
real molding cycle was achieved with the parameters shown in Table 3. For each gas
temperature, the molding cycle was operated for 20 cycles to stabilize all of the systems;
then, the product of the next 10 cycles was collected to compare the melt flow lengths.
Figure 14 shows the temperature distribution and the melt flow pattern with different gas
temperatures. The gate temperature and melt flow length were measured. They are shown
in Table 3. The temperature distribution shows that the high temperature was focused
only at the gate area, which was heated by the hot gas for 20 s. Therefore, the mold plate
was maintained at the low temperature in all molding cycles, which reduced the warpage
and flashing, as well as the amount of energy wasted when compared with the common
case. In the case without heating, the melt flow pattern shows that the melt length was
17 mm when the gate temperature was only about 50 ◦C. With the In-GMTC, when the gas
temperature increased from 200 to 400 ◦C, the gate temperature varied from 50 to 216 ◦C
with a heating time of 20 s. In other research, when the mold temperature was higher
than the glass transition temperature, the melt flowed easily [16–22]. Thus, in this paper,
Figure 14 shows that when the gas temperature was higher than 350 ◦C, the cavity was
completely filled. In addition, these results for a 0.5 mm part thickness also prove that the
In-GMTC leads to a large improvement in the melt flow length for the thin wall injection
molding product—an increased melt flow length from 36.9% to 100% (fully filled) was
observed when the mold plate was maintained at approximately a common temperature.
The filling ability of PA6/GF30% for other part thicknesses was compared, as shown in
Figure 15. In general, these results show that the In-GMTC method has a positive influence
on the flow ability of PA6/30%GF, which was verified with flow with part thicknesses of
0.1–0.5 mm.

Table 3. The experimental results of an internal gas-assisted mold temperature control (In-GMTC) for the melt flow length
of polyamide 6 reinforced with 30 wt.% glass fiber (PA6/GF30%).

Heating Results. Part Thickness

Hot Gas Temperature (◦C)

Without
Heating 200 250 300 350 400

Melt flow length
(mm)

(percent filling)

0.5 mm 17
(36.9%)

30
(65.2%)

34.8
(75.6%)

41.5
(90.2%)

46
(100%)

46
(100%)

0.4 mm 13.8
(30.0%)

25.2
(54.8%)

28.3
(61.5%)

31.3
(68.0%)

36.4
(79.1%)

39.2
(85.2%)

0.3 mm 11.8
(25.7%)

23.5
(51.1%)

24.6
(53.5%)

26.5
(57.6%)

31.2
(67.8%)

35.5
(77.2%)

0.2 mm 10.5
(22.8%)

15.6
(33.9%)

19.8
(43.0%)

22.6
(49.1%)

25.9
(56.3%)

29.5
(64.1%)

0.1 mm 2.8
(6.1%)

5.9
(12.8%)

9.0
(19.6%)

14.2
(30.9%)

15.7
(34.1%)

18.6
(40.4%)
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4. Conclusions

In this study, an internal gas-assisted mold temperature control (In-GMTC) under
different flow thicknesses (t) (0.5, 1.0, 1.5, and 2.0 mm) and a gas temperature that varied
from 200 to 400 ◦C was applied to achieve rapid mold surface temperature control. Then,
the In-GMTC was applied to verify the melt flow length of PA6/GF30% material in the
thin wall injection molding cycle. Based on the results, the following conclusions were
obtained:

• The influence of the insert thickness on the heating process was unclear. For a small
heating area, a thinner stamp provided a higher heating rate. The heating rate was
about 6.5 ◦C/s over 20 s. However, for the first 2 s, an extremely high heating rate was
observed—24.5 ◦C/s.

• In combination with the insert thickness, the gas temperature is an important parame-
ter, as it has a large impact on the heating rate, as well as the temperature difference
at the cavity surface. The temperature differences along the center line of the stamp
were 54.2, 79.1, and 85 ◦C with inlet temperatures of 200, 300, and 400 ◦C, respectively.
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• The results for the temperature distribution show that the highest temperature was
located at the top of stamp (sensor S1), which was closest to the hot gas gate, and the
temperature was lower at the bottom of the stamp. This kind of distribution is more
favorable than those of previous research on the internal GMTC, which often obtained
unbalanced temperatures between two sides of the cavity area.

• Using the ANSYS software with the CFX module, the heating process by In-GMTC
could be predicted with good accuracy. The comparison between the simulation and
experiment proved that because the heating method in this paper was used in the
private volume, the simulation and the experimental results show good agreement.

• The application of In-GMTC for the real molding cycle shows that the melt flow length
was clearly improved when the In-GMTC was used at the back of the mold insert,
which increased the melt flow length from 36.9% to 100% (fully filled) when the mold
plate was maintained at approximately a common temperature. The filling ability of
PA6/GF30% with other part thicknesses was explored, and the results show that the
In-GMTC method has a positive influence on the flow ability of PA6/GF30%, which
was verified for part thicknesses of 0.1–0.5 mm.
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Abstract: We formulate equations governing flows of suspensions of rod-like particles. Such suspen-
sions include linear polymer solutions, FD-virus, and worm-like micelles. To take into account the
particles that form and their rotation, we treat the suspension as a Cosserat continuum and apply
the theory of micropolar fluids. Anisotropy of suspensions is determined through the inclusion
of the microinertia tensor in the rheological constitutive equations. We check that the model is
consistent with the basic principles of thermodynamics. In addition to anisotropy, the theory also
captures gradient banding instability, coexistence of isotropic and nematic phases, sustained temporal
oscillations of macroscopic viscosity, shear thinning and hysteresis. For the flow between two planes,
we also establish that the total flow rate depends not only on the pressure gradient, but on the history
of its variation as well.

Keywords: suspension; rodlike particles; rheology; micropolar fluids; anisotropy; hysteresis

1. Introduction

There is a class of complex fluids which can be considered as suspensions of rod-like
particles. Examples include linear polymer solutions, worm-like micelles, FD-virus, liquid
crystals, etc. Such a class enjoys interesting properties like anisotropy [1], gradient and
vorticity banding [2–4], shear banding instabilities [5], transition between isotropic and
nematic phases [6], and cluster formation [7,8].

Here, we formulate a new mathematical model which is good for concentrated sus-
pensions and show that it predicts anisotropy and some other properties of suspensions
of rod-like particles. To this end, we study Poiseuille-like shear flows. The practice of
pumping oil in pipelines shows that the total oil flux can depend not only on the pressure
gradient, but on the history of pumping as well [9]. We establish that the developed model
captures such an effect and show its relationship with the hysteresis phenomenon.

Studies of rodlike particles flow in fluids go back to Jeffrey’s work on interactions of a
floating isolated ellipsoid with unbounded linear shear fluid flow [10]. It turns out that
such a particle periodically rotates in Jeffrey’s orbits, which depend on the geometry of the
particle and its initial orientation. Jeffery’s approach was developed further in a number of
kinematic models [11,12], which include equations both for particle mass centre and for the
direction vector with the help of a third rank shape tensor. Available experiments [13,14]
confirmed applicability of the generalized Jeffery equations. Such an approach formed
basis for extensions accounting for rod–rod interactions [15,16] and for the prediction fibre
alignment distributions in moulded parts [17]. Equations proposed in [18] also allow for
governing particles motion in a simplified situation where the rod orientation is restricted
to the plane spanned by the direction of shear and the direction of gravity.

In a number of studies, the search for the rheology of suspensions of rodlike particles
is reduced to establishing the relationship between stress and rate of strain in shear flows.
In [19], starting from experiments with FD-viruses, it was studied how viscosity depends
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on concentration, shear rate and ionic strength. An expression for viscosity was derived
in [20] with the use of friction coefficients parallel and perpendicular to the rod axis. We
refer the reader to detailed description of viscosity representation formulas to [1,19,21]; the
viscosity dependence on shear rate is also discussed there.

Our approach is different. We use methods of mechanics of continua by applying
conservation laws only and not involving the concept of particle direction. To take into
account particle rotation and form, we apply the theory of micropolar fluids, which allows
for particle microinertia [22]. According to this theory, which is a part of rational mechanics,
any infinitesimal volume contains sufficiently many particles. This is why such an approach
is applicable for suspensions with a high concentration of particles. As is proved within the
micropolar fluid theory in [23], it is due to particle rotation that the Segre–Silberberg effect
occurs. Such an effect is known as a tubular pinch phenomenon, stating that particles tend
to migrate towards a concentric annular region for the laminar flow of neutrally buoyant
dilute suspension of rigid spheres through a circular tube [24]. There is one more effect
caused by particle rotation and rotational diffusion. This is the separation of particles when
flowing between two concentric rotating cylinders [25].

The micropolar fluid theory allows for intrinsic rotations and micro-inertia thanks
to the concept of the Cosserat continuum where each material point is treated as a rigid
body [26]. We formulate anisotropic constitutive law by including the micro-inertia tensor
into stress/rate of strain relationships. Such an idea of anisotropy was first formulated
in [27]. In a great number of papers, rotation of the particles is neglected and the anisotropy
is taken into account by using the differences of normal stresses [28].

In the micro-polar fluid theory allowing for internal spins, stress tensor loses symmetry,
couple stress appears, and the angular momentum equation should be included into
conservation laws. Formulation of rheological constitutive laws in the present paper
involves introduction of new viscosities both relative to the Cauchy stress tensor and to the
couple stress tensor. Skew-symmetric and anisotropic viscosities are introduced in addition
to the common shear viscosity, which we call here symmetric viscosity. While there are
experiments [29] and theories [25] to determine the skew-symmetric viscosity, the question
of measuring the anisotropic viscosity remains open. We cannot quantitatively confirm
our equations by three-dimensional experiments, since the calculations were carried out
on the basis of one-dimensional flows. However, we prove that it is precisely due to the
anisotropic viscosity that these equations capture such effects as hysteresis, shear gradient
banding instability and phase transition.

The flow of short polymer chains in the channels can be regarded as an example of
the applicability of the method outlined in this work. The flow of such polymers between
graphite surfaces is studied in [30] by the molecular dynamic simulation technique. It
is established there that the polymer chains exhibit preferential alignment of oligomers
parallel to the surfaces with increasing shear rate. Though in the present paper it is assumed
that rods lie in the plane orthogonal to the bounding planes, we predict like in [30] that the
apparent viscosity shows an oscillatory behaviour and its variation versus the shear rate
corresponds to the shear thinning phenomenon. We perform calculations of the simple
flow depending on one variable only; nevertheless, we capture appearance and instability
of the nematic phase. More complicated phase transition was addressed in [31] for colloidal
suspensions in water; the nucleation of a kagom lattice from solution was detected.

The goal of Section 2 is to remind foundations of the micropolar fluid theory and
formulate conservation and constitutive laws obeying the basic principles of thermodynamics.
In Section 3, we derive equations for one-dimensional Poiseuille-like shear flows. Finally, in
Section 4, we perform calculations explaining different phenomena. In addition to anisotropy,
the calculations predict gradient banding instability, phase transition between isotropic and
nematic phases, sustained temporal oscillations of macroscopic viscosity, shear thinning and
hysteresis. For the flow between two planes, we also establish that the total flow rate depends
not only on the pressure gradient, but on the history of its variation as well.
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2. Anisotropic Micropolar Fluids

We remind basic notions of the micro-polar fluid theory. Given a material point
labelled by the Lagrangian coordinate-vector ξ, the position vector x(t, ξ) at the time
instant t in the three dimensional Euclidean space jointly with orthogonal director-vectors
di(t, ξ), i = 1, 2, 3, are assigned to such a point to treat it as a rigid body. Orientation of di
is controlled by an orthogonal tensor Q(t, ξ):

di(t, ξ) = Q(t, ξ)di(0, ξ), Q∗Q = QQ∗ = I.

Here, I is the identity matrix with the elements δi
j, Q∗ is the adjoint matrix, (Q∗)ij = Qji.

The skew-symmetric tensor Ω(t, x) = QtQ∗ defines the particle’s rotation with the angular
velocity

ω(t, x) = ei × (Ωei)/2 = ε : Ω/2, (Ωa)i = Ωijaj ∀ a ∈ R3,

where {ei}3
1 is an orthonormal basis in R3 and ε is the Levi–Civita third order tensor,

ε(a, b, c) = a · (b× c), ei × ej = εsijes, εsij = ε(es, ei, ej), (ε : Ω)i = εijkΩjk.

Given the velocity field v(t, x) = xt(t, ξ), we introduce the rate of strain tensors [22].

B = ∇v−Ω, A = ∇ω,

where (∇v)ij = ∂vi/∂xj. Observe that both B and A are objective relative to the change of
frame of references.

Let ρ, s, T and N stand for the mass density, the specific internal spin, the Cauchy
stress tensor and the angular moment tensor, respectively. We introduce the material
derivative ρ̇ (or dρ/dt) related to the velocity field v as follows

ρ̇ =
∂ρ

∂t
+ vi

∂ρ

∂xi
or ρ̇ =

∂ρ

∂t
+ (v · ∇)ρ. (1)

Conservation laws of mass, momentum and angular momentum are given by the equations

ρ̇ + ρdiv v = 0, (2)

ρ v̇ = div T + ρ f, (3)

ρ ṡ = div N − ε : T + ρ l, (4)

where f is the mass force density, l is the mechanical couple density, and

(div T)i = ∂Tij/∂xj.

Observe that the stress tensor T is not symmetric. Given an orthonormal basis {ei}3
1,

the vector
t = ei × (T · ei) = ε : T

does not depend on the choice of the basis and it is a stress symmetry defect measure in
the sense that the equality t = 0 implies T∗ = T and vice versa. By the definition of t, we
have the formula

t ·ω = T : Ω. (5)

The internal specific spin is defined by the formula s = Jω, where the symmetric
inertia tensor J[cm2] obeys the identity [22]

J̇ −ΩJ + JΩ = 0. (6)
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Before proceeding to constitutive laws, we address the thermodynamics issue. Given a
specific internal energy e, the total energy E = e+ v · v/2+ s ·ω/2 satisfies the equation [32]

ρ Ė = div (T∗v + N∗ω− q) + ρ f · v + ρ l ·ω, (7)

where q is the heat flux obeying the Fourier law q = − κ∇θ, with κ standing for the heat
conductivity. Generally, internal energy e depends on ρ, η and J, e = e(ρ, η, J), where η is
the specific entropy. It is common knowledge that absolute temperature and pressure are
defined by the derivatives θ = ∂e/∂η, p = ρ2∂e/∂ρ respectively [33]. We calculate that

ė = eρρ̇ + eη η̇ +∇Je : J̇, where ∇Je : J̇ =

(
J̇ij

∂

∂Jij

)
e.

From the rheological point of view, the internal energy e(ρ, η, J) should be an isotropic
function of J. Hence, ∇Je is also an isotropic function of J; it implies that [34]

∇Je = α0 I + α1 J + α2 J2, (8)

where the scalar functions αi depend on invariants of J. Now, it follows from (6) and (8)
that ∇Je : J̇ = 0.

We use Equation (6) to calculate that

d
dt
(s ·ω) = ṡ ·ω + s · ω̇ = 2ṡ ·ω.

Hence,

ρĖ =
p
ρ

ρ̇ + ρθη̇ + ρv̇ · v + ρṡ ·ω = −pdiv v + ρv̇ · v + ρṡ ·ω. (9)

Multiplying Equations (3) and (4) by v and ω, respectively, we arrive at the
energetic equality

ρ v · v̇ + ρ ω · ṡ = div(T∗v + N∗ω)− T : B− N : A + ρ f · v + ρ l ·ω (10)

With S standing for the viscous part of the stress tensor T, we write the representation
formula T =−pI + S. Hence, T : B = −pdiv v+ S : B, where T : B = TijBij. Now, it
follows from (7), (9) and (10) that the entropy equation

ρη̇ + div
(q

θ

)
=

R
θ

, (11)

holds, with the function

R = S : B + N : A +
κ|∇θ|2

θ

standing for the entropy production. The second law of the thermodynamics R ≥ 0 can be
formulated as

S : B + N : A ≥ 0. (12)

In what follows, we use the notations

Bs =
B + B∗

2
, Ba =

B− B∗

2

for the symmetric and skew-symmetric parts of B. We formulate anisotropic constitutive
laws as follows:

S = 2µsBs + 2µaBa + 2µanσ2 JB, N =
2ν

σ2 A + 2νan AJ, (13)
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where µs, µa, µan, ν, νan[g/(cm · s)] are the viscosities and σ[cm−1] is the specific particles
surface area. The first rheological equation in (13) suggests that the contributions of the
symmetric part Bs and skew-symmetric part Ba of the rate of strain tensor B into local stress
state are different. The fact that both S and N depend on J implies anisotropy. Such an
approach was first formulated in [22]. Observe that the objectivity of the S and N results
form the objectivity of B, A and J [22].

Due to the symmetry of J, one can verify that

JB : B =
3

∑
1

λj|B∗ej|2,

where ej and λj are the eigenvectors and the eigenvalues of J. Observe that λj ≥ 0 provided
each suspension particle enjoys an axis of rotational symmetry. For such suspensions, we
find that

S : B = 2µsBs : Bs + 2µaBa : Ba + 2µanσ2
3

∑
1

λj|B∗ej|2 ≥ 0.

Similarly, one can verify that

AJ : J = ∑ λj|Aej|2.

Thus, the constitutive laws (13) satisfy the thermodynamic restriction (12), provided
the suspension particles are axially symmetric.

3. Poiseuille Flows

We consider one-dimensional flows along the horizontal x-axis in the vertical layer
|y| < H between two parallel planes under the prescribed pressure gradient∇p = (px, 0, 0),
px(t) < 0, Figure 1a. In this case, v2 = v3 = 0, v1 = v(y, t). We assume that the suspension
particles are the rods of the same size; they lie in the plane z = 0 and rotate around the
z-axis. Hence, ω = (0, 0, ω).

x

y

x
z

y

(a) (b)

Figure 1. (a) Schema of particle’s position in one-dimensional flows. (b) The cylinder approximation
of the rod-like particle.

Let us describe the micro-inertia tensor J. First, we consider a cylinder V0 stretched
along the y-axis with the height h and the radius r, Figure 1b. By definition, the inertia
tensor J(V0) of V0 is given by the formula

J(V0) =
∫

V0

|ζ|2 · I − ξ ⊗ ξ dξ or Jij(V0) =
∫

V0

|ξk|2δij − ξiξ j dξ,
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where I is the identity matrix and a⊗ b stands for the tensor product of two vectors a and
b, (a⊗ b)ij = aibj. Calculations reveal that

J(V0) =




r2/4 + h2/3 0 0
0 r2/2 0
0 0 r2/4 + h2/3


.

In the limit as r → 0, we obtain the inertia tensor of the rod particle stretched along
the y-axis:

J0 = lim
r→0

J(V0) = j0




1 0 0
0 0 0
0 0 1


. j0 = h2/3.

Let J(V) be the inertia tensor of the cylinder V, which is produced by rotation of V0
around the z-axis by the angle ϕ counted from the axis y counter-clockwise, see Figure 1a.
By definition of the spin s, we find that

s = J(V) ·ω =
∫

V

x× (ω× x) dx = Qϕ J0Q∗ϕ ·ω,

where Qϕ is the orthogonal matrix such that

Ω = Q̇ϕQ∗ϕ, Ω · h = ω× h ∀ h, (Q∗)ij = Qji, (14)

Qϕ =




cos ϕ − sin ϕ 0
sin ϕ cos ϕ 0

0 0 1


, Ω =




0 −ω 0
ω 0 0
0 0 0


, (15)

with “dot” standing for the material derivative (1) related to the velocity vector v. Thus,
J(V) = Qϕ J(V0)Q∗ϕ. In the limit as r → 0, we obtain the inertia tensor J(ϕ) of the rod
particle with the position angle ϕ:

J(ϕ) = Qϕ J0Q∗ϕ = j0




cos2 ϕ sin ϕ cos ϕ 0
sin ϕ cos ϕ sin2 ϕ 0

0 0 1


,

∂ϕ

∂t
= ϕt = ω. (16)

Given an initial distribution of particle’s angles ϕ0(y), we denote the initial micro-
inertia tensor by J0(y) = J(ϕ0(y)):

J|t=0 = J0. (17)

For the described one-dimensional flows, the material derivative J̇ reduces to the time
derivative Jt. With the use of Equation (15), (6) can be written as follows:

∂

∂t
J11 = −2ω J12,

∂

∂t
J12 = ω(J11 − J22),

∂

∂t
J22 = 2ω J12, (18)

and Jij = 0 otherwise. Observe that

∂Jij

∂t
=

∂Jij

∂ϕ

∂ϕ

∂t
= J′ijω, J′ij =

∂Jij

∂ϕ
.

Hence, the system (18) is equivalent to

J′11 = −2J12, J′12 = J11 − J22, J′22 = 2J12, Jij|ϕ=ϕ0 = J0. (19)

One can verify that the matrix J in (16) solves the system (19).
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We calculate the rate of strain tensors and find that

B =




0 vy + ω 0
−ω 0 0

0 0 0


, B∗ =




0 −ω 0
vy + ω 0 0

0 0 0


, (20)

Bs =




0 vy/2 0
vy/2 0 0

0 0 0


, Ba =




0 vy/2 + ω 0
−vy/2−ω 0 0

0 0 0


,

j−1
0 JB =



−ω cos ϕ sin ϕ cos2 ϕ(vy + ω) 0
−ω sin2 ϕ cos ϕ sin ϕ(vy + ω) 0

0 0 0


,

A =




0 0 0
0 0 0
0 ωy 0


, j−1

0 AJ =




0 0 0
0 0 0

ωy cos ϕ sin ϕ ωy sin2 ϕ 0


, (21)

Let us denote

ε1 =
µa

µs
, ε20 =

µan j0σ2

µs
, ε30 =

νan j0σ2

ν
, B0 = Bs + ε1Ba + ε20 JB.

Calculations reveal that matrix B0 is equal to




−ε20ω cos ϕ sin ϕ
vy(1+ε1+2ε20 cos2 ϕ)

2 + ω(ε1 + ε20 cos2 ϕ) 0
vy(1−ε1)

2 −ω(ε1 + ε20 sin2 ϕ) ε20 cos ϕ sin ϕ(vy + ω) 0
0 0 0


.

We consider incompressible fluids with the assumption ρ = const. For one-dimensional
flows, the incompressibility condition div v = 0 is satisfied automatically. Other conserva-
tion laws (3) and (4) become

ϕt = ω, ρvt = −px +
∂S12

∂y
, ρj0ωt =

∂N32

∂y
+ S21 − S12. (22)

For one-dimensional flows, the constitutive laws (13) reduce to

Sij = 2µsB0
ij, N32 = 2

ν

σ2 A32 + 2νan(AJ)32. (23)

Observe that

S21 − S12 = 2µs(B0
21 − B0

12), B0
21 − B0

12 = −vy(ε1 + ε20 cos2 ϕ)−ω(2ε1 + ε20).

We formulate boundary conditions at |y| = H as follows:

v = 0, ω =
α

2
∇× v, 0 ≤ α ≤ 1. (24)

The first condition in (24) states that velocity obeys the no-slip condition. The second
condition in (24) has the meaning that the micro-rotation ω depends linearly on the macro-
rotation ∇× v/2 [25].

Let V and T stand for the velocity and time reference values. We denote Ω = V/H
and choose T = 1/Ω. We introduce dimensionless variables as follows:

S′ =
1

2µsΩ
S, N′ =

Hσ2

2νΩ
N, B′0 =

B0

Ω
, Re =

H2ρΩ
µs

,

329



Polymers 2021, 13, 3679

y′ =
y
H

, v′ =
v
V

, t′ =
t
T

, ω′ =
ω

Ω
, Π =

|px|H2

2Vµs
, γ =

ν

H2µsσ2 .

In new variables, Equation (22) become

ϕt′ = ω′,
Re
2

v′t′ = Π +
∂S′12
∂y′

,
Rej0
2H2 ω′t′ = γ

∂N′32
∂y

+ S′21 − S′12. (25)

In what follows, we consider quasi-steady slow flows. Neglecting terms with small
Reynolds numbers in (25), we arrive at the equations

ϕt′ = ω′, 0 = Π +
∂S′12
∂y′

, (26)

0 = γ
∂

∂y′
[
ω′y′(1 + ε30 sin2 ϕ)

]
− [v′y′(ε1 + ε20 cos2 ϕ) + ω′(2ε1 + ε20)], (27)

where

S′12 =
v′y′(1 + ε1 + 2ε20 cos2 ϕ)

2
+ ω′(ε1 + ε20 cos2 ϕ).

Because of the symmetry conditions

v′(−y′, t′) = v′(y′, t′), ω′(−y′, t′) = −ω′(y′, t′), ϕ(−y′, t′) = ϕ(y′, t′)

we consider flows only in the upper half-layer 0 < y′ < 1. In such a case the initial and
boundary conditions take the form

ϕ|t′=0 = ϕ0(y′), v′(1) = 0, v′y′(0) = 0, ω′(1) = −0.5αv′y′(1), ω′(0) = 0. (28)

To perform numerical solution, one should fix the dimensionless parameters
Π, ε1, ε20, ε30, γ, α.

4. Results of Calculations

Here, we address the system (26)–(28) by applying the Wolfram Mathematica solver.
It is well known in many complex fluids that a shear banding effect occurs when

applied shear stress is above some critical value [4,35,36]. Such a phenomenon is char-
acterized by coexisting bands of different shear rates and /or viscosities. Depending on
the directional alignment of the banded structure, there are two types of shear banding
for suspensions of rod-like particles: gradient banding and vorticity banding [2–4]. In
the case of gradient banding, the flow separates into bands of different shear rates along
the gradient direction. With reference to the coordinate system of Figure 1a, x is the flow
direction along the velocity vector v = (v, 0, 0), y is the gradient direction along which the
flow has non-zero derivative ∂v/∂y. The z-axis is the vorticity direction along the non-zero
macro-vorticity vector ∇× v.

The system (26)–(28) cannot be applied for description of the vorticity banding since
the corresponding one-dimensional flow does not depend on the z-variable. However, cal-
culations reveal that the system (26)–(28) can really capture the gradient banding. Figure 2
depicts appearance of gradient banding when shear stress increases; calculations are
performed at t = 10 for

ε1 = 1, ε20 = 2, ε30 = 2, γ = 1.3, α = 0.3, ϕ0 = 0. (29)

Intervals where ϕ(y) = const or ω(y) = const correspond to the nematic phase. The
profiles of the intrinsic angular velocity ω at Figures 2b and 3 imply appearance and
instability of the nematic phase. Figure 4b depicts the phase transition from the isotropic
phase to the nematic phase.
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(a) (b)

Figure 2. From top to bottom, profiles of the dimensionless velocity v(y) and dimensionless micro-
spin ω(y) on the upper half-layer 0 < y < 1 at dimensionless time t = 10 for dimensionless pressure
gradient (a) Π = 0.85 and (b) Π = 2.85. Gradient banding development is observed at high pressure
gradients (b).

(a) (b)

Figure 3. Gradient banding instability with respect to time. From top to bottom, dimensionless
velocity v(y) and dimensionless micro-spin ω(y) profiles at Π = 2.85 for different dimensionless
times t = 15 (a) and t = 25 (b). Values of other parameters are as in the data list (29).

(a) (b)

Figure 4. Gradient banding instability with respect to initial particles orientation. From top to bottom,
profiles of dimensionless velocity v(y) and dimensionless micro-spin ω(y) at Π = 2.85 and at t = 15 for
initial ϕ0(y) = 0 (a) and ϕ0(y) = 4y + 9y2 (b). Values of other parameters are as in the data list (29).

Figure 3 shows gradient banding instability with respect to time. A treatment of time
dependent phenomena for worm-like micelles can be found in [5].

It turns out that the gradient banding is also unstable with respect to initial particles
orientation. When passing from spatially homogeneous initial orientation of particles
ϕ0(y) = 0 to a spatially heterogeneous orientation (like ϕ0(y) = 4y+ 9y2), the gradient
banding effect becomes more pronounced, see Figure 4.

Many shear banding systems display oscillations or irregular fluctuations. Example
systems include worm-like micelles [37]. Within the developed anisotropic model, one
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can observe a chaotic behaviour of the shear velocity even at a constant applied pressure
gradient, see Figure 5. Basically, it is due to anisotropic viscosities in the rheological
constitutive laws (13).

(a) (b)

Figure 5. Time variation of the velocity in the middle of the channel at a constant pressure gradient
in dimensionless variables (a) for homogeneous transversal initial particles orientation and (b) for
non-homogeneous initial particles orientation along the channel.

Next, we consider questions motivated by oil transportation through pipelines. To
optimize pumping, additives are used that change the microstructure of oil. As a result, it
is discovered that friction factor can depend not only on oil discharge, but on its prehistory
as well [38]. It turns out that the smallest friction losses are achieved by decreasing rather
than increasing the flow rate to a predetermined level [9]. Let us show that the developed
mathematical model in Section 1 captures such an a effect.

First, we establish that the system (26)–(28) does not provide one-to-one correspon-
dence between the pressure gradient Π and the total fluid flux Q = 2

∫ 1
0 v dy. Given a

time-dependent pressure gradient Π(t), one can calculate the corresponding total flux Q(t).
Let us consider the parametric line

Π = Π0(1 + sin πt), Q = Q(t), 0 < t < 1, (30)

which corresponds to the curve Ô, P, L on the (Π, Q)-plane, Figure 6. The lower part
Ô, A, P of this curve corresponds to the time interval 0 < t < 1/2. Along this part, both
Q and Π grow, Π0 < Π < 2Π0. The top part P̂, B, L of the curve corresponds to the time
interval 1/2 < t < 1. Along this part, both Q and Π decrease.

For typical viscous fluids like a power law fluid, there is a one-to-one correspon-
dence between Π and Q; as a consequence, the lines Ô, P, L and P̂, B, L coincide. It is not
the case for the anisotropic fluid considered here. Given Π∗ satisfying the inequalities
Π0 < Π∗ < 2Π0, how can one determine a corresponding flux Q? It follows from Figure 6
that there are two values QA and QB corresponding to Π∗. Indeed, let us consider the
intersection of the vertical line Π = Π∗ with the curve Ô, P, L. On this way we arrive at the
points A and B:

A = (Π∗, QA), B = (Π∗, QB).

Clearly, there are tA and tB such that

0 < tA < 1/2 < tB < 1, Π(tA) = Π(tB) = Π∗, QA < QB, Qi = Q(ti),

with i = A, B.
Let us choose the points C = (ΠC, QC) and D = (ΠD, QD) in such a way that

ΠC < Π∗ < ΠD.
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When the value of Π goes from the low value ΠC to Π∗, the value of Q changes from QC to

QA = lim
Π↗Π∗

Q(Π).

When the value of Π goes from the upper value ΠD to Π∗, the value of Q changes
from QD to

QB = lim
Π↘Π∗

Q(Π).

Thus, total flux depends not only on pressure gradient, but on the evolution history of
pressure gradient as well.

2.5 3.0 3.5 4.0 4.5

2.5

3.0

3.5

4.0

4.5

P

Q

O

P

A

B

C

R

NM

S

D

L

Figure 6. On the (Π, Q)-plane, the hysteresis loop corresponding to process (30) for rather small
ε20, ε30, with Π0 = 2.3.

Similarly, we consider determination of Π starting from values of Q. Again, one
should know a prehistory of Q. Indeed, let us consider a total flux Q∗, which is between
Q|t=0 and Q|t=1/2. Let us consider the intersection of the horizontal line Q = Q∗ with the
hysteresis loop Ô, P, L. In this way, we arrive at the points N and M:

N = (ΠN , Q∗), M = (ΠM, Q∗).

Clearly, there are tN and tM such that

0 < tN < 1/2 < tM < 1, Q(tN) = Q(tM) = Q∗, ΠM < ΠN , Πi = Π(ti),

with i = N, M. Let us choose points R = (ΠR, QR) and S = (ΠS, QS) in such a way that
QR < Q∗ < QS.

If Q goes from the lower value QR to Q∗ then Π changes from ΠR to

ΠN = lim
Q↗Q∗

Π(Q).

If Q goes from the upper value QS to Q∗ then Π changes from ΠS to

ΠM = lim
Q↘Q∗

Π(Q).
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Thus, pressure gradient depends not only on total flux, but on the prehistory evolution
of total flux as well.

As far as the oil pipelines are concerned, the designed oil flux can be obtained in two
ways: by switching from a fast or slow flux. By the developed anisotropic model, the
pressure drop to ensure the designed oil flux is less in the first case.

Now, we consider friction losses which play an important role in oil pumping through
pipelines. Returning to dimension variables, we remind that the mean velocity U and the
friction factor λ are defined as follows:

U =
1

2H

H∫

−H

v(y) dy, |px| =
λ

2H
ρU2

2
.

In dimensionless variables, we have

U′ =
∫ 1

0
v′(y)dy =

Q
2

, Λ ≡ Re · λ
8

=
Π

U′2
,

where Λ is the reduced friction factor.
To analyse flows on the plane (U′, Λ), we omit the prime indexes. Calculations reveal

that, starting from the pressure gradient law

Π(t) = Π0(1 + sin πt),

the curve

U = U(t), Λ(t) =
Π(t)
U2(t)

, 0 < t < 1,

becomes as is shown in Figure 7. The top part of this curve corresponds to the time interval
0 < t < 1/2. Along this part, both U and Π grow, Π0 < Π < 2Π0, whereas Λ decreases.
The lower part of the curve corresponds to the time interval 1/2 < t < 1. Along this part,
both U and Π decrease, whereas Λ grows. How can one calculate the friction factor Λ
corresponding to a designed mean velocity U∗? The answer depends on the history; one
can attain U∗ by increasing U or by decreasing U. Given U∗ lying between Umin = U|t=0
and Umax = U|t=1/2, we choose t1 and t2 in such a away that

0 < t1 < 1/2 < t2 < 1, U(t1) = U(t2) = U∗.

With Λi standing for Λ(ti), one can conclude from Figure 7 that Λ1 > Λ2 despite the
fact that both Λ1 and Λ2 correspond to the same U∗. Thus,

Λ1 = lim
U↗U∗

Λ(U) = Λ|U∗− > Λ|U∗+ = lim
U↘U∗

Λ(U) = Λ2.

Returning to the issue of oil transportation, one can attain the productive regime in
two ways by switching from a faster or from a slower flux. After switching to a productive
regime, the developed friction loss is less in the first case. Such a conclusion agrees with
known in situ data [9].

Consider the stress response to a change in velocity gradient. It follows from the
dimensional steady-state Equation (22) that the shear stress S12 is given by the formula

S12 = pxy, τ̃ ≡ −S12
∣∣
y=H = −px H,

where τ̃ is the stress at the upper plane y = H. Let us calculate the curve τ̃ = τ̃(γ̇1) where
γ̇1 = −vy

∣∣
y=H . Observe that γ̇1 does not stay for the the shear rate in the micropolar fluid

theory. We pass to the dimensionless variables

τ =
τ̃

2µsΩ
= Π, γ̇ = −v′y′

∣∣∣
y′=1

, γ̇1 = Ωγ̇.
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Performing calculation of the parametric curve

Π = Π0(1 + sin πt), γ̇ = γ̇(t), 0 < t < 1, (31)

we arrive at the hysteresis loop τ = τ(γ̇), which is shown in Figure 8. Thus, there is no
one-to-one correspondence between velocity gradient and shear stress in shear flows. Such
an effect has been seen in worm-like micelle solutions [39].

Figure 7. Hysteresis loop on the (U, Λ) plane, where U is the mean velocity and Λ is the friction
factor. The data are the same as in Figure 2.

Figure 8. Hysteresis of the rheological stress–strain curve Π = Π(γ̇).

Let us introduce the apparent viscosity ηa = τ̃/γ̇1. Figure 9 depicts how its dimen-
sionless replica η = τ/γ̇ varies with time for the case Π = const. Sustained temporal
oscillations of macroscopic viscosity are observed in [40] for the rod-like suspension.

Figure 9. Apparent viscosity versus time. The case Π = Π0 = const.
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As far as the function η = η(γ̇) is concerned, the shear thinning nature of suspensions
of rod-like particles is clearly depicted on Figure 10 in agreement with observations in [1].

Figure 10. Apparent viscosity η versus velocity gradient γ̇ for the case Π = Π0 = const.

5. Discussion

We address rheology of suspensions of rodlike particles. To take into account both
particle–fluid and particle–particle interactions, we treat the suspension as a Cosserat
continuum and apply the micropolar fluid theory approach. Assuming that local stress
depends on the rods directions, we include the micro-inertia tensor into constitutive laws as
an independent variable jointly with the rate of strain tensors. The micropolar fluid theory
allows for particle’s rotation obeying the angular momentum conservation law. The Cauchy
stress tensor loses symmetry and the couple stress tensor is of importance. This is why
one should formulate two stress-rate of strain rheological equations for the stress tensor
and the couple stress tensor. Unlike a Newtonian fluid, a micropolar fluid is characterized
by two rates of strain tensors, through which the linear velocity gradient and the angular
velocity gradient are expressed. The impact of variation of rate of strains and the micro-
inertia onto the local stress state in the rheological equations is manifested through the
viscosities. This is why, in addition to the usual shear viscosity, we also introduce skew-
symmetric and anisotropic viscosities. The derived governing equations are proved to be
consistent with basic principles of thermodynamics. By performing calculations of simple
one-dimensional pressure driven flows between two parallel planes, we establish that the
skew-symmetric and the anisotropic viscosities underlie a number of important properties,
which include gradient banding instability, coexistence of isotropic and nematic phases,
sustained temporal oscillations of macroscopic viscosity, shear thinning and hysteresis.
Keeping in mind data for oil transport in pipelines, we also establish that the total flow
rate depends not only on the pressure gradient, but on the history of its variation as well.
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Abstract: The continuous development of plasticizing conveying methods and devices has been
carried out to meet the needs of the polymer processing industry. As compared to the conventional
shear-flow-dominated plasticizing and conveying techniques, a new method for processing polymers
based on elongational flow was proposed. This new method and the related devices such as vane
extruders, eccentric rotor extruders and so on, exhibited multiple advantages including shorter
processing time, higher mixing effectiveness, improved product performance and better adaptability
to various material systems. The development of new techniques in the field of polymer material
processing has opened up a broad space for the development of new plastic products, improved
product performance and reduced processing costs. In this review, recent advances concerning the
processing techniques based on elongational flow are summarized, and the broad applications in
polymer processing as well as some future opportunities and challenges in this vibrant area are
elucidated in detail.

Keywords: polymer processing; elongational flow; vane extruder; eccentric rotor extruder; numeri-
cal simulation

1. Introduction

During the past few decades, the advancements in plasticizing and conveying meth-
ods and the related devices for polymers and polymer composites have been widely
demonstrated to provide substantial property enhancements [1–5]. To date, the most
commonly applied polymer plasticizing and conveying systems are based on screws, such
as single-screw extruders (SSE), twin-screw extruders (TSE), and so on.

In general, all of these processes involve the following functional zones: (a) a solid
conveying section, (b) a melting and melt conveying section, and (c) a metering section [1,2].
In the solids conveying zone of the extruder, the solid feeds are compacted within the screw
channel by the rotation of the screw to form a solid plug. The conveying mechanism is
based on shear flow where the solid materials are transported by frictional drag, which is
dependent on the intrinsic material properties (e.g., heat conductivity) and on the friction
between the materials and the screw/barrel [2,6]. Thus, a long thermo-mechanical history
is needed for solid conveying completion, which entails long processing time and high
energy consumption.

Shear flows have been proven to be less energy-efficient towards both dispersive
and distributive mixing when compared to elongational flows [6–9]. Much effort has
been devoted to developing plasticizing and conveying devices that impart elongation-
dominated flows, such as the introduction of extensional mixing elements (EME) into
the conventional single-screw [10,11] and twin-screw extruders [12,13]. The novel non-
screw devices known as vane extruders (VE) are comprised of several vane plasticizing
and conveying units [14], and the later-developed eccentric rotor extruders (ERE) are
dominated by a continuous elongational flow field [15,16].

Polymers 2021, 13, 1792. https://doi.org/10.3390/polym13111792 https://www.mdpi.com/journal/polymers339
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In this review, we provide a brief review covering the latest advancements in plasticiz-
ing and conveying methods and the related devices based on elongation-dominated flows
as well as their applications in polymer processing including single polymer/polymer
blends, polymer–inorganic composites, and fiber-reinforced polymer composites. Fur-
thermore, we also highlight some typical examples of practical applications in processing
special polymer composites. Lastly, we elucidate some challenges and potential solutions
in this vibrant field. We expect that this review and upcoming efforts in this field will
provide useful guidelines for developing highly efficient processing of polymer materials
based on elongational flows.

2. Plasticizing and Conveying Devices, Mechanism, and Simulations

The plasticizing and conveying process of polymers and their composites, can gener-
ally be divided into shear-flow-dominated flow fields and elongational-flow-dominated
flow fields. In order to further elaborate the differences between shear-flow-dominated
flow field and elongational-flow-dominated flow field, simplified two-plate and three-plate
models are presented in the schematic diagrams shown in Figure 1.
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Figure 1. Schematic diagrams of (a) shear flow field and (b) elongational flow field. Reproduced under the CC BY-NC-ND
license from [17].

Figure 1a exhibits a simplified two-plate model for conventional screw-based plasti-
cizing and conveying devices dominated by a shear flow field, in which the screw and the
barrel are simplified as two parallel plates (a moving plate for screws and a static plate for
the barrel) and the relative movement of the two plates was simplified as the flow field
pattern. Enforced by the drag effect of the moving plate, the materials mainly underwent
the process of shear deformation. The major component of the velocity gradient, which
occupies the dominant position, is the shear flow. Figure 1b shows the simplified 3-plate
model for the elongational flow dominated process. In the plasticizing and conveying
process, the volume of materials undergoes repeated (or periodic) change owing to the
synchronized movement of the moving plate and the sliding plate, endowing a dominant
elongational flow. Although the specific structure of the devices differs, researchers have
successfully incorporated the elongational flow elements by setting single or multiple
convergence-divergence channels in the systems [6,10–16].

This section will present recent simulations and theoretical advancements regarding
various means to incorporate elongational flow in the plasticizing and conveying process.

2.1. The Extentional Mixing Element in Conventional Screw Extruders

As for the introduction of the extensional mixing element (EME) into the conventional
SSE and TSE systems, Carson et al. [18] designed the flow channels of the EME in a con-
ventional TSE system, as shown in Figure 2a, to incorporate a specific extension flow on a
material through the concentric converging-diverging channels. Simulations of the EME
using ANSYS-Polyflow demonstrated that the outlet flow of each diverging channel from
the EME unit possessed a linear increase in velocity with much stronger stress components
in the flow direction than the shear components (Figure 2b), showing the desired elonga-
tional characteristics. Pandey et al. [6] extended the EME concept to SSE systems to fully
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exploit the good conveying property and enhance the poor mixing capability of SSE. A
similar flow domain is established upon finite-element (FE) modeling optimization where
biaxial EME showed higher elongation ratio, which was also experimentally validated in
various polymer composite systems.
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Figure 2. (a) Structure of the extensional mixing element (EME) and flow direction in two EMEs in
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2.2. The Vane Extruders

The basic structures of VEs, which were invented by Qu [19], as shown in Figure 3,
include several plasticizing and conveying zones comprised of a cylinder-shaped hollow
barrel as the stator, a columned eccentric rotor, and multiple vanes installed on the rotor.
When the rotor starts rotating, the space between the vanes and the stator is restricted,
subsequently the periodical volume increase and decrease forces the materials through a
compaction-mill-discharge process with a short thermo-mechanical history.

Qu and co-workers [20] established a mathematical model regarding the power con-
sumption and pressure building in the solid compaction zone (zone 1 in Figure 3) based
on the stress distribution. They found that with increased eccentricity of the vane, the
pressure of the compressed solid increased, resulting in an increased total power consump-
tion. According to their study, the major power dissipation is heat transfer and its solid
compressing and heating efficiency is better than that of a conventional screw extruder
with the same setting parameters. The solid conveying in the solid compaction zone (zone
1) [21] and solid conveying zone (zone 2) [14], as shown in Figure 3, were also theoretically
studied and experimentally validated. It was found that the transferred power, despite the
general power dissipation in the system (dynamic friction, pressure increase etc.), increases
exponentially via the positive conveying, while a steady increase is observed in the static
friction dragging.
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Apart from pressure establishment and solid conveying, researchers also studied other
characteristics of the VE using modeling and simulations. Xie et al. [22] investigated the
energy consumption and mixing characteristics in the melt conveying zone (zone 3 in
Figure 3) using computational fluid dynamics, by varying the vane arrangements including
four uniformly/non-uniformly distributed vanes, and six uniformly distributed vanes, and
tuning the eccentricity of the rotor. It was found that the mixing performance of the VE
is proportional to the degree of eccentricity and best performance was exhibited with the
four uniformly distributed vanes setting.

Huang et al. [23] derived the velocity distribution and the mixing characteristics of
the solid conveying zone (zone 2 in Figure 3) and examined the velocity profiles of the
materials between each vane. It was revealed that the increasing power-law index led
to a decreased dimensionless velocity profile which resulted in more efficient material
dispersion and uniformity compared to traditional shear-dominated extrusion.

2.3. The Eccentric Rotor Extruders

Qu and co-workers [24] also developed an elongational-flow-dominated method and
devices based on volume pulsed deformation, namely the eccentric rotor extruder (ERE),
the basic structure of which is schematically illustrated in Figure 4. The rotation of the
spiral-shaped eccentric rotor forced the materials in the space between rotor and stator
through multiple converging-diverging zones periodically along both axial and radial
directions, hence endowing a plasticizing and conveying process with volume pulsed
deformation.
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Wen et al. [25] analyzed the flow field in the melt conveying section based on fluid
dynamics simulations. Varying technological parameters in the melt conveying section
such as rotor speed, radius, and eccentricity in the numerical simulation model, the energy
consumption and output efficiency of the ERE were studied. Verified by the demonstration
experiment, the simulation analysis revealed that the power of the rotor varied in the same
trend with the rotation angle and the production efficiency based on the output efficiency
and power consumption is more closely related to the eccentricity of the rotor rather than
the rotating speed.

Fan et al. [26] applied particle tracking in the numerical simulation of dispersive and
distributive mixing characteristics for the ERE and established a visualization of the mixing
process. In the aspect of parameter optimization, a rotation speed of 45 r/min enabled the
best mixing performance while increases in the radius and eccentricity of the ERE could
also result in improved mixing performance.

While Ultra-high molecular weight polyethylene (UHMWPE) has the same basic
molecular structure as that of ordinary polyethylene, its ultra-long molecular chain and
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exceptionally high entanglement density drastically enhance the interaction between
molecules, resulting in its unique properties such as high wear resistance, low friction
coefficient, high toughness, and biological inertia. Our group studied UHMWPE and its
composites under the elongational flow induced by the ERE, using FE simulations [27],
dissipative particle dynamics (DPD) simulations [28–30], and experimental validations [31].

We applied the FE simulations in a carbon nanotubes (CNTs)/UHMWPE composite
to investigate the effect of various elongational–shear coupled flow field on the deforma-
tion and stress response [27]. It was found that both pure elongational flow and shear
flow would significantly increase the risk of structural damage. And by tuning the elon-
gational/shear loading ratio (force loading only), a maximum Mises stress in the axial
direction and the maximal shear stress were found at 0.45 m and 0.61 m respectively
within the pressure ranges of 24–10 MPa and 0.9–0.3 MPa, below the yield strength of
the CNT/UHMWPE composite (~29.8 MPa). We further put the microscale structure and
interfacial performances of the CNT/UHMWPE system into consideration and employed
the DPD simulations to investigate the dispersion and orientation evolution of the CNTs
in UHMWPE matrix under various elongational–shear coupled rates [28]. We found that
increased elongational/shear loading ratio would result in improved orientation of the
CNTs and a more ordered morphology of the composite (as shown in Figure 5). Moreover,
this improvement is less dependent on the concentration of CNTs as the mean square dis-
placement of the CNTs in the matrix exhibited slight changes with increased concentrations
of CNTs from 3 to 10%.
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We also adopted the Souza-Martins method in DPD simulations in search for the
predicted flow behaviors of UHMWPE/polyamide 6 (UHMWPE/PA6) blends [29]. By
varying the parameters such as mass fractions of UHMWPE/PA6 and elongational/shear
coupled rate, it was found that the distribution features of the composite had a minor
dependence on the flow variations and mass fractions of the component, yet the orientation
behaviors were shifted from micelle-like structure to chain-like structures. The DPD
simulations performed in the UHMWPE/polypropylene (UHMWPE/PP) composite [30]
showed that the chain conformations differed according to different flow types. Random
coils of the polymer chains became collapsed configurations and perpendicular to the
flow direction under shear-dominated flows. But by imparting the elongation-dominated
coupled flow, the polymer chains appear to be parallel to the flow direction and formed a
uniform PP layer.

These findings in theoretical simulations could be of general importance for better
in-depth understanding of the mechanism of system evolution and correlations between
setting parameters and the properties of the products, and more importantly, can be utilized
for device-design optimizations and processing-parameter configurations.

3. Applications of Elongational Flow Dominated Plasticizing and Convey Devices

As mentioned in the above section, the elongation-dominated flow has been proved
effective to improve the production efficiency of the plasticizing and conveying process and
to enhance the products properties of polymers and their composites. Concurrently, much
effort has been devoted into the applications of the elongational flow dominated plasticizing
and conveying in plural polymer-based systems. The following section describes studies of
single polymer/polymer composites, polymer-inorganic composites, and fiber-reinforced
polymer composites processed by elongational flow dominated devices. Applications of
such devices in processing UHMWPE and its composites is highlighted and discussed.

3.1. Single Polymer/Polymer Composites

Free volume between the polymer chains allows a limited mobility of polymer chains
under shear flow field or extensional deformation force. Significant improvement in the
orientations and crystalline properties of the polymers and the dispersive/distributive
uniformity of the polymer blends after the plasticizing and conveying processes, would
result in better overall performances of the products.

Qu et al. [32] studied the melting behavior of high-density polyethylene (HDPE) under
controlled variations of eccentricity and rotating speed. By studying the carcass of HDPE
removed from different zones in the VE, it was observed that the HDPE pellets underwent
different melting mechanisms in different zones of the VE, as demonstrated in Figure 6. In
the first few vane units, the HDPE feed was compacted and conveyed under the positive
deformation force instead of the friction-induced dragging force in the screw extruders
and heated via friction energy dissipation and plastic energy dissipation. With ongoing
conveying process, plastic energy dissipation and viscous energy dissipation took place
as heat sources, resulting in a deformation mixing-melting with significantly improved
processing efficiency. The total length of 6 vane units to reach melt-completion could be
as short as 140 mm. Yin et al. [33] also used HDPE to study the impact of the rotation
speed and die pressure on the output of VEs, as compared to that of a conventional SSEs.
The output of the VE exhibited a linear positive correlation to the rotation speed and
independence from the die pressure.
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Liu et al. [34] used low density polyethylene (LDPE) to disclose the melting mechanism
in elongational flow induced by vane extruders. The melting of LDPE with varied operation
parameters (temperature of the heat unit and rotation speed) was examined dynamically
by cooling and disassembling the VE units. Unlike the screw-based extruders, after the
melt film is formed between the compacted LDPE pellets and the stator in VE, the melts
were removed constantly and migrated through voids of LDPE pellets, thus accelerating
the heat transfer and dramatically shortening the melting process.

Recently, Wu et al. [35] investigated the melting and crystalline behaviors of recycled
poly(ethylene terephthalate) (PET) and comparative analysis was made between ERE and
conventional TSE. The molar mass of TSE-processed PET samples decreased significantly
more than that of ERE-processed samples, due to longer residence time and much stronger
shear component in the flow field, and the laminar thickness of the primary crystallization
for ERE-processed PET samples is higher than that for virgin PET samples. As a result, the
tensile strength of ERE-processed samples (63.8–66.8 MPa) was slightly improved compared
to virgin PET (59.3 MPa), and almost twice that of TSE-processed PET (25.8–31.2 MPa).

The research mentioned above demonstrated the superiority of the elongational flow
dominated plasticizing and convey devices over conventional screw-based extruders, in
both product performance enhancement and processing efficiency for single polymer.

Polymer blends, the mixtures of different polymers with various properties, is a very
effective way to tailor the properties and performances of the polymeric materials. Apart
from the intrinsic properties of the selected polymer pairs, the performance of the polymer
blends is also determined by the final microstructures [36,37]. However, most of the poly-
mer pairs were immiscible and would lead to unsatisfactory phase transformation such as
co-continuous structure. It is well known that the processing methods and the related de-
vices have significant influence on the phase transformation of the processed materials and
play important roles in the manipulation the microstructures of final products [35,38,39].
Wu et al. [40] extruded immiscible linear low-density polyethylene (LLDPE)/polystyrene
(PS) blends using the VE. By analyzing the phase transformation in the recovery mode, a
325.861% genuine elongational ratio was found, and the morphology development during
recovery further indicated that the imposition of the elongational flow field successfully
improved the distribution uniformity of the dispersive phase.

He et al. [41] prepared the LLDPE/PET blends using both TSE and ERE and compared
the mechanical properties and morphology of different samples. It was revealed that the
application of the continuous elongational flow results in better distribution of PET in
LLDPE matrix with a certain compatibilizer, exhibiting 226% and 394% improvements in
impact strength and elongation at break, respectively. More recently, they successfully
improved the properties of metallocene polyethylene (m-PE)/PET blends using ERE [42].
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Improvements in both particle/particle size distribution of PET in m-PE matrix were found
as compared with the shear flow dominated process in TSE. This research should enlighten
new ways of PET modification and applications for recycled PET.

Poly-L-lactic acid (PLA) as a biodegradable and biocompatible polymer, has attracted
intensive attentions of researchers. Simple and effective methods to improve the crys-
tallization of the PLA matrix for further mechanical-strength enhancements were pro-
posed [43–46].

Elastomeric ethylene-butyl acrylate-glycidyl methacrylate terpolymer (EBA-GMA)
was blended with PLA under elongational flow by Fang et al. [43]. The epoxy groups
in EBA-GMA are reactive with the end-OH in PLA during the melt blending process
and the cross-linking PLA/EBA–GMA interface thus formed contributed to the impact
strength enhancement. Meanwhile, the elongational flow field induced the formation of
more stable crystal of PLA. Owing to the synergy of the aforementioned mechanisms,
the impact strength of the PLA/EBA–GMA blends showed a drastic improvement from
~2.58 kJ m−2 to ~55 kJ m−2. He et al. studied the reinforcement of PLA from ERE-processed
in-situ formed oriented thermoplastic poly(ether)urethane (TPU) nanofibers [44]. As
demonstrated in Figure 7, the extended TPU chain bundles in the converging channel
worked as nucleating sites, enabling significant improvement in the crystallization of the
PLA and the PLA–TPU interfacial adhesion. With an optimized TPU content of 25 wt%,
an impact strength of 73.5 kJ m−2 was achieved. Further study demonstrated that the
interfacial relaxation through the plastic deformation of PLA/TPU matrix endowed a better
absorption and dissipation of fracture energy after an annealing process [45]. Thus, reaching
a balanced toughness of 90.3 kJ m−2 and a stiffness of ~2.15 GPa. Zhang et al. [46] prepared
the composite of polycaprolactone (PCL) and PLA using ERE. Under the elongational flow,
PLA/PCL composite showed explicit in-situ fiberization and improved compatibility of
both components. Optimized composites with a PLA content of 80% reached the highest
elongation at break of 476.7%, while the thermal stability was increased by 5.4 ◦C compared
to the neat PLA.

The improved compatibility between PLA and in-situ fiberized components due to
both the increased contacted area [47,48] and the on-fiber nucleating effect [44,45]. And
the synergetic enhancement induced by the elongational flow dominated plasticizing and
conveying process might be further expanded in other polymer composites.

Most recently, on the basis of ERE, the novel twin-eccentric rotor extruder (TERE) was
developed [49], and Zhang et al. [50] used TERE to study the mechanism of orientation and
dispersion evolution in polyvinylidene fluoride (PVDF) and PLA blends. The melt formed
certain “sea-island” regions and an interpenetrating network under repeated breakup
and coalescence as demonstrated in Figure 8, and the effective dielectric properties of
PLA/PVDF were achieved by varying PVDF ratio.
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As mentioned, UHMWPE exhibited extremely high melt viscosity and near-zero
melt mobility in the plasticizing and conveying process, putting the conventional shear-
flow-dominated processing techniques in a dilemma. Researchers [31,51,52] explored
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the applications of elongational-flow-dominated plasticizing and conveying devices in
UHMWPE processing and significant advancements were made.

Zhang et al. [51] for the first time successfully plasticized and extruded the UHMWPE
without additives using the ERE. They found that the elongational volume deformation
enforced a continuous change of the volume of UHMWPE, leading to a better exposure of
the unmelted “core” to the heat source, and dramatically enhancing the heating and mass
transfer efficiency. Our group [31] performed further comparative analysis of UHMWPE
processed under elongational flow and shear flow. We found that the rotation of UHMWPE
nascent powder was restrained under the intensive extensional volume deformation,
which led to the increased entanglement in the final defect-free products. The shorter
residence time of UHMWPE in the extruder also enabled a well preserved molecular
weight of the UHWMPE extrudant compared to the UHMWPE nascent powders. Recently,
Huang et al. [52] prepared the PE/UHMWPE composite using ERE with a view towards
high-voltage applications. The study showed that the PE/UHMWPE formed a shish-
kebab multilevel structure, as schematically illustrated in Figure 9, and more intensive
elongational flow would lead to more aligned polymer chains in this structure. Compared
with conventional cross-linked PE, the PE/UHMWPE showed a higher dielectric constant
and a higher dielectric breakdown voltage.
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Based on the studies mentioned above, it is evident that elongational flow dominated
processing techniques could not only improve the production efficiency but also bring
enhanced properties and expanded applications of polymer/polymer composites.

3.2. Polymer-Inorganic Composites

In recent decades, polymer-inorganic nanocomposite materials have been widely
reported with substantial enhancements in both chemical and mechanical properties. How-
ever, aggregation of nanoparticles has been one of the major issues that hinders exploiting
the full potential of polymer-inorganic nanocomposites. To date, researchers have ap-
plied elongational volume deformation enforced by the elongational flow dominated
plasticizing and conveying devices in plural polymer-inorganic composites with various
nanofillers, such as montmorillonite (MMT) [53,54], organically modified montmorillonite
(OMMT) [16,55–57], titanium dioxide (TiO2) [54,58], calcium salt [59,60], and carbon nan-
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otubes (CNT) [54,61], realizing high dispersion effectiveness or even in-situ exfoliation of
reaggregated nanofillers.

Wu et al. [53] prepared the PP/PS/MMT blends using ERE. With the addition of MMT
nanofillers, the size of the PS dispersive phase was reduced, and compatibility of PP/PS
improved. The synergy of extensional deformation and interfacial interaction enabled the
MMT nanoparticles to exfoliate during processing. They further studied the in-situ exfolia-
tion phenomenon in the poly-L-lactide (PLLA)/OMMT composite [16]. As demonstrated
in Figure 10a, after premixing, the aggregated OMMT nanoparticles were first dispersed
by repeated converging-diverging channels in ERE, then a double-side exfoliation of the
OMMT nanoparticles took place under the perpendicular tensile stress and diffusion of
PLLA chains, as shown in Figure 10b. This double-side exfoliation mechanism has also
proven to be more effective than conventional layer-by-layer exfoliation mechanism in
shear flow dominated processing devices in other polymer/OMMT composites. In ERE
processed PLA/PBS/OMMT composites, Tan et al. [55] described the mechanism of the in-
tercalation and exfoliation under elongation flow more intuitively with a simplified model,
proving that this elongational flow induced dispersion and exfoliation mechanism could
be applied in processing ternary polymer-inorganic composites. More research regarding
the poly-L-lactide/poly ethylene glycol)/organomodified montmorillonite nanocompos-
ites (PLLA/PEG/OMMT) were carried out by Wu et al. [15,56]. It was revealed that the
increase in interlayer spacing of OMMT nanofiller under elongational flow significantly
increased the nucleation density and nucleation rate in the composites, providing improved
thermal stability. Zhang et al. [57] prepared the PP/OMMT composites using both ERE
and TSE, and the comparative investigation showed that even at a high OMMT loading,
nano-tactoids of clay were formed instead of intensive reaggregation proving that the
double-sided exfoliation process induced by elongation flow is more effective.
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It is widely recognized that nanofiller could accelerate the crystallization of polymers
during processing, due to increased nucleating sites. Zhang et al. [58] studied PLA/TiO2
composites under elongational flow induced by VE. They found that instead of the rotation
of aggregated particles in steady shear flow, the nanoparticles were separated and dispersed
under repeated volume deformation through the converging channels in VE, leading to
improved thermal stability, increased toughness and UV resistance. Jia et al. [59] compared
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the VE-extruded and SSE-extruded LDPE/nanoprecipitated calcium carbonate (NPCC)
composites. VE-extruded samples presented better dispersion and distribution of nano-
CaCO3 particles, leading to a 30% increase in elongation at break (from 810% to 840%)
compared to SSE-extruded counterparts. Chen et al. [60] prepared a ternary blend of
PLA/PBS and calcium sulfate whiskers (PLA/PBS/CSW) using VE. The well-distributed
CSW improved the poor compatibility of PLA and PBS, and the finely dispersed and
distributed PLA droplets in the PBS matrix induced by the elongational flow in VE resulted
in improvements in the thermal resistance for PBS.

Owing to the high aspect ratio and low compatibility with polymer blends, CNTs
and multiwalled carbon nanotubes (MWCNTs) were easily aggregated during the process-
ing in polymer blends, hindering the property improvement of such composites. Meng
et al. [61] prepared the polypropylene/poly(ethylene-co-octene)/MWCNT composites
(PP/POE/MWCNT) utilizing the ERE-induced elongational flow. The well-dispersed
MWCNTs in the polymer matrix promoted significant improvements in heterogeneous
nucleation, resulting in better tensile strength, flexibility and thermal stability of the ERE-
extruded samples as compared to TSE-extruded samples.

Lin et al. [62] prepared the UHMWPE/OMMT composites using ERE and investigated
the thermal-mechanical properties. In contrast to other polymer/OMMT composites, most
of the nanoplates were well exfoliated and intercalated in the UHMWPE matrix under
ERE-induced elongational flow, even at a high OMMT content. This might be due to the
ultra-long chains and ultra-high entanglement density of UHMWPE, which increased the
mean spacing distance, as simulated in previous theoretical work [27]. With a 1 wt% OMMT
addition, the UHMWPE/OMMT composites exhibited an increase in impact strength from
127.3 kJ m−2 to 155.2 kJ m−2 as compared to neat UHMWPE.

As proven by the aforementioned studies in this section, the elongational flow domi-
nated processing techniques could improve the dispersion and distribution of nanofillers as
well as the crystallization and consequent performances of the targeted polymer/polymer
blends in the polymer-inorganic composites.

3.3. Fiber-Reinforced Polymer Composites

Fiber-reinforced polymer composites possess many advantages such as light weight,
recyclability and corrosion resistance [63,64]. However, the conventional shear flow domi-
nated extrusion devices face some troubling issues, such as the attrition of fibers caused
by the friction with the heated barrel, the poor orientation and distribution of fibers in
the shear flow field, and limited fiber–polymer compatibility. In the search of solutions to
these problems, researchers employed the elongational dominated flow in fiber-reinforced
polymer composites processing.

Wu et al. [65] fabricated the sisal fiber (SF)/PP composites under elongational flow
field induced by VE. It was found that the simple addition of maleic anhydride-grafted
polypropylene as a compatilizer would result in good performance of the SF/PP composites
without the need for complex fiber treatment as in conventional extrusion methods [64,66].
Most recently, Wu et al. [17] and Guo et al. [67] investigated the glass fiber (GF) reinforced
PA6 and PA66 composites using a novel TERE, as shown in Figure 11a. They found that the
shear flow field formed in the conventional plastic molding devices such as SSE and TSE,
can break up the agglomerates by applying excessive shearing intensity, but the subsequent
low retention of the average fiber length, would lead to performance degradation. In
contrast, under elongational flow field, induced by TERE, the fibers were well-dispersed
and evenly distributed in polymer matrix, as demonstrated in Figure 11b. The average
fiber lengths in TERE-extruded GF/PA6 and GF/PA66 composites were 2.7 and 3.2 times
that of TSE-extruded samples. The increased fiber length retention resulted in substantial
increase in impact strength, flexural strength, and tensile strength as well.
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These studies demonstrated the distinct advantages of elongational flow dominated
processing over conventional shear flow dominated techniques in providing good disper-
sion and length retention of fibers in fiber-reinforced polymer composites. It is expected
to be a simple and feasible way to process expanded fiber-reinforced polymer composites
such as carbon fibers, modification-free natural fiber composites and so on.

4. Conclusions and Prospects

For over half a century, researchers have realized the superiority of elongational flow
field in polymer plasticizing and conveying process over shear flow field. Limited by
the device design, the shear flow dominated plasticizing and conveying methods and
related devices were still the dominant processing techniques for polymer and polymer
composites. With the emerging theoretical studies and equipment designs in elongational
flow dominated plasticizing and conveying technologies, as we summarized and discussed
in this review, many of the critical issues in conventional screw-based extrusion devices
such as long thermal-mechanical history, high energy consumption, and dependence on
material properties have been solved with the application of EME replacements, vane
extruders and eccentric rotor extruders. These methods and related devices also showed
great potential to solve more specific problems like the dispersion and distribution of the
polymer components, reaggregation of nanofiller and retention of fiber length.

Despite the great advancements that have been made in this vibrant field, numerous
issues of the currently reported methods and devices still remain to be solved. First, as
in EME-modified screw-extruders, repeated insertion of the EME would lead to severe
pressure loss, thus the elongational flow dominated sections can’t totally replace the screw-
based sections. Second, as in the vane extruder, the stiffness of the vanes becomes the
limiting factor in applications in extreme conditions, and dead ends in the flow channel,
though much smaller than TSE, still need structural optimization. Third, as for the eccentric
rotor extruder, with increasing eccentricity and rotation speed, the power consumption also
increased. The search for the balance between power consumption, throughput of the prod-
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ucts, and products’ overall performance is still to be resolved. Last, future developments in
the visualization of the plasticizing/conveying process and in-situ characterization tech-
niques would help us further understand the intrinsic mechanisms and offer more efficient
optimization of the processes. We believe that with these issues solved and upcoming
developments in this field, the elongational flow dominated processing technologies will
contribute more to the sustainable development of polymer processing industries.
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Wiesław Frącz *, Grzegorz Janowski and Łukasz Bąk
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Abstract: This study assessed the impact of alkali treatment of hemp and flax fibers on mechan-
ical properties (determined by means of the uniaxial tensile test, impact tensile strength test and
hardness test), processing properties (the course of the extrusion and injection process) and usable
properties (shrinkage of molded pieces, degree of water absorption) of biocomposites on the base of
poly (3-hydroxybutyric-co-3-hydroxyvaleric acid) (PHBV) biopolymer. For this purpose, 1 mm of
length flax and hemp fibers was surface-modified by means of aqueous solution of NaOH (sodium
hydroxide) with concentrations of 2%, 5% and 10%. The composites were made using the extrusion
technology. The test specimens were produced by injection molding technology. In total, eight types
of biocomposites with modified and non-modified fibers were produced, and each biocomposite
contained the same filler content (15 wt.%). Their properties were compared in some cases with pure
PHBV polymer. In the case of biocomposites filled with hemp fibers, it was noted that an increase
of the alkalizing solution concentration improved most of the tested properties of the obtained
biocomposites. On the other hand, in the case of flax fibers, there was a significant decrease in most
of the mechanical properties tested for the composite containing fibers etched by 10% NaOH solution.
The obtained results were verified by examining fibers and the destroyed specimens with a scanning
electron microscope (SEM) and an optical microscope, which confirmed, especially, the significant
geometry changes of the flax fibers etched by 10% NaOH solution. This procedure also resulted in
a significant change of processing properties—a composite of this fiber type required about 20 ◦C
lower temperature during the extrusion and injection molding process in order to obtain the right
product. These results lead to the important conclusion that for each filler of the plant-origin and
polymer matrix, the fiber alkalization method should be selected individually in order to improve
the specific properties of biocomposites.

Keywords: poly (3-hydroxybutyric-co-3-hydroxyvaleric acid) (PHBV); flax; hemp; short fibers;
injection molding; extrusion; properties

1. Introduction

The main components of plant-origin fibers are cellulose, hemicellulose and lignin.
Cellulose is synthesized in plants, trees and grasses and even in some varieties of algae,
fungi and bacteria. The most common and abundantly available cellulose is contained
in cotton (about 90% cellulose content) [1,2]. The proportion of cellulose in plants may
vary depending on the species and age of the plant. Cellulose is a hydrophilic biopolymer
consisting of a linear chain of glucose molecules linked by β-1.4-glycosidic bonds that
contain hydroxyl groups. These groups form intermolecular and intramolecular hydrogen
bonds with the macromolecule itself as well as with other cellulose macromolecules or
polar molecules. Fibers of plant origin are hydrophilic. Although the chemical structure of
cellulose from different natural fibers is the same, the degree of polymerization is different.
The mechanical properties of the fibers largely depend on the degree of polymerization
of the cellulose. In plants, cellulose has two different unit cells: I and II. In an alkaline
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environment, cellulose I is converted to II. Form II is more thermodynamically stable, which
provides higher thermal resistance and strength [2]. Hemicellulose is a heterogeneous
biopolymer of a group of polysaccharides and their derivatives, linked by β-glycosidic
bonds to form branched chains. In contrast to alkaline-soluble cellulose, hemicellulose is
less resistant to dilute acids [3]. Lignin fills the spaces between the polysaccharide fibers,
binding them together. The presence of these component fibers causes a stiffening of the cell
walls to protect against chemical and physical damage. Lignin is a polymer with monomers
derived from phenolic alcohols. The presence of this compound in the fibers reduces the
penetration of water into the cells and stiffens the material [4]. It should be noted that
individual components of plant-origin fibers degrade in various temperature ranges. Above
200 ◦C, hemicellulose degrades, and above 300 ◦C, cellulose degrades. Lignin is the most
thermally resistant—it degrades above 350 ◦C. Obviously, the mechanical properties of the
fibers decrease with the degradation of successive compounds that build plant fiber [5].

Hydroxyl groups (OH) in cellulose, hemicellulose and lignin build a large number
of hydrogen bonds inside the macromolecule and between macromolecules in the cell
wall of plant-origin fibers. The action of water on the plant fibers causes these bonds to
break. The hydroxyl groups then form new hydrogen bonds with the water molecules
that promote the swelling of the fiber. The swelling of the cell wall generates very strong
forces. The theoretical value of the pressure may be about 165 MPa [6], but the real swelling
pressure is half of the calculated value [7,8]. Cellulose fibers interact with water not only
on the surface but also in the entire volume. The structure of cellulosic materials consists of
crystalline and amorphous regions. Amorphous areas easily absorb chemical compounds
such as dyes and resins, and the presence of crystalline areas makes chemical penetration
difficult [9].

The possibility of water absorption by cellulose fibers depends on the following
aspects, among others [1,2]:

– Purity of cellulose: Raw cellulosic material, such as unwashed sisal fibers, absorbs at least
twice as much water as washed fibers due to a 24% pectin content.
– Degree of crystallinity: All the OH groups in the amorphous phase are accessible to
water, while only a small amount of water interacts with the surface OH groups of the
crystalline phase.

The main disadvantage of cellulose fibers is their highly polar nature, which makes
them incompatible with non-polar polymers. The poor resistance to water absorption
makes the use of natural fibers less attractive for applications involving external factors
such as rain, snow and hail [10].

The polymers have different affinity for the fiber due to the difference in their chemical
structure [11–14]. Effective filling of composites with plant fibers depends on moisture
content, fiber–matrix interfacial adhesion, cellulose content and the degree of crystallinity.
In order to increase the possibility of adhesion of the fibers to the polymer matrix, reduce
water absorption, increase the proportion of cellulose in the fiber and increase the degree
of crystallinity, different methods of fiber surface modification are used.

Cellulose fibers can be physically modified, e.g., by calendering, stretching, thermal
treatment, plasma treatment and corona discharge. In turn, chemical methods of modifi-
cation of fibers include silanization, alkalization, acetylation, graft copolymerization and
modification with enzymes [15,16]. One of the most popular methods of chemically modi-
fying the surface of fibers is alkalization, often referred to as mercerization. This method is
based on the action of a sodium hydroxide solution (at the appropriate concentration) on
the plant fiber.

The reaction of sodium hydroxide with cellulose is shown by the equation below:

Cellulose chain−OH + NaOH → Cellulose chain−O− + Na+ + H2O + other substances

Hydroxyl groups, which are polar in nature, are blocked by the action of sodium, and
water is released as a byproduct of the reaction. Moreover, the abovementioned chemical
treatment removes lignin, pectin, waxy substances and natural oils covering the outer
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surface of the fiber cell wall. This can increase the proportion of cellulose in the fiber and
the roughness of the cell wall surface. Additionally, alkalization enables the conversion
of type I cellulose to type II, which increases the thermodynamic resistance and strength
properties of cellulose and consequently of the entire plant fiber [16–19]. It is worth noting
that alkalization also shortens the cellulose chains [19].

The effect of surface modification, and in particular the alkalization of hemp and
flax fibers, has been the subject of many studies [20–27]. Ouajai and Shanks [20] found
that pectin and hemicellulose were removed during the alkalization from hemp fibers.
Mwaikambo et al. [21] conducted FTIR studies to confirm that hemicellulose was removed
by treatment with a base solution of cellulose fibers, including hemp fibers. In [22], the mer-
cerization of hemp fiber increased the tensile strength and bending strength of PP–hemp
fiber composites, which indicates an improvement in interfacial bonding after alkaline
treatment. The highest values of tensile and bending strength of PP composites reinforced
with hemp fibers were obtained with a 4% sodium base solution treatment. Meanwhile,
the tensile and bending strength of the composite filled with fibers treated with 6% NaOH
solution was lower than in the case of composites etched with 2% and 4% NaOH solutions.
The results of the work by Hu et al. [23] also indicate that the tensile strength and flexural
strength values are higher when the hemp fibers are alkalized. The authors also noted
that the alkaline treatment of the fibers effectively removed non-cellulose fractions, which
resulted in a 25.9% reduction in fiber weight and had a positive effect on the mechanical
properties by improving the fiber–matrix bonds. The surface morphology of the fiber was
significantly changed after the treatment by removing the non-cellulose layer on the fiber,
resulting in a higher surface roughness. In the work of Pickering [24], the alkalization of
hemp fibers improved their adhesion to polymer matrices. This was due to a change in
the fiber surface properties, removal of non-crystalline components such as hemicellulose,
lignin and pectin [25] and removal of waxes and fatty acids that may adversely affect
interfacial bonds. Van de Weyenberg and co-authors [26] investigated the influence of
some methods of physical modification of flax fibers on the properties of composites (fiber
volume content was 40%) with a polyethylene matrix. Li and co-authors [27] investigated
the properties of polyethylene-flax fiber biocomposites. The composites contained 10 wt.%
fiber contents and were processed by extrusion and injection molding. Five surface modifi-
cation methods were used: mercerization, silanization, potassium permanganate, acrylic
acid and soda chlorite treatment to improve the bond between the fibers and the matrix.
It was noticed that the tensile strength of the biocomposite increased after the flax fibers
were alkalized.

An important problem is the constantly increasing amount of plastic waste in Eu-
rope and all over the world. It should be mentioned that these materials are mostly of
petrochemical origin [28], are not biodegradable and are recycled with varying degrees of
success. Poly (3-hydroxybutyric-co-3-hydroxyvaleric acid) (PHBV) belonging to the group
of polyhydroxyalkanoates (PHAs) is a polymer of natural origin that is fully biodegradable.
Due to its high production costs, it is rarely used as an injection molded material and
therefore has little commercialization potential. One of the methods of reducing produc-
tion costs and improving the properties of the abovementioned biopolymer is the use of
plant-origin fibers as a filler in the PHBV matrix.

Quite a large number of studies conducted on PHBV composites with a matrix of
plant fibers concern the possibility of processing mainly by compression molding of thin
layers or films [29–32]. Some results have been obtained with composites manufactured on
a very small scale [33]. Both compression molding of thin composite sheets and processing
on mini extruders and mini injection molding machines are limited processes due to the
fact that they are difficult to relate to actual processing conditions. Composites with a
PHBV matrix filled with fibers of plant origin such as coconut [34–38], bamboo [39–46],
abaca [47,48], pineapple [32,49] and sisal [50–52] have been the subject of research.

There is a noticeable amount of information on the possibility of processing and
assessing the properties of PHBV composites with cellulose fibrous fillers such as flax,
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hemp and wood fiber—i.e., the most popular and available fibers in European countries.
In this regard, for example, in the work of Keller [53], a PHBV composite was produced—
hemp fiber by means of a co-rotating twin-screw extruder. Fibers with a length ranging
from 5 to 25 mm were tested. PHBV with the trade name Biopol D400 GN was used as
the polymer matrix. Due to the instability of filler introduction, manual dispensing of
entangled fibers not only resulted in non-uniform granules but also caused fiber stagnation
in the area of the die inlet, especially at higher fiber contents. In order to ensure stable work,
an attempt was made, inter alia, to spinning to obtain a greater degree of homogenization,
and the configuration of the screw zones was optimized to minimize damage to the fibers
during the mixing process. Shortening of the fibers and loss of rectilinear geometry were
noticed during the process. A composite with a volume fraction of fibers equal to 32%
was obtained. The produced granulate was injected into the mold with the geometry of
the samples intended for the uniaxial tensile test. The study also found that using hemp
fibers in the PHBV matrix did not improve the tensile strength, while it was found that the
maximum elongation was reduced compared to pure PHBV.

The work of Barkoul and co-authors [54] focused on the assessment of the properties
of PHBV–flax fiber composites with variable flax fiber content. The tests were performed
for samples produced by injection molding and compression molding. The polymer matrix
was PHB with the trade name Biopol. Poly (3-hydroxyvaleric acid) was added to the PHB in
an amount of 8 and 12% by weight. The length of the linen fibers used was approximately
10 mm, and the fibers arranged in the form of a mat 25 mm. The volume fraction of fibers
in the polymer matrix was changed and amounted to: 0%, 20%, 30% and 40%. The mat
saturated with biopolymer was pressed. The polymer matrix and the fibers were mixed
using a rotary rheometer to prepare the injection molding granulate. The mixture was then
granulated and injected into a mold. The mechanical properties of the obtained composites
with the mass fraction of filler from 10% to 30% were compared. Similar values of Young’s
modulus were noted for samples produced by the two methods. Slightly higher values of
the elasticity modulus were obtained for injection molded samples (approximately 6 GPa at
30% by volume of the filler). In the case of the tensile strength and the maximum elongation
of the samples, similar results were obtained for both methods. In the case of the Izod
impact toughness test, significantly higher impact toughness values were obtained for
pressed samples.

On the other hand, when analyzing the studies on the possibility of using short hemp,
flax fibers in the PHBV matrix, little information was noticed regarding the production,
processing and evaluation of the properties of this type of composites. The fibers used in
the abovementioned works were usually characterized by quite a long length, with a very
large statistical dispersion. This could be the reason for determining random properties of
the obtained composites. In addition, fibers that were too long in relation to the diameter of
the extruder screw and injection molding machine underwent mechanical degradation, as
a result of which the said fiber length spread could be even greater. Moreover, there is no
information on the modification of the surface of the fibers in order to improve the adhesion
of the fiber to the matrix. The large and variable ratio of the fiber size to the size of the pure
PHBV granulate also resulted in a very low degree of homogenization of the composites.
Therefore, it was important to consider the possibility of using short fibers in the PHBV
matrix, e.g., with a length of 1 mm and a very small length spread, and the matrix in the
form of a powder. This would probably make it possible to obtain composites with a higher
degree of homogenization. It should be mentioned that some of the works did not use
conventional devices for the preparation of pellets, i.e., an extruder; hence, the observations
and obtained results regarding the obtaining of composite pellets may not reflect possible
phenomena and problems on an industrial scale. Based on the literature review on the
composition and surface modification of plant fibers, it was noticed that the use of an
appropriate method of fiber etching affects the properties of the obtained biocomposites.
Therefore, research was undertaken on the influence of the surface treatment of flax and
hemp fibers on the properties of the obtained PHBV matrix biocomposites.
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2. Materials and Methods
2.1. Materials

The PHBV powder Enmat Y1000 trade name of Helian Polymers (Belfeld, The Nether-
lands) trade name was used as the polymer matrix. The molar proportion of HV in the
biopolymer was 8%, the density of the biopolymer 1250 kg/m3 and the softening point
ranged from 165 to 175 ◦C.

Hemp and flax fibers (delivered by EKOTEX company (Kowalowice, Poland)) with a
length of approximately 1 mm and an average length-to-diameter ratio (L/d) of approxi-
mately 10 were used as the filler in the polymer matrix.

The produced biocomposites contained flax or hemp fibers with a 15% mass fraction.
For the surface modification of the fibers, an aqueous sodium hydroxide solution with
concentrations of 2%, 5% and 10% was used.

2.2. Sample Preparation

The surface of the fibers was modified with sodium hydroxide solution for various
concentrations, i.e., 2%, 5% and 10% NaOH. The selection of the percentage concentration
was established based on the literature [55–60]. Mercerization was carried out for 1 h in
a rotor device, whereby the fibers were constantly mixed with the solution. During the
alkalization, the temperature of the mixture increased. Then, the fibers were washed with
water until they were neutral, filtered off with a centrifuge and dried at 90 ◦C. As a result
of the surface modification carried out, the fibers tended to form larger clusters (Figure 1a),
which is an undesirable effect that could negatively affect the proper homogenization of
the fiber–PHBV mixture. All clusters of fibers were screened on a sieve (the mesh size was
1.5 mm), thanks to which a more uniform distribution of filler size used in the PHBV was
obtained (Figure 1b).

Figure 1. Hemp fibers alkalized with 10% NaOH solution: (a) before sieving, (b) after sieving.

Eight types of PHBV matrix biocomposites with the following markings were pro-
duced in the extrusion process:

K0—containing hemp fibers not surface-modified;
K2—containing hemp fibers surface-modified with 2% NaOH solution;
K5—containing hemp fibers surface-modified with 5% NaOH solution;
K10—containing hemp fibers surface-modified with 10% NaOH solution;
L0—containing flax fibers not surface-modified;
L2—containing flax fibers surface-modified with 2% NaOH solution;
L5—containing flax fibers surface-modified with 5% NaOH solution;
L10—containing flax fibers surface-modified with 10% NaOH solution.
The biocomposites were extruded using a ZAMAK REA-2P12A twin-screw extruder

produced by ZAMAK Mercator company (Skawina, Poland) at constant temperature
values on individual heating zones of the extruder in the range from 145 (zone 1) to 160 ◦C
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(head) (Figure 2). The list of set temperatures is presented in Table 1. Only in the case of
biocomposite with flax fibers alkalized with 10% NaOH solution was it required to lower
the temperatures by approximately 20 ◦C in all heating zones due to the very low viscosity
of the extrudate obtained. At given default temperatures (such as during extrusion of other
biocomposites), the extrudate was characterized by a very low viscosity, from which it
was difficult to obtain extrudates of the correct length. Moreover, the extrusion process
of this composite was unstable—jumps of the pressure value at the extruder head by
approximately 30% were noticed.

Figure 2. Areas on the individual heating zones of the twin screw extruder for K0 biocomposite
extrusion.

Table 1. The temperatures set on the individual heating zones of the twin screw extruder.

Type of Biocomposite Head Zones 3–7 Zone 2 Zone 1 Charge

K0, K2, K5, K10, L0, L2, L5 160 ◦C 160 ◦C 155 ◦C 145 ◦C 50 ◦C
L10 140 ◦C 140 ◦C 135 ◦C 125 ◦C 50 ◦C

Extrusion of all biocomposites was carried out with constant screw rotational speed of
50 rpm. Extrusion was carried out using an extrudate granulating station equipped with a
cooling bath and a granulator. It should be noted that both the polymer matrix and the
plant fibers were earlier dried for 3 h at a temperature of 90 ◦C before the extrusion process.
The obtained granules were used for the production of specimens for testing mechanical
properties by means of injection molding technology.

A DrBoy 55E injection molding maschine, produced by BOY Mashines Inc.
(Exton, PA, USA) equipped with a Priamus system for monitoring and controlling the
injection molding process was used for the manufacturing process of the samples.

An injection mold with inserts intended for uniaxial tensile testing (in accordance
with PN-EN ISO 527-1) [61] was used in the tests. The “dog-bone” geometry samples
for all types of biocomposites and biopolymers were manufactured with the adjustable
parameters listed in Table 2. Only in the case of the biocomposite with flax fibers alkalized
with 10% NaOH solution were the lower temperatures by approximately 20 ◦C in all
heating zones of the injection molding machine required. At the set default temperatures,
the injected material was characterized by a very low viscosity, which made it difficult to
obtain a workpiece with the correct shape.
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Table 2. The processing parameters of samples for uniaxial tensile testing.

Parameter K0, K2, K5, K10, L0, L2, L5 L10

Mold temperature (◦C) 60 60

Melt temperature (◦C) 167 147

Cooling time (s) 25 25

Packing time (s) 25 25

Packing pressure (MPa) 30 30

Flow rate (cm3/s) 35 35

Mold temperature (◦C) 60 60

2.3. Methods

The Zwick Z030 testing machine was used to determine the strength properties of
the obtained composites. The uniaxial tensile test was carried out in accordance with
the EN ISO 527-1 standard for specimens with “dog-bone” geometry. Each series of
specimens consisted of seven pieces for subsequent statistical analysis. On the basis of the
obtained test results, the following were analyzed: Young’s modulus (E), tensile strength
(σM) and elongation at break (εM). The results were statistically processed, where the
arithmetic mean (AM), standard deviation (SD) and the coefficient of variation (CV) were
determined. The Brinell method was used in accordance with PN-EN ISO 2039-1 [62] in
two areas of samples intended for the uniaxial tensile test, i.e., in the measuring zone for
the uniaxial tensile test (zone A) and in the gripping part (zone B). For this purpose, a
Zwick 3106 hardness tester was used. Each series of samples consisted of seven pieces for
subsequent statistical analysis.

Tests of biocomposite samples in the impact tensile test were carried out too. The
impact tensile strength was determined in accordance with the EN ISO 8256 [63] standard.
A CEAST 9050 pendulum hammer produced by Instron Inc. Europe (Buckinghamshire,
UK) was used for this purpose. Sample geometry was modified according to the standard.
The notch was milled for entire sample packages. Each series of samples consisted of seven
pieces for subsequent statistical analysis.

The degree of water absorption of the produced samples was tested based on the EN
ISO 62 [64] standard. The molding shrinkage of the “dog-bone” geometry was tested on
the basis of the EN ISO 294-4 [65] standard.

The study of sample topography was carried out using a HITACHI S-3400 scanning
electron microscope (SEM) produced by Hitachi Inc. (Tokyo, Japan). In order to visually
assess the surface and geometry of the fibers and composites, a Nikon MM 800 workshop
microscope produced by Nikon Inc. (Tokyo, Japan), a Nikon LV-100D optical micro-
scope and a Alicona Infinite Focus 3D microscope produced by Alicona Imaging GmbH,
(Raaba/Graz, Austria) were used.

3. Results
3.1. Assessment of the Surface Microstructure of Composites

In order to assess the degree of etching of plant fibers, a scanning electron microscopy
study was carried out using a HITACHI S-3400 scanning electron microscope (SEM).

By analyzing the SEM photographs (Figure 3) of hemp fibers subjected to alkalization,
it can be observed that the surface of the fibers is more developed than before the modifi-
cation. Moreover, the fibers subjected to the mercerization process are characterized by a
slightly smaller diameter, while maintaining a rectilinear geometry.
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Figure 3. SEM photographs of hemp fibers: (a) unmodified, (b) exposed to 2% NAOH solution,
(c) exposed to 5% NAOH solution, (d) exposed to 10% NAOH solution.

By analyzing the SEM images of flax fibers (Figure 4), an increase in the degree of
surface development after treatment with NaOH solution can be observed. When treating
the fibers with a 5% solution and especially with 10%, the fibers lose their rectilinear
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geometry; they are twisted and form groups of interconnected “bundles”. For all images of
flax fibers after chemical modification, the diameter of the fibers is smaller.

Figure 4. SEM photographs of flax fibers: (a) unmodified, (b) alkalized by 2% NAOH solution,
(c) alkalized by 5% NAOH solution, (d) alkalized by 10% NAOH solution.
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3.2. The Fibers Shape Assessment of Factor Using Microscopic Examination

An analysis of the length and diameter of the fibers before and after surface modifi-
cation was performed. For this purpose, photos of fibers were taken (Figure 5) using the
Alicona Infinite Focus microscope. Then, after taking the photographs, about 100 fibers
from each set were measured, where the length (L) and diameter (d) of each fiber were
determined. The results were statistically analyzed (Table 3). The standard deviation
(SD) (in relation to length—SDL, diameter—SDd) and the coefficient of variation (CV) (in
relation to length—CVL, diameter—CVd) were determined.

Figure 5. Example photograph of cellulose fibers for which the length and diameter were measured.

Table 3. Average value of hemp and flax fiber length and diameter as well as the shape factor in
statistical analysis.

Type of Biocomposite L (mm) SDL CVL d (mm) SDd CVd L/d

L0 1.002 0.114 11.38 0.095 0.058 61.05 10.55

L2 0.994 0.113 11.37 0.090 0.055 61.11 11.04

L5 1.001 0.118 11.79 0.065 0.038 58.46 15.40

L10 0.998 0.121 12.12 0.047 0.029 61.70 21.23

K0 0.987 0.112 11.35 0.138 0.051 36.96 7.15

K2 1.003 0.102 10.17 0.134 0.050 37.31 7.49

K5 0.997 0.099 9.93 0.121 0.038 31.40 8.24

K10 0.991 0.095 9.59 0.113 0.042 37.17 8.77

When analyzing the results (Table 3) concerning the measurement of the length and
diameter of the fibers, it should be noted that the diameter of flax fibers after modification
using 10% NaOH solution was reduced by approximately 51%, which resulted in an
increase in the shape factor to a value of approximately 21. On the other hand, the hemp
fibers alkalized by 10% NaOH solution were characterized by a reduced diameter of
approximately 18%, which resulted in the obtained shape factor of approximately 9. In the
case of fiber length measurement, the degree of surface modification did not change the
length value.

3.3. The Pressure Change Profile Analysis in the Mold Cavity

By analyzing the pressure profiles in the mold cavity for biocomposites filled with
hemp fibers alkalized with various concentrations of NaOH solution (Figure 6), lower
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pressures in the mold cavity were obtained for the composite with fibers modified with
10% NaOH solution. In the case of pressure profiles for biocomposites filled with flax
fibers (Figure 7), therewas a problem with obtaining the correct switching point during
injection—this is evidenced by undesirable temporary pressure increase. Additionally, as
the degree of flax fiber modification increased, higher pressure values were observed for
the corresponding biocomposites.

Figure 6. The pressure profiles in the mold cavity for composites filled with unmodified hemp fibers
and modified with alkalized 2%, 5% and 10% NaOH solution.

Figure 7. The pressure profiles in the mold cavity for composites filled with unmodified flax fibers
and modified with alkalized 2%, 5% and 10% NaOH solution.

The obtained samples were intended for testing the mechanical properties and quality
of the molded piece.
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3.4. The Surface Quality Assessment of the Molded Piece Using Optical Microscopy

Additional tests were carried out by means of an optical microscope to assess the
quality of the sample surfaces of “dog-bone” shape (in the measuring zone) made of
biocomposites filled with unmodified fibers and alkalized with 10% sodium hydroxide
solution. It was observed (Figure 8) that the flax fibers after surface modification are barely
visible in the polymer matrix, in contrast to unmodified flax fibers. This may indicate
that the flax fibers modified with 10% NaOH solution are excessively etched, i.e., they
degrade and therefore do not fulfill the proper filler function. In the case of hemp fibers
modified with 10% NaOH solution, it was noticed that the degree of fiber dispersion
is more favorable than that for a biocomposite with unmodified fiber—the fibers have
a smaller diameter, are more regularly distributed in the polymer matrix and a greater
unidirectional tendency is noticeable.

Figure 8. Areas of molded piece surface (50×magnification) for biocomposites: (a) L0, (b) L10, (c) K0,
(d) K10.

3.5. Determination of Mechanical Properties by Means of the Uniaxial Tensile Test

A uniaxial tensile test was performed. The representative stress–strain characteristics
are shown in Figures 9 and 10.
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Figure 9. Stress–strain characteristics for composites with unmodified hemp fibers and those modified
by 2%, 5% and 10% NaOH solution.

Figure 10. Stress–strain characteristics for composites with unmodified and modified flax fibers
exposed to 2%, 5% and 10% NaOH solution.

Analyzing the results (Table 4), it was noticed that the alkalization on hemp fibers
used as a filler in biocomposites had a positive effect on the increase of Young’s modulus in
relation to the biocomposite with unmodified hemp fibers (increase by approximately 5%
for the composite marked K10), as well as tensile strength (increase by approximately 1.5%
for the composite marked K10). In the case of elongation at break, no direct relationship
was found regarding the effect of examined solution concentration. In the case of biocom-
posites with fibers modified by 2% and 5% NaOH solution, there was a decrease in the
elongation value, while for the biocomposite with fibers modified by 10% NaOH solution,
the elongation value slightly increased compared to the biocomposite in which hemp fibers
were not alkalized.
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Table 4. Results from the uniaxial tensile test for biocomposites with unmodified hemp fibers and
fibers exposed to 2%, 5% and 10% NaOH solution.

Type of Biocomposite Statistics E (MPa) σM (MPa) εM (%)

K0

AM 3815.78 37.58 3.83

SD 24.00 0.23 0.06

CV 0.63 0.62 1.66

K2

AM 3855.64 37.17 3.57

SD 45.64 0.84 0.07

CV 1.18 2.25 2.02

K5

AM 3885.91 37.65 3.73

SD 47.73 0.52 0.08

CV 1.23 1.42 2.32

K10

AM 3992.55 38.11 4.05

SD 43.10 1.08 0.14

CV 1.12 2.84 3.45

Analyzing the results (Table 5) of the static tensile test for composites containing
flax fibers alkalized by 2% NaOH solution, an increase of the Young’s modulus (by ap-
proximately 10%) and tensile strength (by approximately 2%) was noted, as well as a of
elongation at break (by approximately 17%) in relation to the biocomposite with unmodi-
fied flax fibers. In the case of a further increase in the concentration of the NaOH solution
used on flax fibers, the mechanical properties of the biocomposites deteriorate, but they
significantly decrease for the biocomposite with flax fibers modified with 10% NaOH
solution. There was a decrease of elongation at break by about 91% and in tensile strength
by about 58% compared to the composite with unmodified flax fibers.

Table 5. Results from the uniaxial tensile test for biocomposites with unmodified flax fibers and
exposed to: 2%, 5% and 10% NaOH solution.

Type of Material Statistics E (MPa) σM (MPa) εM (%)

L0

AM 3495.11 36.29 5.07

SD 41.71 0.53 0.25

CV 1.19 1.45 4.90

L2

AM 3860.63 36.94 4.21

SD 45.22 0.34 0.12

CV 1.17 0.98 3.38

L5

AM 3762.51 35.78 4.00

SD 55.10 0.82 0.07

CV 1.46 2.28 1.81

L10

AM 3352.45 15.35 0.46

SD 143.21 1.29 0.07

CV 4.27 8.42 16.09

3.6. The Shrinkage Biocomposites Assessment

Analyzing the results concerning the shrinkage of the samples (Figure 11), in the case
of the hemp fiber modification by a 10% NaOH solution, the value of the longitudinal
shrinkage of the biocomposite was reduced by approximately 13% compared to the samples
made of the biocomposite filled with unmodified hemp fibers, but observed changes were
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lower than the error bar. Moreover, in the case of longitudinal contraction, a smaller scatter
of the results for biocomposites with modified fibers was noted. In the case of transverse
contraction of biocomposites filled with hemp fibers, no significant changes were observed
after the fibers were alkalized by sodium hydroxide.

Figure 11. Linear shrinkage of samples: longitudinal, transverse and in thickness, for biocomposites
filled with hemp fibers before and after surface modification.

Analyzing the results of the shrinkage (Figure 12) for samples made of biocomposites
filled with flax fibers, a decrease in longitudinal shrinkage by approximately 12% for
samples made of L2 and L5 biocomposites can be observed. In the case of transverse
shrinkage and in thickness of the molded part, a significant decrease in the values for
the L10 biocomposite was found. In the case of transverse shrinkage, this decrease was
approximately 19% and for thickness shrinkage approximately 53% in relation to the
biocomposite filled with unmodified flax fibers.

Figure 12. Linear shrinkage of samples: longitudinal, transverse and in thickness for biocomposites
filled with flax fibers before and after surface modification.

3.7. The Brinell Hardness Test

When interpreting the results of the hardness of biocomposites in area A
(Figures 13 and 14), an approximate 5% increase in the hardness value for the K10 bio-
composite as compared to the K0 biocomposite can be observed. Also noticeable is an
approximate 16% increase in the hardness value for L10 biocomposites in relation to the
biocomposite filled with unmodified flax fibers. The highest hardness values in area A of
all biocomposites discussed in the previous section was noted for the L10 biocomposite.
When analyzing area B (Figures 13 and 14), a slight decrease in the hardness value for
biocomposites filled with modified hemp fibers can be noted.
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Figure 13. Hardness of composites filled with hemp fibers before and after surface modification in
areas A and B of the sample.

Figure 14. Hardness of composites filled with flax fibers before and after surface modification in
areas A and B of the sample.

In the case of biocomposites with flax fibers, an increase in the hardness of samples
in area B was observed for biocomposites with modified flax fibers, modified with NaOH
solution at a concentration of 5% and 10%. This increase was approximately 24% in relation
to the biocomposite filled with unmodified flax fibers.

3.8. Impact Tensile Strength Test

When analyzing the results of the impact tensile strength (Figure 15), in the case of
PHBV-hemp fiber biocomposites, an increase in the value of this parameter by approxi-
mately 12% (for K10) was noted in relation to the biocomposite with unmodified hemp
fibers. On the other hand, in the group of biocomposites filled with flax fibers, a gradual de-
crease in impact tensile strength is visible along with the degree of etching of the fibers—a
decrease in impact tensile strength can be noticed by a maximum of approximately 62%
(for L10) compared to the biocomposite filled with unmodified flax fibers.
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Figure 15. Impact tensile strength of biocomposites filled with hemp and flax fibers before and after
surface modification.

3.9. The Water Absorption Assessment

The water absorption was assessed. In the case of biocomposites filled with hemp
fibers (Figure 16), a decrease in the degree of water absorption was observed with an
increase in the concentration of the alkalized solution used for alkalizing the fibers used
in biocomposites. For the biocomposite filled with hemp fibers etched with 10% NaOH
solution, an approximate 16% decrease in water absorption was noted (on the last day of
the test). In the case of biocomposites filled with flax fibers (Figure 17), an increase in water
absorption is visible for biocomposites with modified fibers (5% and 10% NaOH solution)—
an approximate 133% maximum increase in water absorption was observed on the last day
of the test (for L10) in relation to the biocomposite filled with unmodified fibers.

Figure 16. Water absorption of composites filled with unmodified and modified hemp fibers.

Figure 17. Water absorption of composites filled with unmodified and modified flax fibers.
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3.10. Assessment of the Composite Surface Microstructure

Analyzing the chosen SEM photos (Figure 18), which represent the fracture surface of
specimens, it can be noticed that the hemp fibers after alkalization embedded in the polymer
matrix have a reduced diameter. Moreover, no significant differences were observed in
the microstructure of the biocomposites. In the case of biocomposites with flax fibers
(Figure 19), as the alkalizing degree of fibers in the polymer matrix increases, the fibers
become increasingly twisted and unevenly distributed in the matrix.

Figure 18. SEM photographs of fracture surface of biocomposite samples filled with hemp fibers:
(a) unmodified, (b) alkalized with 2% NaOH solution, (c) alkalized with 10% NaOH solution.
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Figure 19. SEM photographs of fracture surface of biocomposite samples filled with flax fibers:
(a) unmodified, (b) alkalized with 2% NaOH solution, (c) alkalized with 10% NaOH solution.

4. Discussion

The results presented in the paper cover four basic aspects: the structure of fibers and
composites and the processing, mechanical and functional properties of biocomposites.
Two types of fibers were alkalized with three NaOH solutions of different percentages.
In the current known studies, the authors used different concentrations of the alkalizing
solution for different types of fibers—there are no specific recommendations on what
concentrations should be used to optimally improve the properties of the fibers. The
percentages of NaOH solutions used in the study were determined based on the literature
review. It should be emphasized, however, that in some studies 20% NaOH solutions were
used, and the presented research focuses mainly on the topic of using a new, more widely
unknown polymer matrix.

At the stage of producing biocomposites by extrusion, significant differences in the
processing properties of the produced composites filled with various flax fibers were
found. In the case of composites with fibers alkalized with 10% NaOH solution, it was
noticed, by the same processing parameters, that the obtained biocomposite had a very
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low, unstable viscosity, making it impossible to use (with these technological parameters)
this processing method. Reducing the processing temperature by 20 ◦C could stabilize the
process and produce the correct extrudate. A similar phenomenon was also observed in
the case of injection of test samples. In this case, the processing temperature was reduced
by 20 ◦C (Table 2). The measured value of pressure in the mold cavity (Figure 7) for the
L10 biocomposite was almost twice (pressure of 36 MPa) that of the composite with non-
alkalized fibers (pressure of 17 MPa), which proves a significant increase in biocomposite
viscosity (Figure 7).

In the case of composites with hemp fibers, pressure changes in the mold cavity
followed a different trend (Figure 6)—for the composite, the fibers of which were etched
with 10% NaOH solution, lower pressures in the cavity were recorded. This behavior may
be due to the geometry of the fibers.

It was found that flax fibers significantly increased the aspect ratio L/d after being
made alkaline with 10% NaOH solution. A particularly high value of L/d = 21.23 (Table 3)
was observed for these fibers. The fibers were not shortened, and their diameter decreased
by almost half, which may indicate a large delamination of the fibers in their structure.
Moreover, when analyzing SEM pictures of flax fibers (Figure 4), not only was delamination
visible but also a reduction in rectilinear geometry. Fibers became twisted (often even
tangled), which proves a reduction in fiber stiffness.

In the case of the PHBV–flax fiber composite, the reduction of the L/d ratio for
the fibers after etching with 10% NaOH solution (L10 composite) did not improve the
mechanical properties of the composite. There was a decrease in the tensile strength (from
36.29 to 15.35 MPa), modulus of elasticity (from 3495.11 to 3352.45 MPa) and impact tensile
strength (from 12.32 to 4.71 kJ/m2) compared to the composite, the fibers of which were
not alkalized (L0). It was also found that the tensile strength deteriorated for composite L10
(15.45 MPa) as compared to pure PHBV (35.48 MPa) [66]. In addition, the observed change
in the geometry of the fiber causes a decrease in the viscosity of the composite during
extrusion and injection molding; hence, it was required to lower processing temperatures
in both processes. These processing aspects are confirmed in the photographs of molded
pieces made on the outer layer (Figure 8). Fibers of high stiffness, i.e., non-etched ones,
constitute inclusions that act as an obstacle to the flow of the polymer matrix; hence, they
are clearly visible on the outer layer of the molded pieces.

In the case of flax fibers etched with 10% NaOH solution, they are barely visible
on the outer layer of the molded piece—as twisted bundles of low stiffness—preventing
the flowing stream of polymer matrix; hence, they are immersed in the flowing core and
slightly visible on the outer layer. In the case of composites with hemp fibers—both in the
extrusion and injection molding processes—no significant differences were found, which is
confirmed by the almost unchanged geometry of the fibers; despite being alkalized with
10% NaOH solution, they are still straight and stiff with slightly increased L/d aspect ratio
(from 7.15 to 8.77), which indicates an almost slight reduction in the fiber diameter.

The next stage of the research focused on the assessment of selected mechanical
properties. In the case of uniaxial tensile test results (Figure 9, Table 4) for composites
with hemp fibers, a slight improvement in Young’s modulus and tensile strength were
noted. This is most likely due to an increase in the L/d ratio and increased adhesion of the
fibers to the polymer matrix. In the case of flax fibers, another relationship was noted—the
L10 composite was characterized by the lowest values of Young’s modulus and tensile
strength (Table 5, Figure 10), and the digested fibers, in the form of bundles of reduced
stiffness, no longer fulfilled the function of a filler in the form of short fibers, ultimately not
improving the mechanical properties in the direction of force. In the case of hardness, for
composites with hemp fibers (Figure 13), a difference in hardness was noted in the tested
measurement zones; in the grip part of the tested molded part, the hardness was lower than
in the measuring part of the sample. This difference is due to the fact that during the filling
of the mold cavity in the injection process, a change in the geometry of the mold cavity in
the nip part results in the disorientation of the fibers, i.e., their more chaotic arrangement.
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On the other hand, in the measuring part of the dog-bone sample, the stream of polymer
with the fiber flows for a longer time in the channel with a constant cross-section, which
results in unidirectional arrangement of the fibers of this part of the mold cavity. As can be
seen, the increase in the hardness of the composite is slight after the surface modification
of the hemp fibers. In the case of composites with flax fibers (Figure 14), a completely
different trend was noted—the fibers no longer function as a typical fibrous filler, and their
chaotic arrangement as coiled bundles of low stiffness does not result in the formation of
resistance during the polymer flow, which in turn translates into deep fibers sinking into
the internal layers of the tested specimen. This is confirmed by very small differences in
hardness in the measurement zones of specimens. On the other hand, when analyzing the
hardness results in terms of fiber alkalization, an upward trend was noted with increasing
concentration of the alkalizing solution. Flax fibers, increasingly digested, twisted and less
stiff, settle in the core of the molded part, and due to the lowering of the viscosity of the
flowing plastic stream, the mold cavity is “more tightly packed”, which translates into an
increase in the density of the entire material. This also translates into an improvement in
thickness shrinkage. Impact tensile strength results for hemp fiber composites show the
classic trend of improved adhesion of the fibers to the matrix and increased L/d ratio.

When analyzing the performance parameters of the obtained composites, it is nec-
essary to mention the changes in shape and dimensions. In the case of shrinkage of the
molded piece, a slight (within the measuring error) reduction of the longitudinal shrinkage
was observed. This is probably due to a slight increase of the fiber aspect ratio. In turn, in
the case of flax fibers, the previously described trend can be seen with increasing NaOH
concentration. The straightness and stiffness of the fibers decrease, which reduces their role
as a fibrous filler, which does not change the longitudinal shrinkage. On the other hand,
a significant reduction in thickness shrinkage is the result of major “packing” the mold
cavity with a composite of lower viscosity. Such “packing” of the cavity is the cause of
increased water absorption in the case of the composite with fibers etched with 10% NaOH
solution. Taking into account the SEM photographs of the molded piece (Figure 8b), the
fibers are less deposited on the outer layer; hence, the tendency to absorb water should be
lower. On the other hand, in the case of composites with hemp fibers, the water absorption
decreases with the increase of NaOH concentration; fibers have a more developed surface,
increasing the adhesion of the fibers to the matrix.

The research carried out in this work is therefore a novelty in the context of production,
processing and also in the evaluation of the properties of the obtained composites in terms
of processing, usability and evaluation of mechanical properties. Moreover, the paper
shows the methods of preparing flax and hemp fibers in terms of the desired properties of
the products.

5. Conclusions

The obtained test results indicate that the effect of the alkalizing solution concentration
should be selected individually for a specific type of natural fiber and polymer matrix.

The alkali treatment of cellulose fibers causes significant changes of the fiber diameters;
it is especially visible for flax fibers, where the diameter reduction was over 50% compared
to unmodified fibers (L0 composite) to fibers modified by 10% of NaOH solution (L10
composite).

Slight improvement of Young’s modulus, tensile strength and hardness of composites
with hemp fibers alkalized by NaOH solutions was found, and the best results were
observed for biocomposites filled with hemp fibers modified with 10% NaOH solution.
In addition, in terms of processing (for the same processing parameters), lower (by about
47%) cavity pressures were reported for the same biocomposite with fibers alkalized by
means of 10% NaOH solution.

When the concentration of the alkalizing solution for flax fibers increases, no analogous
relationship can be seen. It can be noticed that the fibers are quite sensitive to the action
of sodium hydroxide; after treating the fibers with a 2% NaOH solution, most of the
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discussed properties (Young’s modulus, tensile strength, shrinkage of samples) of the
biocomposite slightly improved. On the other hand, after using higher concentrations of
NaOH solutions, most of the properties of biocomposites filled with flax fibers deteriorated.
This is especially visible for samples filled with flax fibers alkalized with 10% NaOH
solution, where the mechanical properties of the biocomposite designated by the uniaxial
tensile test deteriorated significantly as well as in the impact tensile strength test, and
the degree of water absorption increased. Processing (extrusion and injection molding)
of a biocomposite, the flax fibers of which were alkalized with 10% NaOH solution, was
unstable—higher pressure values with greater fluctuations were achieved. In the SEM
tests it was found that the flax fibers alone and embedded in the matrix after the surface
modification with 10% NaOH solution twist and form larger groups. This may indicate the
fiber diameter reduction and loss of properties as a fibrous filler.

The research presented in the paper show that the use of a 10% NaOH solution on
hemp fibers improves the properties of the biocomposite in most of the analyzed areas.
When using flax fibers, it is difficult to indicate the correct concentration of the alkalizing
solution. To improve the Young’s modulus and tensile strength, 2% NaOH should be used.
On the other hand, when using 10% NaOH, shrinkages of the molded piece (L10) decreased
(reduced by approximate maximum values of longitudinal 9%, transverse 21%, thickness
61%) and hardness increased significantly (by an approximate maximum of 24%) compared
to unmodified fibers (for L0 composite). The results obtained for the L10 composite are
puzzling; hence, there is a great need to understand the causes of this phenomenon. For
this purpose, it is planned to perform, inter alia, DSC and TGA tests as well as to determine
the composite processing window and to explain phenomena described in this article.

Moreover, the results presented in the article constitute the basis for further research
directions aimed at examining other methods of surface modification of fibers used as a
filler in the PHBV matrix.
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Abstract: The non-isothermal crystallization behaviors of poly (ethylene glycol) (PEG) and poly
(ethylene glycol)-b-poly(ε-caprolactone) (PEG-PCL) were investigated through a commercially avail-
able chip-calorimeter Flash DSC2+. The non-isothermal crystallization data under different cooling
rates were analyzed by the Ozawa model, modified Avrami model, and Mo model. The results
of the non-isothermal crystallization showed that the PCL block crystallized first, followed by the
crystallization of the PEG block when the cooling rate was 50–200 K/s. However, only the PEG block
can crystallize when the cooling rate is 300–600 K/s. The crystallization of PEG-PCL is completely
inhibited when the cooling rate is 1000 K/s. The modified Avrami and Ozawa models were found to
describe the non-isothermal crystallization processes well. The growth methods of PEG and PEG-PCL
are both three-dimensional spherulitic growth. The Mo model shows that the crystallization rate of
PEG is greater than that of PEG-PCL.

Keywords: PEG-PCL; non-isothermal crystallization; flash differential scanning calorimeter

1. Introduction

Differential scanning calorimetry (DSC) is commonly used to study the crystalliza-
tion behavior of polymers [1–5]. However, the actual processing technology of polymer
materials, including injection molding, blown film, and spinning, the actual cooling rate
is far greater than the maximum cooling rate that can be achieved by conventional DSC.
Therefore, it is difficult to use DSC to simulate the crystallization environment of polymers
in the actual processing. In order to solve the above problems, people have turned to
the development of a new type of calorimeter with miniaturization, high sensitivity, and
high temperature resolution, and with ultra-fast temperature rise and fall rates. In 2010,
METTLER TOLEDO used the ceramic substrate chip sensor MultiSTAR USF1 (XI-400) to
manufacture the first commercial power-compensated fast scanning chip calorimeter Flash
DSC 1 [6–8]. Fast-scan chip-calorimetry (FDSC) has been developed in recent years. At
present, the heating rate of flash DSC2+ can reach 3,000,000 K/s, and the cooling rate can
reach 2,400,000 K/s. The ultra-fast heating and cooling rate of FDSC is mainly due to
the chip sensor used in the instrument [9]. The chip sensor consists of two independent
calorimeters, corresponding to the sample and reference sample areas. The calorimeter
has a double-layer film structure, which is a silicon nitride film and a silicon oxide film
dielectric layer. The total thickness of the double-layer film is about 2 p.m. The center of
the calorimeter film is the temperature control area with a diameter of about 0.5 mm. With
the help of a microscope, the experimenter can place a sample of tens of microns into the
central area of the calorimeter to obtain uniform temperature control.

The biggest advantage of FDSC lies in its ultra-high cooling rate, which is controllable
in the preparation of specific structures and specific thermal history materials. In addition,
its ultra-fast heating rate can greatly inhibit the structural rearrangement during the
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heating process. This phenomenon shows its unique advantages in the crystallization
research of many polymer materials. For example, Cavallo uses FDSC to compare the
isothermal crystallization kinetics of isotactic polypropylene, propylene/butene copolymer,
and propylene/hexene copoly-mer in the range of 0–90 ◦C [10]. Chen et al. studied
the change in the crystal morphology of polyvinylidene fluoride-chlorotrifluoroethylene
[P(VDF-CTFE)] by adding a nu-cleating agent via FDSC [11].

Currently, efforts are focused on understanding the non-isothermal crystallization
behavior of polymers, because polymer processing is usually carried out under non-
isothermal conditions. Different methods have been developed to evaluate non-isothermal
crystallization based on DSC experimental data, such as Ozawa model, Avrami model, Mo
model, etc., [12–14]. Some of these methods can be better explained in the DSC experimental
data obtained at a lower cooling rate [15–18]. However, it is a mystery whether it can
be better explained when it is applied to the FDSC experimental data of the ultra-fast
cooling rate.

Poly(ethylene glycol)-b-poly(ε-caprolactone) (PEG-PCL) has good biocompatibility,
biodegradability, and is easy to synthesize. These properties make it have great potential in
drug delivery systems [19–23]. Many properties of this type of block copolymers, such as
drug permeability, degradation performance and mechanical properties, are significantly
affected by their crystalline behavior and aggregate structure [24–29]. Therefore, the
study of their crystallization behaviors has important theoretical and practical significance.
Bogdanov et al. characterized the thermal properties of three PCL-b-PEG copolymers [30].
It was concluded that the PCL blocks crystallize first, which determines the total copolymer
structure and leads to imperfect crystallization of the PEG blocks. Shiomi et al. observed
the morphology of spherulites of PCL-PEG-PCL triblock copolymers with different block
lengths [31].

In this report, we selected the homopolymer PEG and block copolymer PEG-PCL to
study their non-isothermal crystallization behavior under a high cooling rate measured
by FDSC. The Ozawa model, Avrami model, and Mo model are used to evaluate the
non-isothermal crystallization behavior of PEG and PEG-PCL at high cooling rates, and
compare the results with the non-isothermal crystallization results by DSC.

2. Materials and Methods
2.1. Materials

The PEG (Mw = 5000), PCL (Mw = 5000), and PEG-PCL (50%/50%mol, Mw = 10,000)
used in this experiment were purchased from Guangzhou TanSh technology Co., Ltd
(Guangzhou, China).

2.2. Test Instrument

The flash differential scanning calorimeter used was Flash DSC2+ (manufactured by
Mettler-Toledo Company). At the beginning of all experiments, each sensor was adjusted
and calibrated. All the detections were conducted under a nitrogen atmosphere with a
constant flow rate of 80 mL/min.

The bulk samples were cut into small pieces (about 10–100 ng) and then were trans-
ferred to the sensor center within an area of (0.2–0.5) mm2 under the microscope. In order
to maintain good contact between the sample and the sensor, a pre-melting procedure was
adopted, with repeated heating and cooling procedures; the heating and cooling rates of
pre-melting were both 10 K/s.

2.3. Non-Isothermal Crystallization Process

The non-isothermal crystallization was performed as follows: the samples were heated
up to 120 ◦C higher than the melting point of the samples at a heating rate of 2000 K/s, this
temperature was maintained for 1 s to obtain the equilibrium of the melt. Then the samples
were cooled to −80 ◦C at different cooling rates, which is lower than its glass transition
temperature. The temperature program is shown in Figure 1.
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Figure 2. (a) PEG (b) PEG-PCL at different cooling rates of heat flow rate and temperature change cooling curve. 

Figure 1. Temperature-time profiles of fast-scan measurements for the samples prepared at different
cooling rates for crystallization.

3. Results and Discussion
3.1. Crystallization of Samples under Various Cooling Rates

Figure 2 plots the cooling curves of PEG and PEG-PCL under various cooling rates
measured by FDSC. In Figure 2a, an obvious crystallization peak can be observed when the
cooling rate is low. The crystallization exothermic peak of PEG becomes broad and weak
when the cooling rate reaches 800 K/s. PEG is completely inhibited from crystallization
when the cooling rate exceeds 1000 K/s. In Figure 2b, double crystallization peaks appear
on the cooling curve of PEG-PCL when the cooling rate is 50 K/s, and 100 K/s, which
shows that both the PEG block and the PCL block can crystallize when the cooling rate
is low. This is similar to the results measured by Hiroki et al. using DSC; they found
that PCL crystallized first, followed by the crystallization of PEG with preservation of the
PCL crystal lamellar structure [29]. However, the double crystallization peak becomes a
single peak when the cooling rate reaches 200 K/s. The crystallization peak of PEG-PCL
disappears when the cooling rate continues to increase to 1000 K/s.
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Figure 2. (a) PEG (b) PEG-PCL at different cooling rates of heat flow rate and temperature change
cooling curve.

The relative crystallinity X(T) can be obtained from the ratio of the area of the exother-
mic peak of the crystallization at the temperature of the curve to the area of the entire
crystallization peak when the crystallization is completed. The formula is as follows [12]:

X(T) =

∫ T
T0
(dHc/dT)dT

∫ T∞
T0

(dHc/dT)dT
(1)

where T0 and T∞ represent the initial temperature and final temperature of the crystalliza-
tion process, respectively.

Figure 3a is the curve of relative crystallinity with temperature in the crystallization
process of PEG. The relative crystallinity and the crystallization temperature are obviously
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reverse S-shaped. Figure 3b is the curve of relative crystallinity with the temperature
during the crystallization of PEG-PCL. The curve is not an obvious reverse s-shaped curve
when the heating rate is 50 K/s. The reason is that the PEG block and PCL block of PEG-
PCL crystallize at different temperatures. Therefore, the peak splitting behavior on the
crystallization curve is obvious.
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The values of T0 (initial crystallization temperature), D (crystallization temperature
range), t1/2 (half-time of crystallization) and T1/2 (half-temperature of crystallization) of
PEG and PEG-PCL are listed in Table 1 when the crystallization rate is 50 K/s, 100 K/s,
200 K/s, 300 K/s, 400 K/s, 500 K/s, and 600 K/s. In the entire non-isothermal crystallization
process, the crystallization time and the corresponding temperature have the following
relationship [12]:

t =
T − T0

Φ
(2)

Table 1. T0, D(K), t1/2, T1/2 values of PEG and PEG-PCL at different cooling rates.

Cooling Rate (K/s)
PEG PEG-PCL

T0 (◦C) D (◦C) t1/2 (s) T1/2 (◦C) T0 (◦C) D (◦C) t1/2 (s) T1/2 (◦C)

50 −2 13 0.1726 −10.63 5 27 0.2340 −6.70
100 −5 15 0.0968 −14.68 2 25 0.1777 −15.77
200 −8 21 0.0605 −20.10 −7 26 0.0866 −24.32
300 −10 30 0.0487 −24.61 −13 30 0.0535 −29.06
400 −12 32 0.0393 −27.72 −15 32 0.0429 −32.17
500 −13 31 0.0323 −29.13 −18 32 0.0315 −33.74
600 −17 28 0.0221 −30.26 −20 30 0.0248 −34.87

It is clear that as the cooling rate increases, the half crystallization time becomes shorter,
which means that the crystallization rate becomes faster and faster. The half crystallization
time of PEG is shorter than that of PEG-PCL, indicating that the crystallization rate of
PEG is faster than that of PEG-PCL. At a cooling rate of 50–200 K/s, the crystallization
temperature range of PEG-PCL is larger than those of the PEG polymer, which means that
the presence of the PCL block makes the crystallization temperature range of PEG-PCL
wide. The initial crystallization temperature of PEG-PCL is significantly higher than that of
PEG. This is because the PCL block crystallizes first, and the crystallization temperature
of PCL is higher than that of PEG. However, as the cooling rate continues to increase, the
initial crystallization temperature of PEG-PCL becomes less than that of the PEG polymer.
In order to explain this phenomenon, we used FDSC to study the crystallization behavior
of PCL with a molecular weight of 5000, and we found that PCL no longer crystallizes
when the cooling rate is 50 K/s. Therefore, we infer that when the cooling rate reaches
300 K/s, the crystallization of the PCL block is inhibited. After the cooling rate reaches
300 K/s, we find that the crystallization temperature range of PEG-PCL is approximately
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the same as that of PEG. This also proves from the side that only the PEG block crystallizes
when the cooling rate exceeds 300 K/s. When the cooling rate is too fast, the PCL block
cannot crystallize and the PCL block inhibits the crystallization of the PEG block.

In general, we found that the crystallization behavior of PEG-PCL and PEG observed
by FDSC is not completely consistent with the results observed through conventional DSC.
For PEG, we found that when the cooling rate reaches 1000 K/s, its crystallization behavior
is inhibited. For PEG-PCL, we found that when the cooling rate is 50 K/s–200 K/s, the PCL
block crystallizes first and then the PEG segment crystallizes, which is consistent with the
conventional DSC observation results. However, only the PEG segment crystallizes when
the cooling rate reaches 300 K/s. Neither the PEG block nor the PCL block participates in
the crystallization when the cooling rate reaches 1000 K/s.

3.2. Non-Isothermal Crystallization Kinetic Analysis
3.2.1. Ozawa Equation

According to the Ozawa model, the crystallinity at a certain temperature has the
following relationship with the heating or cooling rate Φ [13]:

ln [1− X(T)] = − k0(T)
Φm (3)

where k0(T) is the crystallization rate constant, m is the exponent which is related to the
crystal formation and nucleation mechanism where one-dimensional growth, m = 2; two-
dimensional growth, m = 3; three-dimensional growth, m = 4, and X(T) is the relative
crystallinity. It can be derived from the logarithm of both sides of the equation:

ln{−ln[1 − X(T)]} = ln k0(T)−m ln Φ (4)

According to the analysis of the Ozawa model, the graph of ln[−ln(1 − X(T))] versus
lnΦ should show a linear relationship, with a slope exponent of m and an intercept of
lnk0(T). At different temperatures T, the relationship between ln[−ln(1 − X(T))] and lnΦ
analyzed by the Ozawa model is shown in Figure 4. It can be seen from Figure 4 that the
Ozawa model fits the experimental data very well.
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The Ozawa parameters m, lnk0(T), k0(T) showed in Table 2 are obtained from Figure 4.
Both m and k0(T) decrease with decreasing temperature. The average value of m of PEG is
4.15, which indicates that PEG is three-dimensional spherulitic growth. The average m of
PEG-PCL is 3.52, which means that the crystallization behavior and nucleation mechanism
of PEG-PCL and PEG are different. However, since the crystallization behavior of PEG-PCL
is related to the cooling rate; we cannot directly judge its specific crystallization behavior
through the average value.
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Table 2. Ozawa parameters of PEG and PEG-PCL at different temperatures.

PEG PEG-PCL

T/◦C m k0(T) T/◦C m k0(T)

−14 5.07 13.5 × 108 −21 3.92 1.82 × 108

−15 4.28 3.63 × 108 −22 3.66 0.65 × 108

−16 3.96 1.25 × 108 −23 3.47 0.36 × 108

−17 3.77 0.79 × 108 −24 3.33 0.24 × 108

−18 3.67 0.74 × 108 −25 3.21 0.18 × 108

m = 4.15 m = 3.52

3.2.2. Avrami Equation

According to the revised Avrami model, the relative crystallinity can be calculated by
the following formula [12]:

X(t) = 1− exp(−Zt tn) = 1− exp
[
−(KAvrami t)n] (5)

Transform the equation and take the logarithm on both sides to obtain

ln[−ln(1−X(t))] = nlnt + lnZt (6)

where Zt and n represent the kinetic rate constant and Avrami exponent, respectively. If
ln[−ln(1 − X(t))] is plotted against lnt, the intercept of the graph is Zt, and the slope is n.
The Avrami equation was originally used to study the phase transition of metals, and now
it is also commonly used to study the isothermal crystallization kinetics of semi-crystalline
polymers. The Avrami exponent can evaluate the growth dimension and nucleation
mechanism of crystalline polymers.

Figure 5 presents plots of ln[−ln(1 − X(t))] as a function of lnt for PEG and PEG-PCL.
In Figure 5, plots of ln[−ln(1 − X(t))] versus lnt showed good linearity.
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Table 3 summarizes the main kinetic parameters of PEG deduced from the Avrami
analysis. It can be seen from the table that the value of the Avrami index n decreases
with the increase in the cooling rate, which indicates that the crystallization dimension
of PEG decreases with the increase in the crystallization rate. The average value of the
Avrami exponent is 3.83, which indicates that the nucleation growth mode of PEG is mainly
homogeneous nucleation spherulite growth. The data of non-isothermal crystallization
of PEG observed by DSC also reported that its Avrami index is between 3.8 and 4.5 [16].
The crystallization rate constantly increases as the cooling rate increases. This is because
the cooling rate increases and the crystallization becomes faster. However, when the
temperature drop rate is 600 K/s, the decrease in the crystallization rate constant is due to
the suppression of crystallization at a higher temperature drop rate.
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Table 3. Avrami parameters of PEG at different cooling rates.

Φ (K/s) n Zt (s−n) k (s−1) 1/t1/2 (s−1) (Zt/ln2)1/n (s−1)

50 4.95 3.36 × 103 5.16 5.79 5.55
100 4.45 1.99 × 104 9.25 10.33 10.04
200 4.32 1.13 × 105 14.78 16.53 16.09
300 3.89 7.92 × 104 32.84 20.53 19.96
400 3.61 7.92 × 104 43.05 25.44 25.18
500 3.46 9.20 × 104 52.92 30.96 30.24
600 2.14 2.00 × 103 34.87 45.25 41.39

Additionally, it shows a satisfying agreement between the reciprocal crystallization
half-times (1/t1/2) that were directly determined from the experimental data and those
that were deduced from the Avrami parameters. This shows that the calculated parameters
can describe the non-isothermal crystallization process of PEG well.

Table 4 is a summary of the parameters of PEG-PCL. Since the crystallization behavior
of PEG-PCL is different at different cooling rates, the values of n calculated according
to the Avrami equation are also very different. The value of n is close to 4 when the
cooling rate is 50–100 K/s, indicating that the nucleation growth mode of PEG-PCL is the
homogeneous nucleation of three-dimensional spherulitic growth. When the cooling rate
is 200–600 K/s, the average value of the Avrami exponent of PEG-PCL is 3, indicating
that the crystallization method is mainly the growth of three-dimensional spherulites with
heterogeneous nucleation. The crystallization rate constantly increases with the increase in
the cooling rate, which indicates that the faster the cooling rate, the faster the crystallization.

Table 4. Avrami parameters of PEG-PCL at different cooling rates.

Φ (K/s) n Zt (s−n) k (s−1) 1/t1/2 (s−1) (Zt/ln2)1/n (s−1)

50 4.03 2.47 × 102 3.92 4.27 4.29
100 3.62 3.87 × 102 5.19 5.63 5.73
200 2.87 4.83 × 102 8.61 11.55 9.78
300 3.40 1.13 × 104 15.56 18.69 17.48
400 4.02 2.11 × 105 21.11 23.31 23.12
500 3.31 5.93 × 104 27.67 31.75 30.91
600 2.65 1.13 × 104 33.84 40.32 38.86

Similarly, we compared the reciprocal crystallization half-times (1/t1/2) that were
directly determined from the experimental data and those that were deduced from the
Avrami parameters. It also shows good consistency, which means that the calculated
parameters can describe the non-isothermal crystallization process of PEG-PCL well.

3.2.3. Combined Avrami Equation and Ozawa Equation

Because there are many parameters of non-isothermal crystallization, it is difficult
to describe with a single method. For this reason, Mo Zhishen et al. proposed a new
method to analyze the kinetic parameters of polymer crystallization, combining the Ozawa
equation and the Avrami equation to obtain the following equation [14]:

ln Zt + n ln t = ln k0(T)−m ln Φ (7)

For a certain crystallinity, the equation can be changed to:

ln Φ = ln F(T)− blnt (8)

where the physical meaning of F(T) is the necessary cooling rate when the measured system
arrives at a certain crystallinity degree at 1 min (or 1 s) crystallization time. b = n/m, n is
the Avrami exponent, and m is the Ozawa exponent. Under a certain degree of crystallinity,
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plot lnΦ versus lnt, the slope is −b, and the intercept is lnF(T). The larger the F(T), the
lower the crystallization rate of the system. Figure 6 is a plot of lnΦ versus lnt. It can be
seen that the linear relationship between lnΦ and lnt is great in Figure 6.
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At the same time, F(T) and b are summarized in Table 5. The b value of PEG and
PEG-PCL increases with the increase in crystallinity. For PEG, b > 1, which means that the
Avrami exponent of PEG is greater than the Ozawa exponent. For PEG-PCL, b < 1, which
indicates that the Avrami exponent of PEG-PCL is smaller than the Ozawa exponent. For
PEG, the F(T) value does not change much with the increase in crystallinity. The F(T) of
PEG-PCL increases with the increase in crystallinity, which means that the crystallization
rate of PEG-PCL decreases with the increase in crystallinity. Meanwhile, the F(T) of PEG is
lower than that of PEG-PCL, indicating that the crystallization rate of PEG-PCL is slower
than that of PEG, and this is consistent with the above results.

Table 5. Values of PEG and PEG-PCL parameters under Mo model.

X(T)
PEG PEG-PCL

b F(T) r2 b F(T) r2

30% 1.36 3.8574 0.99642 0.91 18.3568 0.99171
40% 1.39 3.8962 0.99625 0.92 19.4919 0.99519
50% 1.42 3.8962 0.99566 0.92 20.6972 0.99718
60% 1.45 3.8962 0.99494 0.93 21.5419 0.99746
70% 1.49 3.8574 0.99409 0.94 22.1980 0.99704

4. Conclusions

The non-isothermal crystallization behavior and isothermal crystallization behavior of
PEG, and PEG-PCL were studied by FDSC. We found that both the PEG block and the PCL
block of PEG-PCL can crystallize when the cooling rate is 50–100 K/s. When the cooling
rate continues to increase, only the PEG block can crystallize. Neither the PEG block nor
the PCL block of PEG-PCL can crystallize when the cooling rate reaches 1000 K/s. The
Ozawa model and the Avarami model mainly tell us the growth dimension of crystals,
while the MO model can tell us the rate of crystallization. Through the combination of
the three models, we can better simulate the cooling and crystallization process in the
actual machining process. The analysis of non-isothermal crystallization kinetics shows
that the Ozawa, improved Avrami and Mo methods can describe the system well. The
Ozawa exponent increases with increasing temperature, and the value of n is close to 4,
which indicates that the crystallization process is three-dimensional growth. The Avrami
exponent of PEG is 2.14 to 4.95, and its growth mode is mainly three-dimensional spherulitic
growth. The Avrami exponent of PEG-PCL is close to 4 when the cooling rate is 50–100 K/s,
the growth mode is mainly the three-dimensional spherulite growth with homogeneous
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nucleation. When the cooling rate is 200–600 K/s, the average Avrami exponent of PEG-
PCL is near 3, and its growth mode is mainly three-dimensional spherulitic growth with
heterogeneous nucleation. The MO model shows that the crystallization rate of PEG is
greater than that of PEG-PCL.
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Abstract: This study addresses some issues regarding the problems of applying CAE to the injection
molding production process where quite complex factors inhibit its effective utilization. In this study,
an artificial neural network, namely a backpropagation neural network (BPNN), is utilized to render
results predictions for the injection molding process. By inputting the plastic temperature, mold
temperature, injection speed, holding pressure, and holding time in the molding parameters, these
five results are more accurately predicted: EOF pressure, maximum cooling time, warpage along the
Z-axis, shrinkage along the X-axis, and shrinkage along the Y-axis. This study first uses CAE analysis
data as training data and reduces the error value to less than 5% through the Taguchi method and
the random shuffle method, which we introduce herein, and then successfully transfers the network,
which CAE data analysis has predicted to the actual machine for verification with the use of transfer
learning. This study uses a backpropagation neural network (BPNN) to train a dedicated prediction
network using different, large amounts of data for training the network, which has proved fast and
can predict results accurately using our optimized model.

Keywords: injection molding; CAE; machine learning; transfer learning

1. Introduction

In recent years, the computer, communications, and consumer electronics industries
(hereafter referred to as the 3Cs) have developed vigorously, and their increasing diversity
of products has led to the shortening of product life cycles. In order to reduce a costly trial-
and-error process and speed up product development to match product life cycle demand,
many companies have introduced computer-aided engineering (CAE) technology to their
molded products’ production processes in order to enhance the quality of those products,
ideally avoiding defects. However, due to the physical characteristics of each injection
machine being irregular, even though possible problems are eliminated at the CAE stage,
there is still a necessity to rely on the experience of on-site personnel to manually adjust the
parameters of said machines for the actual molding process to be carried out successfully.
As such, in order to achieve the accuracy required for a product, CAE technology alone
cannot currently provide sufficient assistance regarding such processes requiring a precise
injection of molding to create products.

When defects do occur in products created via an injection molding process, these
are not due to simple linear problems. Therefore, there is no way to use simple judgment
rules to predict numerical values. In related research literature, Rosa et al. [1] mention
that experimental design, i.e., design achieved using experimental techniques, is widely
used to optimize injection molding parameters, thus improving product quality. However,
conventional experimental design methods are usually complicated and may often fail to
achieve the results expected. When the number of molding parameters increases, these
methods require many trials. (It can be said that as the number of parameters to be included
increases, the number of trials necessarily increases.) Therefore, the Taguchi orthogonal
method is used to select experimental trial data and used to reduce the number of trials

Polymers 2021, 13, 3874. https://doi.org/10.3390/polym13223874 https://www.mdpi.com/journal/polymers391



Polymers 2021, 13, 3874

required to obtain clear results; Marins et al. [2] propose the use of the Taguchi method
and analysis of variance (ANOVA) to evaluate the impact of varied injection molding
parameters regarding warpage, shrinkage, and mechanical properties of plastic parts.
Marins et al. use two different plastics, one of which crylonitrile butadiene styrene (ABS) is
used in this study. Their control factors are mold temperature, holding pressure, holding
time, plastic melt temperature, cooling time, mold water flow, and injection speed. The
results of their experiments show that when ABS was used for trials, the controlling factors
regarding shrinkage, warpage, and bending defects are holding time and holding pressure.

Hifsa et al. [3] use the Taguchi method with grey relational analysis to find the best
parameter configuration for injection molding of HDPE/TiO2 nanocomposites.

In another related work on machine learning, Luo et al. [4] employ an artificial neural
network to resin transfer molding (RTM) using simulation analysis results as training
data and flow behavior and filling time as output, combined with a genetic algorithm to
optimize the prediction results. Their research results show that this method can effectively
assist the engineer to determine the optimum locations of injection gates and vents for the
best processing performance, i.e., short filling time and high quality (minimum defects).

However, Kenig et al. [5] mention that the mechanical properties of plastics and
molding parameters are highly nonlinear. Therefore, they are difficult to predict. Kenig
et al. use the design of experiment (DOE) method in combination with artificial neural
networks to accurately predict the mechanical properties of the product. This method can
be used to predict other molding results effectively.

Moreover, Denni [6] proposes the use of the Taguchi method, a backpropagation
neural network (BPNN), and the hybrid particle swarm and genetic algorithms to find
optimal parameter settings. The results of Denni’s experiments show that this optimized
system not only improves the quality of plastic parts but also effectively reduces process
variation. Denni also mentions that a backpropagation algorithm will cause difficulty
in reaching optimal solutions or overfitting due to poor initial link values or excessive
training numbers. Therefore, genetic algorithms are added to alleviate this shortcoming
and increase the accuracy of predictions.

Furthermore, Kwak et al. [7] propose a kind of artificial neural network architecture to
solve the multivariable problem that affects the optical mold during the injection molding
process using the two control factors of suppressing porosity and reducing the minimum
thickness combined with an artificial neural network to make predictions, which proved
that this technology can effectively improve the product quality of optical molds.

In addition, Castro et al. [8] assert that injection molding is the most important
process for mass production of plastic products; however, the difficulty in optimizing the
injection molding process lies in performance measurement. Therefore, CAE, statistical
methods, artificial neural networks (ANN), and data envelopment analysis (DEA) are
several methods to solve the problems encountered in injection molding.

In their work, Shen et al. [9] mention that injection-molded products are sensitive to
the conditions of the injection process, so they use backpropagation to process the nonlinear
relationship between the process parameters and product quality and combine genetic
algorithms to optimize the process parameters to reduce product shrinkage. Their results
show that the combination of backpropagation and genetic algorithms can be an effective
tool for optimizing process parameters.

Mirigul [10] uses the Taguchi method to carry out experimental design and ANOVA to
perform analysis, finding that the most important factors that affect polypropylene (PP) and
polystyrene (PS) shrinkage are holding pressure and melt temperature, and through these
trials, with melt temperatures, holding pressures, holding times used as input, and the
shrinkage rate used as output, an artificial neural network training is conducted. Mirigul’s
research results show that PP shrinkage prediction error is 8.6%, and for PS, it is 0.48%,
which proves that this method is an effective tool for predicting shrinkage.

Additionally, Yin et al. [11] propose a 5-input nodes, 1-output node backpropagation
for neural network learning. The 5 input signals are mold temperature, melt temperature,
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filling pressure, filling time, and holding time. The hidden layer contains two neural
layers, each with 20 neurons, and the output signal is warpage deformation. This method
successfully uses finite element analysis of data for training and the prediction error of the
control systems is within 2%.

Alberto and Ramón [12] mention that the process parameters are one of the final
yet important steps during production; they are used to improve product quality in final
production, but the adjusted parameters might affect the quality of a product due to the
instability of material and machine. Instability affects product quality. From their work, we
can see that using machine learning can accurately improve stability and quickly improve
product quality.

Deng and Yu [13] propose general deep learning methodologies and provide an
overview of their application to various signal and information processing tasks. Per their
work, there are three criteria for selecting an application area: the author’s professional
knowledge, the application areas that have been successfully transformed by the use of
deep learning technology, and the application areas that are potentially affected by deep
learning. Their monograph also introduces the principle of pretraining in unsupervised
learning.

In the work of Jong et al. [14], the hyperparameters of a backpropagation neural
network (BPNN) are optimized with the smaller, the better feature (STB) from the Taguchi
method, and they propose a 5-input, 3-output artificial neural network architecture, where
the 5 inputs are injection speed, holding time, holding pressure, mold temperature, melt
stability, and the 3 outputs are end of filling (EOF) pressure, maximum cooling time, and
warpage along the Z-axis. There are two hidden layers: the first layer has 7 neurons, and
there are 3 neurons in the second hidden layer. The network is trained for the second
time with new training data for addressing Z-axis warping, and in terms of the warping
deformation value, the error is reduced from 7.26% to 3.69%.

Sinno et al. [15] propose that between classification tasks in similar fields, transfer
learning, if performed successfully, would greatly improve the performance of learning by
avoiding expensive data-labeling efforts.

In the research literature related to transfer learning, Dan et al. [16] use an artificial
neural network that recognizes various symbols, and it is retrained with the data of capital
letters. The results show that using the original network for transfer learning can accelerate
the training efficiency of the neural network. Furthermore, pretrained neural networks
consistently outperform randomly initialized neural networks on new tasks with few
labeled data. This result is also applied to Chinese character recognition for accelerated
neural networks.

Huang et al. [17] propose a sharing cross-language hidden layer concept for the
learning of various languages, and this hidden layer of cross-language learning features
transformations during transfer learning in which the error can be reduced to 28% at best.

Jiahuan et al. [18] introduce model-based transfer learning and data augmentation,
the knowledge from other vision tasks is transferred to industrial defect inspection tasks,
resulting in high accuracy with limited training samples. Experimental results on an
injection molding product showed that the detection accuracy was improved to about 99%
when only 200 images per category were available. In comparison, conventional CNN
models and the support vector machine method could achieve an average accuracy of only
about 88.70% and 86.90%, respectively.

Yannik, L. et al. [19] used induced network-based transfer learning to reduce the
necessary amount of injection molding process data for the training of an artificial neural
network in order to conduct a data-driven machine parameter optimization for injection
molding processes. From the research results, it is found that the source model of the
injection molding process of the part similar to the part of the target process achieves the
best result. Transfer learning technology has the potential to significantly improve the
relevance of AI methods in process optimization in the plastics processing industry.

393



Polymers 2021, 13, 3874

In their work, Shin et al. [20] mention that because ImageNet collects a large number
of image tags, the neural network acquires enough training data to make accuracy ever-
improving. Their research results show that ImageNet network transfers to thoracic–
abdominal lymph node (LN) detection and interstitial lung disease (ILD) classification
problems with good accuracy, proving that neural networks can be extended to other
medical applications through transfer learning.

Hasan et al. [21] mention that when the amount of training data is not sufficient when
using training with random initialization, it is difficult to find an optimal solution. This
research first pretrains the network with simulated and analyzed data and then performs
transfer learning with actual experimental training. Their research results show that this
pretrained method can make a network converge quickly and can obtain results similar
to those of the control group with less training data. In related work, Hasan et al. [22]
mention that machine learning has great potential in the injection molding process, and
their research involves using different masses of LEGO bricks as training data and then
transferring what is learned to LEGO bricks of other sizes for quality prediction. The
network used in their study contains four hidden layers of neurons, the numbers of which
are 45, 45, 20, and 20, respectively. Rectified linear unit (ReLU) is used as the activation
function, the learning rate is 0.01, and the first two neural layers are frozen during the
transfer learning process to ensure that important knowledge will not be lost during the
transfer process.

From the aforementioned works, it can be found that in the application of the injection
molding process, most research is used to predict product weights, and less focus is given
to injection pressure, product shrinkage, warpage, or other issues. Additionally, beyond
the issue of weight, another criterion for judging whether the injection molding process for
any given product meets the standard is the shrinkage rate. At present, 3C products are
becoming more and more complex, so the assembly accuracy of the product is demanding,
making the parameters related to the shrinkage rate complicated. The injection speed of
the machine, mold temperature, holding pressure, and holding time are directly related.
Therefore, the on-site staff cannot quickly determine how to adjust the production process
to meet the tolerance specified during the design. The transfer learning method proposed
herein trains an artificial neural network with fewer actual parameters, which can be used
in the future to assist mold testing staff to quickly adjust machine parameters.

2. Relevant Technical Research

In recent years, with the ever-increasing speed of computer operations, artificial neural
networks have once again been widely discussed. With the development of TensorFlow
as an open-source resource by the Google Development Team, the application of artificial
neural networks has begun to develop rapidly. Artificial neural networks can be “trained”
with a significant amount of data constructing a network with rapid prediction and judg-
ment capabilities. However, not all trials can easily have a large amount of training data
collected. Therefore, the concept of transfer learning is also proposed. Neural networks
trained through similar trials can reduce the amount of training data and time necessary to
construct new networks.

Regarding programming development, this research uses the programming language
Python to interface with API via TensorFlow 2.0 (a Python-friendly open source library)
to develop artificial neural networks. After the release of TensorFlow version 2.0, the
high-level API highly supports Keras to reduce the difficulty of getting started and enables
interdisciplinary researchers to construct neural networks and adjust network hyperpa-
rameters more conveniently.

2.1. Artificial Neural Networks (ANN)

Artificial neural networks are currently widely used in the field of machine learning
and artificial intelligence. An artificial neural network consists of an input layer, a hidden
layer, and an output layer. Each layer is composed of several neurons. This study utilizes a
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backpropagation neural network as a training method, and it adjusts the values of weight
and bias between each neuron based on the results of each training trial.

2.1.1. Backpropagation Neural Network (BPNN)

A backpropagation neural network (BPNN) is a kind of supervised learning that uses
the gradient descent method to correct the erroneous difference between the expected value
and the output value. Its characteristic is that each neuron has a differentiable activation
function, and the network is highly connected.

The curve of injection molding product has multiple and deformable characteristics.
It is hard to use a simple principle to predict. Therefore, this research is based on BPNN to
predict these irregular data.

The BPNN network structure can be divided into three layers. As shown in Figure 1,
the first layer is the input layer. The input layer will receive data from the outside world.
Usually, these data will be preprocessed first. After receiving the data, the input layer will
transmit the data to the next layer. The number of hidden layers and the number of neurons
in each layer are designed according to different modeling problems, and because each
neuron is highly connected to each other, the architecture of the hidden layer will directly
affect the calculation speed of each training run; the third layer is the output layer, the
predicted values calculated by the hidden layer are exported to the outside world from this
layer, and according to different activation functions, these will have different functions.
Common ones are numerical prediction, classification, and probability, and so on.

Figure 1. Artificial neural network architecture.

2.1.2. Training and Learning Process

A backpropagation neural network is trained through the use of multiple sets of
data and continuously adjusts the weight value of each link until the error of the network
output meets the expected range. The training process is characterized by forward flow of
information in the prediction mode and backward flow of error corrections in the learning
process. Usually, the initialized weight value and offset value are randomly generated, so
the data need to be passed in the forward direction. The input data passed to the output
layer after the weight value, offset value, addition function, and activation function of the
link are calculated and predicted values can be received; the reverse signal transmission is
the reverse transmission stage of the network training. The error between the network’s
predicted value and the target value is first calculated, and then the learning effect is
controlled by the gradient descent method using the learning rate. The learning process is
shown in Figure 2.
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Figure 2. Basic architecture of a backpropagated neural network (BPNN).

2.2. Transfer Learning (TL)

The concept of transfer learning originated from the study of human behavior by
scientists. Human beings can transfer past experience to different fields and thereby
accelerate their learning in those fields new to them. In the field of machine learning, the
artificial neural network algorithm was developed by simulating the operation of human
nerves, and it also has the characteristics of transfer learning. When we do not have enough
labeled data to train the model, we can use a similar or the same type of data to “pretrain” a
model; with and on the basis of this properly trained model, a usable model can be trained
by using less labeled data. Transfer learning can be divided into two types—first, the
transition from virtual to actual reality, and second, among similar areas (as is explained
shortly hereafter). If the acquisition of training data is overly risky, the amount of data
required is too large, or it takes a lot of time and money, using a computer simulation can
obtain sufficient training data in a fast, safe, and cost-effective manner. For example, if
automatic driving technology were directly applied to a real road test before it is mature, it
would be extremely dangerous. Therefore, the use of computer-simulated driving for a
road network as pretraining and then transferring that to actual road training will greatly
reduce both risks and data requirements. Another transfer method is to transfer to a similar
field. For example, the module used for truck identification can be quickly applied to sedan
identification, which not only reduces the training data required but also speeds up the
network training. To achieve an effective transfer of learning, the data selection must be as
similar as possible, and, if possible, the data should be adjusted to match the data type of
the original network. Therefore, the data must be guaranteed to be normalized without too
much deviation; otherwise, the content received by the network will be different from the
setting.
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2.3. Computer-Aided Engineering (CAE)

Computer-aided engineering (CAE) is the use of finite element software to establish an
analysis model and perform rapid calculations on a computer for simulation. It is mainly
used in various engineering fields. Using the injection molding industry as an example,
engineers can perform simulation analysis via computer at an early stage of product
design and then evaluate the feasibility of that product design, as shown in Figure 3. This
technology can greatly shorten the development time, analyze and correct designs at the
initial stage, and reduce manpower and material costs in the subsequent testing process so
as to accelerate the time of product development, improve the product yield and quality,
and then increase the yield.

Figure 3. Flowchart of CAE design analysis.

2.4. The “Random Shuffle” Method

In machine learning, the most important thing is the correctness and quantity of
training data. Sufficient training data is one of the primary factors to ensure accuracy,
but how to use such hard-earned data is another issue of importance. Although machine
learning is fast and accurate, it never makes mistakes, so no matter how many calculations
are processed, the same result will be obtained. When humans are learning, because of
factors such as distractions and different preferences, the same information is evaluated
differently, which increases the likelihood of different resultant possibilities. Therefore,
when processing training data, that data can be randomly grouped, as shown in Figure 4,
by splitting it into multiple sets for learning purposes, the possibility of optimization can
thus be enhanced. This method, which we coin here as “random shuffle,” is similar to
the concept of training on batch commonly used in machine learning. “Training on batch”
describes when a training data set is divided into multiple batches in order to avoid the
difficulty of convergence due to processing too much training data at a time. The greatest
difference between training on batch and random shuffle is that the former uses the data
in only one training run, while random shuffle utilizes incomplete data sets for each run,
thus increasing the chance of mutation during all training runs. Because each training
data set is incomplete, after training, you need to train it again using the complete data set.
Random shuffle can be regarded as a kind of pretraining, and then the full data are used
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to make final adjustments to the pretraining network, such as shown in Figure 5, where
the data segmentation of random shuffle needs to be searched for using the trial-and-error
method. This research has been tested at 80% of the full data segmentation with a learning
rate of 0.1, which shows an improved effect. In terms of epochs, the number depends on
the amount of data in the set—the more training data that are in the set, the fewer epochs
will be needed.

Figure 4. Schematic diagram of random shuffle.

Figure 5. The random shuffle training process.

2.5. Data Normalization

Data normalization is used to compare data from different units. A unit of a set of data
can be removed and analyzed. Taking the injection molding parameters applied to neural
network training as an example, a temperature of 200 degrees for a plastic and the holding
time of 5 s as the input layer, due to the high value of the plastic’s temperature, more
iterations will be required in the calculations with the gradient descent (algorithm), which
will cause too many iterations on the holding pressure intervals with a relatively small
value that, in turn, causes overfitting. Therefore, the preprocessing of data is important
for machine learning. The two most common methods in the field of machine learning are
min–max normalization and Z-score standardization.
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The main purpose of minimum and maximum normalization is to scale all the data to
between [0, 1] and retain the distribution state of the data. The calculation method is shown
in Equation (1). This method is mainly used when the difference among data sets is too
great, which can accelerate the convergence of the model and avoid potential overfitting;
Z-score standardization is used to convert the data and to make it conform with normal
distribution, so that the average value is equal to 0 and the standard deviation is equal
to 1. The calculation method is shown in (2); it is mainly used to further optimize data
when the data themselves have close to a normal distribution. The data used in this study
are all evenly distributed, and the numerical difference between each input is large, so the
minimum and maximum normalization will be used to perform the preprocessing of the
data.

Xnom =
X− Xmin

Xmax − Xmin
∈ [0, 1] (1)

Z =
X− µ

σ
∼ N(0, 1) (2)

2.6. The Taguchi Method

The Taguchi method is a statistical method developed by Dr. Taguchi Genichi in the
1950s. It can improve design quality and computational cost efficiency. Through the use of
an orthogonal meter, the interference of noise on the product can be reduced, the number
of trials can be reduced, and the quality variation can be reduced to achieve the purpose of
robust design.

2.6.1. Quality Characteristics

Appropriate quality characteristics have the following two criteria: one is that real,
continuous functions are required, and the other is that a monotonic function is preferred.
It may likely be anticipated that “smaller” error between the inferred value and the target
output value is better, so it has a quality characteristic of “the smaller, the better” (STB),
and for STB, its target value of the S/N ratio should be approximating 0. The definition of
the S/N ratio is shown in Equation (3).

S/N = −10log[
1
n

n

∑
i=1

y2
i ] (3)

2.6.2. Definition and Selection of Experimental Factors

The factors that affect quality characteristics can be divided into three categories,
namely control factors, signal factors, and interference factors (also called noise factors),
as shown in Figure 6. The quality of the design will affect whether the subsequent results
achieve the standard desired and will not change with excessive variation due to the
interference of external factors, that is, sensitivity to the interference factor is reduced.

Figure 6. Experimental factors in Taguchi designs.
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Three strategies can be used for interference factors: random experiment, internal
orthogonal table, and interference experiment. If the quality characteristics are still not
affected by the extreme compound interference factors, then the combination is the best
stable design and can resist changes from other interference factors. To understand the
Taguchi orthogonal method as mentioned prior, the main effect between the factors, that
is, the degree of influence of the factor on the quality characteristics, and the fact that the
average effect of each factor is the experimental combination configured in the Taguchi
orthogonal table experiment, must be understood and ascertained, and then the S/N ratio
of each factor calculated, and finally made a response table.

3. Using CAE Data to Study Transfer Learning among Different Models

Because of the fact that actual injection molding data is difficult to obtain, this study
first uses CAE software to analyze a circular flat plate as the source of training data and
combines our random shuffle and database normalization processes for network training
and optimization; then, the trained network will be transferred and used on a similar but
square plate model. Finally, the use of the CAE data of the square plate model is used to
readjust the transferred weight and bias to make the entire network more suitable for the
numerical prediction of the square plate, as shown in Figure 7.

Figure 7. Transfer learning process between different models.

3.1. Network Training of the Circular Flat Model

This study uses a circular flat panel model to perform the pretraining of the backprop-
agation neural network (BPNN). The pretraining is divided into two parts: data collection
and network parameter tuning. The pretraining is to provide a set of available initial
weight and bias for the square flat panel model as a training purpose.

3.1.1. Training Materials

The training data are produced by using the mold flow analysis software, Moldex3D.
Each set of training data contains 5 control factors as input values and 5 analysis results as
expected values of output. The input values are injection speed, holding pressure, holding
time, plastic temperature, and mold temperature; the output values are gate EOF (end of
Filling) pressure, maximum cooling time, the value of warpage along the Z-axis, product
shrinkage along the X-axis, and product shrinkage along the Y-axis. The measurement
points are shown in Figure 8.

400



Polymers 2021, 13, 3874

Figure 8. CAE data measurement location of the circular flat model.

In terms of the process parameters, this study takes the default setting provided by
Moldex3D as a reference and then set values according to the number of levels. Among the
5 control factors, the injection speed, melt temperature, mold temperature, holding time,
and holding pressure are set at 3 levels, and then using a full factorial trial, a total of 243
sets of training data will be produced. The detailed training data parameters are shown on
Table 1. After the artificial neural network training is completed, it needs to be tested with
data that has not been learned at all. In this study, 16 sets of parameters corresponding to
the L16 orthogonal table of the Taguchi method are used as verification data. The detailed
parameters are shown on Table 2.

Table 1. Training data factors and level settings (CAE-243).

Factor Default Level

Melt Temperature (◦C) 210 185 207.5 230
Packing Time (sec) 4.5 3 6 9

Packing Pressure (MPa) 135 100 130 160
Injection Speed (mm/sec) 70 50 65 80

Mold Temperature (◦C) 50 40 55 70
Total Processed Data 243

3.1.2. Hyperparameter Settings

In terms of artificial neural networks, this study uses the optimized network param-
eters proposed by Jong et al. [14]. The parameters that need to be set are the number of
training times, the number of repetitions, the activation function, the learning rate, the
optimization method, the initial link value, the number of hidden layers, and the number
of neurons; this network architecture is shown in Figure 9. As for other settings, the
number of training runs is reduced to 20,000 due to the introduction of random shuffle for
pretraining, and the learning rate is 0.1. Both hidden layers use sigmoid as the activation
function and use the stochastic gradient descent (SGD) for optimization, and the network
hyperparameter settings are shown on Table 3.
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Table 2. Validation data settings (CAE-243).

No. Melt
Temp. (◦C)

Packing Time
(sec)

Packing
Pressure (MPa)

Injection Speed
(mm/sec)

Mold
Temp. (◦C)

1 195 4 110 55 45
2 195 5 120 60 50
3 195 7 140 70 60
4 195 8 150 75 65
5 205 4 120 70 65
6 205 5 110 75 60
7 205 7 150 55 50
8 205 8 140 60 45
9 210 4 140 75 50

10 210 5 150 70 45
11 210 7 110 60 65
12 210 8 120 55 60
13 220 4 150 60 60
14 220 5 140 55 65
15 220 7 120 75 45
16 220 8 110 70 50

Figure 9. Optimal network architecture (CAE-243).

Table 3. Network hyperparameter settings (CAE-243).

Parameters Value Parameters Value

Epoch 20,000 Learning Rate 0.1
Hidden Layer 1 7 Initial Weight Random
Hidden Layer 2 3 Initial Bias Random

Optimized Method SGD Activation Function Sigmoid

As for the data input, this research uses random shuffle to randomly divide 243 process
parameters into 1000 sets of training data. Each set of data contains 195 (80%) process
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parameters. The network alternates a set for training every 500 trials during training to
avoid overfitting occurring.

3.2. Transfer Learning of the Square Plate Model

In terms of transfer learning, the square plate and the round plate model are the same,
as are the network architecture of the two, as well as the optimized weight and bias values
for both, and then the training data of the square plate are used to fine-tune the network to
achieve the goal of transfer learning.

3.2.1. Training Materials

The training data are the same as those of the round flat model. The five analysis
results are used as the expected values of output. The input values are injection speed,
holding pressure, holding time, plastic temperature, and mold temperature; the output
values are EOF pressure, maximum cooling time, the value of warpage along the Z-axis,
the amount of product shrinkage along the X-axis, and the offset of the product along the
Y-axis. The measurement point positions are shown in Figure 10.

Figure 10. Model measurement position for the square plate.

The purpose of transfer learning is to reduce the required training data and save
calculation time. Therefore, in the training data setting for the square tablet, the L27
orthographic table of the Taguchi method is used to produce 27 sets of training data as
input, as shown on Table 4. The L16 orthogonal array produces 16 sets of verification
parameters to verify the network, as shown on Table 5.

3.2.2. Hyperparameter Tuning

The hyperparameters used in the transfer learning of the square plate are the same
as those used for the round plate. The architecture uses two hidden layers. The first layer
contains seven neurons, and the second layer contains three neurons. For other settings, the
learning rate is 0.1. Both hidden layers use sigmoid as the activation function. A transfer
function is used to input weight and bias. The network hyperparameter settings are shown
on Table 6.
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Table 4. Square tablet training data (CAE-27).

No. Melt Temp(◦C) Packing Time
(sec)

Packing Pressure
(MPa)

Injection Speed
(mm/sec)

Mold
Temp. (◦C)

1 185 3 100 50 40
2 185 3 100 50 55
3 185 3 100 50 70
4 185 6 130 65 40
5 185 6 130 65 55
6 185 6 130 65 70
7 185 9 160 80 40
8 185 9 160 80 55
9 185 9 160 80 70

10 207.5 3 130 80 40
11 207.5 3 130 80 55
12 207.5 3 130 80 70
13 207.5 6 160 50 40
14 207.5 6 160 50 55
15 207.5 6 160 50 70
16 207.5 9 100 65 40
17 207.5 9 100 65 55
18 207.5 9 100 65 70
19 230 3 160 65 40
20 230 3 160 65 55
21 230 3 160 65 70
22 230 6 100 80 40
23 230 6 100 80 55
24 230 6 100 80 70
25 230 9 130 50 40
26 230 9 130 50 55
27 230 9 130 50 70

Table 5. CAE verification data for square tablet (CAE-27).

No. Melt Temp. (◦C) Packing Time
(sec)

Packing Pressure
(MPa)

Injection Speed
(mm/sec)

Mold
Temp. (◦C)

1 195 4 110 55 45
2 195 5 120 60 50
3 195 7 140 70 60
4 195 8 150 75 65
5 205 4 120 70 65
6 205 5 110 75 60
7 205 7 150 55 50
8 205 8 140 60 45
9 210 4 140 75 50

10 210 5 150 70 45
11 210 7 110 60 65
12 210 8 120 55 60
13 220 4 150 60 60
14 220 5 140 55 65
15 220 7 120 75 45
16 220 8 110 70 50

3.2.3. Hyperparameter Tuning

The hyperparameters used in the transfer learning of the square plate are the same
as those used for the round plate. The architecture uses two hidden layers. The first layer
contains seven neurons, and the second layer contains three neurons. For other settings, the
learning rate is 0.1. Both hidden layers use sigmoid as the activation function. A transfer
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function is used to input weight and bias. The network hyperparameter settings are shown
on Table 6.

Table 6. Hyperparameters settings for the square plate (CAE-27).

Parameters Value Parameters Value

Epoch 20,000 Learning Rate 0.1
Hidden Layer 1 7 Initial Weight Transfer
Hidden Layer 2 3 Initial Bias Transfer

Optimized Method SGD Activation Function Sigmoid

As for the data input, this research uses random shuffle to randomly divide 27 sets
of process parameters into 1000 sets of training data. Each set of data contains 22 (80%)
process parameters. The network alternates a set of training for every 500 trials during
training to avoid the occurrence of overfitting.

3.3. Comparison of Transfer Learning Results among Different Products

This study compares the training process of transfer learning with full data and
random shuffle processing and discusses the results of transfer learning based on the two
results of the S mean error and standard deviation.

3.3.1. Training Results of the Round Plate Model

In this study, the prediction results of 243 groups of circular flat models analyzed via
Moldex3D were used as the input value for the backpropagation neural network, and the
data processing method of random shuffle was utilized to improve accuracy of prediction.
With the same training data, network architecture, and hyperparameter settings, after using
the data processing method of random shuffle, the average error of EOF pressure, cooling
time, warpage value along the Z-axis, shrinkage along the X-axis, and shrinkage along
the Y-axis all delivered different degrees of improvement, of which Z-axis warpage shows
the most significant mitigation. In addition to reducing the average error, random shuffle
also has different degrees of optimization vis-à-vis the standard deviation. The standard
deviation regarding warpage has been reduced most obviously. Our detailed comparison
results are shown on Table 7.

Table 7. CAE data training results for the round flat plate model (CAE-243).

Circle Plate Result (CAE-243)

EOF
Pressure

Cooling
Time

Z-Axis
Warpage

X-Axis
Shrinkage

Y-Axis
Shrinkage

Full Data
AVG (%) 12.67 8.78 29.84 14.80 13.36

STD 5.29 4.48 45.46 18.33 11.71

Random
Shuffle

AVG (%) 11.22 8.61 19.89 12.83 10.72
STD 5.22 4.42 26.45 13.91 7.54

Difference
AVG (%) 1.45 0.16 9.94 2.06 2.63

STD 0.07 0.05 19.01 4.42 4.17

3.3.2. Training Results for the Square Flat Model

In the case of trials on the square plate, this study only uses 27 sets of training data as
the input value for the backpropagation neural network, and the process parameters are
the same as those for the round plate. Our detailed training results are shown on Table 8.
If 27 sets of data are used for training directly, among the five output values, only EOF
pressure and cooling time are having less than 10% of predicted error. As for warpage
along the Z-axis, shrinkage along the X-axis, and shrinkage along the Y-axis, their error is
high, of which the 59% for the warpage along the Z-axis is the highest. After using random
shuffle to reprocess the data, the error rate and standard deviation of the five output results
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are all reduced, but the errors of warpage and shrinkage along the X and Y axes are still
significant.

Table 8. Training results for the square flat model (CAE-27).

Square Plate Result (CAE-27)

EOF
Pressure

Cooling
Time

Z-Axis
Warpage

X-Axis
Shrinkage

Y-Axis
Shrinkage

Full Data
AVG (%) 4.85 10.98 59.61 17.14 20.64

STD 2.18 7.43 66.65 22.05 18.43

Random
Shuffle

AVG (%) 3.91 10.16 56.25 15.39 18.54
STD 1.90 6.40 60.58 18.66 17.63

Difference
AVG (%) 0.94 0.82 3.36 1.75 2.10

STD 0.28 1.03 6.07 3.39 0.81

3.3.3. Transfer Learning Results for the Square Tablet Model

The round flat and square flat are both flat types of models. Therefore, this study
uses the trained round flat network architecture as the network architecture for square
flat training and integrates the optimized weight and bias into the network as the starting
values for square tablet training. Our training results are shown on Table 9. Without
preprocessing the data, using the optimized weight and bias from training for the round flat
plate, the error value and standard deviation of the EOF pressure, cooling time, shrinkage
along the X-axis, and shrinkage along the Y-axis are all reduced, except for the average of
percentage errors for warpage along the Z-axis, which has increased from 59.61% to 79.96%;
if the data are preprocessed with random shuffle, the error value and standard deviation of
the five output items will decrease, among which the warpage has been mitigated most
obviously, and the error value has been reduced from 79.96% dropped to 31.05%, and the
standard deviation dropped from 70.34% to 17.56%.

Table 9. Transfer learning results for the square flat model (CAE-27).

Square Plate with Transfer Learning Result (CAE-27)

EOF
Pressure

Cooling
Time

Z-Axis
Warpage

X-Axis
Shrinkage

Y-Axis
Shrinkage

Full Data
AVG (%) 3.44 8.69 79.96 15.02 18.15

STD 1.83 5.36 70.34 10.85 12.18

Random
Shuffle

AVG (%) 2.77 8.48 31.05 11.81 16.46
STD 1.80 4.94 17.56 8.97 11.19

Difference
AVG (%) 0.67 0.22 48.91 3.22 1.69

STD 0.03 0.42 52.78 1.89 0.99

4. Prediction of Molding Using the Network Trained via CAE Data and Transferred for
Actual Injection

In this section, the use of a larger amount of circular flat model CAE data to train
a more accurate neural network is described and discussed. This network trained with
CAE data is then transferred to the actual injection molding prediction, and the circular
flat data obtained from actual trials are used for retraining to verify that there is feasibility
of conversion between virtual and actual reality models for the injection molding process.

4.1. Transfer Learning between Virtual and Actual Reality

In the transfer learning process between virtual and actual reality, because the same
model is used, the two sets or types of data must be as similar as possible. If the actual data
and the CAE data are too divergent, prediction accuracy is seriously impacted after the
final transfer. Therefore, the data collection during the running of trials is important. In
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this study, with the gates, the in-mold pressure sensor was used to collect measurements
of the pressure change curve. After the product was left for one day, the round plate of
the amount of change in the X- and Y-axis was measured using a coordinate measuring
machine; however, warpage and cooling time data are difficult to obtain, so these two
results are not considered during the transfer process. The entire process is shown in
Figure 11.

Figure 11. Flow chart of transfer learning from virtual to actual reality trials.

4.2. Round Flat CAE Data Pretraining

The prediction accuracy before transfer of learning greatly affects the results after
transfer. Therefore, herein, the use of more CAE data and the reoptimization by tuning the
hyperparameters using the Taguchi method and the performance of pretraining before TL
are detailed and discussed. All prediction errors of the training model are maintained at
less than 5% of the total.

4.2.1. Training Data

The training data in this section are produced by the mold flow analysis software,
Moldex3D. The number of data sets has been increased from 243 sets to 1024 sets. Each set
of training data contains 5 control factors as input values and 5 analysis results as expected
output values. The input values are injection speed, holding pressure, holding time, plastic
temperature, and mold temperature, respectively; and the output values are gate EOF
pressure, maximum cooling time, warpage along Z-axis, shrinkage along the X-axis, and
shrinkage along the Y-axis. The position of the measuring point is shown in Figure 12.

In terms of process parameters, for this study, the preset value provided by Moldex3D
is taken as the reference, and then the value is adjusted according to the number of levels.
Among the five control factors, the injection speed, melt temperature, mold temperature,
holding pressure time, and holding pressure are all set at level 4, and then using the full
factor method, a total of 1024 sets of training data are produced. Our detailed training data
parameters are shown on Table 10. After the artificial neural network training is completed,
it needs to be tested with data that have not yet been learned. In this study, 16 sets of
parameters corresponding to the L16 orthogonal table of the Taguchi method are used as
verification data. Our detailed parameters are shown on Table 11.
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Figure 12. Measurement position of the round plate model.

Table 10. Training data for the round plate (CAE-1024).

Factor Default Level

Melt Temperature (◦C) 210 185 200 215 230
Packing Time (sec) 4.5 3 5 7 9

Packing Pressure (MPa) 135 100 120 140 160
Injection Speed (mm/sec) 70 50 60 70 80

Mold Temperature (◦C) 50 40 50 60 70
Total Process Data 1024

Table 11. Validation data for the round plate (CAE-1024).

No. Melt Temp. (◦C) Packing Time
(sec) Packing Pressure (MPa) Injection Speed (mm/sec) Mold

Temp. (◦C)

1 194 4.2 112 56 46
2 194 5.4 124 62 52
3 194 6.6 136 68 58
4 194 7.8 148 74 64
5 203 4.2 124 68 64
6 203 5.4 112 74 58
7 203 6.6 148 56 52
8 203 7.8 136 62 46
9 212 4.2 136 74 52

10 212 5.4 148 68 46
11 212 6.6 112 62 64
12 212 7.8 124 56 58
13 221 4.2 148 64 58
14 221 5.4 136 56 64
15 221 6.6 124 74 46
16 221 7.8 112 68 52

4.2.2. Hyperparameter Tuning

In order to achieve better prediction accuracy, 1024 sets of data are used in this section
and 1024 process parameters are randomly divided into 200 sets of training data with
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random shuffle. Each set of data contains 819 (80%) processes. A set of training materials is
changed every 50 runs during training to avoid overfitting.

This study uses the optimized network architecture proposed by Jong et al. [14] to
train 1024 sets of CAE data and found that if the warpage along the Z-axis cannot be less
than 5%, loss value cannot continue to decrease, even with the number of training runs
increased; for this, the change of loss value can be observed from either the training data
or verification data. If overfitting is the cause of the inability to reduce accuracy, the loss
values of the two (i.e., the loss value of the training and verification set) will cross over.
However, in fact, the loss values of the two, though they fluctuate significantly, remain
parallel, and there is no crossover phenomenon, as shown in Figure 13. The rapid rises
and falls, seen illustrated in Figure 13, represent that weight and bias are continuously
being updated, but the loss value cannot be further reduced. Therefore, it can be inferred
that in the optimized network architecture proposed by Jong et al. [14]., the number of
neurons cannot fully learn the knowledge presented by the 1024 sets of data. Therefore, in
this section, discussion of use of the Taguchi method to recorrect the optimized network
design and hyperparameters is present, and factor levels are shown in Table 12, while the
orthogonal array is shown in Table 13.

Figure 13. Comparison diagram for loss value in the training set and the verification set.

Table 12. Artificial neural network factors and level settings.

Factor Parameters Level 1 Level 2 Level 3

A Training Cycle 10,000 20,000 30,000
B Learning Rate 0.05 0.1 0.3
C Hidden Layer 1 7 9 11
D Hidden Layer 2 7 9 11

4.2.3. Hyperparameter Optimization

In this section, with the use of random shuffle, 200 sets of new data are made with
80% of the full data (819 sets of data) are detailed and discussed. Because each set of data
is relatively large, in order to avoid overlearning the content of a single set of data, the
epoch is set to 50, and the learning rate is 0.1 for pretraining, hyperparameter optimization,
using Z-axis warpage as the indicator of optimization as discussed prior in Section 3, and
the error percentage between the predicted value and the expected value is used as the
optimization target (i.e., STB). Trials results from the Taguchi orthogonal array are shown
on Table 14. The most effective result is No. 5, the warpage along Z-axis is 5.22%, and our
ANOVA analysis is shown on Table 15. The optimization factors are A2, B1, C3, D1, and
the corresponding hyperparameters are as follows: training times 20,000, learning rate 0.05,
11 neurons in the first layer, and 7 neurons in the second layer, and the difference between
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the optimized parameters and No. 5 is only the factor B, which are the learning rates of
0.05 and 0.1, respectively.

Table 13. L9 orthogonal table (CAE-1024).

No A B C D Training
Cycle

Learning
Rate

Hidden
Layer 1

Hidden
Layer 2

1 1 1 1 1 10,000 0.05 7 7
2 1 2 2 2 10,000 0.1 9 9
3 1 3 3 3 10,000 0.3 11 11

4 2 1 2 3 20,000 0.05 9 11
5 2 2 3 1 20,000 0.1 11 7
6 2 3 1 2 20,000 0.3 7 9

7 3 1 3 2 30,000 0.05 11 9
8 3 2 1 3 30,000 0.1 7 11
9 3 3 2 1 30,000 0.3 9 7

Table 14. Experimental results from the Taguchi orthogonal array.

No A B C D EOF
Pressure

Cooling
Time

Z−Axis
Warpage

X−Axis
Radius

Y−Axis
Radius

S/N
Ratio

1 1 1 1 1 5.04 3.21 7.10 2.22 1.99 −17.03
2 1 2 2 2 4.90 3.20 7.31 2.28 2.18 −17.28
3 1 3 3 3 4.97 3.55 8.10 2.28 2.22 −18.17

4 2 1 2 3 4.98 1.36 5.50 2.17 2.56 −14.81
5 2 2 3 1 5.10 1.72 5.22 2.04 2.20 −14.35
6 2 3 1 2 4.78 3.42 6.78 2.11 2.38 −16.62

7 3 1 3 2 5.04 1.32 5.85 1.98 1.96 −15.34
8 3 2 1 3 5.18 2.06 6.39 1.73 2.40 −16.11
9 3 3 2 1 4.94 1.13 6.26 2.08 2.09 −15.93

Table 15. ANOVA analysis (CAE-1024).

A B C D

LEVEL 1 −17.49 −15.73 −16.59 −15.77
LEVEL 2 −15.26 −15.91 −16.41 −16.41
LEVEL 3 −15.79 −16.91 −15.95 −16.36

It can be found from Figure 14 that the C and D factors representing the neural network
structure in the ANOVA analysis, in the indications, are the same as the results given prior
in Section 3, which is the first layer is the bigger, the better, and the second layer is the
smaller, the better, and the first layer is larger than the second layer; as for the learning
rate, it shows a trend that the smaller the value, the better, so this research uses this trend
to adjust the optimized hyperparameters to 20,000 training times, learning rate 0.01, 13
neurons in the first layer, and 5 neurons in the second layer. Finally, this parameter with
No. 5 and the optimized parameters are compared. The results are shown on Table 16.
The optimized parameters have the smallest error value. The combination adjusted with
optimized parameters is also better than No. 5. The network architecture is shown in
Figure 15, and the hyperparameters are shown on Table 17.
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Figure 14. Response graph of S/N ratio (CAE-1024).

Table 16. Verification of optimized hyperparameters (CAE-1024).

Training
Cycle

Learning
Ratio Layer 1 Layer 2 Z-axis

No.5 20,000 0.1 11 7 5.22%
Op1. 20,000 0.05 11 7 3.61%
Op2. 20,000 0.03 13 5 4.88%

Figure 15. Optimal network architecture (CAE-1024).
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Table 17. Optimized network hyperparameters (CAE-1024).

Parameters Value Parameters Value

Epoch 20,000 Learning Rate 0.05
Hidden Layer 1 11 Initial Weight Random
Hidden Layer 2 7 Initial Bias Random

Optimized Method SGD Activation Function Sigmoid

4.3. Transfer Learning for Injection Molding

In the transfer learning between virtual and actual reality, the data collection of the
actual reality trials is important. The final results will be more accurate if the CAE data are
more similar. For this study, the training data and verification data are obtained by actual
injection molding, and then the training data are imported to the pretrained model.

4.3.1. Training Data

In terms of the training data for the injection molding process, the input values are
injection speed, holding pressure, holding time, plastic temperature, and mold temperature,
and the five analysis results are categorized as the expected output values, respectively. As
for the output values, because it is difficult to measure the amount of warpage along the
Z-axis and the maximum cooling time, so for this study, the output values of EOF pressure,
shrinkage along the X-axis, and shrinkage along the Y-axis only are captured. The other
two are replaced by 0 during training, so that the network can run smoothly.

The training data and verification data discussed herein are all based on the L16 OA
table, each generating 16 sets of data and a total of 32 unique data sets. Due to the gap
between the actual machine settings and the simulation software, the holding pressure
is set at the upper limit of 140 MPa as the basis to modify the molding parameters. The
relevant process parameters are shown on Tables 18 and 19.

Table 18. Training data for the round plate model (EXP-16).

No. Melt Temp. (◦C) Packing Time
(sec)

Packing Pressure
(MPa)

Injection Speed
(mm/sec)

Mold
Temp. (◦C)

1 185 3 100 50 40
2 185 5 113 60 50
3 185 7 126 70 60
4 185 9 139 80 70
5 200 3 113 70 70
6 200 5 100 80 60
7 200 7 139 50 50
8 200 9 126 60 40
9 215 3 126 80 50

10 215 5 139 70 40
11 215 7 100 60 70
12 215 9 113 50 60
13 230 3 139 60 60
14 230 5 126 50 70
15 230 7 113 80 40
16 230 9 100 70 50

4.3.2. Hyperparameter Settings

The hyperparameters used in transfer learning are the same as those used in CAE data
pretraining. In terms of the architecture, two hidden layers are used. The first layer contains
11 neurons, and the second layer contains 7 neurons. For other settings, the learning rate is
0.05. Both hidden layers use sigmoid as the activation function. Weight and bias use the
transfer method. The network hyperparameter settings are shown in Table 20.
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Table 19. Validation data for the round plate model (EXP-16).

No. Melt Temp. (◦C) Packing Time
(sec)

Packing Pressure
(MPa)

Injection Speed
(mm/sec)

Mold
Temp. (◦C)

1 194 4.2 109 56 46
2 194 5.4 118 62 52
3 194 6.6 127 68 58
4 194 7.8 136 74 64
5 203 4.2 118 68 64
6 203 5.4 109 74 58
7 203 6.6 136 56 52
8 203 7.8 127 62 46
9 212 4.2 127 74 52

10 212 5.4 136 68 46
11 212 6.6 109 62 64
12 212 7.8 118 56 58
13 221 4.2 136 62 58
14 221 5.4 127 56 64
15 221 6.6 118 74 46
16 221 7.8 109 68 52

Table 20. Network hyperparameter settings (EXP-16).

Parameters Value Parameters Value

Epoch 20,000 Learning Rate 0.05
Hidden Layer 1 11 Initial Weight Transfer
Hidden Layer 2 7 Initial Bias Transfer

Optimized Method SGD Activation Function Sigmoid

As for data input, this research uses random shuffle to randomly divide 16 process
parameters into 1000 sets of training data. Each set of data contains 13 (80%) process
parameters. The network changes one set of training data after every 500 runs during
training to avoid overfitting from happening.

4.4. Comparison of Simulation and Actual Transfer Learning Results, CAE Data Training Results
for the Circular Flat Model

In this study, the prediction results for the 1024 sets of the circular flat model analyzed
by Moldex3D were preprocessed with random shuffle data processing as the input value of
the backpropagation neural network and combined with the hyperparameters generated
using the Taguchi method to optimize the model. After these methods are used, the EOF
pressure, cooling time, gate warpage value, shrinkage along the X-axis, and shrinkage
along the Y-axis, the average error is less than 5%, and Z-axis warpage is mitigated most
obviously, which is a more complicated factor. In addition to reducing the average error,
random shuffle also has different degrees of optimization vis-à-vis the standard deviation.
In terms of the improvement in the standard deviation, gate warpage is the most obvious.
Our detailed comparison results are shown in Table 21.

4.4.1. Training Results of Experimental Data of the Circular Flat Model

In the actual trials, this study only uses 16 sets of data for training and 16 sets of
data for verification. The hyperparameters are the same as the CAE data for training. The
detailed training results are shown in Table 22. If 16 sets of data are used for training
directly, all 3 output values are not ideal. After using random shuffle to reprocess the data,
the error rate of the three output results has slightly decreased, and the standard deviations
have shown significant reduction.
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Table 21. Training results for the round flat model (CAE-1024).

Circle Plate Result (CAE-1024)

EOF
Pressure

Cooling
Time

Z-Axis
Warpage

X-Axis
Shrinkage

Y-Axis
Shrinkage

Full Data
AVG (%) 4.01 1.84 8.50 3.48 2.73

STD 2.61 1.35 5.21 2.78 2.23

Random
Shuffle

AVG (%) 3.99 1.27 3.61 1.34 1.89
STD 2.01 0.92 2.87 1.01 1.10

Difference
AVG (%) 0.02 0.57 4.9 2.14 0.84

STD 0.60 0.43 2.34 1.77 1.13

Table 22. Training results for the round flat model (EXP-16).

Circle Plate Result (EXP-16)

EOF
Pressure

Cooling
Time

Z-Axis
Warpage

X-Axis
Shrinkage

Y-Axis
Shrinkage

Full Data
AVG (%) 15.03 8.31 9.26 15.03 8.31

STD 8.58 13.34 15.73 8.58 13.34

Random
Shuffle

AVG (%) 13.61 7.36 7.45 13.61 7.36
STD 6.62 9.33 8.63 6.62 9.33

Difference
AVG (%) 1.42 0.95 1.81 1.42 0.95

STD 4.96 4.01 7.10 4.96 4.01

4.4.2. The Results of the Transfer Learning Trials Data for the Round Plate Model

In terms of data collection, the CAE and actual trials use the same model. In this study,
the circular flat network structure trained with CAE data is used as the network structure
for the trial data, and the optimized weight and bias are imported as training input. The
training results are shown on Table 23.

Table 23. Results of transfer learning for the round plate model (EXP-16).

Circle Plate Result
(EXP-14)

with Transfer Learning without Transfer Learning

EOF
Pressure

X-Axis
Shrinkage

Y-Axis
Shrinkage

EOF
Pressure

X-Axis
Shrinkage

Y-Axis
Shrinkage

Full Data
AVG (%) 5.88 2.56 3.96 15.03 8.31 9.26

STD 4.71 2.26 3.97 8.58 13.34 15.73

Random
Shuffle

AVG (%) 5.56 2.35 3.91 13.61 7.36 7.45
STD 4.20 2.19 3.42 6.62 9.33 8.63

Difference
AVG (%) 0.32 0.21 0.05 1.42 0.95 1.81

STD 0.51 0.07 0.55 4.96 4.01 7.10

Without preprocessing the data, this study uses the optimized weight and bias of the
CAE data for training, and the error values and standard deviations of the EOF pressure,
shrinkage along the X-axis, and shrinkage along the Y-axis are all reduced. After the data
are processed with random shuffle, the error values and standard deviation of all outputs
are reduced.

5. Results and Discussion

Random shuffle and transfer learning for the training of neural networks have been
applied for this study. It has been shown that random shuffle can effectively improve the
accuracy of the network and reduce the standard deviation. Through observation of the
loss value, the vibration amplitude of the loss value of the verification data decreased
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significantly after using random shuffle, while transfer learning can transfer the learned
knowledge to new applications. By expanding weight and bias, it can be found that the
shape of weight and bias after using transfer learning is similar. Compared with the initial
weight and bias group, which never used transfer learning, the difference is obvious.

5.1. Discussion on Random Shuffle Method’s Effect

The training data has been divided into many data sets after implementing random
shuffle. Therefore, the data contained in each set are incomplete and only contain partial
learning content. The training process of random shuffle data can be regarded as a kind of
pretraining; the fragmented data helps the weight and bias of the network to be unable to
escape from the local minimum after initialization. The effect is similar to dropout. Taking
the training of the 1024 sets of CAE data as an example, the loss value with and without
random shuffle implemented are compared; Figure 16 shows the change in loss over 50
training runs. The loss values of the two are similar, and the loss of the verification data is
volatile; Figure 17 shows the change over 100 training runs, and the amplitude of the loss
value of the verification data is reduced. Figure 18 shows that change over 200 training
runs. The loss value of the training data decreases faster for the sets used within the same
training runs, and the loss vibration amplitude of the verification data is reduced to only
half of the control group. The loss vibration amplitude of the verification data is small,
meaning that the network is more stable for forecasting data.

Figure 16. Change of loss value with or without random shuffle (50 runs).

Figure 17. Change of loss value with or without random shuffle (100 runs).
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Figure 18. Change of loss value with or without random shuffle (200 runs).

5.2. Discussion on the Effect of Transfer Learning

In this section, the learning results using random shuffle for transfer learning are
discussed. From Table 24, it can be seen that the error values trained directly from the square
plate CAE data and the round plate trial data are not ideal; even with the data processing
method of random shuffle, which can optimize standard deviation, the error value is still
not ideal. Without changing any hyperparameters, the trained parameters are imported
into the network before training. These results are shown in Table 25. The error values for
the square and round plate trials have improved significantly. The original warpage along
Z-axis of the square plate was as high as 56.25, because warpage is complicated, and the
plastic flow method adopted, holding pressure, holding time, and cooling time will all affect
warpage. Even experts cannot judge such trends in warpage, certainly from the 27 sets
of training data, not to mention having an accurate prediction, and after importing the
243 sets for round flat data training weight and bias, the network itself already contains
warpage-related trends, and then it has been fine-tuned for the square flat training data,
resulting in the amount of warpage along Z-axis with a reduction of the error value of the
standard deviation to 31.05%.

Table 24. Predicted results for square plate (CAE-27) and round plate (EXP-16).

Result of Square Plate (CAE-27) & Circle Plate (EXP-16)

EOF
Pressure

Cooling
Time

Z-Axis
Warpage

X-Axis
Shrinkage

Y-Axis
Shrinkage

Square
Plate

AVG (%) 3.91 10.16 56.25 15.39 18.54
STD 1.90 6.40 60.58 18.66 17.63

Circle
Plate

AVG (%) 13.61 7.36 7.45
STD 6.62 9.33 8.63

Table 25. Transfer learning results for square plate (CAE-27) and round plate (EXP-16).

Result of Square Plate (CAE-27) & Circle Plate (EXP-16)

EOF
Pressure

Cooling
Time

Z-Axis
Warpage

X-Axis
Shrinkage

Y-Axis
Shrinkage

Square
Plate

AVG (%) 3.91 10.16 56.25 15.39 18.54
STD 1.90 6.40 60.58 18.66 17.63

Square
Plate
(TL)

AVG (%) 2.77 8.48 31.05 11.81 16.46
STD 1.80 4.94 17.56 8.97 11.19

Circle
Plate

AVG (%) 13.61 7.36 7.45
STD 6.62 9.33 8.63

Circle
Plate(TL)

AVG (%) 5.56 2.35 3.91
STD 4.20 2.19 3.42
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In the actual reality trials for circular plate, after importing the optimized weight and
bias from 1024 sets of circular plate data, the error value of the EOF pressure, shrinkage
along the X-axis, and shrinkage along the Y-axis is reduced to less than 5%. Figure 19 shows
the structure of an optimized weight and bias; Tables 26–28 show optimized weight and
bias. Taking this result as an example, the weight and bias matrix between the two layers
are expanded into a column and a distribution map is drawn, as shown in Figures 20–25;
therein, CAE represents the original distribution before the transfer, TL represents the
distribution after transfer, and EXP represents the distribution after direct training. It can
be found that the weight and bias distributions of CAE and TL are almost the same, with
only a numerical difference. EXP can be different in trend from the other two. Because there
are only 16 sets of data for training, the distribution of weight and bias is only between [2,
−2], and the other two sets are widely distributed between [6, −6].

Figure 19. Optimized hyperparameters and network structure for the circular plate (CAE-1024).

Table 26. Weight and bias between the input layer and the first hidden layer (CAE-1024).

Input to Hidden Layer 1

Weight H101 H102 H103 H104 H105 H106 H107 H108 H109 H110 H111

I01 −1.1380 −1.3887 −0.2855 −1.4546 −4.7642 2.0215 0.5312 2.7493 3.0976 −2.0409 0.3560
I02 3.7457 0.6322 1.7630 1.2978 0.0940 0.0474 0.1391 0.4969 −0.0035 5.3307 1.1453
I03 −0.0767 0.4169 0.2950 −1.4659 0.2065 0.0649 0.1480 −0.0729 −0.0716 −1.5080 0.6472
I04 0.4478 0.6541 −0.3143 0.0424 −1.1876 4.3344 −0.0358 0.6161 −1.3805 −0.1439 0.2278
I05 0.1851 −0.0521 −0.4043 −1.0403 −0.2708 0.3893 3.1411 −1.1837 −0.1945 −1.4266 1.2472
Bias 0.4616 −0.4964 −0.3441 −0.1590 −0.4003 0.4831 −4.2604 0.7888 −0.8406 0.5141 −0.5477
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Table 27. Weight and bias between the first and second hidden layers (CAE-1024).

Input to Hidden Layer 2

Weight H201 H202 H203 H204 H205 H206 H207

H101 0.4846 −0.2906 −0.4810 0.0960 4.0143 0.8524 −0.7530
H102 0.7461 0.3182 −0.0355 −0.2350 0.9976 1.7191 −0.8385
H103 −0.2167 −0.7549 0.3227 −1.3992 0.0234 0.5743 −1.3188
H104 −0.2193 1.0535 1.0047 0.3022 −1.0671 −0.8595 1.7802
H105 0.1245 0.1110 3.5158 −0.6555 0.3523 −0.1515 2.2811
H106 0.3782 −0.6278 0.1922 −0.3553 −0.9026 1.3512 1.7357
H107 −0.6336 −2.0454 −1.5661 2.2850 −1.7217 0.4527 −0.1687
H108 −0.6807 0.9787 −2.7245 −0.1729 −1.7629 0.0099 −0.0046
H109 −0.0665 −0.2635 −0.7414 −0.0496 −0.1540 −1.1532 −1.7003
H110 0.7065 0.4036 0.5818 0.4633 3.8549 −0.7217 0.6002
H111 0.2691 0.0886 −1.2342 0.6715 −0.6184 −1.4114 0.8704
Bias 0.0969 −0.4892 −0.1725 −0.2370 −1.9194 −0.2119 0.1383

Table 28. Weight and bias between the second hidden layer and the output layer (CAE-1024).

Hidden Layer 2 to Output

Weight O01 O02 O03 O04 O05

H201 0.1771 −0.9374 1.2355 1.4501 1.2729
H202 −0.8741 −1.1480 0.7641 0.0267 −0.3646
H203 1.7557 0.3356 −0.0501 1.3303 2.0018
H204 −0.6002 2.2428 1.1498 −0.0814 −0.5862
H205 0.0348 0.0010 −1.1131 −0.1650 0.2440
H206 0.7898 0.1205 −0.8733 0.8862 1.7326
H207 1.1126 0.0468 0.4803 −1.3758 −2.2127
Bias −0.4228 0.4861 −0.2742 −0.0809 0.2185

Figure 20. Weight distribution diagram between the input layer and the first hidden layer.
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Figure 21. Bias distribution diagram between the input layer and the first hidden layer.

Figure 22. Weight distribution diagram between the first layer and the second hidden layer.

Figure 23. Bias distribution diagram between the first layer and the second hidden layer.
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Figure 24. Weight distribution diagram between the second hidden layer and the output layer.

Figure 25. Bias distribution diagram between the second hidden layer and the output layer.

It can be understood from the expanded distribution graph that the distribution trend
of weight and bias after the transfer has been fixed, and subsequent retraining will only
change the distribution by a small margin without major changes, so there is no need
for excessive training data and training runs for a usable network to be obtained quickly.
Moreover, even a high number of neurons will not help a set of training data that is too
small.

6. Conclusions

In this study, an artificial neural network has been utilized to render result predictions
for the injection molding process. The CAE analysis data are used as training data and the
error value is reduced to less than 5% through the Taguchi method and random shuffle
method, which we have introduced herein. The performance of the network transfer to
the actual machine can show that transfer learning can solve the problem of difficult data
acquisition, just like Jiahuan [18] and Yannik [19]. In addition, predicting the performance of
the task from the circle plate can support the argument that the transfer learning proposed
by Shin [20] can maintain good performance and that its performance is better than the
initial training network. In this conclusion, the applications of the neural network and
transfer learning are summarized.
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6.1. Artificial Neural Network Applications

In this study, artificial neural network training was carried out a total of four times,
including via use of 243 sets of circular flat CAE data, 27 sets of square flat CAE data, 1024
sets of circular flat CAE data, and 16 sets of circular flat real data. Regarding optimization
of the hyperparameters for the network, these are summarized in the following points:

1. Random shuffle can reduce the error rate and standard deviation. In this study, the
data volume was 80% and the learning rate was 0.1 for random shuffle pretraining.

2. The Taguchi method can effectively optimize the hyperparameters of artificial neural
networks, and after ANOVA analysis, optimal solutions can be achieved.

3. By monitoring the loss value of the training and verification data simultaneously,
it can be judged whether there is overfitting. If the loss curve of the training data
continues to decline while diverging ever further from the loss curve of the verification
data, it may be that the training time is too long and overfitting is caused. If the two
loss curves can no longer be optimized, there are two possibilities: one is that the
learning rate is not suitable, which makes it impossible to get rid of the local minimum.
The other is that the content of the training data is more complex, and the number of
neurons is insufficient. Optimization has bottlenecks.

6.2. Transfer Learning Applications

This study carried out transfer learning twice, namely the transfer of CAE round plate
to CAE square plate and the transfer of CAE round plate to the actual reality trial for round
plate. Although both are transfer learning, the former is not using the same model. The
time and space for the latter when it comes to data collection are different. Based on the
results of these two transfer learning results, this study indicates the following points,
summarized here:

1. Since the cost of injection data acquisition is quite high, the transfer learning can
predict with less data under some specific conditions. At the same time, actual
experiments can prove that transfer learning has better effects in similar work.

2. From the weight and bias distributions before and after transfer learning, it can be
found that retraining will not significantly change the distribution; however, a slight
change is possible. Therefore, the original network selected will determine the results
of transfer learning.

3. If the set of training data is too small to contain enough effective content, the fluctua-
tion range of weight and bias will be smaller. In this state, adding neurons will not
improve the training error value.
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Abstract: A motor core is formed by stacking iron sheets on top of each other. Traditionally, there
are two stacking methods, riveting and welding, but these two methods will increase iron loss and
reduce usage efficiency. The use of resin is the current developmental trend in the technology used to
join iron sheets, which has advantages including lowering iron loss, smoothing magnetic circuits,
and generating higher rigidity. The flow behavior of resin in gluing technology is very important
because it affects the dipping of iron sheets and the stacking of iron sheets with resin. In this study,
a set of analytical processes is proposed to predict the flow behavior of resin through the use of
computer-aided engineering (CAE) tools. The research results are compared with the experimental
results to verify the accuracy of the CAE tools in predicting resin flow. CAE tools can be used to
predict results, modify modules for possible defects, and reduce the time and costs associated with
experiments. The obtained simulation results showed that the filling trend was the same as that
for the experimental results, where the error between the simulation results for the final dipping
process and the target value was 0.6%. In addition, the position of air traps is also simulated in the
dipping process.

Keywords: motor core; iron sheet; computer-aided engineering tools; gluing

1. Introduction

In the motor core manufacturing process, one of the sources of performance degra-
dation is the joining method used during the stacking of iron sheets. From Krings’ [1]
research, it can be seen that in addition to the joining method in the stacking process, the
cutting method and the various combinations of iron sheets will have an impact on iron
loss. Lamprecht’s [2,3] research pointed out that in the iron sheet stacking process, the use
of interlocking or welding methods will increase iron loss. The results were verified both
experimentally and using the finite element method. Therefore, that research discusses
the use of gluing technology to reduce iron loss and improve the efficiency of this process.
The resin flow in gluing technology is very important. Due to the design of the viscous
flow channel and the dipping module, the resin flows into an open space and forms a free
surface in contact with the air, after which the iron sheet is dipped into resin. This is similar
to the relationship between a stamp (iron sheet) and an ink pad (free surface). Finally, the
iron sheets with resin are stacked on each other to form a motor core. In the present study,
mold flow analysis software is used to predict the resin flow and analyze the iron sheet
dipping process. Chang [4] established a three-dimensional numerical model to simulate
the filling behavior of EMC (epoxy molding compound) in IC packaging materials. Based
on the consistency between the experimental and simulation results, the accuracy of this
method in the filling process of a three-dimensional model was verified. In a mold flow
analysis, the free surface produced by the contact between the fluid and the air cannot
be ignored. Aniszewski [5], Srinivasan [6], and Zhou [7] studied using the fluid volume
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method to solve the free surface problem, and the simulations were verified to be predictive.
Khalil Abdullah’s [8] and Chen’s [9] research pointed out the Cross Castro–Macosko model
is stable and reliable on the flow rheology. Azmi’s [10] and Duan’s [11] research show
that using the the Cross Castro–Macosko model has good results in predicting the flow
behavior of thermoset materials. In Chen’s [9] and Domínguez’s [12] research, it can be
seen that Kamal’s model is a good approach to predict the change in the mechanical degree
of conversion during the material curing process. Lai’s [13] research shows the 3D mold
flow modeling capabilities of Moldex3D, and the use of the Cross Castro–Macosko model
and Kamal’s model to obtain accurate results for thermoset materials.

In the present research, a discussion is made of the integration of gluing technology in
the stamping process. A set of analytical methods is proposed to predict the flow behavior
of resin, the results of which are used in the dipping analysis. In the case of resin flow, the
fluid volume method was used to calculate the free surface that occurs when the fluid is in
contact with the air.

2. Experiment
2.1. Equipment

The resin flows between the upper and lower die due to the design of the runner and
the dipping module, and the iron sheet that moves with the upper die for dipping can be
seen in Figure 1. In the experiment, the resin is pushed by a pump at a pressure of 0.8 MPa;
the stamping equipment is set to 50 strokes per minute (50 SPM); the stamping force is
0.022 tf, and the stamping speed is 1.83 mm/s. The stamping equipment was produced by
the Metal Industries Research and Development Center, Kaohsiung, Taiwan.

The runner design comprises three parts: the resin pool, the over-flow dam, and a
Teflon block (see Figure 2). In addition, Figure 3 shows the design of the Teflon module. In
Figure 3a, there are many holes in the top view. It is a Teflon microstructure with a 1 mm
diameter and 1.5 mm spacing. Figure 3b is a bottom view of the Teflon block revealing the
internal design of the Teflon block. The resin flowing into the resin pool is divided into
the left and right sides. The left half has three flow channels, while the right half has one.
Figure 3c shows the grooves next to the hole, which are designed to make the resin flow
evenly. The purpose of this study is to explore the influence of the design of the runner
and the module on the resin flow.

Figure 1. Motor core manufacturing process steps.
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2.2. Material

ST resin, which is a thermosetting material, was used in this study. This material
was provided by the Metal Industries Research and Development Center, and the material
properties were measured by CoreTech System Co., Ltd. A thermal differential scanning
calorimeter (DSC) was used to measure the curing kinetics of thermosetting epoxy (Perkin
Elmer DSC-8500) (Figure 4). A parallel-plate rheometer (Anton Paar MCR502) was used to
measure the viscosity of the epoxy (Figure 5).
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Figure 4. Curing kinetics curve of the ST resin. The curing kinetics is measured by a DSC with
different temperature ramping rates (Q = 10, 28, 45, 62, 80 ◦C/min).

Figure 5. Viscosity curve of the ST resin. The viscosity is measured by a parallel-plate rheometer at
different temperatures ramping rates (Q = 10, 28, 45, 62, 80 ◦C/min) and the viscosity changes with time.

Since the resin will solidify as the temperature rises, the curing kinetics must be
considered in this study. The curing kinetics model used the Kamal’s model, while the
model equation is shown in Section 3.1.

The viscosity of a thermosetting material will decrease with the increase of temper-
ature. Because the viscosity changes with the temperature, the viscosity curve is very
important in the research. The viscosity model used the Cross Castro–Macosko model,
while the model equation is shown in Section 3.1.

3. Simulation
3.1. Theoretical Background

For the flow simulations, the principle of conservation of mass, momentum, and
energy was used for the governing equation.

• Continuity Equation

The mass conservation of resin during cavity filling is described by a continuity
equation:

∂ρ

∂t
+∇·

(
ρ
⇀
V
)
= 0 (1)
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• Momentum Equation

During the resin filling process, the fluid force changes are described by the momen-
tum equation:

ρ


∂

⇀
V

∂t
+

⇀
V·∇

⇀
V


 = −∇P +∇·

⇀
⇀
τ + ρ

⇀
g (2)

• Energy Equation

The energy equation is used to describe the conservation of energy in the curing
process during the filling process:

ρCP

(
∂T
∂t

+
⇀
V·∇T

)
= ∇·(k∇T) + η

.
γ

2
+

dα

dt
∆H (3)

where t is the time; ρ is the density;
⇀
V is the velocity vector; P is the pressure;

⇀
⇀
τ is the stress

tensor;
⇀
g is the gravity; CP is the specific heat; T is the temperature;

.
γ is the shear rate; α is

the degree of cure; ∆H is the reaction heat; and η is the viscosity taken as the generalized
Cross Castro–Macosko viscosity model [14]:

η=
η0

(
αg

αg−α

)C1+C2α

1 +
(

η0
.
γ

τ∗

)1−n∗ (4)

η0 = A1· exp
(

Tb
T

)
(5)

Tb =
E
R

(6)

where τ∗ is the critical shear stress;
.
γ is the shear rate; n∗ is a power law index; T is the

static temperature; α is the degree of cure; αg is the degree of cure at gel point; C1, C2 are
the fitting constant; A1 is the exponential-fitted constant; and Tb is the reaction activation
energy constant. The values of the Cross Castro–Macosko model constants Equation (4) are
given in Table 1.

Table 1. Values of the Cross Castro–Macosko model constants. The constants were measured by a
parallel-plate rheometer.

Process Parameters Parameter Values Unit

αg 0.3 -
C1 5.3193 -
C2 −10 -
A1 1× 10−9 g/(cm·s)
Tb 7996 K
n∗ 0.8 -
τ∗ 10 dyne/cm2

dα
dt is the curing kinetics taken as Kamal’s model [15]:

dα

dt
= (Ka + Kb·αm)·(1− α)n (7)

Ka = A· exp
(−Ta

T

)
(8)

Kb = B· exp
(−Tb

T

)
(9)
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where dα
dt is cure reaction rate; α is degree of cure; m, n are material constants; Ka, Kb are

cure reaction velocity constants; A, B are cure reaction constants; Ta, Tb are activation
energies. The values of Kamal’s model constants Equation (7) are given in Table 2.

Table 2. Values of Kamal’s model constants. The constants were measured by a DSC.

Process Parameters Parameter Values Unit

m 0.75648 -
n 2.0614 -
A 228.29 1/s
B 2.5826× 107 1/s
Ta 14,586 K
Tb 8619 K

• Volume of Fluid, VOF.

The free liquid surface problem is quite difficult for numerical calculations. The main
reason for this issue is that the boundary of a free liquid surface is a moving boundary,
and the boundary changes with time. The free liquid surface must meet the free surface
kinematic boundary condition (FSKBC) and the free surface dynamic boundary condition
(FSDBC) [16].

The volume of fluid (VOF) [17] is a numerical calculation method that is used to
establish the interface boundary conditions for a free surface or two-fluid interfaces. The
VOF method is based on defining a fractional volume function that allows a single element
to be full, partially filled, or to remain empty. Through the fractional volume function,
three areas can be defined in the element as follows:

f =





0, the element is empty.
1, the element is full.
0 < f < 1, there is a fluid interface in element.

(10)

The fractional volume function is governed by a transport equation:

∂ f
∂t

+
⇀
V·∇ f = 0 (11)

The following simple serial averages are adopted in this work to approximate the density
and viscosity at the interface between fluid 1 and fluid 2.

ρ f = f ·ρ1 + (1− f )·ρ2 (12)

η f = f ·1 + (1− f )·2 (13)

3.2. Simulation Process

This study explores the gluing technology used in the iron sheet stacking process of
motor cores. The resin is transferred through resin inlet to resin pool by a pump as shown
in Figures 6 and 7, so the injection molding process simulation tool, Moldex3D, is used for
the filling process simulation. The resin flows through the viscous flow channels and the
viscous flow channels are constituted of the resin pool and the Teflon block. When the resin
flows through 122 holes in a plate, hemi-spheres of resin will be formed. An iron sheet is
then dipped on the emerged resin to form a thin layer of glue to bond iron layers to make a
motor core.
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During the dipping process, the iron sheet moves with the upper die. Therefore,
compression molding process simulation is used to model the dipping process. The
emerged hemi-sphere shaped resin in the plate is numerically extracted as the initial
condition for the dipping analysis to predict whether the resin is evenly distributed on the
iron sheet.

The stacking process is fully elucidated through the use of a mold flow analysis and a
dipping analysis in order to establish the simulation approach used in this study.

3.3. Mesh Generation

For the purposes of the simulation, the process is divided into two parts, where the
mesh is divided into two parts and constructed as a filling process and a dipping process.
Rhinoceros 5 was the mesh modeling software used in this study.

3.3.1. Filling Process

A solid 3D mesh model is created through geometry, as shown in Figure 7. The resin
pool and the Teflon block are constructed according to the geometry provided by the Metal
Industries Research and Development Center, Kaohsiung, Taiwan. The diameter of the
resin inlet is 6 mm, then the resin is divided to the left and right side by three runners
(Figure 3b), and finally the resin flows out through 122 holes with 1 mm diameter. The
location of the holes is shown in Figure 3a. The detail dimensions of the filling model are
shown in Appendix A, Figure A1. The plate is used to simulate the open space of the resin
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flow out of the system. There are 3.5 million mesh elements, for which the quality is 0.97
based on the skewness.

3.3.2. Dipping Process

The mesh used for the dipping process is composed of a compression surface (iron
sheet), a compression zone, a space above the over-flow dam (plate), and the over-flow
dam, as shown in Figure 8. The compression zone part simulates the process of gluing the
iron sheet. In addition, since the resin on the iron sheet cannot exceed 0.002 mm, the resin
is compressed into a space with a thickness of 0.002 mm (the space above the over-flow
dam) for the simulation. There is a total of 2.5 million mesh elements, for which the quality
is 0.99 based on the skewness.
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3.4. Process Parameters

The stamping process is used for gluing the motor core. Due to the design of the
runner and the module, the flow of the resin is very important to the overall process.
Therefore, the flow is predicted through a simulation, and the experimental parameters
are input into the mold flow analysis software to simulate and predict the resin flow and
gluing results.

3.4.1. Filling Process

In the experiment, the resin was pushed by a pump, for which the pressure was
0.8 MPa, so the injection pressure was set at 0.8 MPa. The mold temperature and the resin
temperature were both set to 45 ◦C based on the data provided by the Metal Industry
Research and Development Center, which indicates that the temperature of the resin before
entering the module is about 45 ◦C. The mold flow analysis mold is set at 45 ◦C because,
regardless of whether it passes through the runner in the resin pool or the runner or
microstructure in the Teflon block, the resin temperature is still about 45 ◦C, so the resin is
flowing isothermally in the glue module. In the setting of process parameters, the initial
conversion rate of plastics is very important. In this study, Moldex3D mold flow analysis
software was used to calculate the initial conversion rate. The resin was taken out at room
temperature (25 ◦C) for one day, and the initial conversion rate barely changed. Therefore,
the initial conversion rate was set to 0%. The process parameters can be shown in Table 3.
In the experiment, the volume flow rate is 0.00053 cm3/s. The volume flow rate cannot be
set in the simulation analysis, so it can only be measured based on the filling time. Since the
total volume of the mesh model established in this paper was 4.16 cm3, the filling time was
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set to 416 s, for which the volume flow rate was 0.01 cm3/s. The reason why the volume
flow rate of this study was set at 0.01 cm3/s is explained in the Results and Discussion
section of this paper.

Table 3. The parameters of the filling process.

Process Parameters Parameter Values

Injection pressure (MPa) 0.8
Melt temperature (◦C) 45
Mold temperature (◦C) 45
Initial conversion (%) 0

Filling time (s) 416

3.4.2. Dipping Process

The parameters for the dipping process are shown in Table 4. The compression speed
and compression force, which is the stamping speed and stamping force in the stamping
process, respectively, were set based on the Metal Industries Research and Development
Center guidelines. The thickness of the compression zone was 0.5 mm because the thickness
of the compression zone only addressed the area where the iron sheet is prepared to glue
the resin. The compression time was obtained by the compression gap divided by the
compression speed. The resin and mold temperature settings were also set based on the
data provided by the Metal Industries Research and Development Center. The initial
conversion rate setting was calculated using Moldex3D software. From the filling process
to the gluing stage, the resin in the module does not flow over 1 hour, so the conversion
rate remained at 0%.

Table 4. The parameters of the dipping process.

Process Parameters Parameter Values

Compression time (s) 0.273
Compression gap (mm) 0.5

Compression speed (mm/s) 1.83
Compression force (tf) 0.022
Resin temperature (◦C) 45
Mold temperature (◦C) 45
Initial conversion (%) 0

3.5. Mold Flow Analysis Software

A commercially available CAE software Molde×3D 2020 R1 special edition for free
surface simulation was used for the analysis in this study. It is a CAE software used mainly
for injection molding and compression molding simulations.

4. Results and Discussion

This section discusses the influence of gravity and the flow rate on the simulation
and also discusses the resin distribution during the dipping process and the distribution
of the air traps, after which a comparison of the results with the experimental results
are discussed.

4.1. The Influence of Gravity on Simulation

The effect of gravity in this study was very significant. Figure 9 shows the influence
of gravity on the simulation. If gravity is ignored, there is a slightly unreasonable flow
situation, as shown in Figure 9. When gravity is taken into account, the results are close to
actual conditions. Therefore, gravity must be taken into consideration.
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4.2. The Influence of Flow Rate on Simulation

In this simulation, if the flow rate is set to be the same as the experiment in the mold
flow analysis, the air resistance will be too large, which will cause the resin to fail to flow
smoothly and cause the simulation to stop. Therefore, different fill times were set, which
made the flow rate respectively 0.01 (see Figure 10), 0.02, 0.03, 0.04, and 0.05 cm3/s. The
simulation results of the flow rate 0.02, 0.03, 0.04, 0.05 cm3/s are shown in Appendix B,
Figures A2–A5. From the simulation results of different flow rates, it can be seen that
the flow trend is similar at different flow rates. In this study, the flow rate closest to
the experimental conditions was used for the simulation (0.01 cm3/s). Experiment and
simulation results of the flow trend in the plate are shown in Table 5.

Polymers 2021, 13, x FOR PEER REVIEW 10 of 18 
 

 

A commercially available CAE software Moldex3D 2020 R1 special edition for free 234 

surface simulation was used for the analysis in this study. It is a CAE software used 235 

mainly for injection molding and compression molding simulations. 236 

4. Results and Discussion 237 

This section discusses the influence of gravity and the flow rate on the simulation 238 

and also discusses the resin distribution during the dipping process and the distribution 239 

of the air traps, after which a comparison of the results with the experimental results are 240 

discussed. 241 

4.1. The Influence of Gravity on Simulation 242 

The effect of gravity in this study was very significant. Figure 9 shows the influence 243 

of gravity on the simulation. If gravity is ignored, there is a slightly unreasonable flow 244 

situation, as shown in Figure 9. When gravity is taken into account, the results are close 245 

to actual conditions. Therefore, gravity must be taken into consideration.  246 

  

(a) (b) 

Figure 9. The effect of gravity on simulation (a) considering gravity and (b) not considering gravity. 247 

4.2. The Influence of Flow Rate on Simulation 248 

In this simulation, if the flow rate is set to be the same as the experiment in the mold 249 

flow analysis, the air resistance will be too large, which will cause the resin to fail to flow 250 

smoothly and cause the simulation to stop. Therefore, different fill times were set, which 251 

made the flow rate respectively 0.01 (see Figure 10), 0.02, 0.03, 0.04, and 0.05 cm3/sec. The 252 

simulation results of the flow rate 0.02, 0.03, 0.04, 0.05 cm3/sec are shown in Appendix B, 253 

Figures B1–B4. From the simulation results of different flow rates, it can be seen that the 254 

flow trend is similar at different flow rates. In this study, the flow rate closest to the ex- 255 

perimental conditions was used for the simulation (0.01 cm3/sec). Experiment and simu- 256 

lation results of the flow trend in the plate are shown in Table 5. 257 

  

(a) (b) 

Polymers 2021, 13, x FOR PEER REVIEW 11 of 18 
 

 

  

(c) (d) 

Figure 10. The flow rate is 0.01 cm3/sec. (a) Filling 10%; (b) Filling 30%; (c) Filling 50%; (d) Filling 70%. 258 

Table 5. Experiment and simulation results of flow trend in the plate. Since the filling process of the 259 
experiment is not easy to observe, there is a large gap in the total filling time. Therefore, the time 260 
difference is used to determine whether the trend is similar. 261 

Experiment Simulation 
Experiment  

(Δt) 

Simulation 

(Δt) 

 
40 sec 

 
279 sec 

 

 

 

 

- 

 

 

 

 

- 

 
43 sec 

 
283 sec 

 

 

 

 

3 sec 

 

 

 

 

4 sec 

 
45 sec 

 
285 sec 

 

 

 

 

2 sec 

 

 

 

 

2 sec 
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Table 5. Experiment and simulation results of flow trend in the plate. Since the filling process of the
experiment is not easy to observe, there is a large gap in the total filling time. Therefore, the time
difference is used to determine whether the trend is similar.

Experiment Simulation Experiment
(∆t)

Simulation
(∆t)

40 s 279 s

- -

43 s 283 s

3 s 4 s

45 s 285 s

2 s 2 s

48 s 289 s

3 s 4 s

4.3. Results for Dipping an Iron Sheet

From the results of the filling process (Table 5), it can be seen that the resin emerges
first from the right side, then the middle of the left side, and finally from the two sides of
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the left T-shape. There is obviously more resin on the right side than that on the left side.
The emerged resin in the plate is numerically extracted, and then the resin is used as the
initial condition for the dipping analysis. The simulation result of the dipping process is
shown in Figure 11. The distribution of resin is uneven, which will reduce the adhesion
quality of the iron sheets, and there is an over-flow on the right side, which will cause
bumps when the iron chips are stacked on each other (the resin area exceeds the size of the
iron sheet) (see Figure 12).
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Figure 12. Schematic diagram of bumps caused by resin overflow.

4.4. Air Traps Results

The simulation was very important not only in terms of predicting the flow of resin
during the dipping process but also in terms of predicting the occurrence of air traps. The
occurrence of air traps may reduce the adhesive area. In addition to insufficient adhesion,
the subsequent heating process for the iron sheet may also produce a popcorn effect, which
may decrease product quality. From Figure 13, it can be seen that most of the air traps
are located on the right half. This phenomenon is due to too much resin on the right half,
which causes the gas to not discharge smoothly during the dipping process.
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Figure 13. Position of air traps.

4.5. Comparison of the Target Value and the Simulation Results

Since it is not easy to measure the resin volume in the experiment, the resin volume can
be obtained by the estimated resin area (320.8 mm2) times the resin thickness (0.002 mm) is
0.64 cm3, which can be used as a comparison basis for simulation.

Image analysis software (ImageJ) was used to analyze the resin area associated with
the dipping results, which was 322.021 mm2 (Figure 14), and the volume was 0.644 mm3,
resulting in a simulation error of 0.6%.

Figure 14. ImageJ measurement results.

5. Conclusions

This article was focused on the gluing technology used in the stamping process. The
gluing method was relatively similar to other joining methods (welding, riveting), but it
had advantages including lowering iron loss, smoothing the magnetic circuit, and obtaining
higher overall rigidity. In this study, Moldex3D mold flow analysis software was used to
predict the flow of the resin due to the design of the module and runners and the process
used to stick the iron sheet during the motor core die-bonding process, in order to observe
the resin flow. In this research, the flow of the plastic in the module was simulated first,
and then the flow results were taken as the condition before dipping in order to predict the
plastic dipping process under specific conditions.

Based on the research results, the following conclusions could be drawn:
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1. The properties of the fluid in the mold flow analysis are very important. In the present
research, Kamal’s reaction dynamic model and the Cross Castro–Macosko viscosity
model were used to define the material parameters, so the mold flow analysis could
better describe the material characteristics.

2. A mold flow analysis and a dipping analysis were used to compare the entire motor
core filling and dipping process. The prediction results were very good for both the
flow in the filling process and the dipping process, and it was possible to effectively
predict the area where the air traps would occur when glued based on the results of
the analytical software.

3. Image analysis software (ImageJ) was used to analyze the resin area in the simulation
results, for which the resulting area was 322.021 mm2 and the volume was 0.644 mm3.
The target value of area is 320.8 mm2 and the volume is 0.64 mm3. The error value for
the simulation results was 0.6%, which may have been caused by extracting the resin.

4. The runner design will cause the resin to flow unevenly and there will be over-flow
during the dipping process.
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Figure A1. Cont.
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Figure A1. The detail dimensions of the filling model. (Unit: mm) (a) The Teflon block; (b) The resin pool.

Appendix B

Figure A2. The flow rate is 0.02 cm3/s. (a) Filling 10%; (b) Filling 30%; (c) Filling 50%; (d) Filling 70%.
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Abstract: The transport behaviors of proton into nanoporous materials were investigated using
different Monte Carlo simulation codes such as GEANT4, Deeper and SRIM. The results indicated
that porous structure could enhance the proton scattering effects due to a higher specific surface area
and more boundaries. The existence of voids can deepen and widen the proton distribution in the
targets due to relatively lower apparent density. Thus, the incident protons would transport deeper
and form a wider Bragg peak in the end of the range, as the target materials are in a higher porosity
state and/or have a larger pore size. The existence of voids also causes the local inhomogeneity of
proton/energy distribution in micro/nano scales. As compared, the commonly used SRIM code
can only be used to estimate roughly the incident proton range in nanoporous materials, based on
a homogeneous apparent density equivalence rule. Moreover, the estimated errors of the proton
range tend to increase with the porosity. The Deeper code (designed for evaluation of radiation
effects of nuclear materials) can be used to simulate the transport behaviors of protons or heavy ions
in a real porous material with porosity smaller than 52.3% due to its modeling difficulty, while the
GEANT4 code has shown advantages in that it is suitable and has been proven to simulate proton
transportation in nanoporous materials with porosity in its full range of 0~100%. The GEANT4
simulation results are proved consistent with the experimental data, implying compatibility to deal
with ion transportation into homogeneously nanoporous materials.

Keywords: Monte Carlo; nanoporous matter; proton; transport behavior; GEANT4 code

1. Introduction

With the development of nuclear energy and space exploration, materials with excel-
lent irradiation tolerance are receiving extensive attention [1,2]. Numerous effects have
been devoted to investigate the damage behaviors and mechanisms of nuclear protection
materials under various irradiation resource [3–7]. For metals or inorganic crystal mate-
rials, energetic particle radiation was found to cause point defects, and the accumulation
of point defects would form dislocation loops, voids, stacking fault tetrahedrons (SFTs),
etc. [8]. The key to design the radiation tolerant materials is that the point defects can
be partly recovered or eliminated during the radiation process [1,9]. The most popular
approach is to introduce interfaces inside the materials [1,9,10], using a free surface to
attract, absorb and annihilate point and line defects [7,10,11]. Chen [12] investigated the
radiation response and mechanisms in a helium ion-irradiation immiscible coherent Cu/Co
nanolayer and found that the interface of Cu/Co can effectively reduce the population of
irradiation-induced defects.

Recently, owing to its lightweight, ultra-low metal consumption and large free surface
area per unit volume [10,13], nanoporous (NP) metal shows great potential to become a new
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class of radiation-resistant material. Bringa [9] reported the existence of a radiation-resistant
window between the ligament size of NP foams and the irradiation dose rate. Li [10] studied
the irradiation response of nanoporous Au under heavy ion beam bombardment in situ and
indicated that the radiation-induced defects can be absorbed/eliminated by nanopores.

To date, the previous research has demonstrated that NP metals can be reasonably
designed with strength, stability and radiation resistance [9,14], but there is still a lack
of corresponding simulation calculation about the ion transport behavior in nanoporous
matter (metal, inorganic and polymer). Compared to nanoporous metal and inorganic
materials, nanoporous polymers exhibit excellent flexibility, thermal insulation and stability
and have received extensive attentions recently [15]. Owing to their special structure (large
specific surface area and high porosity) and ultra-low density, which make them an ideal
material for some specific fields, such as filtration [16], catalysis and wastewater treatment
field [17–19], as well as the thermal/sound insulation and aerospace activity fields [20].
The stability of a nanoporous polymer must be considered under space irradiation environ-
ments. On-orbit experiments and ground-based irradiation simulation tests are expensive
and time-consuming [21], while computer simulation is a common and reliable method for
evaluating the radiation effects of materials. Porosity and pore size are the main structural
parameters of porous materials. However, what is not yet known is how porosity and pore
size affect the transport process. In the previous research, Stopping and Range of Ions in
Matter (SRIM) software [22] is always used to estimate the range of charged particles into
porous matter [9]. However, SRIM can only be used to handle homogeneous or multiple-
layered substances, nevertheless, it would fail in dealing with the transport behavior of
ions into heterogeneous matter. It is essential to model nanoporous matter and understand
the transport behavior of charged particles into nanoporous matter.

In this work, the study is divided into two sections. The first section is to simulate the
transport behavior of a proton into nanoporous matter, to make clear whether the porous
part takes special roles on the transport process (range, particle distribution and energy
deposition). The second section is to investigate the damage behaviors of nanoporous
matter (using polyimide aerogel as an example) under proton irradiation, to compare
with/verify the simulation results. The obtained results for transport behaviors in porous
matter would provide a path to future complex simulations calculation and irradiation-
resistant nanoporous materials design.

2. Materials and Methods
2.1. Simulation Codes

The software packages of SRIM (United States) are based on Monte Carlo method [22],
which is commonly used to simulate the interaction of ion beam with homogeneous or
quasi-homogeneous matters (such as laminated materials).

Deeper [23] (DamagE crEation and Particle transport in matter, China) is another
code based on Monte Carlo method, which can only be used to handle porous materials
transport process with porosity less than 52.3%.

GEANT4 [24] is a Monte Carlo application toolkit developed by CERN (European
Organization for Nuclear Research, Geneva, Switzerland), which is used to simulate the
physical process of particle transport in matter. In this work, Deeper and GEANT4 were
used to simulate the proton into nanoporous materials.

2.2. Proton Irradiation

The irradiation experiments were carried out using a ground simulator of space
particle-radiation environments in Harbin Institute of Technology. This irradiation equip-
ment can simulate proton, electron and ultraviolet radiation. The energy of proton and
electron can be set from 30 to 200 keV, and the equipment details are described else-
where [25]. In this work, the proton energy was set as 170 keV at a flux at 5 × 1011 cm−2s−1.
The proton fluence was set up to 5 × 1014 cm−2 in the tests. During the irradiation, the
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proton beam was incidented perpendicularl into the samples surface with scanning area of
10 × 10 mm. The tested chamber was kept in a vacuum better than 10−5 Pa.

2.3. Materials and Testing

In this work, the polyimide aerogels were obtained from Aerospace System Engi-
neering (Shanghai, China), with specimen size 10 × 10 × 5 mm. The synthesis detail is
described elsewhere [26], and the chemical structure is shown in Figure 1. The porosity
of the pristine samples is 94%, and the skeleton density of polyimide is 1.4 g·cm−3, which
is obtained using Helium pycnometer. The average pore size is measured as a diameter
of 51 nm using 3H-2000PS2 nitrogen isotherm adsorption instruments, and the specific
surface area is 293 m2/g calculated by BET (Brunauer–Emmett–Teller) model. After the
irradiation, the samples were notched from the non-irradiated side and fractured. The sam-
ples were coated with a platinum film for conductivity before observation, then A ZEISS
field emission scanning electron microscopy from Merlin Compact was used to investigate
the sample cross section. The acceleration voltage is 5 keV, and the working distance is
8 mm during tests.

Polymers 2021, 13, x FOR PEER REVIEW 3 of 11 
 

 

2.2. Proton Irradiation 
The irradiation experiments were carried out using a ground simulator of space par-

ticle-radiation environments in Harbin Institute of Technology. This irradiation equip-
ment can simulate proton, electron and ultraviolet radiation. The energy of proton and 
electron can be set from 30 to 200 keV, and the equipment details are described elsewhere 

[25]. In this work, the proton energy was set as 170 keV at a flux at 5 × 1011 cm−2s−1. The 
proton fluence was set up to 5 × 1014 cm−2 in the tests. During the irradiation, the proton 
beam was incidented perpendicularl into the samples surface with scanning area of 10 × 
10 mm. The tested chamber was kept in a vacuum better than 10−5 Pa. 

2.3. Materials and Testing 
In this work, the polyimide aerogels were obtained from Aerospace System Engi-

neering (Shanghai, China), with specimen size 10 × 10 × 5 mm. The synthesis detail is de-
scribed elsewhere [26], and the chemical structure is shown in Figure 1. The porosity of 
the pristine samples is 94%, and the skeleton density of polyimide is 1.4 g·cm−3, which is 
obtained using Helium pycnometer. The average pore size is measured as a diameter of 
51 nm using 3H-2000PS2 nitrogen isotherm adsorption instruments, and the specific sur-
face area is 293 m2/g calculated by BET (Brunauer–Emmett–Teller) model. After the irra-
diation, the samples were notched from the non-irradiated side and fractured. The sam-
ples were coated with a platinum film for conductivity before observation, then A ZEISS 
field emission scanning electron microscopy from Merlin Compact was used to investi-
gate the sample cross section. The acceleration voltage is 5 keV, and the working distance 
is 8 mm during tests. 

 
Figure 1. The chemical structure of the repeating unit of the PI aerogel. 

3. Results and Discussion 
3.1. Simulation Part 
3.1.1. Porosity Effects 

Figure 2 shows the comparison of the incident proton tracks in a solid and corre-
sponding geometric structure with voids. It can be seen that the apparent range of the 
incident protons is seen much deeper and more scattered in the porous matter, implying 
that large number of nano-voids in the materials may exert drastic change (such as proton 
distribution, energy deposition, etc.) as compared with that in a normal solid matter. 

Figure 1. The chemical structure of the repeating unit of the PI aerogel.

3. Results and Discussion
3.1. Simulation Part
3.1.1. Porosity Effects

Figure 2 shows the comparison of the incident proton tracks in a solid and corre-
sponding geometric structure with voids. It can be seen that the apparent range of the
incident protons is seen much deeper and more scattered in the porous matter, implying
that large number of nano-voids in the materials may exert drastic change (such as proton
distribution, energy deposition, etc.) as compared with that in a normal solid matter.

In order to better understand the transport behavior of proton into nanoporous matter,
a simple model was proposed for simulating the particle transport parameter in nanoporous
solids, as shown in Figure 3.

Given that the nano-porous materials are composed of spherical pores homogeneously
distributed in a solid, the porous materials could be modeled as a continuous solid including
periodic distributed spherical nano-holes or voids. The spacing of the adjacent voids in
the coordination axes of X, Y and Z could be defined as a, b and c, respectively. The radius
of voids is set as r. In this case, the incident particles (such as protons) should transport
straightly within the voids. According to the above-defined scaling parameters, the porosity
of the defined materials can be calculated using Formula (1):

η =
4πr3

3abc
(1)
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Figure 2. The transport behavior calculated by GEANT4: (a) Solid. (b) Geometric structure containing
voids. (The black box represents the solid materials; the yellow balls represent the voids; the blue
lines represent the ion tracks.).
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Figure 3. The schematic diagram of spherical periodic porous structure.

Based on the periodic nanoporous model, the transport behavior of proton into ma-
terials can be calculated using GEANT4 code. Figure 4a shows the simulated results of
protons incident into different porosity materials. It can be seen that increasing the porosity,
the proton range was observed increase together with a broadened Bragg peak. Moreover,
one could also observe multiple subpeaks overlying on the Bragg peak. In order to analyze
this phenomenon, the proton distribution curves at the porosity of 49.3% were enlarged,
as shown in Figure 4b. It is worth noting that the overlying subpeaks appear periodically,
and the periodic distance between adjacent sub-peaks is about 102 nm, the same as that
of the adjacent voids. To better understand this phenomenon, the peak/valley positions
and the corresponding numbers were counted, as shown in Figure 4c. Interestingly, there is
an obvious linear relationship between the position and number of these subpeaks/valleys.
The fitting slope of peaks and valleys is almost equivalent to the distance of adjacent voids
(102 nm). In addition, the intercept represents the first apparent subpeak or subvalley in the
distribution curves. In addition, the intercept of the peaks linear fitting equal to 14.6 times
the adjacent void’s distance (102 nm), while the intercept of the valleys is equal to 16 times
the adjacent void’s distance (102 nm). The results indicate the existence of voids would
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cause the local inhomogeneity of proton distribution. More specifically, there are fewer
protons deposited at the center position (namely, subvalleys position) of the spherical voids,
and more protons deposited at the right of the spherical void’s edge (namely, subpeaks
position). Figure 4d depicts the relationship between energy deposition distribution and
porosity. It shows similar characteristic to the proton distributions in the porous materials,
namely energy deposition, tend to be deeper and broader in the materials when increasing
the porosity. The results indicate that the existence of voids would magnify the transport
process of protons and cause local inhomogeneity around the spherical voids.
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Figure 4. (a) The relationship between proton distribution and porosity (the radius of the voids was
set as 50 nm, and the distance between the adjacent voids was set as 102 nm, 111 nm, 125 nm and
166 nm, respectively); (b) a zoom view of 49.3% porosity in (a); (c) the position of peaks and valleys
as a function of number; (d) the relationship between energy deposition and porosity.

However, due to the limitation of the geometric structure (2 × r < a), the porosity of
this periodic model cannot exceed 52.3%. In this case, as the spherical pores are replaced
by cubic ones, for modeling the porous materials, the porosity of the porous matter can
vary from 0% to 100%. Figure 5 shows the relationship between proton distribution and
porosity ranged from 0%~100%. One can see similar behaviors of proton incidents, into
the materials with various porosities as the above simulated results, namely larger ranges,
apparently broaden Bragg peak with overlying subpeaks and lower intensity in the end of
the range.
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Figure 5. The relationship between porosity and proton distribution (the voids were set as a 100 nm
cube, and the distance between the adjacent voids was set as 102 nm, 105 nm, 115 nm, 126.6 nm and
155 nm, respectively).

As comparison, the software of SRIM was also applied to evaluate the proton transport
behavior in the porous materials, only if one assumes the porous materials as homogeneous,
with lower density according to the porosity. Hence, the porous matter can be homogenized
through Formula (2) and then the apparent density could be used for the SRIM simulation.

ρ = (1 − η) · ρ0 (2)

where ρ0 is the density of the skeleton medium, ρ is the apparent density after homogeniza-
tion and η is the porosity.

Figure 6 shows the simulation results calculated using different codes. It is understand-
able that for three cases simulated using GEANT4, Deeper and SRIM codes, the average
proton ranges increase with the porosity in that the apparent density of the porous matter
decreases accordingly (Figure 6a). However, the results of GEANT4/Deeper show some dif-
ferences from those obtained using SRIM code. On one hand, the proton ranges simulated
by any of the three codes (GEANT4, Deeper and SRIM) are almost the same as the porosity
is smaller (Figure 6a), but when the porosity is larger than 50%, the calculated range using
GEANT4 is smaller than that of SRIM. Hence, when the porosity is as large as 94%, the
ranges calculated by GEANT4 and SRIM were 25.5 and 29.8 µm, respectively. It is worth
noting that this deviation becomes more pronounced as the porosity increases (Figure 6a).
However, the FWHM (full width at half maxima) of the Bragg peak calculated by GEANT4
with cube voids is about 9 µm at the porosity of 94%, while the FWHM is about 2 µm using
SRIM (Figure 6b). It can be concluded that existence of voids (GEANT4/Deeper) in solid
causes more broaden distribution of incident particles than the density of the homogenized
porous matter (SRIM), since that inhomogeneity in matter could enhance the scattering
processes of the incident particle. When the porosity is less than 50%, SRIM [22] can be
used to calculate the range of proton into porous matter, but when porosity increases, it is
necessary to use GEANT4 [24] to deal with it.
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Figure 6. The transport results calculated by different software (G4-Ball represents the GEANT4 
simulation results with spherical voids, while the G4-Box represents the GEANT4 simulation results 
with cubic ones, and Deeper-ball represents the Deeper simulation results with spherical voids): (a) 
the relationship between average range and porosity; (b) the relationship between FWHM and po-
rosity. 
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Figure 7. (a) The relationship between proton distribution and pore size (the porosity was set as 
46.3%, and the radius was set as 96, 144, 192, 240 and 480 nm, respectively); (b) the relationship 
between energy deposition and pore size. 

Figure 8 depicts the change rules of the proton range and the FWHM of Bragg peak 
as functions of the porous size. One can see that the proton range (Figure 8a) and FWHM 
(Figure 8b) increase with void radius without changing the porosity. On the other hand, 
there is an important parameter, called specific area, for a porous matter to define its per-
formances. As we know, smaller void size means a larger specific surface area, as the mat-
ter porosity is constant [27]. Thus, the results shown in Figure 8 imply that with a constant 
porosity, the smaller the void size, the larger the specific surface area, and then the proton 

Figure 6. The transport results calculated by different software (G4-Ball represents the GEANT4
simulation results with spherical voids, while the G4-Box represents the GEANT4 simulation results
with cubic ones, and Deeper-ball represents the Deeper simulation results with spherical voids): (a) the
relationship between average range and porosity; (b) the relationship between FWHM and porosity.

3.1.2. Voids Size Effect

In order to further explore the voids size effects on the transport process, the proton
distribution was calculated while the porosity remains the same, and the results are shown
in Figure 7. Interestingly, the distribution of protons became broader, while the range deep-
ened, when increasing the pore radius, even though the porosity is same. Correspondingly,
energy deposition in the porous matter distributes more broadly and tends to have deeper
positions. The results indicated that the pore size would also magnify the transport strag-
gling process of ion beam in matter, due to the coupling behavior between the scattering
effects from the porous boundaries and the longer linear-transporting characteristic within
the larger void.
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Figure 7. (a) The relationship between proton distribution and pore size (the porosity was set as
46.3%, and the radius was set as 96, 144, 192, 240 and 480 nm, respectively); (b) the relationship
between energy deposition and pore size.

Figure 8 depicts the change rules of the proton range and the FWHM of Bragg peak
as functions of the porous size. One can see that the proton range (Figure 8a) and FWHM
(Figure 8b) increase with void radius without changing the porosity. On the other hand,
there is an important parameter, called specific area, for a porous matter to define its
performances. As we know, smaller void size means a larger specific surface area, as
the matter porosity is constant [27]. Thus, the results shown in Figure 8 imply that with
a constant porosity, the smaller the void size, the larger the specific surface area, and then
the proton range and also the FWHM of its Bragg peak tend to be smaller. It is reasonable to
say that the larger a specific surface area is, the more opportunities for the incident protons
to interact with the surface/boundary and the higher the possibilities to be scattered and
stopped [27], thus, a smaller proton average range and FWHM can be obtained.
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Figure 8. (a) The relationship between proton range and radius of voids (when the porosity was kept
at 46.3%, the radius was set as 24, 48, 96, 144, 192, 240 and 480 nm, respectively; when the porosity
was kept at 26.8%, the radius was set as 40, 80, 120, 160, 320 and 400 nm, respectively; when the
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(b) the relationship between FWHM and radius of voids.

3.2. Experiments Part

In order to verify the simulated results, a proton irradiation experiment was carried out.
Figure 9 depicts the SEM cross-section images of the polyimide aerogels (with a porosity
of 98%) irradiated up to a proton fluence of 5 × 1014 cm−2. The cross-section image can
be divided into two areas: damage area (proton effect area) and a damage-free one (out of
proton range). It can be seen that the cross-section morphologies of the proton-irradiated
sample show distinct features between the damaged area and damage-free aera. The proton
effect region is smoother and denser than the damage-free area, as reported in our previous
work [28]. The average ranges calculated by GEANT4 and SRIM were 25.5 and 29.8 µm (as
shown in Figure 6), respectively. Hence, the thickness of the damaged zone is about 22.7 µm,
which is slightly smaller than the GEANT4 calculated result. This slight deviation should
be attributed to the shrinkage of the aerogel during irradiation. However, there is a larger
deviation to that simulated using SRIM code. It means that for a porous matter, there is
some risk to evaluate the range or damaged behaviors with simulation methodology using
the traditional SRIM code or density-homogenized equivalence modeling, and the higher
the porosity is, the more risk for the evaluation process.Polymers 2021, 13, x FOR PEER REVIEW 9 of 11 

 

 

 
Figure 9. SEM cross-section images of polyimide aerogels after proton irradiations at fluences of 5 
× 1014 cm−2 (the orange dashed line is the upper edge of the sample’ section, and the white dashed 
line is the boundary between the damaged area and damage-free area.). 

4. Conclusions 
The transport behaviors of protons into nanoporous matter were investigated. The 

proton distribution moves to a deeper position and becomes wider as porosity increases, 
and the existence of voids causes the local inhomogeneity of proton distribution. Further-
more, the pore size affects the proton distribution, even though the porosity keeps same. 
The larger the void’s size, the deeper the proton average range is, and the broader the 
FWHM of the Bragg peak. Comparing the different simulation codes, GEANT4 code 
could be more suitable to simulate the particle transporting processes, thus, to evaluate 
the inhomogeneous interaction and energy deposition behaviors, and to determine pre-
cisely the particle range. 

Author Contributions: Conceptualization, Y.W. (You Wu) and Y.W. (Yiyong Wu); Methodology, 
C.S.; Software, H.W.; Validation, C.S., D.J. and Z.C.; Formal analysis, H.W. and Z.C.; Investigation, 
Y.W. (You Wu); Resources, O.V.T.; Data curation, D.J.; Writing—original draft preparation, Y.W. 
(You Wu); Writing—review and editing, Y.W. (Yiyong Wu) and D.J.; Visualization, H.W., O.V.T. 
and Z.C.; Supervision, Y.W. (Yiyong Wu) and D.J.; Project administration, H.W. and C.S.; Funding 
acquisition, Y.W. (Yiyong Wu) and D.J. All authors have read and agreed to the published version 
of the manuscript. 

Funding: This research was funded by [National Natural Science Foundation of China] grant num-
ber [21975248]. 

Institutional Review Board Statement: Not applicable. 

Informed Consent Statement: Not applicable. 

Data Availability Statement: The data that support the findings of this study are available from the 
corresponding author, [Yiyong Wu and Dandan Ju], upon reasonable request. 

Acknowledgments: This work was supported by the National Natural Science Foundation of China 
(No21985248), 111 Project, the Fundamental Research Funds for the Central Universities and the 
Open Foundation from National Key Laboratory of Materials Behavior and Evaluation Technology 
in Space Environments (2021XXX). 

Figure 9. SEM cross-section images of polyimide aerogels after proton irradiations at fluences of
5 × 1014 cm−2 (the orange dashed line is the upper edge of the sample’ section, and the white dashed
line is the boundary between the damaged area and damage-free area.).

448



Polymers 2022, 14, 3563

4. Conclusions

The transport behaviors of protons into nanoporous matter were investigated. The
proton distribution moves to a deeper position and becomes wider as porosity increases,
and the existence of voids causes the local inhomogeneity of proton distribution. Fur-
thermore, the pore size affects the proton distribution, even though the porosity keeps
same. The larger the void’s size, the deeper the proton average range is, and the broader
the FWHM of the Bragg peak. Comparing the different simulation codes, GEANT4 code
could be more suitable to simulate the particle transporting processes, thus, to evaluate the
inhomogeneous interaction and energy deposition behaviors, and to determine precisely
the particle range.
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Abstract: We develop a new mathematical model for rotational sedimentation of particles for steady
flows of a viscoplastic granular fluid in a concentric-cylinder Couette geometry when rotation of the
Couette cell inner cylinder is prescribed. We treat the suspension as a micro-polar fluid. The model is
validated by comparison with known data of measurement. Within the proposed theory, we prove
that sedimentation occurs due to particles’ rotation and rotational diffusion.

Keywords: suspensions; micro-polar fluids; yield stress

1. Introduction

The classical water-based drilling muds contain only water and clay and their perfor-
mances are generally poor. Polymers used in drilling fluids improve stability and cutting
removal. Currently, the polymer-based drilling fluids represent 15 to 18% of the total cost
(about 1 million) of petroleum well drilling [1]. The reason is that such fluids appear to have
load carrying capabilities, or, in other words, a yield stress, associated with the solid-like
state and which primarily arises from the colloidal forces between the smallest suspended
particles. Furthermore, in such systems, when the agitation is increased, a fluid-like state is
recovered. Even in the fluid state, these materials usually show highly nonlinear behavior.
The complex rheology related to the change of the internal state in the suspensions is still
rather poorly understood.

Due to scale separation between colloidal and non-colloidal particles, polymer-based
drilling muds with cuttings and other materials (concrete casting, foodstuff transport, etc.)
can be considered as suspensions of noncolloidal particles embedded in a yield stress
fluid. Substantial progress in the understanding of the behavior of such materials can thus
be made by studying the impact of adding noncolloidal particles to a yield stress fluid
of known properties [2]. Here, we develop a new mathematical model for suspensions
embedded in a polymer-based fluid. To validate the approach, we consider rotation
flows between two concentric cylinders when the external cylinder is fixed and the inner
one rotates with a prescribed speed. The principal feature of such flows is the particles’
migration toward the external boundary.

It is proved by Svedberg [3] that the particles’ migration effect occurs also in pure
colloidal suspensions. Moreover, sedimentation happens at high rotations. Currently,
Svedberg’s ultracentrifugation is known as an effective tool for studies of interaction
between macromolecules of colloidal systems [4]. In this method, a highly disperse
colloidal solution is enclosed in a wedge-shape cell rotating about an axis coinciding with
the apex of the wedge [5]. Samples are centrifuged at speeds to produce sedimentation and
shallow concentration gradients. A great progress in the study of such a flow was achieved
by applying the diffusive Lamm equation based on the special empirical sedimentation
coefficient [6]. Here, we restrict ourself to rotation flows of suspensions between two
concentric cylinders paying attention to comparison with known laboratory experiments.
We use methods of mechanics of a continuum by applying conservation laws only and
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not involving the concept of sedimentation coefficient inherent in the Lamm equation.
However, we also obtain the sedimentation effect.

We take into account particles rotation and rotational diffusion. To this end, we
apply the theory of micropolar fluids which allows for particles rotation and microinertia.
According to this theory, which is a part of rational mechanics, any infinitesimal volume
contains sufficiently many particles. This is why such an approach is good for colloidal
solutions. However, the micropolar fluid theory turned out to be useful in the study of
suspension of noncolloidal particles and also including granular fluids. As is proved in [7],
it is due to particle rotation that the Segré–Silberberg effect occurs [8]. Such an effect is
known as a tubular pinch phenomenon stating that particles tend to migrate towards a
concentric annular region for the laminar flow of neutrally buoyant dilute suspension of
rigid spheres through a circular tube.

Important sectors handling granular fluids include civil engineering (bitumen, con-
crete, embankments, ballast trains, soil stability), mining (extraction, transport), the chemi-
cal industry (fuel and catalysts are often deployed in the form of grains in order to maximize
the surface of exchange), the pharmaceutical industry (from the handling of powders for
the manufacture of medicine to the handling of drugs themselves) and the food industry
(animal food, cereals), to name but a few.

Results from laboratory experiments, numerical simulations, and theoretical ap-
proaches from other fields have enriched and renewed our understanding of granular
fluids. In many rheological papers on shear flows, particle rotation is ignored. Instead, the
authors apply the theory which states that microstructural non-homogeneous particles
distribution is due to anisotropy. To this end, the rheological equations involve not only
shear stress but normal stress differences as well [9]. The micro-polar fluid theory stands
out among other approaches since it handles particle rotations and micro-inertia effects
within the mechanics of continua. Such a theory finds many applications in granular
flows [10], electrorheology [11,12], ferrofluids [13], visco-elastic micro-polar fluids [14], and
liquid crystals [15]. Some results concern blood rheology [16–18]. Particularly, explanations
were provided for phenomena including the Fåhræus–Lindqvist effect, the Fåhræus effect,
and the plasma skimming effect [19–22]. Any new theory involves additional unknown
rheological constants. This restricts applications and further progress. In the micro-polar
theory, one such constant is a relative viscosity. What is it? First, we comment on the
ordinary fluid viscosity.

In simple shear flows of typical Newtonian or non-Newtonian fluids, viscosity
ηs[Pa · s] is given by the formula ηs = τ/γ̇ or

τ = ηsγ̇, (1)

where τ is the shear stress and γ̇ is the shear rate. The rates’ definition will be given below.
In the micro-polar fluid theory allowing for internal spins, stress tensor loses symmetry,

couple stress appears, and the angular momentum equation should be included into
conservation laws. Instead of Equation (1), one writes for simple shear flows the following
equation:

τ =
√
(ηsγ̇)2 + (ηskγ̇a)2, (2)

where γ̇a is a shear rate related to particle rotation, and ηsk is an additional viscosity. In what
follows, we call ηsk skew-symmetrical viscosity motivated by rheological relationships
which will be discussed later.

When the volume concentration of particles φ is equal to zero, the viscosity ηs of the
interstitial fluid is assumed to be known. Clearly, ηs is the usual shear viscosity and it is
well known how it can be measured. The skew-symmetric viscosity manifests itself when
φ > 0, and poor knowledge of it hampers applications of the micro-polar fluid models.
The above description of possible applications supports the view that it is of importance
to know how skew-symmetric viscosity depends on the particle concentration. The goal
of the first sections of the present paper is to get a better insight of how ηsk depends on φ.
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In Sections 1–5, we validate some formula for the skew-symmetric viscosity and apply it in
Section 6 to the problem of particles migration for the steady flows of yield stress granular
fluids in a concentric-cylinder Couette geometry when rotation of the Couette cell inner
cylinder is prescribed.

2. Micro-Polar Fluids

Here, we remind notions concerning a micropolar fluid within the theory of the
Cosserat continuum. Such a fluid exhibits micro-rotational effects and micro-rotational in-
ertia; the fluid can support couple stresses and body couples and possesses a non-symmetric
stress tensor. The theory of micro-polar fluids goes back to [23–25], where gyration tensor,
inertial spin, conservation of micro-inertia, and objectivity of micro-deformation rate ten-
sors are derived and discussed. For an overview of developed theories, we refer the reader
to [26,27].

In the Cosserat continuum [28], each material point is treated as a rigid body in the
following sense. To such a point with the Lagrange coordinates (t, ξ), one can assign
a position vector x(t, ξ) in the three-dimensional Euclidean space and three orthogonal
directors di(t, ξ), i = 1, 2, 3. Rotation of the vectors di is governed by a rotation orthogonal
tensor Q(t, ξ). The rotation velocity tensor

Ω(t, x) = QtQ∗

is skew-symmetric, and it enjoys the representation formula

Ω · h = ω× h ∀ h ∈ R3, (Ω · h)i ≡ Ωijhj,

where ω(t, x) is the micro-rotational velocity vector,

2ω = ei × (Ω · ei) = ε : Ω.

Here, {ei}3
1 is any orthogonal basis in R3, and ε is the Levi–Civita third order tensor,

ε〈a, b, c〉 = a · (b× c), ei × ej = εsijes, εsij ≡ ε〈es, ei, ej〉, (ε : Ω)i ≡ εijkΩjk.

Given a 3× 3-matrixes A and B, we use the notation A∗ for the adjoint matrix such that

a · (A · b) = b · (A∗ · a) ∀a, b ∈ R3, (A∗)ij = Aji,

and the scalar product A : B is defined by A : B = AijBij.
With v(t, x) standing for the velocity of the mass center of the Cosserat material point

(t, ξ), the micropolar fluid is characterized by two rates of strain tensors B and A:

B = ∇v−Ω, A = ∇ω. (3)

Here, we use the notations (∇v)ij = ∂vi/∂xj, (∇v)∗ij = ∂vj/∂xi. An instant stress state
of such a fluid is characterized by the couple stress tensor N(t, x) in addition to the Cauchy
stress tensor T(t, x). Let S stand for the viscous part of the stress tensor, T = −p I + S. In
what follows, we use the symmetric and skew-symmetric parts of a matrix D:

Ds =
D + D∗

2
, Da =

D− D∗

2
.

In the typical stress–strain relation

T = −pI + 2ηs · (∇v)s, (4)

of Newtonian or non-Newtonian fluids, the scalar factor ηs is the viscosity, p is the pressure,
with I and T being the identity and stress tensors. The tensor T is symmetric as is well
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known in the classical fluid mechanics theory, i.e., T∗ = T. Such a symmetry results from
momentum and angular momentum laws. On the other hand, the angular momentum law
is valid automatically if we postulate symmetry of T. This is why nobody invokes such a
law in applications.

We remind readers that the constitutive laws of a simple micropolar fluid are [26]

T = −pI + S, S = 2ηsBs + 2ηskBa, N = 2γA, (5)

where ηs, ηsk are the viscosities and γ is angular viscosity. The first rheological equation
in (5) suggests that the contributions of the symmetric part Bs = (∇v)s and skew-symmetric
part Ba of the rate of strain tensor B into local stress state are different. It is proved in [25]
that both the rate of strain tensors B and A are objective.

Let us introduce the relative angular velocity

ωr = ω− rot v/2.

Observe that in fluid mechanics shear stress and shear rates in (1) are defined as fol-
lows:

τ =
√

S : S/2, γ̇ =
√

2Bs : Bs, γ̇a =
√

2Ba : Ba = 2|ωr|.
Due to the identity 2(∇v)a · h = rot v× h ∀h, we have

Ba · h = −ωr × h ∀h.

Thus, the skew-symmetric viscosity characterizes how relative micro-rotations con-
tribute into the local stress state.

Observe that in the Cosserat continua the Cauchy stress tensor is not symmetric and
the vector

t = ei × (T · ei) = ε : T

is a stress symmetry defect measure in the sense that the equality t = 0 implies T∗ = T and
vice versa. By definition of t, we have the formula

t ·ω = T : Ω. (6)

The momentum and the angular momentum laws are

∂(ρv)
∂t

+ div(ρv⊗ v) = −∇p + div S + ρf, (7)

J
(

∂(ρω)

∂t
+ div(ω⊗ ρv)

)
= div N − ε : S, (8)

where ρ is the density, J is the micro-inertia scalar, f is the mass force vector and

(div N)i ≡ ∂Nij/∂xj, (ω⊗ v)ij = ωivj.

The density ρ satisfies the mass conservation law

ρ̇ + ρdiv v = 0. (9)

3. Skew-Symmetrical Viscosity of Dilute Suspensions of Rigid Particles

Let us consider Couette-like steady flows of suspensions between two parallel planes
in the x-direction when the upper plane y = h is fixed and the lower plane y = 0 moves
in the x-direction with the velocity V. The volume particle concentration φ is assumed to
be fixed.

We outline the method for determination of the skew-symmetrical viscosity ηsk. As-
sume that the stress applied to the moving plate can be measured. By continuity, one can
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tell the fluid stress in the nearby fluid region. On the other hand, one can calculate such a
fluid stress by one or another mathematical model. First, we determine the stress Sm

1 at the
moving plane by applying the micro-polar fluid theory. Then, we calculate the stress Sv

1 at
the moving plane by applying the Navier–Stokes theory. We equate the two stresses and
derive the skew-symmetrical viscosity ηsk from the equality Sm

1 = Sv
1 .

Let us first treat the suspension as a micropolar fluid with the prescribed volume
particle concentration φ. The above assumptions upon the flows suggest that the velocity
vector v, the micro-rotational velocity vector ω and the pressure p depend on the vertical
variable y only:

v = v(y)(1, 0, 0)T , ω = ω(y)(0, 0, 1)T , p = p(y), 0 < y < h.

For such flows, the matrices ∇v and Ω become

∇v =




0 vy 0
0 0 0
0 0 0


, Ω =




0 −ω 0
ω 0 0
0 0 0


,

∂v
∂y

= vy.

Hence,

Bs =




0 vy/2 0
vy/2 0 0

0 0 0


, Ba =




0 vy/2 + ω 0
−vy/2−ω 0 0

0 0 0




Projections of the momentum and the angular momentum equations on the x and
z-directions become

0 =
∂S12

∂y
, (10)

0 =
∂N32

∂y
+ S21 − S12, (11)

respectively, where the tensor components are given by the formulas

S21 = ey · S〈ex〉, S12 = ex · S〈ey〉, N32 = ez · N〈ey〉.

Constitutive laws (5) take the form

S12 = (ηs + ηsk)
∂v
∂y

+ 2ηskω, S21 = (ηs − ηsk)
∂v
∂y
− 2ηskω. (12)

We note that system (10)–(11) does not contain pressure. As is well known, it can be
restored from the momentum equation projected on the y-direction.

The viscosity ηsk(φ) vanishes when φ→ 0. The same is true for the relative viscosity

ε(φ) =
ηsk(φ)

ηs
,

which we represent via the expansion series

ε(φ) = Λφ + Λ2φ2 + · · · .

Whereas the velocity v satisfies the no-slip boundary conditions, we require that

ω = α(φ)rot v/2 at y = 0 and y = h, (13)

where α(φ) = α0φ. The latter condition implies that the micro-rotations agree with macro-
rotations at the boundary [29]. For the Couette-like flows, we arrive at the following
boundary-value problem in the domain 0 < y < h:
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∂

∂y

[
(1 + ε(φ))

∂v
∂y

+ 2ε(φ)ω

]
= 0, (14)

2γ
∂2ω

∂y2 − 2ηsε(φ)

(
∂v
∂y

+ 2ω

)
= 0, (15)

v|y=0 = V, v|y=h = 0, ω|y=0,h = −α0φ

2
∂v
∂y

∣∣∣
y=0,h

. (16)

We solve the boundary value problem (14)–(16) looking for (v, w) as the asymptotic
expansion series

v(y, φ) = v0(y) + v1(y)φ + · · · , ω(y, φ) = ω0(y) + ω1(y)φ + · · · . (17)

Setting these series in (14)–(16), one can write each equality in (14)–(16) in the form

φ0(· · · )0 + φ1(· · · )1 + · · · = 0.

The coefficients vi and ω j are determined from the conditions (· · · )k = 0 for any k.
Particularly, if k = 0, we derive the following boundary value problems for the

functions v0(y), ω0(y):

∂2v0

∂y2 = 0, v0|y=0 = V, v0|y=h = 0, (18)

0 =
∂2ω0

∂y2 , ω0|y=0 = ω0|y=h = 0. (19)

Similarly, we find that the function v1 satisfies the boundary value problem

∂

∂y

[
∂v1

∂y
+ Λ

(
∂v0

∂y
+ 2ω0

)]
= 0, v1|y=0 = v1|y=h = 0. (20)

Solving these problems, we find that

ω0 = 0, v1 = 0, v0 = V(1− y/h).

Starting from the definitions (12) related to the micro-polar fluid theory, we can write
the expansion series for the stress S12(φ) as follows:

S12(φ) = S0
12 + S1

12φ + o(φ).

Clearly,

S0
12 = ηs

∂v0

∂y
, S1

12 = ηs
∂v1

∂y
+ ηsΛ

(
∂v0

∂y
+ 2ω0

)
.

Now, we can calculate the relative stress at the moving plane:

Sm
12(φ)

Sm
12(0)

≡ S12(φ)

S12(0)

∣∣∣
y=0

= 1 + φΛ + o(φ). (21)

It is assumed that both the stresses Sm
12(φ) and Sm(0)12 are measured at the same

velocity V of the moving plate.
Let us consider flows within the same Couette geometry, starting from the Navier–

Stokes theory. In such a theory, the stress tensor S is symmetric. Denoting S = S12, one can
find the velocity v(y) by solving the boundary-value problem

0 =
∂S
∂y

, S = η(φ)
∂v
∂y

, v|y=0 = V, v|y=h = 0, (22)
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where η(φ) is the effective viscosity.
Let Sv

1 stand for the stress S at the moving plate, Sv
1 = S|y=0. Given Sv

1 , one can derive
from (22) the following formula for the apparent viscosity η(φ):

η(φ) = −hSv
1

V
(23)

Observe that Sv
1 has negative values since v(y) is a decreasing function of y. It follows

from (23) that
η(φ)

η(0)
=

Sv
1(φ)

Sv
1(0)

, η(0) ≡ ηs. (24)

It is assumed that both the stresses Sv
1(φ) and S1(0)v are measured at the same velocity

V of the moving plate.
For dilute suspensions, the left-hand side of (24) is given by the Einstein formula [30]

η(φ)

ηs
= 1 + Eφ + o(φ), E ' 2.5. (25)

We equate the relative stresses: Sm
12(φ)/Sm

12(0) = Sv
1(φ)/Sv

1(0). Now, it follows from
(21), (24) and (25) that

1 + Eφ = 1 + φΛ + o(φ).

Hence, Λ = E. By the above arguments, we conclude that the skew-symmetric
viscosity for dilute suspensions satisfies the representation formula

ηsk(φ)/ηs = Eφ + o(φ), (26)

where E ' 2.5 is the Einstein factor.

Remark 1. By the same asymptotic arguments, we can conclude that for the Couette flows between
two concentric cylinders formula (26) becomes

ηsk(φ)/ηs = G · Eφ + o(φ), (27)

where G is the geometrical factor equal to (R2/R1)
2, with R1 being the smaller radius.

One more conclusion from the above arguments is that there is a correlation between
the Navier–Stokes theory and the micro-polar fluid theory:

η(φ)/η(0) = 1 + ηsk(φ)/ηs + o(φ), ηs = η(0), (28)

where ηs, ηsk are the micro-polar fluid viscosities of the suspension and η(φ) is the apparent
viscosity of the same suspension described by the Navier–Stokes rheology. The law (28) is
verified by the asymptotic series argument for dilute suspensions, with the left-hand side
given by the Einstein law η(φ) = η(0)(1 + Eφ)+ o(φ).

On the other hand, there is an extended Krieger–Douhgerty empirical closure [31]

η(φ)/η(0) = (1− φ/φ∗)−Eφ∗ , E = 2.5, (29)

for dense suspensions, where φ∗ is a maximal volume concentration. Such a closure
suggests that, by setting (29) in (28), we can define the skew-symmetric viscosity ηsk(φ)
as follows:

(1− φ/φ∗)−Eφ∗ = 1 + ηsk(φ)/ηs. (30)

In the next sections, we verify this empirical formula by studying flows of dense
suspensions paying attention to particle rotation.
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4. Flows of Suspensions of Rigid Particles in the Herschel–Bulkley Fluid

By the theoretical approach of Chateau et al. [32], Ovarlez et al. [9] showed that the
flows of yield stress suspensions in a concentric-cylinder Couette geometry can be modeled
by a Herschel–Bulkley behavior of same index as their interstitial fluid. The theory was
proved to be in an agreement with the laboratory experiments based on the magnetic
resonance imaging techniques [9].

We are going to address the same experiments as in [9] to verify formula (30). First,
we extend the constitutive laws (5) to allow for the yield stress rheology. According to [33],
the Cosserat–Bingham fluid rheology is defined as follows:

S =

{
2ηsBs + 2ηskBa + τ∗

B0
|B0| , if B(x, t) 6= 0,

Sp(x, t), if B(x, t) = 0,
(31)

N =

{
2γA + τn

A
|A| , if A(x, t) 6= 0,

Np(x, t), if A(x, t) = 0,
(32)

where

B0 = Bs + εBa, ε(φ) =
ηsk(φ)

ηs

and τ∗ and τn are yield stresses; the unknown plug tensors Sp and Np obey the restrictions

|Sp| ≤ τ∗, |Np| ≤ τn.

It is proved in [34] that the formulation (31) is equivalent to the inclusion S ∈ ∂V∗(B0),
where the scalar potential V∗(D) is defined for any matrix D ∈ R3×3 by the formula
V∗(D) = ηs|D|2 + τ∗|D|. We remind that the subdifferential formulation S ∈ ∂V∗(B0)
implies that

S : (D− B0) ≤ V∗(D)−V∗(B0) for all D ∈ R3×3.

Similarly, the constitutive law (32) is equivalent to the inclusion N ∈ ∂Vn(A) with
Vn(D) = γ|D|2 + τn|D|, ∀D ∈ R3×3. The meaning of the plug zone |N(x, t)| ≤ τn is
discussed in [35].

Let T0 be a characteristic time. We denote the dimensionless second invariant of the
rate of strain tensor B0 by I: I = T0|Bs|. To transform the Cosserat–Bingham fluid constitu-
tive laws (31) and (32) into the Cosserat–Herschel–Bulkley fluid rheological equations, we
assume that

ηs = ηs0 In−1 and
ηsk(φ)

ηs
= ε(φ), where ε(φ) = (1− φ/φ∗)−Eφ∗ − 1. (33)

Observe that the classical Hershel–Bulkley model results from the constitutive laws
(31)–(33) if the particle volume concentration φ vanishes.

We consider steady axially symmetric flows of a suspension between two coaxial
cylinders centered on the z-axis. The inner cylinder of the radius R1 rotates with the
angular velocity Ω0[s−1] and the external cylinder of the radius R2 is fixed. The volume
particle concentration φ is assumed invariable along the radial coordinate. The case of
variable φ will be addressed in Section 6.

In what follows, we use the unit vectors er, eϕ, ez of the cylindrical coordinate system.
The assumption of axially symmetry of flows suggests that the velocity vector v, the micro-
rotational velocity vector ω and the pressure p depend on the radial variable r only:

v = v(r)eϕ, ω = ω(r)ez, p = p(r), rot v =

(
∂v
∂r

+
v
r

)
ez, rot ω = −∂ω

∂r
eϕ. (34)
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For such flows, the matrices ∇v and Ω in the cylindrical coordinate system become

∇v =




0 −v/r 0
∂v 0 0
0 0 0


, Ω =




0 −ω 0
ω 0 0
0 0 0


, ∇ω =




0 0 0
0 0 0

∂ω 0 0


,

where we denoted ∂v/∂r by ∂v for simplicity. Here,

(∇v)ij = ei · v′(x)〈ej〉, i = (r, ϕ, z), v′(x)〈a〉 = d
dλ

v(x + λa)
∣∣
λ=0.

Hence,

B =




0 −v/r + ω 0
∂v−ω 0 0

0 0 0


,

Bs =




0 ∂v−v/r
2 0

∂v−v/r
2 0 0
0 0 0


, Ba =




0 ω− ∂v+v/r
2 0

∂v+v/r
2 −ω 0 0

0 0 0




As for the rate of strain tensor A, we have that Azr = ∂ω/∂r and Aij = 0, otherwise.
Projections of the momentum Equation (7) and the angular momentum law (8) on the
vectors eϕ and ez become

0 =
∂Sϕr

∂r
+

Sϕr + Srϕ

r
, (35)

0 =
∂Nzr

∂r
+

Nzr

r
+ Sϕr − Srϕ, (36)

respectively, where the tensor components are given by the formulas

Sϕr = eϕ · S〈er〉, Srϕ = er · S〈eϕ〉, Nzr = ez · N〈er〉.

Given a vector e, we apply the notation (S〈e〉)i = Sijej. Observe that the other
components of S and N are equal to zero. In what follows, we use the equation

ρv2

r
=

∂p
∂r

, (37)

resulting from projection of the momentum equation (7) onto the vector er.
We calculate that

I = 2−1/2T0

√
(∂v/∂r− v/r)2 + ε2(∂v/∂r + v/r− 2ω)2.

The constitutive laws (31)–(32) become

Srϕ =

(
2ηs +

τ∗T0

I

)[
1
2

(
∂v
∂r
− v

r

)
− ε

2

(
∂v
∂r

+
v
r
− 2ω

)]
if I 6= 0, (38)

Sϕr =

(
2ηs +

τ∗T0

I

)[
1
2

(
∂v
∂r
− v

r

)
+

ε

2

(
∂v
∂r

+
v
r
− 2ω

)]
if I 6= 0, (39)

|Srϕ|2 + |Sϕr|2 ≤ τ2
∗ if I = 0, (40)

Nzr = 2γ
∂ω

∂r
+ τnsign

(
∂ω

∂r

)
if

∂ω

∂r
6= 0, |Nzr| ≤ τn if

∂ω

∂r
= 0, (41)

The boundary condition (13) for the angular velocity ω and the no-slip condition for
v become

ω|r=Ri =
α0φ

2

(
∂v
∂r

+
v
r

)∣∣∣
Ri

, v|r=R1 = R1Ω, v|r=R2 = 0. (42)
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To study numerically the boundary-value problem (33)–(42) in the annulus R1 < r < R2,
we pass to dimensionless variables:

r′ =
r

R1
, v′ =

v
V

, ω′ =
ω

ω0
, S′rϕ =

Srϕ

S0 , S′ϕr =
Sϕr

S0 , N′zr =
Nzr

N0
, γ1 =

γ

R2
1ηs0

,

with

V = R1Ω0, ω0 = Ω0, T0 =
1

Ω0
[s], S0 = ηs0Ω0, τ∗1 =

τ∗
ηs0Ω0

, τn1 =
τnR1

γΩ0
, N0 = R1ηs0Ω0.

Observe that the dimensionless yield stress τ∗1 is the inverse of the Bingham number
for the Couette flows:

τ∗1 =
1

Bn
, Bn =

ηs0Ω0

τ∗
.

In new variables,

I = 2−1/2
√
(∂′v′/∂r′ − v′/r′)2 + ε2(∂′v′/∂r′ + v′/r′ − 2ω′)2,

ηs

ηs0
= In−1. (43)

S′rϕ =

[
1
2

(
∂′v′

∂r′
− v′

r′

)
− ε

2

(
∂′v
∂r′

+
v′

r′
− 2ω′

)](
2In−1 +

τ∗1
I

)
if I 6= 0, (44)

S′ϕr =

[
1
2

(
∂′v′

∂r′
− v′

r′

)
+

ε

2

(
∂′v′

∂r′
+

v′

r′
− 2ω′

)](
2In−1 +

τ∗1
I

)
if I 6= 0, (45)

|S′rϕ|2 + |S′ϕr|2 ≤ τ2
∗1 if I = 0, (46)

N′zr = γ1

(
2

∂′ω′

∂r′
+ τn1sign

∂′ω′

∂r′

)
if

∂′ω′

∂r′
6= 0, |N′zr| ≤ τn1 if

∂′ω′

∂r′
= 0, (47)

0 =
∂′S′ϕr′

∂r′
+

S′ϕr + S′rϕ

r′
, (48)

0 =
∂′N′zr

∂r′
+

N′zr
r′

+ S′ϕr − S′rϕ, (49)

ω′|r′=1,a =
α0φ

2

(
∂′v′

∂r′
+

v′

r′

)∣∣∣
r′=1,a

, v′|r′=1 = 1, v′|r′=a = 0. (50)

5. Skew-Symmetric Viscosity versus Particles Concentration

Here, we apply the mathematical model developed in the previous section to justify
formula (30) for the skew-symmetric viscosity. To perform calculations, we fix parameters
of the interstitial Hershel–Bilkley fluid. Rheological constitutive law of such a fluid results
from (31) by setting φ = 0:

S =

{
2ηsBs + τ∗ Bs

|Bs | , if Bs(x, t) 6= 0,
Sp(x, t), if Bs(x, t) = 0,

where ηs = ηs0(T0|Bs|)n−1. (51)

We denote
τy =

√
2τ∗, ηHB = 25/4ηs0T−1/2

0 (52)

and set n = 1/2, R1 = 4[cm], R2 = 6[cm]. Then, it follows from (51) that
√

2S : S = τy + ηHB(
√

2Bs : Bs)
1/2. (53)

The concentrated emulsion obeying Equation (53) was considered in [9] with τy =

22 [Pa] and ηHB =5.3 [Pa·s1/2]. Given the angular velocity Ω [rpm] of the rotating inner
cylinder, we calculate that T0 = 1/Ω0 = (60/Ω)[s]. We consider the same fluid as in [9],
hence one can define the consistency ηs0 and the yield stress τ∗ as follows:
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ηs0 = 2−5/4ηHB[Pa · s1/2]

(
60
Ω

)1/2
[s1/2], τ∗ = τy/

√
2[Pa]. (54)

Observe that consistency depends on Ω because of the special choice the characteristic
time T0 and the definition of the dimensionless invariant I of the rate of strain tensor Bs.

It is proved in [35] that the rotation yield stress τn causes the appearance of clusters of
particles, with each cluster being a plug zone which rotates as a rigid body. Conglomerates
of particles were not observed in [9] for the Couette flows of suspensions between two
rotating cylinders; this is why τn and τn1 can be neglected. As for the dimensionless angular
viscosity γ1 and the boundary-value dimensionless parameter α0, we variate them to fit
experimental data.

Approximate solutions of the system (43)–(50) can be obtained by regularization [36].
Given a small positive δ, we substitute the dimensionless invariant I in (44) and (45) by Iδ,
where

Iδ = 2−1/2
√
(∂′v′/∂r′ − v′/r′)2 + ε2(∂′v′/∂r′ + v′/r′ − 2ω′)2 + δ2,

with δ↘ 0.
First, we tune the model (43)–(50) by setting φ = 0 and addressing the pure interstitial

Herschel–Bulkley fluid with τy(0) = 22[Pa] and ηHB(0) = 5.3[Pa · s1/2] as in [9]. Equations
become

I = 2−1/2
√
(∂′v′/∂r′ − v′/r′)2,

ηs

ηs0
= In−1, n = 1/2. (55)

S′rϕ = S′ϕr =
1
2

(
∂′v′

∂r′
− v′

r′

)(
2In−1 +

τ∗1
I

)
if I 6= 0, (56)

2|S′rϕ|2 ≤ τ2
∗1 if I = 0, (57)

0 =
∂′S′ϕr′

∂r′
+

2S′ϕr

r′
, (58)

v′|r′=1 = 1, v′|r′=R2/R1
= 0. (59)

Observe that in such a case the model (55)–(59) depends on one parameter τ∗1(0) only.
Given the angular velocity Ω[s−1], we find from (52) the value of the Bingham number
Bn(0) by the formula

Bn(0) =
ηHB(0)Ω

1/2
0

23/4τy(0)
. (60)

Figures 1 and 2 depict very good agreement of calculation results for φ = 0 with
experiment data [9] for different angular velocities Ω0[s−1] but in the case of passage to
the effective Bingham number Bne(0):

Bne(0) = 1.5 · Bn(0), (61)

We think that such a discrepancy between the measured and effective Bingham
numbers is due to the following reasons. Real 3D-flows are described by 1D-equations.
The gravitation, the height of the annulus region, and the lateral boundaries effect are not
taken into account. It may be that viscoelastic fluid property is also of importance, which
calls for more adequate modeling.

Figure 1 corresponds to Ω = 2, Ω = 5 and Ω = 100[rpm]. The same agreement
between calculation results and experiment data is observed for Ω = 10, 20 and 50[rpm],
but we omit pictures to save the space. Figure 2a combines all velocity profiles for
Ω = 2, 5, 10, 20, 50 and 100[rpm]; it fits the laboratory experiments exposed in Figure 2b.
Why does the velocity profile become less steep as Ω increases? Equations (60) and (61)
answer the question. In fact, there is a motionless plug zone of the Herschel–Bulkley fluid
near the exterior cylinder. Our approximate solutions based on the regularization approach
do not catch the plug zone well. The bigger the plug zone, the steeper the velocity curve.
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However, the dimensionless yield stress τ∗1(0) stipulates the size of the plug zone and, at
the same time, it varies inversely with the angular velocity Ω.

Now, we consider suspensions assuming that they can be modeled by a Herschel–
Bulkley behavior of the same index as their interstitial fluid, with their consistency and
their yield stress depending on the particle volume fraction. To determine the function
τ∗1(φ) in Equations (55)–(59), we apply correlations proposed in [9] for n = 1/2:

ηHB(φ)

ηHB(0)
=

(
τy(φ)

τy(0)

)3/2

· (1− φ)−1/2, (62)

τy(φ)

τy(0)
=
√
(1− φ)(1− φ/φ∗)−2.5φ∗ (63)

In our notations (see (33)), equality (63) becomes

τy(φ)

τy(0)
=
√
(1− φ)(ε(φ)− 1).

It follows from the definitions (60) and (61) that

τ∗1(φ)
τ∗1(0)

=

(
1− φ

1 + ε(φ)

)1/4
. (64)

With the function τ∗1(φ) given by (64), we solve Equations (55)–(59) and find an
agreement with experiment data [9]. Calculations and laboratory data depicted in Figure 3
are related to φ = 0.3 for Ω = 2, 5, 10, 20, 50 and 100[rpm].

Let us return to the general system (43)–(50) which describes micropolar fluid. We fix
τ∗1 by Equations (64), (60) and (61). To choose the dimensionless parameters γ1 and α0, we
apply the method of least squares based on minimizing the function

F(γ1, α0) = ∑
i,j,k
|v′γ1,α0

(ri, φj, Ωk)− v′data(ri, φj, Ωk)|2.

Here, v′data is the measured velocity at different locations ri for different volume con-
centrations φj and different angular velocities Ωk, v′γ1,α0

(r, φ, Ω) is the calculated velocity,
with γ1 and α0 being prescribed. Calculations reveal that the optimal γ1 and α0 take values
γ∗1 = 10.93 and α∗0 = 0.79 provided τy(0) = 22[Pa] and ηHB(0) = 5.3[Pa · s1/2]. Below, we
provide results of calculations with the chosen data τ∗1, γ∗1 and α∗0 .

Figures 4 and 5a concern calculations for Ω = 100[rpm] when φ takes values 0, 0.1
and 0.3. Measured data in Figure 5b borrowed from [9] confirm agreement with calcu-
lations. The same is true for Ω = 5[rpm] when φ takes values 0, 0.1 and 0.3 as shown in
Figures 6 and 7. In Figures 8 and 9, φ is fixed equal to 0.3 with Ω taking on the values
2, 5, 10, 20, 50, and 100[rpm]. Calculations agree with the measured data from [9].

The micro-polar fluid rheology equations (5) predict particle rotation. Figure 10
depicts profiles of the dimension angular velocity w(r) when φ is fixed equal to 0.3 with Ω
taking on the values 2, 5, 10, 20, 50, and 100[rpm].

Although the dimensionless angular viscosity γ1 = 25/4γR−2
1 η−1

HB(φ)Ω is determined,
we can not identify the dimensional angular viscosity γ. Indeed, the tuning step (61)
implies that we substituted τy(0)/ηHB(0) by 0.2 · τy(0)/ηHB(0). However, in doing so, it is
impossible to know individual reduced values both of τy(0) and ηHB(0). Hence, we don’t
know the reduced value of ηHB(φ).

Let us comment on some discrepancy between calculations and data of measurement.
One can see in Figures 4b and 7 that, with increasing the rotational velocity at a constant
volume concentration φ = 0.1, the theoretical results are shown to better agree with experi-
ment. It is a problem of calculations. The reason is that we consider the viscoplastic fluid
and the plug zone (with zero velocity and low shear stress) near the external cylinder being
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larger at low rotations. The governing system of equations becomes degenerate in such
a zone. Mathematical theory of degenerate systems of differential equations and corre-
sponding numerical methods built into Wolfram Mathematica are not well developed yet.
There is one more difficulty related to the Hershel–Bulkley fluid viscosity (with the power
n = 1/2) becoming infinite when the velocity gradient vanishes somewhere. To get over
these difficulties, we apply the regularization technique and substitute the invariant I of
the rate of strain tensor B0 in Equations (38)–(40) by its non-vanishing approximation Iδ.

A comparison of the results in Figure 1 (upper curve), and Figure 4 at the rotational
velocity Ω = 100 rpm shows that, with increasing the volume concentration, the calculated
results better agree with experiments at intermediate concentrations φ=0.1; at lower (φ = 0)
and at higher concentrations (φ = 0.3), the deviations increase. The reason is that there are no
data of measurement for the dimensionless parameters γ1 and α0. To choose them, we apply
the method of least squares based on minimizing the functional F(γ1, α0). As it happened,
a discrepancy between the measured data and calculations for different concentrations and
angular velocities is due to the optimal choice of these unknown parameters.

The above calculations confirm that Equation (30) for the skew-symmetric viscosity
ηsk(φ) can be of use.

Observe that comparison with experiments for colloidal suspensions is contained in
Figures 1, 2 and 5 since, in the case φ = 0, the suspension becomes a pure colloidal fluid.

Figure 1. Calculated dimensionless velocity profiles (solid lines) versus the radial variable for pure
interstitial Herschel–Bulkley fluid without particles, φ = 0. The lines from the bottom upward
correspond to Ω = 2, Ω = 5 and Ω = 100, respectively. Stars, balls, and triangles stand for
measurement data [9] in the cases Ω = 2, Ω = 5 and Ω = 100, respectively.

(a) (b)

Figure 2. Dimensionless velocity profiles versus the radial variable in pure interstitial Herschel–
Bulkley fluid without particles, φ = 0, for Ω = 2, 5, 10, 20, 50, 100[rpm] from the bottom upwards.
(a) calculations, (b) measured data [9] .
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(a) (b)

Figure 3. Dimensionless velocity profiles of the Herschel–Bulkley fluid with the apparent ηHB(φ)

and τy(φ) for φ = 0.3 and Ω = 2, 5, 10, 20, 50, 100[rpm] from the bottom upwards. (a) calculations,
(b) measured data [9].

(a) (b)

Figure 4. The solid line corresponds to a dimensionless velocity profile versus the radial variable for
Ω = 100[rpm]. Dots stand for experimental data [9]. (a) φ = 0.3, (b) φ = 0.1.

(a)
s

(b)

Figure 5. Dimensionless velocity profiles for Ω = 100[rpm]. The curves from the bottom upwards
correspond to φ = 0, φ = 0.1 and φ = 0.3. (a) Calculations, (b) measured data [9].
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(a) (b)

Figure 6. Dimensionless velocity profiles for Ω = 5[rpm]. The curves from the bottom upwards
correspond to φ =0,0.1 and 0.3. (a) calculations, (b) measured data [9].

Figure 7. The solid line corresponds to dimensionless velocity profile versus the radial variable for
Ω = 5[rpm] and φ = 0.1. Dots stand for experimental data [9].

Figure 8. Calculated dimensionless velocity profiles versus the radial variable for φ = 0.3. The
lines from bottom upward correspond to Ω = 2[rpm], Ω = 5[rpm] and Ω = 50[rpm], respectively.
Triangles, balls and stars are the measured data from [9] corresponding to Ω = 2[rpm], Ω = 5[rpm]

and Ω = 50[rpm], respectively.
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(a) (b)

Figure 9. (a) Calculated dimensionless velocity profiles for φ = 0.3. The curves correspond to
Ω = 2, 5, 10, 20, 50, 100[rpm] from the bottom upwards. (b) Measured [9] dimensionless velocity
profiles of the Herschel–Bulkley fluid with φ = 0.3 and Ω taking values 2, 5, 10, 20, 50, 100[rpm] from
the bottom upwards.

Figure 10. Calculated angular velocity w[rpm] profiles for φ = 0.3. The curves correspond to
Ω = 2, 5, 10, 20, 50, 100[rpm] from the top down.

6. Rotational Sedimentation

Here, we consider more general mathematical model allowing for non-uniform parti-
cle distribution. We introduce the mass concentration of particles as follows:

c =
ρ̄sφ

ρ
, ρ = ρ̄sφ + ρ̄ f (1− φ), (65)

where ρ is the total density, ρ̄s is the particle density and ρ̄ f is the density of the interstitial
fluid. Given c, one can restore from (65) the volume concentration and the total density by
the formulas

φ =
ρ̄ f c

ρ̄ f c + ρ̄s(1− c)
, ρ(c) =

ρ̄ f ρ̄s

ρ̄ f c + ρ̄s(1− c)
. (66)

Due to these formulas, any given function of the volume concentration like the relative
viscosity ε(φ) can be defined in terms of the mass concentration c. It is explained in [7] that
c satisfies the conservation law

∂(ρc)
∂t

+ div(ρcv + l) = 0, (67)

where l is the concentration flux obeying the generalized Fick equation

ρl = −D∇c− Dp∇p + Dωrot ω×ωr. (68)

The scalar parameters D[cm2/s], Dp[cm3· s/g], and Dω [cm2· s], stand for the diffu-
sion, barodiffusion, and spin diffusion coefficients.
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Observe that, instead of (5), the couple stress tensor N is prescribed by the rheological
equation

N = 2γA +
Dω

2
ε : (l×ωr) (69)

to meet the entropy production law [7] where the skew-symmetric matrix ε : a is defined
by the formula

(ε : a)ij = akεikj, a = aiei,

in any orthogonal basis {ei}3
1. It is due to spin diffusion that the Ségre-Silberberg effect is

explained within the micropolar theory [7].
Due to the identity rot ω× b = 2(∇ω)a · b, ∀b ∈ R3, it follows from (68) and (69) that

(
ρ +

D2
ω |ωr|2
4γ

)
l = −D∇c− Dp∇p− Dω

2γ
Na ·ωr

in agreement with the definition of rotary diffusion [37]: “Just as the translational diffusion
coefficient is calculated in terms of the drag force, so the rotary diffusion coefficient is
expressed in terms of the moment of the forces on a particle executing a rotary movement.”

It follows from (9) that for steady flows the mass conservation law becomes divv = 0.
With the above definitions, we arrive at the following conservation laws for steady flows:

div(ρv⊗ v) = −∇p + div S + ρf, (70)

Jdiv[ω⊗ (ρcv + l)] = div N − ε : S, (71)

div(ρcv + l) = 0, (72)

with tensors S, N and the flux l given by Equations (51),(69) and (68) respectively.
For the flows in a concentric-cylinder Couette geometry, we calculate that

l = ler, ρl = −D
∂c
∂r′
− Dp

∂p
∂r′

+
Dωωr

2
∂ω

∂r′
.

Under the assumption that c = c(r), we arrive at the formula ∇c = er∂c/∂r. Due to
equation divv = 0, we obtain that, for the rotation flows, the equation div(ρcv) = 0 holds.
Now, it follows from (72) that

0 = div l =
1
r

∂(rl)
∂r

and rl = const.

At the same time, the now-flow boundary conditions l · n|Ri = 0 imply that l = 0 and
l = 0. Thus, the particles mass concentration obeys the equation l = 0 or

∂c
∂r

= −Dp

D
∂p
∂r

+
Dωωr

2D
∂ω

∂r
.

Due to (37), the latter equation can be written as

∂c
∂r

= −Dp

D
ρv2

r
+

Dω

2D

(
ω− 1

2

(
∂v
∂r

+
v
r

))
∂ω

∂r
. (73)

In what follows, we use the representations Dp = D∗pc(1− c), Dω = D∗ωc(1− c) since
both Dp and Dω vanish at c = 0 and c = 1. Given a mean value c0 of c, we set the following
condition: ∫ R2

R1

rc(r) dr =
c0(R2

2 − R2
1)

2
. (74)

As for the particle migration, there is one more approach based on the Fick law. This is
known as the Lamm equation for a highly disperse colloidal solution enclosed in a wedge-
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shape cell rotating at an angular velocity Ω about an axis coinciding with the apex of the
wedge [5].

Let us return to Equation (73). One more consequence of the equality l = 0 is that the
rheological Equation (69) reduces to N = 2γA in the Couette geometry.

Let us summarize the mathematical model. We look for functions Srϕ, Sϕr, Nzr, v, ω, c,
obeying the Equations (35), (36), (38)–(41) and (73), with the given function ε(c).

We introduce dimensionless parameters

ρ0 =
ρ̄s

ρ̄ f
, D1 =

D∗pR2
1Ω2

0ρ̄s

D
, D2 =

D∗ωΩ2
0

2D
.

In new notations,

ε(c) =
(

1− c/φ∗
c + ρ0(1− c)

)−Eφ∗
− 1.

Let us pass to dimensionless variables. Then, Equations (73) and (74) become

1
c(1− c)

∂′c
∂r′

= − D1v′2

r′(c + ρ0(1− c))
+ D2

∂′ω′

∂r′

(
ω′ − ∂′v′/∂r′ + v′/r′

2

)
, (75)

∫ a

1
r′c(r′) dr′ =

c0(a2 − 1)
2

, a =
R2

R1
. (76)

We summarize the governing equations as follows. We look for the dimensionless func-
tions v′(r′), ω′(r′) and c(r′) which satisfy Equations (43)–(50), (75) and (76). Observe that
these equations are not decoupled since the relative viscosity ε(c) in Equations (44) and (45)
depends on the particle concentration c.

Figure 11 depicts results of calculations of concentration along the radial variable.
We apply the Wolfram Mathematica solver for ordinary differential equations. Agreement
between calculations and experiment [9] is achieved for Ω = 102 rpm with the choice
D∗ω/(2D) = 5 × 10−5 [s2]. The sedimentation effect happens when we increase Ω to
14× 103 [rpm]. We prove that such an effect is due to the rotational diffusion Dω since the
particle separation does not happen when Dω = 0.

Remark 2. It is known that, for many practical purposes, the polymers or colloidal particles can
be regarded as rigid particles. Examples are triblock Janus particles which can be modeled as cross-
linked polystyrene spheres whose poles are patched with sticky alkyl groups, and their middle band
is covered with negative charges [38]. This is why the above results on rotational sedimentation can
also be applied to polymer flows. As was proved by Svedberg, such flows are of great importance in
the studies of the polymer structure. Our contribution is that we propose an alternative approach to
the Lamm equation based on the empirical notion of the sedimentation coefficient [6]. The advantages
are that we apply the conservation laws of continuum mechanics and take into account the shape of
the particles. Moreover, we prove that the polymer sedimentation is due to its rotation. This result
suggests a new direction of laboratory studies on polymer flows.
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Figure 11. Profiles of mass concentration c. Both the solid line that is based on calculations and dots
standing for experimental data [9] correspond to Ω = 102 rpm. Agreement between calculations and
experiment is achieved by the choice D∗ω/(2D) = 5× 10−5 [s2]. The dashed line corresponding to
calculations reveals the sedimentation effect when we increase Ω to 14× 103 [rpm].

7. Discussion

We address the rotational sedimentation of particles for steady flows of yield stress
granular fluids in a concentric-cylinder Couette geometry. Apart from the Lamm equation
approach, we do not use the empirical sedimentation coefficient. Instead, we apply con-
servation laws of the micro-polar equations which allow for particle rotation. We prove
that it is due to the rotational diffusion that the particle sedimentation occurs at high
angular velocity of the Couette cell inner cylinder. To validate the mathematical model,
we perform a comparison with published data of measurements by choosing the relative
viscosity related with the particle rotation. First, we justify analytically this choice for dilute
suspensions starting from the Einstein correlation for the apparent viscosity. As for dense
suspensions, we apply the Krieger–Douhgerty empirical closure for the apparent viscosity.
Though we performed calculations for steady flows, the developed approach allows for
unsteady flows and non-spherical particles due to the micro-inertia tensor involved into
the angular momentum conservation law.

Funding: This research was funded by RUSSIAN SCIENCE FOUNDATION Grant No. 20-19-00058.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Khodja, M.; Canselier, J.P.; Bergaya, F.; Fourar, K.; Khodja, M.; Cohaut, N.; Benmounah, A. Shale problems and waterbased

drilling fluid optimisation in the Hassi Messaoud Algerian oil field. Appl. Clay Sci. 2010, 49, 383–393. [CrossRef]
2. Mahaut, F.; Chateau, X.; Coussot, P.; Ovarlez, G. Yield stress and elastic modulus of suspensions of noncolloidal particles in yield

stress fluids. J. Rheol. 2008, 52, 287–313. [CrossRef]
3. Svedberg, T.; Pedersen, K.O. The Ultracentrifuge; Oxford University Press: London, UK, 1940.
4. Planken, K.L.; Colfen, H. Analytical ultracentrifugation of colloids. Nanoscale 2010, 2, 1849–1869. [CrossRef] [PubMed]
5. Brautigam, C.A. Using Lamm-Equation modeling of sedimentation velocity data to determine the kinetic and thermodynamic

properties of macromolecular interactions. Methods 2011, 54, 4–15. [CrossRef] [PubMed]
6. Lamm, O. Die Differentialgleichung der Ultrazentrifugierung. Ark. Mat. Astr. Fys. 1929, 21 B, 1–4.
7. Shelukhin, V.V.; Neverov, V.V. Thermodynamics of micropolar Bingham fluids. J. Non-Newton. Fluid Mech. 2016, 236, 83–90.

[CrossRef]
8. Segré, G.; Silberberg, A. Radial Poiseuille flow of suspensions. Nature 1961, 189, 209–210. [CrossRef]
9. Ovarlez, G.; Mahaut, F.; Deboeuf, S.; Lenoir, N.; Hormozi, S.; Chateau, X. Flows of suspensions of particles in yield stress fluids. J.

Rheol. 2015, 59, 1449. [CrossRef]
10. Hayakawa, H. Slow viscous flows in micropolar fluids. Phys. Rev. E 2000, 61, 5477–5492. [CrossRef]
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