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Editorial

Editorial for Special Issue “Advances
in Computer-Aided Technology”

Martin Pollák * and Marek Kočiško

Faculty of Manufacturing Technologies with a Seat in Presov, Technical University of Kosice, Bayerova 1,
080 01 Presov, Slovakia
* Correspondence: martin.pollak@tuke.sk

The determination of this Special Issue topic, in the field of Advances in Computer-
Aided Technology belonging to the section “Mechatronic and Intelligent Machines”, was
well received by the community of scientists and researchers. Computer-aided technologies
(CAx) encompass the use of computer technology to aid in the design, analysis, and
manufacturing of products. Significant progress has also been made in this area, due to the
rapid expansion of science and technology. Advanced CAx tools combine many different
aspects of product lifecycle management (PLM), including design, finite element analysis
(FEA), manufacturing, production planning, and product. In terms of the transition to the
Industry 4.0 concept, the idea of the digital twin comes to the fore, and existing CAx systems
must adapt to this trend. This book presents 13 selected papers that are related to industrial
applications in several major topics of the scientific main areas such as New trends in
CAx systems, Digital manufacturing, Internet of Things in manufacturing, Simulation of
production systems and processes, Systems for advanced finite element analysis, Material
engineering, Digitization, and 3D scanning.

A multi-case load spectrum-compiling method is proposed in the study of authors
Wang et al., for the dynamic modeling of a hydraulic excavator stick to simplify and accel-
erate the fatigue bench test. Fatigue tests were performed using a program load spectrum
and using a random spectrum [1]. The main goal of the paper of authors Skrivanek et al. is
to present the effect of a change in the drive structure of a small-diameter knitting machine.
The novelty of the work was a comprehensive comparison of the existing and modified
drive structure with a description of the possible benefits in terms of dynamic behavior,
overall simplification of the machine concept and expected savings in terms of electricity
consumption [2]. The article by Mitalova et al. describes the initial study and development
in the field of machining one kind of composite material with natural reinforcement WPC
with AWJ. The influence of selected technological factors on the topography of resulting
surfaces has been studied in particular [3]. The article of the authors Lishchenko et al.
describes research on how to develop information signals in time and frequency domains
containing the surface quality diagnostic features to monitor the 3D-printing technological
system state. The article shows how it is possible to increase the efficiency of the online
monitoring of the quality of the 3D printing technological process using an optical con-
tactless high-performance measuring instrument. The research results are applicable to
3D-printing machines [4]. The study of the authors Ivanov et al. describes the production of
flexible fixtures with modern machining technologies capable of machining similar shapes
and sizes of parts with complex geometries [5]. The paper from the authors Slapak et al.
describes a new measurement approach to obtain the necessary transmission parameters
together with its mathematical model. A mathematical model was created to calculate the
nonlinear friction of the gearbox in all four quadrants with a detailed description of the
simulation of the servo drive with the modeled gearbox. The results are compared with the
real measurement of the system [6]. The paper from the authors Komarek et al. deals with
the modification of the existing mechanical system of the needle bar. The purpose of the
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published research was to design a completely new principle for controlling the grip and
release of the needle by means of an electromagnet located in the body of the needle bar.
This innovative solution will eliminate the noise generated by the release of the needle on
the original system [7]. The usage area of digital impressions, which is the primary stage of
digital dentistry, is increasing worldwide; there is a lack of performance data on intraoral
scanners, especially in the field of implantology, which is dealt with in more detail in the
study by the authors Albayrak et al. [8]. The aim of the research by the authors Pollák
et al. was to determine the deep-drilling process input conditions. The focus of the analysis
was on how the monitored technological and physical impacts translate into achieving the
required gun-drill life and the quality and dimensional accuracy of deep holes, as well as
their overall impact on tool life [9]. The study by the authors Ryumin et al. describes the
development in the field of design of ship structures, focusing on the detailed description of
an integrated system capable of performing both the design and modeling of the structure
of merchant ships [10]. The paper by the authors Grozav et al. proposes a study on the
feasibility of implementing Deep Neural Networks for predicting the dimensional accuracy
and the mechanical characteristics of components obtained through the FDM method
using empirical data acquired by high-precision metrology [11]. The paper by the authors
Solfronk et al. presents an investigation of the computational strategy used in FEA on
the springback prediction of a thin sandwich material made of micro-alloyed steel. The
Vegter yield criterion combined both with isotropic and kinematic hardening law was used
for their own calculation [12]. The article by the authors Stejskal et al. presents a direct
analytical expression covering the rank of two tensors in a plane. The method was applied
to the simplest type of tensor, which represented an advantage for the analytical approach
of the method. Numerical methods for tensor rendering can be replaced with an accurate
analytical method [13].

The editorial team thanks all authors of the published articles as well as authors of
articles who were interested in publishing in the Special Issue. We especially thank the
reviewers, who examined all the submitted articles in detail and, through their scientific
experience, expressed their opinion on the solved issue and helped with valuable advice in
improving the presented results of the authors’ studies.

Conflicts of Interest: The authors declare no conflict of interest.
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Dynamic Modeling of a Hydraulic Excavator Stick by
Introducing Multi-Case Synthesized Load Spectrum for Bench
Fatigue Test

Penghui Wang 1, Qingyi Xiang 1,*, Grzegorz Królczyk 2, Pengmin Lu 1, Binhua Wang 1 and Zhixiong Li 3,*

1 Key Laboratory of Road Construction Technology and Equipment Ministry of Education,
Chang’an University, Xi’an 710064, China

2 Faculty of Mechanical Engineering, Opole University of Technology, 45-758 Opole, Poland
3 Yonsei Frontier Lab, Yonsei University, Seoul 03722, Korea
* Correspondence: xiangqy@chd.edu.cn (Q.X.); zhixiong.li@yonsei.ac.kr (Z.L.)

Abstract: A multi-case load spectrum compiling method is proposed in this study for dynamic
modeling of a hydraulic excavator stick to simplify and accelerate the fatigue bench test. This new
method includes a simplified criterion of small-load-omitting threshold based on the principle of
invariable fatigue damage, an extreme value inference criterion based on the overflow characteristics
of the hydraulic system, and a synthetic extrapolation method under various working conditions.
Firstly, a one-dimensional spectrum of a medium-sized excavator stick was compiled. Then, the
program load spectrum for the bench fatigue test was obtained by modifying the one-dimensional
spectrum based on the damage consistency criterion and the damage equivalent principle. Lastly, the
fatigue tests were conducted using the program load spectrum, as well as using the random spectrum.
The comparison results demonstrate that the damage location and fatigue life distribution of the stick
using these two spectra are generally consistent, with a relative error smaller than 8.8%; however,
the proposed program load spectrum can accelerate the test process with less time consuming than
that of the random spectrum. As a result, the multi-case load spectrum is feasible and reliable for
dynamic modeling of the hydraulic excavator stick in practice.

Keywords: dynamic modeling; load spectrum reconstruction; fatigue test; hydraulic excavator

1. Introduction

The fatigue life of the key structural components is a critical index that affects the safety
and reliability of the hydraulic excavator. To evaluate the fatigue life, the bench fatigue
test is widely adopted. One prerequisite of the bench fatigue test is that the load in the
test must reflect the influence of the real load on the fatigue life of structural components.
As the structural components of the excavator usually suffer random load in practical
applications, the random load spectrum, which can consider the load sequences, is the
optimal load choice. However, the random fatigue test has high requirements on the
dynamic characteristics of the loading system. Moreover, the test process is complex and
costly, and the test cycle is very long, so the random load spectrum is often converted into
a program spectrum to perform the fatigue test.

Currently, there is a lack of a published standard to compile the fatigue test program
spectrum for excavator hydraulic sticks, so the program spectrum can only be obtained from
the measured data. In some studies, the measured load was used to compile the program
spectrum for the bench fatigue test. For example, based on several actual engineering
failure cases, Bošnjak, Srd̄an, and Arsić et al. [1–5] analyzed the causes of fatigue failure of
key structural parts of bucket wheel excavators. However, in their research, the external
load on the structure was not measured. Yin et al. [6] studied the external load test method
for the electric drive BE-395B front shovel excavator, and obtained the hinge joint force,

Machines 2022, 10, 741. https://doi.org/10.3390/machines10090741 https://www.mdpi.com/journal/machines5
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cable tension, and bucket tip force to make the program spectrum. Bae et al. [7] proposed a
method to extract the fundamental fatigue load from the measured stress time histories
collected by sensors arranged on the boom. The above studies did not carry out the fatigue
life assessment of structural parts from the perspective of compiling the program spectrum
to carry out the bench fatigue test. Taking the stress at the dangerous points of the stick
and the boom as the intermediate quantities, Gao [8] and Shi [9] calculated the loading
force of the bucket tip based on the stress equivalent principle. Then, the loading force was
compiled into a program spectrum to conduct the bench fatigue test of an excavator with a
fixed attitude. However, this method relies on the position selection of the dangerous points.
Moreover, the method can only ensure that the stress states of the selected dangerous points
are the same as the actual ones, while it cannot effectively evaluate the fatigue life of other
dangerous points.

Two issues exist for applying the measured load to compile the program spectrum
used for the bench fatigue test of the key structural parts of the excavator: (1) It is difficult
to obtain the external load of the excavator working device through directly test, because
the working environment of the excavator is harsh, the load conditions under different
working media are quite different, and the magnitude and direction of the external load of
the working device are constantly changing during operations. It is necessary to propose
a special load identification method. (2) Directly compiling the measured load into the
bench fatigue test program spectrum is also hard due to the contradiction between the
fixed attitude of the whole machine fatigue test and the time-varying attitude of the actual
operation. Hence, it is necessary to propose an equivalent method to convert the measured
complex load to the unidirectional load required for the bench fatigue test to ensure that
the bench fatigue test can reflect the actual stress state of the structure. Considering that the
external load is difficult to test, a cross-section stress testing method based on strain testing
was proposed [10,11], and a three-dimensional axis pin force sensor was developed [12].
These two methods can measure all the loads of the excavator working device including
the side load and eccentric load. In view of the contradiction between the fixed attitude
of the whole machine fatigue test and the time-varying attitude of the actual operation, a
method of respectively arranging the load spectrum of the stick in their local coordinate
systems and performing bench fatigue tests was put forward [13]. At the same time, based
on the damage consistency criterion of key fatigue points, the multi-directional load of
the measured hinge point was equivalent to the unidirectional load required for the bench
fatigue test. This method overcomes the problem that the relationship between the forces
cannot be reproduced when the load components of each hinge point of the stick are
compiled into a load spectrum for the fatigue test, whilst ensuring that the fatigue test of
the bench can reflect the actual stress state as much as possible.

Based on our previous work, this study further investigates the compilation of the load
spectrum. A program spectrum compilation method for bench fatigue test of hydraulic
excavators is proposed in this study, and the following problems will be solved: (1) How
to consider the diversity of the actual working medium of the excavator in the compiled
load spectrum; (2) How to determine the threshold value of cyclic elimination of small-
value loads in spectral compilation since external loads vary greatly in different operating
media; (3) What is the influence of the dynamic characteristics of the excavator hydraulic
system and the overload protection device on the extrapolation of extreme values during
spectrum compilation; (4) How to standardize the compiled program spectrum to improve
its applicability since there are many excavator manufacturers of the same tonnage. All
these problems have not been resolved yet. To bridge this research gap, this study proposed
a multi-case load spectrum compiling method to solve these problems.

The remainder of this work is organized as follows. Section 2 introduces the pro-
posed method. Analysis and results are presented in Section 3. Section 4 concludes the
main findings.
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2. Materials and Methods

The compilation process of the bench fatigue test of the excavator stick is summarized
in Figure 1. This paper mainly focuses on the following key steps: the threshold value of
small load omitting; the extreme value inference criterion of the mean and amplitude; the
synthesis and extrapolation of various typical operating conditions; and the correction,
acceleration, and normalization of the program load spectrum.

 
Figure 1. Compiling flow of program load spectrum of excavator hydraulic stick.

2.1. Determining Threshold of Small Amplitude Cyclic Load

Many load cycles will be obtained after peak-valley extraction of random load-time
history, among which the load cycles with smaller amplitudes account for a large proportion,
which will cause a large workload to the rain flow counting. However, these load cycles do
not necessarily cause fatigue damage to the structure, or do not affect the fatigue life of the
structure, and can be omitted in advance.

The criteria for determining the omitting threshold value of small amplitude cyclic
load (hereinafter referred to as ‘small loads’) have not been finalized or widely used because
the relevant parameters in the calculation model are difficult to obtain [14,15]. The common
omitting criteria are divided into three categories: 1© Omit according to the percentage of
the maximum load amplitude or maximum cyclic load range [16,17]; 2© Omit according
to the percentage of the material fatigue limit, such as the load less than 50~70% of the
fatigue limit is usually removed [18,19]; 3© If the load belongs to the normal distribution,
the load less than 1.75σ will be omitted (σ is the standard deviation of the cyclic load) [20].
However, these three empirical methods cannot reflect the contribution of the small load to
fatigue damage, which may cause a large deviation in the structural life evaluation.

Considering the engineering practicability, this paper proposes a simple and conve-
nient method to determine the omitting threshold value of small load from the perspective
of fatigue damage. In this method, the omitting threshold value is determined as the critical

7
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value on the premise of keeping the fatigue damage at the dangerous point unchanged
before and after the small load is omitted from the full load-time history. In other words,
the omitting threshold is determined according to whether fatigue damage is caused to
the structure. The “fatigue damage” here is calculated according to Miner’s rule and the
S-N curve of the structural details at specific dangerous points. It is worth noting that this
threshold is not the fatigue limit in smooth materials.

For large and complex welded structures such as excavator sticks, the sensitivity of
fatigue damage at each dangerous point of the structure to the load is not consistent when
external loads are applied. Therefore, the omitting threshold value of each dangerous point
should be determined respectively, and the minimum value of them should be taken as the
final threshold value. The calculation process is shown in Figure 2.

 

Figure 2. Simplified calculation process of the omitting threshold value of small load.

Table 1 compares the omitting threshold value calculated by the proposed method
with the values of 10~15% of the maximum cyclic load range under four typical digging
conditions of a medium-sized excavator’s stick. It can be seen that the threshold value
determined by this method, 19.185, is close to but not completely within the range of 10~15%
of the maximum cyclic load range, indicating that it is reasonable but not completely
reliable to use 10~15% of the maximum cyclic load range to determine the threshold
value. In addition, the omitting threshold value can remain a constant under the different
digging conditions.

Table 1. The small-load-omitting threshold value of the unidirectional equivalent stick load.

Threshold Value Calculated by the Proposed Method (kN) 19.185

10~15% of the maximum
cyclic load range (kN)

Category I: Loose soil 15.962~23.943
Category II: Original soil 20.764~31.145
Category III: Clay with

small stones 18.762~28.143

Category IV: Heavy clay
containing large stones 21.083~31.624

2.2. Load Extremum Extrapolation Criterion

In engineering, the load with an occurrence probability of 1 × 10−6 is generally
regarded as the extreme load. Several commonly used distributions, such as normal
distribution, log-normal distribution, two-parameter Weibull distribution, three-parameter

8
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Weibull distribution, Gamma distribution, and extremal distribution are respectively used
to conduct the Kolmogorov–Smirnov test (KS distribution test) on the load average and
load amplitude of the medium-sized excavator’s stick. Taking the Category IV digging
object as an example, the distribution test results are shown in the Table 2.

Table 2. The different distributions’ D value of the load amplitude of the stick using the KS distribu-
tion test method.

Critical D Value
Normal

Distribution
Log-Normal
Distribution

Two-Parameter
Weibull Distribution

Three-Parameter
Weibull Distribution

Gamma
Distribution

Extremal
Distribution

0.0355 0.1510 0.1726 0.1500 0.0303 0.0843 0.0380

It can be seen that the load amplitude value distribution is more in line with the
three-parameter Weibull distribution (D value 0.0303 < critical D value 0.0355). So, the
extreme load Yi_max of amplitude value under the i-th digging object is:

Yi_max = ci + ai
bi
√− ln P (1)

where ai, bi, and ci are the scale, shape, and position parameter of the three-parameter
Weibull distribution of the equivalent load amplitude under the i-th digging object;
P = 1 × 10−6 is the probability of amplitude extremum.

The mean value obtained from the rain flow counting of the equivalent load-time
history was fitted with log-normal distribution, so the extreme load Xi_max of the mean
value under the i-th digging object is:

Xi_max = e−UPσi+μi (2)

where μi and σi are the mean and standard deviation of the log-normal distribution of the
equivalent load mean value under the i-th digging object; UP can be obtained from the
standard normal distribution.

Therefore, the extreme amplitude value Ymax after the synthesis of the four digging
objects is:

Ymax = max(Yi_max) (3)

The extreme mean value Xmax after the synthesis of the four digging objects is:

Xmax = max(Xi_max) (4)

With the above equations, the theoretical value of the extreme load of mean and
amplitude are derived.

However, the hydraulic system of the excavator usually has an overload protection
system. Therefore, limited by the set pressure of the main safety valve and the actuator
relief valve in the hydraulic system, the theoretical extreme value may not be reached. If
the main safety valve or the actuator relief valve overflows during the load spectrum test, it
indicates that the load spectrum test has recorded the extreme load that may be generated
in practice, and there is no need to infer the extreme value according to the Conover theory.
Therefore, the cylinder pressure curves measured during the digging of the primary soil
were analyzed, as shown in Figure 3.

It can be seen from Figure 3 that the pressure in the rodless chamber of the stick
cylinder exceeded the preset pressure 316 bar, which is the main safety valve of the system
and was obtained through the maximum digging force test. The overflow phenomenon
also occurred: the measured peak pressure exceeded the set pressure of the system, then
gradually attenuated and fluctuated, and finally stabilized at the rated pressure. This
phenomenon is caused by the dynamic characteristics of the relief valve when the main
safety valve suddenly changes from the closed state to the rated pressure state. This
phenomenon occurred many times in the whole load spectrum test process, which indicates
that the extreme load had been captured in the load spectrum test.
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Figure 3. Pressure of the excavator.

The extreme amplitude values of the test prototype excavator’s stick determined from
three different perspectives, namely, the Conover theoretical extreme value, the extreme
value measured in the static maximum digging force test, and the extreme values captured
from the actual working conditions are compared in Table 3. It is seen that the extremum
extrapolated according to the Conover theory was much larger than the extremum value
measured in the actual digging process with overflow phenomenon, while the extremum
value measured in the static maximum digging force test was much smaller than the ex-
treme value measured in the digging process. Such a large difference existing between the
extremum values obtained by different extrapolation criteria would inevitably cause great
differences in the results of the load spectrum compilation. Therefore, during the compila-
tion of the program load spectrum, the extreme load should be determined according to
the actual digging process, instead of extrapolating according to the Conover theory.

Table 3. Extrapolation of extreme amplitude load of the test prototype of a medium-sized excavator.

1© Conover Theoretical
Extreme Value

2© Extreme Value Measured
in Static Maximum Digging

Force Test

3© Extreme Value Measured
in Actual Digging Process

212.2 kN 68.6 kN 105.4 kN

2.3. Extrapolation and Synthetic Method of Load Spectrum

In previous work [21], the common working conditions of hydraulic excavators were
investigated, and four different digging objects and their proportions were determined. In
order to reflect the actual load situation as much as possible, the excavator load spectrum
should be measured while digging these four objects, respectively; hence, the data synthesis
under different digging objects should be considered when compiling the program load
spectrum. For this reason, a new method is proposed to simultaneously complete the data
synthesis and frequency extrapolation of multiple digging objects in one step.

10
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1© According to the distribution parameters of the mean and amplitude in various dig-
ging objects, the corresponding joint probability density function f (x,y) and joint probability
distribution function F(x,y) of the mean and amplitude could be obtained:

f (x, y) =
1

xσ
√

2π
exp

(
−(ln x − μ)2

2σ2

)(
b
a

)(
y − c

a

)b−1
exp

(
−
(
(y − c)

a

)b
)

(5)

F(x, y) =
∫ y

−∞

∫ x

0
f (x, y)dxdy (6)

2© Calculate the total frequency, Ni, of the mean and amplitude of the i-th digging
object within the full sample length T:

Ni = nik1iT/t (7)

where T is the full sample length (number of digging cycles/bucket); k1i is the proportion
of the i-th digging object obtained from the investigation; t is the actual collection bucket
number of the i-th digging object; ni is the total number of cycles obtained from equivalent
load rain flow counting of the i-th digging object; i = 1, 2, 3, . . . , q, and q is the total number
of digging object types.

3© Calculate the extrapolation frequency, Ni
′, of the i-th digging object:

N′
i = k2i × 106 (8)

where k2i is the frequency extrapolation coefficient of the i-th digging object; k2i = Ni/(∑Ni).
i = 1, 2, 3, . . . , q, q is the total number of digging object types. It can be seen that the
extrapolation frequency Ni

′ of the i-th digging object is independent of the full sample
length T.

4© Synthesize the four digging objects to obtain the two-dimensional mean-amplitude
program load spectrum. On the basis of the extreme mean value and extreme amplitude
value determined above, the amplitude of various digging objects was divided into 8 levels
according to the 1, 0.95, 0.85, 0.725, 0.575, 0.425, 0.275, and 0.125 times of the extreme
amplitude value, and the mean value was divided into 8 levels with equal intervals. The
frequency niuv on each mean-amplitude level of the i-th digging object is calculated by:

niuv = N′
i

∫ Ru+1

Ru

∫ Mv+1

Mv

1
xσ

√
2π

exp

(
−(ln x − μ)2

2σ2

)(
b
a

)(
y − c

a

)b−1
exp

(
−
(
(y − c)

a

)b
)

dxdy (9)

where Mv and Mv+1 (v = 1, 2, 3, . . . , 8) are the lower and upper integral limits of the mean
value of the v-th level under the i-th digging object; Ru and Ru+1 (u = 1, 2, 3, . . . , 8) are
the lower and upper integral limits of the amplitude value of the u-th level under the i-th
digging object.

Then, the frequency nuv corresponding to the v-th mean value and the u-th amplitude
of the synthesized two-dimensional program load spectrum is:

nuv =
q

∑
i=1

niuv (10)

Finally, a two-dimensional program load spectrum compiled according to the above
steps of the stick of a medium-sized excavator can be obtained, and it is presented in
Table 4.
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Table 4. The mean-amplitude program load spectrum of a medium-sized excavator stick.

Level Amplitude (kN)
Mean (kN)

−48.17 −23.94 0.29 24.52 48.75 72.98 97.20 121.43

1 13.18 7829 75,035 182,958 201,256 137,814 70,008 29,144 15,612
2 28.99 1838 17,819 44,317 49,747 34,609 17,769 7449 4015
3 44.80 671 6507 16,186 18,178 12,656 6503 2729 1474
4 60.61 247 2394 5950 6679 4650 2391 1004 543
5 76.42 87 841 2086 2340 1628 838 352 191
6 89.60 31 298 738 827 576 296 125 68
7 100.14 11 106 262 293 204 105 44 24
8 105.41 17 167 412 460 320 165 69 38

2.4. One-Dimensional Program Load Spectrum

In order to facilitate the test loading, the fluctuation central method was used to trans-
form the two-dimensional program spectrum into one-dimensional to keep the amplitudes
of each level in the two-dimensional program spectrum unchanged. Then, the eight-level
mean values corresponding to the amplitude of each level were weighted and averaged.
The mean value Mu corresponding to the u-th level amplitude is calculated as follows:

Mu =
8

∑
v=1

Mvnuv/
8

∑
v=1

nuv (11)

The frequency nu corresponding to the u-th level amplitude is:

nu =
8

∑
v=1

nuv (12)

Considering that the actual load is random, that is, the load does not appear in a
specific order, in order to reduce the difference between the program spectrum loading and
the actual load, the test should be repeated several times. The size of the subroutine block
should be determined according to the preliminary life estimation results so that the whole
test includes at least 10 subroutine blocks.

The fatigue life represented by the spectrum in Table 3 is denoted as lP. Given that
the full life of the structure is N and the total number of subroutine blocks is C, then the
life represented by one subroutine block is: l = N/C; When the spectrum in Table 3 was
extended to a subroutine block, the frequency corresponding to the u-th level amplitude is
modified to nu

′:
n′

u = βnu (13)

where β = l/lp is the expansion factor.
According to industry experience, the full life target of excavator working device struc-

ture is generally about 8000~10,000 hours. In this paper, let a subroutine block represents
1000 h, and then the spectrum in Table 3 is further expanded in frequency according to
Equation (13) to obtain the one-dimensional program load spectrum representing 1000 h.

Taking the test prototype of a medium-sized excavator as an example, the spectrum
after frequency expansion is shown in Table 5.

2.5. Compilation of Program Load Spectrum

The program spectrum compiling process consists of many steps, and errors will
inevitably occur in each step, eventually resulting in the error between the damage repro-
duced in the bench fatigue test and the damage in the actual service state. Therefore, the
one-dimensional program load spectrum in Table 4 should be corrected before it is used
in the bench fatigue test to reduce the error between the bench fatigue test and the actual
service state.
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Table 5. One-dimensional program load spectrum with variable mean for a medium-size excavator
stick (1000 working hours).

Level Amplitude (kN) Mean (kN) Frequency

1 13.18 26.91 1,120,745
2 28.99 27.67 276,525
3 44.80 27.70 101,077
4 60.61 27.70 37,155
5 76.42 27.69 13,024
6 89.60 27.70 4608
7 100.14 27.64 1634
8 105.41 27.63 2566

2.5.1. Fatigue Damage Consistency Correction of the Program Load Spectrum for Bench
Fatigue Test

It is a very complicated problem to study the error of each step in detail. In this paper,
the damage consistency criterion and the damage of the key fatigue measuring points
on the structure were used to modify the load spectrum. The damage of the key fatigue
measuring points on the structure caused by the program load spectrum should be close to
the damage caused by the actual digging process on the premise of ensuring the damage of
the key fatigue measuring points on the structure is not greater than or equal to the actual
damage of each measuring point calculated by the measured stress spectrum. The specific
steps are as follows:

Firstly, the stress time history of each fatigue key measuring point on the structure
was compiled into a stress spectrum. Then, according to the S-N curve of welded joint
and the Miner cumulative damage rule, the actual damage Drj of each measuring point is
calculated by:

Drj =
ns

∑
i=1

nij(σij)
mj

Cj
j = 1, 2, . . . , h (14)

where h is the number of key fatigue measuring points; mj and Cj are the S-N curve constants
of the j-th key fatigue measuring point, and ns is the number of the stress spectrum levels;
σij and nij represent the i-th level amplitude value and corresponding frequency of the
stress spectrum of the j-th key fatigue measuring point, respectively.

Secondly, the damage Dpj of the key fatigue measuring points using the one-dimensional
program load spectrum listed in Table 4 is calculated by

Dpj =
np

∑
k=1

nk(Pkkj)
mj

Cj
j = 1, 2, . . . , h (15)

where np is the number of the one-dimensional program load spectrum levels, here, np = 8;
Pk and nk denote the k-th level amplitude value and its corresponding frequency of the
one-dimensional program load spectrum, respectively. kj is the load-stress proportional
coefficient between Pk and the stress of the j-th key fatigue measuring point, which is only
related to the location of the key fatigue measuring point on the structure.

Then, the correction factor γ is used to correct the one-dimensional program load
spectrum, and the corrected amplitude of each level is Pk

′ = γPk. The damage Dpj
′ of the

key fatigue measuring point caused by the modified one-dimensional program spectrum
is:

D′
pj =

np

∑
k=1

nk(γPkkj)
mj

Cj
j = 1, 2, . . . , h (16)

The damage consistency correction optimization model is established as follows:

Objective function: min

{
h
∑

j=1

(
Drj − D′

pj

)2
}
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Constraint condition: Drj ≤ D′
pj

Finally, Equations (14) and (16) were substituted into the optimization model to acquire
the correction coefficient γ, and the program spectrum Pk

′ = γPk after damage consistency
correction that would be used as the bench fatigue test program spectrum is obtained. In
the example of this article, the correction coefficient of the stick program load spectrum
solved by the optimization model is 1.104.

2.5.2. Acceleration and Normalization of Program Load Spectrum for Bench Fatigue Test

In order to accelerate the test, the above program load spectrum needs to be concen-
trated in time main. The small load less than the fatigue cut-off line will be omitted, but
the omission should have no influence on the damage of each fatigue key point on the
structure.

In addition, to facilitate the test loading, the eighth level load with larger load values
but fewer loading cycles was converted to the seventh level according to the principle of
equal damage, and the new frequency n7

′ was calculated according to Equation (17); mean-
while, the second level load with smaller load values but more loading cycles was converted
to the third level, and the new frequency n3

′ was calculated according to Equation (18).

n′
7 = n7 +

n8σm8
8 C7

σm7
7 C8

(17)

where σ7 and n7 represent the seventh load level and corresponding frequency in the
above eight-level program load spectrum; m7 and C7 represent the constants of the S-N
curve corresponding to the seventh load level; σ8 and n8 represent the eighth load level
and corresponding frequency in the above eight-level program load spectrum; m8 and C8
represent the constants of the S-N curve corresponding to the eighth load level.

n′
3 = n3 +

n2σm2
2 C3

σm3
3 C2

(18)

It is known that the tonnage of excavators varies significantly, even for those belonging
to the same tonnage category. For instance, the tonnage of the medium-sized excavator
ranges from 12.5 to 25.5 tons, while the large-sized excavator ranges from 35.8 to 49.2 tons.
Because different tonnage excavators suffer different external loads, the program load
spectrum should be different for different tonnage excavators. However, making program
load spectra according to each tonnage level is unrealistic, as this process is time consuming
and expensive. Hence, the program load spectrum is normalized to make it applicable for
various excavators with different tonnages. Considering the maximum bucket cylinder
digging force is a characteristic parameter that indicates the working capacity of the
excavator, the maximum bucket cylinder digging force of the medium-sized excavator
test prototype, 138 kN, is taken as unit 1, and the relative values of the upper and lower
load limits in the program load spectrum are given in Table 6. It is worth noting that
this normalization is an approximation for engineering applications. The premise of this
method is that the external load encountered in the actual work is basically proportional to
the “maximum bucket cylinder digging force”.

Table 6. Relative values of programmed load spectrum of different tonnage excavators.

Level
Upper Limit of the

Amplitude (kN)
Lower Limit of the

Amplitude (kN)
Frequency

1 0.56 −0.16 157,683
2 0.69 −0.28 37,155
3 0.81 −0.41 13,025
4 0.92 −0.52 4608
5 1.00 −0.60 4628
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For an excavator with a different tonnage, its program spectrum can be obtained by
multiplying the relative values in Table 5 by the maximum bucket cylinder digging force.

During the bench fatigue test, the subroutine of low-high-low sequence was repeated
to load the tested object. For example, Figure 4 shows the program load spectrum loading
sequence of the bench fatigue test of the medium-sized excavator’s stick.

 
Figure 4. Loading sequence of program load spectrum for bench fatigue test.

3. Bench Fatigue Test

The fatigue life virtual prediction technology was used to verify the validity of the
bench fatigue test program load spectrum compiled in this paper. The bench fatigue test
program load spectrum and the random equivalent load-time history before compiled,
which is hereinafter referred to as a random spectrum, were respectively used in the fatigue
life tests, and the results using these two spectra are compared to evaluate the proposed
program load spectrum compiling method.

3.1. Structural Stress Analysis under Unit Load

The random load at the hinge points of the excavator are low-frequency loads and
does not include the natural frequency of the structure. Therefore, the stress results of static
finite element analysis were used as the input of the fatigue analysis.

The finite element model of the stick was established in the finite element analysis
software, ANSYS R15.0. The two kinds of load spectra to be applied were unidirectional
load. Therefore, in the model, the 5 degrees of freedom of the hinge point of the stick and
the boom and the 5 degrees of freedom of the fixed end of the stick cylinder rod were
constrained, respectively. Then, the unit vertical force was applied at the hinge point of the
stick and the bucket, as shown in Figure 5.

3.2. Fatigue Analysis and Discussion

The results of ANSYS were imported into the fatigue analysis software, nCode De-
signLife, to predict the fatigue life. A fatigue analysis process that can withstand the above
two load spectra is built. The random spectrum applied in the fatigue simulation process
only represented the working time of 5.011 hours, while the representative working time
of the applied bench fatigue test program load spectrum was 1000 hours. Therefore, the
life of the structural details was the life value of the simulation results multiplied by the
representative working time of the corresponding spectrum.

Figure 6 compares the overall life distribution cloud diagram of the stick structure
under the action of the two load spectra. It can be seen that the life distribution of the stick
structure was basically the same, and there were four areas with short life: 1© The front
end of the bucket cylinder support ear plate located on the upper wing plate of the stick;
2© Near the reaming hole on the ear plate of the stick cylinder support; 3© Part of the weld
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near the reaming hole of the stick and the boom; 4© Intersection of butt weld on the web
and the lower flange of the stick. The comparisons of these four areas with local enlarged
figures are shown in Figures 7–10, respectively.

Figure 5. Structural stress analysis model under unidirectional load.

 

(a) 

 

(b) 

Figure 6. Comparison of the overall life distribution of the stick structure under the action of the two
load spectra. (a) Random spectrum. (b) Program load spectrum.
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(a) (b) 

Figure 7. Fatigue life distribution cloud diagram of the front end of the bucket cylinder support ear
plate located on the upper wing plate of the stick (Local area 1©). (a) Random spectrum. (b) Program
load spectrum.

  
(a) (b) 

Figure 8. Fatigue life distribution cloud diagram of the stick cylinder support ear plate (Local area
2©). (a) Random spectrum. (b) Program load spectrum.

  
(a) (b) 

Figure 9. Fatigue life distribution cloud diagram of the weld near the reaming hole of the stick and
the boom (Local area 3©). (a) Random spectrum. (b) Program load spectrum.
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(a) (b) 

Figure 10. Fatigue life distribution cloud diagram of the intersection of butt weld on the web and the
lower flange of the stick (Local area 4©). (a) Random spectrum. (b) Program load spectrum.

The fatigue life conversion values of the above four local areas of the stick structure
under the two load spectra are presented in Table 7. It can be seen that the life distribution
of the stick structure and the life values were relatively consistent, and the maximum
relative deviation was merely about 8.8%, indicating that the programming method of the
load spectrum was reasonable. Assuming that the maximum loadable frequency of the test
bench is 1Hz, the fatigue lifetime test using the random spectrum takes 1000 h to represent
1000 h of working time. In contrast, the fatigue lifetime test using the proposed program
load spectrum only consumes 60.31 h, which largely shortens the time expense. Hence, the
program load spectrum outperforms the random spectrum in terms of time efficiency.

Table 7. Comparison of the fatigue life of several local details of the stick under two load spectra.

Local Details Random Spectrum (kN) Program Load Spectrum (kN) Relative Deviation

1© Front end of the bucket cylinder support ear plate
located on the upper wing plate of the stick

left 4603.69 4364.22 −5.2%
right 4745.47 4492.22 −5.3%

2© Near the reaming hole on the ear plate of the stick
cylinder support 3472.9 3298.83 -5.0%

3© Part of the weld near the reaming hole of the stick and
the boom 6603.18 6304.32 -4.5%

4© Intersection of butt weld on the web and the lower flange of
the stick 9924.8 10,800.54 8.8%

4. Conclusions

This paper focuses on solving several key issues in the compilation of the bench fatigue
test program load spectrum of the hydraulic excavator stick:

(1) A simple and convenient calculation method to determine the omitting threshold
value of small amplitude cyclic load was proposed. The threshold value was de-
termined as the critical value to keep the fatigue damage at the dangerous point
unchanged before and after the small load was omitted from the full load-time history.

(2) The load extremum extrapolation criterion, the synthetic method of various digging objects,
and the correction and acceleration method based on the damage consistency criterion and
the damage equivalent principle were proposed. Taking a medium-sized excavator’s stick
as an example, its programmed load spectrum for fatigue bench test was obtained and
further normalized to adapt to other excavators with different tonnages.

(3) The validity of the program load spectrum is verified by using the finite element method
and fatigue analysis theory. The comparison showed that the stick structure had the same
damage position and life distribution under the action of the bench fatigue test program
load spectrum and the random spectrum. The program load spectrum compilation method
also had a certain reference value for compiling the load spectrum of other multi-condition
hydraulic construction machinery.
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Abstract: This paper deals with the problematic of the drive system of small-diameter knitting
machines (hereinafter “knitting machines”). An alternative design of a new drive system is presented
that addresses the effective working position of selected operating elements, i.e., a cylinder, a dial,
and a roller cutter. The design is protected by patent No. 303578, and the authors of this paper also
authored the patent. For the description and simulation of the drive system, mathematical models
have been elaborated of the existing and new drive system, which include an additional design of a
more suitable stroke for the movement of the cylinder. The output of the simulations are the courses
of kinematic quantities, torque, and electric current, elucidating the benefits of the new drive system.
Based on the structure of the new drive system, a test device has been designed and manufactured
to verify functionality and reliability. The new drive system consumes less energy, simplifies the
machine frame and reduces noise emissions. The obtained results can help in researching the issue
of knitting machine frames, and in addition, the new system brings new technological possibilities
for knitting.
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1. Introduction

Knitting machines are an essential part of traditional textile engineering with a rich
history, though knitting technology is relatively young [1,2] compared to other areas of
this industry. In addition to classic knitting technologies and their products, extensions of
classic knitted fabrics with higher added value are increasingly coming to the fore [3–7].

Previously used in the drive systems of small-diameter knitting machines were mainly
an asynchronous motor with short circuit “anchor” and graduated pulleys for changing
speed [2]. The term “drive system” in this paper includes the motor, its control, and the
transmission that propels the required elements, while the term “drive” includes only
the motor and its control. After the development of semiconductor rectifiers, DC brush
control motors were used relatively briefly. Today, frequency converters or control units for
servo drives are used to change speeds in asynchronous motors [8,9]. In the past, the drive
systems of small-diameter knitting machines contained relatively complex mechanisms
with numerous mechanical transmissions installed in intricate, voluminous frames [10].
Mechanical transmissions set the limits of use of the operating elements forming the knitted
fabric in terms of effective use throughout the entire work process [11]. Working elements
mean the cylinder, dial plate (abbreviated as “dial”) and the roller cutter [12]. The dial
in knitting practice is called a rotary element, used mainly to create an overhanging hem
especially on socks, as well as to produce a solid beginning and in some types of machine
also double-faced knit fabric [1]. An integral part of the dial is a roller cutter used for
cutting yarn according to technological requirements. In the overhanging mode, i.e., the
formation of an overhanging hem on the sock, it is essential to uphold the technological
condition of mutual rotation between the cylinder and the dial [13]. This is due to the
sliding out of the sinkers from the dial between the needles during rotation. The limit of
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the maximum rotation is given by the sum of the maximum plays in the gearing of the
drive system given by its stiffness.

Theoretically, from the technological standpoint, the dial would be synchronized with
the cylinder only for two revolutions during manufacture of the sock. The first revolution
would be to catch the beginning of the knitted fabric and after knitting the hem, hanging the
knitted fabric back on the needles [2]. The roller cutter is not dependent in principle on the
movement of the knitting roller or the dial itself, so there is no need for synchronization [1].
In the past, there were knitting machines, especially for manufacturing delicate women’s
stockings, which did not include the dial. On these machines, it was possible to create an
overhanging hem even on the front side [8].

The percentage of utilization of the aforementioned operating elements (cylinder,
dial and roller cutter) is significantly different during the process of creating sock goods,
ranging from 5% to 100% [8]. The mentioned workload and length of the process during
knitting was based on the creation of one classic sock with the top hem designed for the
foot size EU 44, Figure 1. The knitting time of one sock is different and especially depends
on its size, shape, material used and the variety of uses of colors and patterns required
by the customer [14]. The current concepts of the drive systems do not allow flexible
control of individual operating elements according to their current needs for inclusion in
the technological process. This problem occurs due to the direct mechanical connection
between the dial and the roller cutter; their movement is standardly derived by constant
transmission by gears from the movement of the cylinder [15].

Figure 1. Cylinder 1, roller cutter 2, dial 3 and their percentage load during the knitting process.

The application of controlled drives for the individual work elements mentioned
above offers the possibility of increasing the efficiency of the knitting process and the
associated significant savings in electricity consumption [16]. An indisputable advantage
is the reduction of demands on the installation space and the overall simplification of
the machine design due to the reduction of moving elements of the drive system [17]. It
is worth mentioning that the gears making up the current drive system are also a key
vibration exciter and noise source, so one expected benefit of using controlled drives is the
reduction of noise pollution and ensuring improvement of health conditions for machine
attendants [18]. Another important criterion for assessing the suitability of employing
controlled drives is the demands on the dynamic properties of the machine, as their
applications can bring an improvement in their properties, thanks to the possibility of a
suitable choice of lift dependence [19,20].

This paper focuses on assessment of the new drive system compared to the existing
one. The new drive system will respect the targeted inclusion of the cylinder, dial, and roller
cutter in the technological process. The use of controlled drives in this area appears to be a
possible way of increasing the degree of technical sophistication of small-diameter knitting
machines. There are a number of varying structures of the drive system of small-diameter
knitting machines. One of the most commonly used methods of designing the drive system
of small-diameter knitting machines is shown in Figure 2 [2]. The principle of the system is
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based on the transmission of power to the cylinder (4) and to the dial (10) from the servo
drive (M1) by a system of gears (1,2,3,5,6,7,8,9) and shafts (11,12,13).

Figure 2. Structure of the present concept of the small diameter knitting machine: (a) schematic view
(b) 3D model.

The main movement of the knitting machine is performed by a brushless alternating
servo drive (M1), a pinion (1), and a toothed rim (2), which is part of the cylinder (4). The
dial drive system begins by transmission from the toothed rim (2) to the gear (3). The
system continues through the shaft (11) to the gearing (5 and 6). The shaft (12) is fitted
with a clutch. This clutch must ensure that its original position is precisely reset after the
dial arm has been tilted (10), i.e., after disconnection of the drive system. Furthermore, the
system connects the gears (7,8,9 (V)) to the shaft (13) of the dial (10), which is mounted
and firmly connected to the roller cutter. The gears ensure the same angular velocity of the
dial (10) and the cylinder (4). The delimitation of plays between gear teeth is realized by
changing the axial distance between the gears in combination with split gears [21].

2. Mathematical Models

2.1. Existing Drive System of a Small-Diameter Knitting Machine

An analysis was performed of the existing design to assess the impact of the changes
to the new drive system. The results of the analysis are compared with those obtained by
analyzing the modified drive system in the following chapter.

To investigate the dynamic behavior of the drive system of a small-diameter knitting
machine, a discrete model was elaborated, including the torsional compliance of all main
shafts and the cylinder. The actual mathematical model of the knitting machine drive
system in Figure 3 was formulated while considering the following assumptions:

• Gears (0–7) and the dial (8) are considered as perfectly rigid bodies
• Each of the shafts (R0, 23, 45, 78) is replaced in the model by two geometrically

identical shapes whose moments of inertia are included in the moments of inertia
of the corresponding gears. In the case of the shaft (78), the moment of inertia of its
lower part is included in the moment of inertia of the dial (8). The relevant shapes
are connected by non-material elastic elements with torsional stiffnesses and viscous
damping elements.

• The cylinder (9) is replaced in the model by two geometrically identical shapes,
whereas the moment of inertia of the lower shape is included in the moment of
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inertia of the gear (1). Both shapes are connected by non-material elastic elements with
torsional stiffnesses and viscous damping elements.

• The moments of inertia of the needles and sinkers are included in the moment of
inertia of the cylinder (9).

• The moments of inertia of the sinkers are included at the moment of inertia of the
dial (8).

• In the calculation, plays in gears are considered, which are simply entered into the
mathematical model using angular deflections of shafts R0, 19, 23, 45, 78; the play in
the shaft bearing is not considered by the model.

• The model does not consider the bending compliance of shafts and the thermal expan-
sion of materials.

• The model does not consider gravitational and friction forces and forces caused by the
tension of the yarn.

• The model does not consider the force required for cutting the ends of the yarn.

Figure 3. Existing small-diameter knitting machine drive system-(a) Mathematical model, (b) 3D model.

The required moments of inertia of the individual elements of the drive system were
determined using the cad model of the drive system, see Table 1. Conversions appearing in
the equations of motion are given in Table 2. The designation and position of the elements
correspond to the diagram in Figure 4.

Figure 4. Input stroke.
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Table 1. Moments of inertia of the considered parts of the drive system.

Component Position Moment of Inertia I [kg·m2]

gear 0 0 9, 83 × 10−6

gear 1 1 2, 13 × 10−2

gear 2 2 1, 34 × 10−3

gear 3 3 3, 07 × 10−4

gear 4 4 2, 87 × 10−4

gear 5 5 1, 86 × 10−4

gear 6 6 2, 52 × 10−4

gear 7 7 1, 49 × 10−4

dial 8 2, 40 × 10−4

rotor R 8, 10 × 10−4

needle roller 9 (V) 3, 38 × 10−2

shaft R0 R0 9, 02 × 10−6

shaft 23 23 7, 26 × 10−5

shaft 45 45 8, 42 × 10−5

shaft 78 78 1, 06 × 10−5

Table 2. Gears appearing in equations of motion.

Gearing 0–1 0–2 3–4 5–6 5–7

Designation μ01 μ02 μ34 μ56 μ57
Value 1/6 1/3 1/2 1 1

Lagrange equations of the second kind were used to elaborate the actual equations
of motion of the discrete model of the drive system. This is among the most widely used
methods of analytical mechanics, especially in more complex mechanical systems [22,23].

2.1.1. Form of the Lagrange Equation of the Second Kind

EK is the kinetic energy of the system, EP is the potential energy of the system, Rd is
the Rayleigh dissipation function, and qi is the generalized coordinate.

d
dt

(
∂EK

∂
.
qi

)
− ∂EK

∂qi
+

∂EP
∂qi

= −∂Rd

∂
.
qi

(1)

for: i = 1, 2, . . . , n.
Matlab R2022a software and its Simulink module were used to solve the system of

equations of motion. The individual equations were written in matrix form (1) and then
solved by gradual integration in the Simulink environment, see Figure 4.

[I]·{ ..
q
}
+ [B]·{ .

q
}
+ [K]·{q} = 0 (2)

2.1.2. Listing of Matrices Used in the Equation (2)

Moment of Inertia Matrix I⎡
⎢⎢⎢⎢⎣

I0 + I1·μ2
01 + I2·μ2

02 0 0 0 0
0 I9 0 0 0
0 0 I3 + I4·μ2

34 0 0
0 0 0 I5 + I6·μ2

56 + I7·μ2
57 0

0 0 0 0 I8

⎤
⎥⎥⎥⎥⎦
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Damping Matrix B

⎡
⎢⎢⎢⎢⎣

bR0 + b19·μ2
01 + b23μ2

02 −b19·μ01 −b23·μ02 0 0
−b19·μ01 b19 0 0 0
−b23·μ02 0 b23 + b45·μ2

34 −b45·μ34 0
0 0 −b45·μ34 b45 + b78·μ2

57 −b78·μ57
0 0 0 −b78·μ57 b78

⎤
⎥⎥⎥⎥⎦

Stiffness Matrix K⎡
⎢⎢⎢⎢⎣

kR0 + k19·μ2
01 + k23μ2

02 −k19·μ01 −k23·μ02 0 0
−k19·μ01 k19 0 0 0
−k23·μ02 0 k23 + k45·μ2

34 −k45·μ34 0
0 0 −k45·μ34 k45 + k78·μ2

57 −k78·μ57
0 0 0 −k78·μ57 k78

⎤
⎥⎥⎥⎥⎦

Listing of vectors of generalized coordinates q and their derivatives

q =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ϕ0
ϕ9
ϕ3
ϕ5
ϕ8

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

.
q =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

.
ϕ0.
ϕ9.
ϕ3.
ϕ5.
ϕ8

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

..
q =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

..
ϕ0..
ϕ9..
ϕ3..
ϕ5..
ϕ8

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

where I is the moments of inertia matrix, B is the damping matrix, K is the stiffness matrix,
and q is the rotation vector of the selected elements of the drive system. The coefficients of
torsional stiffness k, viscous damping b of the selected elements of the drive system were
taken from a study [24]. Furthermore, in the equations of motion, conversions μ appear
between the individual stages of the drive system. In the mathematical model of the drive
system, the toothing plays are respected. These plays were included in the drive system
using the conditions specified in the study, which replace the actual plays with angular
deflections [25].

For Ange series knitting machines, a lift dependence is often used containing a poly-
nomial of the 3rd degree describing the desired position of the cylinder in the start-up and
run-out areas of the drive system. Linear sections appear in the lift dependence in which a
constant velocity of the cylinder is required. The position of the cylinder is a function of a
virtual cam corresponding to one of its revolutions, during which the cylinder performs a
symmetrical reciprocating rotational movement between two dead centers from the start
position to the end position in the range of 0–3/4 π, see Figure 4 [26].

Through the use of the elaborated solver [27] (see Figure 5) of differential equations,
the gained motion Equation (2) was solved [28], and responses were observed in the
relationship between the drive system and the kinematic excitation of the system, which
was the desired course of acceleration of the drive system drive element during reverse
motion. The reverse motion mode was selected for analysis due to the highest degree of
dynamic loading of the entire knitting machine [24].

The output of the analysis are the courses of kinematic quantities of individual ele-
ments of the drive system (see Figures 6–8), the designation of the elements corresponds
to the diagram in Figure 3. The achieved angular velocity of the 16.8 rad·s−1 cylinder
technologically corresponds to the highest recommended operating velocity of the Ange
series small-diameter knitting machine in the reverse motion of the drive system using
standard materials for production of sock goods [2].
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Figure 5. Schematic of the differential equation solver in Matlab R2022a-Simulink software, Math-
Works, Natick, MA, USA, Humusoft s.r.o. (distributor for the Czech Republic).

 

Figure 6. Courses of positions of individual drive system elements.

Figure 7. Courses of angular velocities of individual drive system elements.

The results of the analysis point to the theoretical influence of plays in the system
of the knitting machine drive. These cause shock forces during their delimitation; this
phenomenon can be clearly observed during the acceleration of the system in the form
of maximum oscillation values (see Figure 8). Similarly, although not so significantly,
delimitation of plays appears in the course of angular velocities of Figure 7, and there are
evident oscillations, especially in the areas of motion dead points. In addition to play, these
oscillations are also influenced by dynamic system parameters. Some of the curves overlap
in the courses, and this phenomenon is particularly evident in the course of the position.
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Figure 8. Courses of angular accelerations of individual drive system elements.

2.2. Modified Drive System of a Small-Diameter Knitting Machine

The newly designed structure (see Figure 9a) is protected by a patent [17]. The
structure removes the part of the existing drive system that sets the dial with roller cutter in
motion and further extends the basic driving unit (P1) by two additional controlled drives
(P2) and (P3) for individual control of the dial (10) and the roller cutter (11). The functional
model of the roller cutter drive system comprises a friction transmission mechanism in
which the power transfer between the drive (P3) and the roller cutter is performed by a
flexible shaft (13) fitted with a drive wheel (12).

 
Figure 9. (a) Structure of the modified drive system of the cylinder, dial and roller cutter with
controlled drives (b) considered mathematical model of the modified cylinder drive system.

The gearbox containing the gearing (0–1) and the drive (P1) were taken from the exist-
ing machine structure to control the cylinder (9 (V)). In reverse motion of the modified drive
system, only the cylinder is driven. This fact corresponds to the elaborated mathematical
model of the part of the modified drive system in which only the cylinder is driven, see
Figure 9b. The dynamic analysis of this part of the modified drive system was carried out in
a similar way, considering the same assumptions and using the same solver of differential
equations as the dynamic analysis of the existing structure of the drive system (Section 3),
see the following list of matrices.

Matrices moment of inertia I, damping B and stiffness K

I =
[

I0 + I1·μ2
01 0

0 I9

]
B =

[
bR0 + b19·μ2

01 −b19·μ01
−b19·μ01 b19

]
K =

[
kR0 + k19·μ2

01 −k19·μ01
−k19·μ01 k19

]
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Listing of vectors of generalized coordinates q and their derivatives

q =

{
ϕ0
ϕ9

}
.
q =

{ .
ϕ0.
ϕ9

}
..
q =

{ ..
ϕ0..
ϕ9

}

The modified drive system is conceptually divided into three independent subsystems,
each of which has its own drive (P1, P2 and P3). Individual subsystems are placed in service
with different requirements for the prescription of movement depending on the technology
being implemented. For this reason, individual theoretical movement cycles have been
introduced for the cylinder, the machine and the roller cutter.

Based on the previous analysis of the existing drive system, a lift dependence was pro-
posed containing a polynomial of the 7th degree for the system start-up and run-out areas,
see Equations (3)–(5). The chosen polynomial degree appears to be a suitable means to sup-
press shocks in the drive system, to achieve more favorable courses of kinematic quantities,
and it is also assumed that the drive is more capable of maintaining the required course.

ϕ(ψ) = C0 + C1·ψ + C2·ψ2 + C3·ψ3 + C4·ψ4 + C5·ψ5 + C6·ψ6+
+C7·ψ7 (3)

.
ϕ(ψ) = C1·

.
ψ + 2C2·

.
ψ·ψ + 3C3·

.
ψ·ψ2 + 4C4·

.
ψ·ψ3 + 5C5·

.
ψ·ψ4+

6C6·
.
ψ·ψ5 + 7C7·

.
ψ·ψ6 (4)

..
ϕ(ψ) = 2C2·

.
ψ

2
+ 6C3·

.
ψ

2·ψ + 12C4·
.
ψ

2·ψ2 + 20C5·
.
ψ

2·ψ3+

30C6·
.
ψ

2·ψ4 + 42C7·
.
ψ

2·ψ5
(5)

Figures 10–12 show the courses of the position, angular velocity and angular acceler-
ation of the elements of the modified drive system. The dial with roller cutter and their
corresponding part of the drive system are no longer in the dynamic analysis of the drive
reverse motion mode, so the results do not indicate their corresponding courses. By us-
ing a polynomial of the 7th degree in the stroke, the course of kinematic quantities was
smoothed. This benefit contributed to a significant reduction of the oscillation amplitudes
of the modified drive structure compared to the existing structure in which a polynomial of
the 3th degree was used. This decrease is best apparent on the courses of angular velocity
and angular acceleration, see details in Figures 11 and 12, in these courses there was a
significant reduction of oscillations, especially in transition areas.

Figure 10. Courses of positions of individual drive system elements.

The working speed is intended for classic materials of sock goods (Cotton, Lycra,
Polypropylene, Moira and others). The knitting machine would be able to work at higher
speeds and therefore it would be possible to achieve higher productivity, but the classic
sock materials set a limit in the form of yarn strength [1].
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Figure 11. Courses of angular velocities of individual drive system elements.

Figure 12. Courses of angular accelerations of individual drive system elements.

2.3. Modified Drive System of a Small-Diameter Knitting Machine

A reduction in the number of elements in the modified drive system caused a decrease
in the moment of inertia and plays, which then led to a noticeable suppression of transient
oscillating phenomena resulting from delimitation of plays Differences between drive
systems are particularly pronounced in angular acceleration courses. The maximum values
during acceleration decreased significantly by up to 51%, and proportionally thereby
the dynamic forces generated in the drive system as well. By increasing the degree of
the polynomial in the lift dependence, we achieved more favorable courses of kinematic
quantities of the drive system elements, as well as enhanced the ability of the drive to
maintain the desired value.

The aforementioned adjustments appeared in more favorable courses of theoretical
torques and theoretical electricity consumption of the modified drive system in comparison
with the existing system, see Figures 13 and 14, using different lift dependences. The
decrease in total electricity consumption reached 10%.

 

Figure 13. Course of torques during one period of reverse motion of the P1 drive of the investigated
systems, application of polynomials of the 3rd and 7th degree in the lift dependences describing the
position of the cylinder.
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Figure 14. Course of power inputs during one period of reverse motion of the P1 drive of the
investigated systems, application of polynomials of the 3rd and 7th degree in the lift dependences
describing the position of the cylinder.

3. Experimental Verification of the Drive System

For testing purposes and verification of the modified drive system of the small diame-
ter knitting machine, a mechatronic test dial was assembled, see Figure 15, on which the
previously acquired knowledge was applied. The test equipment is primarily adapted to
verify the applicability of the modified system, i.e., to simulate the overhanging mode with
emphasis on meeting the requirement for the maximum position deviation between the
rotation of the cylinder and dial, and for application of lift dependences to the cylinder
drive. The issue of cylinder and dial deviation with the replacement of mechanical bond by
electronics was addressed in the study [26]. The test equipment contains no transmissions
compared to the real machine. To capture the transmission between the cylinder and its
motor, the flywheel 1 representing the cylinder rotates at a six-fold angular speed. Flywheel
2 represents the machine. Using the law of conservation of (kinetic) energy, we determined
their reduced moments of inertia [29]. Flywheel 1 has two geometric designs. In the case of
the existing drive system, the moment of inertia is 5.09 × 10−4 kg·m2, and in the case of the
modified drive system, it is 4.15 × 10−4 kg·m2. The flywheels are mounted on the output
shafts of servo drives 3 and 4, which are mounted to the frame 5. Type of servo motors
used CTM4-07 (Control Techniques). Another part of the measuring dial were frequency
converters 6, 7 UNI1405 (Control Techniques) and a computer 8 with the corresponding
control system of the MotionPerfect V4 Program, Control Techniques software, Stafford
Park 4, United Kingdom, distributor for the Czech Republic Control Techniques Brno s.r.o.

Figure 15. (a) Apparatus used during measurement-measuring workplace (b) CAD model of the test
equipment of the modified knitting machine drive system.
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The structure of the control and simultaneously measuring system is composed of
two complementary parts. The lower control level contains the basic settings of motion
feedback control parameters using CTSoft software. These low-level settings allow the user
to control strokes, properties and speed feedback loops and current controller parameters,
but are not able to ensure the generation of more complex trajectories. For that reason,
the higher program platform was created for the Motion Processor Plus module using
the SyPTPro (System programming toolkit for drive automation systems) development
environment. The APC (Advanced Position Controller) programming tool was used
to create user programs. A complex control program was created implementing the
synchronization of servo drives, automated parameter setting, measuring and recording
system, and the desired position generator. The basis for obtaining information for both
used servo drives (CTM4-07, Control Techniques, Stafford Park 4, Telford, UK, distributor
for the Czech Republic Control Techniques Brno s.r.o.) is their own integrated sin-cos
encoder, the output of which is information about the position of the shaft depending on
the position of the virtual cam. The sin-cos encoder has a 32-bit resolution.

A sampling step of one tenth of an angular degree was chosen as a compromise
solution. One revolution of the virtual cam was thus sampled into 3600 discrete values.
Programs created in the APC requiring the sampling period to be set to 500 μs so that the
control unit is able to properly complete all operations related to the main control loop
period with generator, synchronization, measurement and data storage. The sampling
frequency during the measurement was therefore corresponding to 2 kHz or 0.5 kHz. For
individual measurements, the length of the measured section was chosen for 5000 samples,
which corresponds to 2.5 s or 10 s in the time domain at the given sampling frequency. The
measured data was stored in the integrated memory of the module and after stopping the
run, it was downloaded separately via a serial communication channel to the PC, where it
was interpreted using the mathematical programming tool Matlab. In the program created
in the APC interface, the only controlled quantity is the position, which is also given by
the feedback.

The movement mode of reverse motion of the machine was investigated on the
test equipment. During reverse motion measurement, two flywheels differing in mass
were applied, which simulated the existing and modified system, as well as two different
lift dependences.

Measurements were used to verify the findings of previous analyses, which confirm
that a reduction in the moment of inertia of the modified roller drive system in combination
with an appropriate lift dependence can pave the way for a reduction in the maximum
acceleration at the limits of movement intervals during reverse motion of the drive system.
These changes resulted in a 38% decrease in the maximum value of position deviation (see
Figure 16) and in a 31% decrease in the value of active current (see Figure 17). The biggest
differences were observed in the area of transitions at the limits of movement intervals,
especially when changing the sense of rotation. Kinematic values were obtained from the
data of the connected sin-cos encoder.

Figure 18 shows the courses of the position deviation in the standard velocity range
during steady cylinder running conditions. The velocity range (160–200 min−1) recom-
mended by the manufacturer [21] is used during the knitting of the tubular part of the sock,
depending on the type of material used. When operating the drive in the specified velocity
range, it can be concluded that the value of deviations depending on RPMs is negligible.

In a real knitting machine, a transmission is installed due to the technological and
dynamic parameters of the cylinder drive system, therefore the resulting value is usually
extended by the value of the play in the transmission. This play may reflect in the position
control accuracy of the cylinder. The possibility of eliminating this play to achieve higher
accuracy can be achieved, for example, by direct control of the position of the cylinder
using appropriate position sensors, or by using a gearbox without play. It can be assumed
that the obtained measurement results, in particular the deviations of the position between
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the cylinder and the dial, will also correspond to the real modified drive system using
optimal drives, their control and adjustment.

Figure 16. Courses of needle cylinder position deviations, during reverse motion, in all designs at a
velocity of 160 min−1.

Figure 17. Course of current in drive M1, during reverse motion, in all designs at a velocity of
160 min−1.

Figure 18. Courses of needle cylinder and dial position deviations after stabilization of their move-
ment, for velocities of 160–200 min−1.

4. Verification of the Implementation of the Individual Roller Cutter Drive System
into the Existing Structure

Figure 19 shows the implementation of a functional model of an individual roller
cutter drive system into the existing installation of a small-diameter knitting machine.
The CAD model is comprised of several subgroups and was created in the software Creo
parametric 7.0.1.0. The first structural unit is a modified dial 1 serving as a bearing for the
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roller cutter 2. Another subgroup is formed of the pinion 3 fitted with a rubber ring in the
circumferential groove and its installation in the bearing 4 built into the defined machine
space. The roller cutter and the pinion form the whole of the friction transmission. The last
part is the pinion drive, which is implemented by means of a stepping motor 5 and flexible
shaft 6. A flexible type of shaft was used due to the position of the motor outside the lift
arm 7 on the joint. This solution led to preventing an increase in arm weight, which would
mean a reduction in ergonomic comfort for the machine attendant.

Figure 19. CAD-model of the installation of a functional model of the individual roller cutter drive
system into the Ange 18.1 small diameter knitting machine.

The pinion placement allows vertical movement of the fork, which is influenced by
the pressure of the spring 8. This design variant has been designed for two reasons. The
first ensures the regulation of the normal force by pre-stressing the spring and its optimum
setting, so as to avoid pinion slipping or unnecessary overload. The second reason is the
function of creating a flexible element compensating for manufacturing inaccuracies, in
particular the flatness of the contact surfaces of the roller cutter and the pinion.

Figure 20a shows the installation of an individual roller cutter drive system on a
real machine. A small-diameter knitting machine Ange 18.1 (Uniplet Trebic a.s., Czech
Republic) was selected for positioning the drive system; its drive structure corresponds
to the diagram in Figure 2, Section 1. The Ange knitting machine is designed for knitting
classic and sports socks. It is a single cylinder fully electronic knitting machine with several
knitting systems. The option of one or several additional auxiliary knitting systems for
the production of sock classic or plush goods. Pattern production is possible in all parts of
the knit and the machine includes a device for knitting wrapped elastomer. The machine
includes electronically controlled retraction locks with electronically selected heel and toe.
The lever selection of needles for patterning is controlled electromagnetically.

The installation of the main part of the system (see Figure 20b) consisted of fitting a
part of the dial 1 with a modified supporting flange 2 and a lower pan to form a bearing
for the roller cutter 3. The test cutter had the same internal and external diameter and
thickness defining its functional surfaces for proper placement in the bearing in the dial as
a real roller cutter. Figure 20c shows a detailed view of the drive 4 and its used accessories
needed to connect the flexible shaft 5.
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Figure 20. Installation of the individual roller cutter drive system into the Ange 18.1 small diameter
knitting machine and detailed display of the basic nodes of the individual roller cutter drive system.

The aim of the measurement was to verify the function of the designed individual
drive system of the roller cutter at maximum velocity and the suitability of the drive used.
The 103H7123-1710 stepping motor (Sanyo Denki, Tokyo, Japan) was selected to drive the
cutter due to the assumption of power sufficiency and good speed control. The motor was
controlled using the stepping motor drive box NDC69A (R.T.A., Düsseldorf, Germany),
which is equipped with a built-in oscillator. It therefore does not require an external clock
signal to determine the velocity for the constant velocity running function. The drive can
then only be controlled with a start/stop signal. The driver furthermore provides start-up
functions, and the drive current can also be adjusted. Another function is the automatic
reduction of the drive current when stopping.

The time course of the voltage from the sidewall was recorded by the measuring
control panel (HBM) and converted to the current value, see Figure 21. The outputs
from the measurement of electrical values of the individual roller cutter drive system
are presented in Table 3. Practical verification of the aforementioned design solution
revealed that the roller cutter can move independently within the range of normal working
velocities (0–320 min−1) of the considered knitting machine independently of the cylinder
and the dial.

Figure 21. Current course measurement.
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Table 3. Outputs from the measurement of the individual cutting disc drive system.

Parameter Designation 0–2 3–4

Driver supply voltage at rest Value Uno 42.1 V
Driver supply voltage-during runnig Un 40.7 V

Driver current consumption-off runnig Ino 125 mA
Driver current consumption-during runnig In 594 mA

Power input-off runnig Pno 5.2 W
Power input-during runnig Pn 24.1 W

5. Conclusions

In the context of the production of classic stocking and sock goods, knitting is divided
in practice into two modes. The first involves knitting the heel or toe of the sock, and the
second generally involves making tubular knitted fabric. The first mode was subjected to a
dynamic analysis, as the system performs rotational reverse motion within the range of the
cylinder movement 0–3/4 π. This movement method of the drive system is classified as the
dynamically least favorable load case of the entire machine. For a better understanding
of the dynamic behavior of the drive system in reverse motion, two mathematical models
have been elaborated for the existing and for the (patented) modified structure that now in-
cludes use of controlled drives. Mathematical models were created in the Matlab-Simulink
programming environment. The findings of the performed dynamic analysis of the existing
drive structure indicate (a) a significant influence of plays, whereas shocks occur upon their
delimitation, and (b) the accompanying influence of the moment of inertia.

As a rule, a linear acceleration course cannot be achieved in the true configuration
of the drive system, especially in transition areas of movement intervals due to sudden
changes occurring in these areas. In the modified structure of the drive system, a reduction
was achieved in the moment of inertia and the targeted use of the cylinder, dial and
roller cutter according to the technological process. These adjustments appeared in more
favorable courses of torques and power consumption of the modified drive system in
comparison with the existing system while using more suitable lift dependences.

The use of fewer elements in the modified drive system achieved a significant suppres-
sion of the impact of plays and a decrease in dynamic effects adversely affecting not only
this system, but also the entire machine and the technology performed. Another monitored
parameter was the load on the drives in the individual phases of system movement and
determination of the courses of their power inputs, especially in the area of rotational
reverse motion. Here, the reduction of moment of inertia in the modified drive system was
most evident, which significantly affected the decrease in electricity consumption during
the start-up and run-out of the drive system. There was a 10% decrease in total electricity
consumption in the creation of one sock in the modified drive system compared to the
current one. The value of real electricity consumption will be higher due to the exclusion of
certain effects; see Section 2.

In the past, the design of an individual dial drive system has been addressed by various
studies, but its movement was always tied to the movement of the roller cutter, which still
did not provide efficient use of the drive system of small-diameter knitting machines. For
this reason, a design has been elaborated of an individual drive system of the roller cutter.
The design was conceived in such a way as to influence the other construction nodes of the
knitting machine as little as possible with respect to the existing installation possibilities.
The result of the design is a drive system structure capable of independently driving the
roller cutter and can be used modularly with possible structural modifications on the
existing knitting machines of the analyzed type. Changing the structure of the drive brings
the possibility of simplifying the overall concept of the knitting machine. With a reduction
of rotating elements, especially gears—which generate noise, vibrations, and reduce the
efficiency of power transmission from the drive to the main individual operating elements
(dial, roller cutter and needle cylinder) and increase the demands on installation space
and maintenance of the machine—the possibility of a conceptually completely different
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machine is offered. In light of the obtained results, the new concept of the knitting machine
would bring, above all, a more energy-saving solution with a lower noise level on operators.
Another benefit can be gained in the individual and programmable control of the mentioned
operating elements and the expansion of technological possibilities in terms of production
knitted products.
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10. Skřivánek, J.; Bílek, M. Dynamics of the Frame of Small-Diameter Knitting Machine. Dynamika ramy małośrednicowej maszyny
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24. Skřivánek, J.; Bílek, M. Analysis of Dynamic Model of the Drive of Small Diameter Knitting Machines Ange 18.1. Analiza modelu
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Abstract: The paper deals with the application of abrasive water-jet cutting to composite material
containing natural reinforcement—wood plastic composite. The specimens were cut through the
application of four flows of different abrasive mass: 150, 200, 250, and 300 g·min−1, respectively, and
under different traverse speeds required to achieve the (expected) quality level Q1–Q5 (according to
the SN 214001: 2010 standard). The output quality of Q1–Q5 was set in the CNC cutting programs
and the real traverse speed values were calculated by machine control system according to change
in the flow of the abrasive mass. The quality of surface topography was assessed using a tester
(contact roughness) and an Inspectis digital zoom microscope. The results of topography–surface
roughness parameters Ra presented here are compared with the values normalized for individual
samples sets. The applied technology, i.e., the AWJ, eliminated the problem of tool wear and adhesion
of the thermoplastic matrix to tool surfaces (compared to standard machining).

Keywords: abrasive water jet; wood plastic composite; natural reinforcement

1. Introduction

Since the 1990s, the professional literature and technologists have been paying in-
creased attention to the application of natural fiber/particle reinforcement materials (lig-
nocellulosic, mineral, and animal) in the automotive, construction, and flooring indus-
tries [1–4]. Natural reinforcements can replace synthetic/glass fibers in plastic matrices
(PE, PVC, PP, and epoxy) based on three attributes:

• Reduced input costs, shorter production cycles of composite materials, and lower
weight of materials;

• Identical/similar mechanical properties compared to components reinforced with
glass fiber, good dimensional stability and soundproofing;

• Recyclability of primary raw materials, non-toxicity, and CO2 neutrality (carbon
neutrality means achieving a balance between carbon emissions and their absorption
from the atmosphere into carbon traps) [5–8].

In the commercial processing of WPC materials, wood flours with various types of
wood, softwood and hardwood, are applied and, alternately, also plant fibers (lignocellu-
losic fibers) [9]. Many scientific studies point to the possibilities of using waste from the
agricultural industry as an alternative to wood flour and achieving similar properties of
the WPC product. More than 95% of WPC products originating in China are made from
agricultural waste [10–15]. The choice of matrix material determines the processing tem-
perature. Reinforcements consist of organic materials (cellulose, hemicellulose, and lignin)
susceptible to thermal degradation upon reaching the boundary temperature of about
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200 ◦C [16]. Based on their melting point, the following materials are suitable: polyethylene,
polypropylene, polyvinylchloride, or polystyrene. Studies are currently underway to verify
the application of PMMA or Nylon 6 as matrices of WPC products [17–21]. To improve the
mechanical properties of the final product, to provide chemical bonding, and to achieve a
simpler process of mixing components (rheological properties), additives are applied in
different percentages (Figure 1: components of wood-filled plastics) [16,22–30].

Figure 1. Wood-filled plastic components [31–33].

The main conventional processes used in WPC manufacturing are: extrusion process,
injection molding, compression molding, calendaring, laser sintering, and fused laser
modeling [17,34–36]. Technologies applied in the products manufacturing in individual
industries are presented in Table 1 (++ very important and gaining rapid traction, or
+ important and on the rise, or 0 less important and small, respectively). The WPC raw
materials should undergo preprocessing treatments to enhance the interfacial bonding
between the wood flour and the polymer matrix [37].

Table 1. The most important industries and their preferred technologies [22].

Applied
Technologies

Construction
Industry

Automotive
Industry

Furniture
Industry

Consumer
Goods

Extrusion ++ 0 ++ 0
Injection Molding 0 ++ + ++

Compression Molding
and Press Flow 0 ++ + 0

The earliest developments of WPCs date back to the 1970s, with Gruppo Ovattifici
Riuniti producing a product named “Woodstock” for Fiat cars in 1972 (composite material
made of plastic matrix and wood filling in the ratio of 50:50) and Sonesson AB producing a
PVC/wood-flour composite for use as flooring tiles in 1973 [38–41]. In 1991, the first confer-
ence on the mentioned composite materials was held, with participation of 50 researchers
and WPC manufacturers themselves. At present, demand for WPC products is expected
to increase by 14% year on year in European countries. Research focusing on improving
the compatibility of components, reduction in their density and price, and application of
biopolymers for matrices is becoming ever more important [39].

From the machinability point of view, WPC materials can be characterized as easily
machinable (the authors Wilkowski et al. made the comparison with standard MDF boards
with their determined machinability index) [42]. Many current authors deal with classic
machining technologies, which are oriented on selection of tool geometry/material, study
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of suitable conditions of machining technologies in relation to the emerging surface quality,
the emergence of cutting forces during machining, etc. [43–51]. However, they encounter a
fundamental problem—melting the thermoplastic matrix and adhesion to the tool surfaces
during the engagement (functional surfaces). An option for WPC machining is the applica-
tion of water jet/abrasive water jet technology. There are a number of studies dealing with
the machining of a wide range of materials (including different types of woods) [52–54].
However, only a small percentage of publications are available in the given area of interest
(machining of WPC by AWJ/WJ); in the year 2012, the study of wood slabs was conducted
by Hutyrová et al., examining the influence of a selected technological parameter: tra-
verse speed and the MESH abrasive applied on micro-geometric and macro-geometric
surface characteristics (basic surface roughness parameters Ra—arithmetic mean deviation
of the profile and Rz—maximum height of the profile were determined in accordance
with ISO 4287 and the parameters of the emerging thread of the turned surface). The best
surfaces were achieved at lower traverse speed: 40 mm·min−1 [55]. In 2022, Boopathi et al.
dealt with the influence of process parameters (traverse speed and water jet pressure) and
the makeup of the composite in terms of the percentage representation of its individual
components on surface roughness and kerf angle using the Taguchi method. It was ob-
served that kerf angle and surface roughness were greatly impacted by the percentage of
neem wood saw powder, table traveling speed, and water-jet pressure [56].

As the number of publications in the field is scanty, the article focuses on the influence
of variable factors of selected technological parameters on the surface topography of
composite materials containing natural reinforcement after cutting by a hydro abrasive
water jet. The controlled parameter is the final surface roughness (Q1–Q5). Currently, the
Swiss standard SN 214001: 2010 (the standard applies to materials up to a thickness of
300 mm) defining individual quality levels is in force for assessing surface topography
by hydro abrasive water jet. The mentioned standard is applicable to materials suitable
for AWJ cutting. Based on the determined measured parameters, the machined surface is
divided into five levels (Q5 up to Q1), while the cut quality Q1 is defined as the lowest and
the cut quality Q5 as the highest [57].

2. Materials and Methods

The experiment used wood–plastic composite material (beam with a rectangular cross-
section, dimensions 40 × 60 × 150 mm), consisting of a polyethylene matrix reinforced with
wood fibers (ratio 25/75 vol.%). The material contains cracks at the interface: wood versus
plastic; wood fibers/particles copy the flow of the extruded matrix (Figure 2). Mechanical
properties were determined in the laboratories of VÚHŽ-Dobrá, in accordance with relevant
ISO standards (tensile test/triaxial bending test). Average values were Rm = 9.5 MPa,
A = ca 3%, Z = 0.9%, flexural strength 16.8 MPa, and deformation work 0.7 mJ (statistically
verified values). Density of extruded profile was between 500 and 700 kg·m−3 (at the
temperature of 20 ◦C), and swelling after water storage was ≤7.0% (volume weight).
Applications of WPC materials: construction (exterior cladding), flooring and furniture
industry (floor coverings), and automotive/shipbuilding industry (dashboards, trunk
bottoms, etc.).

WPC materials represent an ecological alternative (in relation to wood products) with
a positive contribution to sustainable natural resources (forest areas). The ever-increasing
environmental pressure, new ways of using natural-based composite materials, as well
as technical innovations are leading manufacturers to apply them. Goal: to reduce the
consumption of costly, nonrecyclable types of reinforcement, e.g., glass fibers.
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Figure 2. Microscopic structure of wood–plastic composite material—cracks at the interfaces (Nikon
Eclipse 80i, Tokyo, Japan) [55].

2.1. Sample Preparation and Analysis of Experimental Surface Topography Measurement

The measurement was performed on 20 samples (5 sets of samples—Figure 3) divided
by different sliding speeds of the cutting head (sliding speeds of the cutting head were set
based on the required cut quality according to SN 214001: 2010, see Table 2) with different
abrasive flow (variable factors: head feed rate vf/abrasive mass flow ma). To study the
influence of process parameters on the quality of the machined surface during AWJ cutting,
a conventional device for cutting flat materials using Water Jet 3015 RT-3D was used. The
required water pressure of 400 MPa was generated by the PTV JETS—3.8/60 Classic pump.
Australian Garnet with MESH 80 was used as the abrasive material. The angle of inclination
of the abrasive head = 90◦, the diameter of the water nozzle d0 = 0.3 mm, the diameter of
the focusing tube df = 0.9 mm, and the standoff distance of the nozzle was 4 mm.

Table 2. Marking of samples (sets based on process conditions).

Q-Level Sample No.
Abrasive Mass Flow

ma (kg·min−1)
Traverse Speed
vp (mm·min−1)

Q1 (set 1)

1 150 346
2 200 387
3 250 423
4 300 455

Q2 (set 2)

5 150 229
6 200 257
7 250 281
8 300 302

Q3 (set 3)

9 150 144
10 200 161
11 250 176
12 300 190

Q4 (set 4)

13 150 103
14 200 116
15 250 126
16 300 136

Q5 (set 5)

17 150 80
18 200 90
19 250 100
20 300 105
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Figure 3. Clamping the workpiece on the table of the AWJ machine, divided profile—a semi-finished
product.

2.2. Topography of Horizontal Areas of the Material Surface Created by Abrasive Cutting
(Experimental Setup)

Currently in force, the Swiss standard SN 214001: 2010 applies to materials up to
a thickness of 300 mm, defining individual quality levels for the evaluation of surface
topography by hydro abrasive current. Based on the set measured parameters, the ma-
chined surface is divided into 5 levels (Q1–Q5), while the cut quality Q1 is defined as the
lowest and the cut quality Q5 as the highest. The corresponding values of the parameter Ra
defined by the standard are given in Table 3.

Table 3. Examined samples, real values of Ra in line L8, and the standard value for the presented QX
level.

Q-Level
Real Value of Ra (μm)
Measured in Line L8

Q1 (set 1) 1 (N/A)
2 (N/A)
3 (N/A)
4 (N/A)

(standard value for level Q1)
Ra = 50 μm

Q2 (set 2) 5 (N/A)
6 (N/A)

7 (Ra = 13.09 μm)
8 (Ra = 9.842 μm)

(standard value for level Q2)
Ra = 25 μm

Q3 (set 3) 9 (Ra = 12.54 μm)
10 (Ra = 11.28 μm)
11(Ra = 11.32 μm)
12 (Ra = 7.83 μm)

(standard value for level Q3)
Ra = 12.5 μm
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Table 3. Cont.

Q-Level
Real Value of Ra (μm)
Measured in Line L8

Q4 (set 4) 13 (Ra = 7.04 μm)
14 (Ra = 6.71 μm)
15 (Ra = 5.6 μm)
16 (Ra = 6.9 μm)

(standard value for level Q4)
Ra = 6.3 μm

Q5 (set 5) 17 (Ra = 7.48 μm)
18 (Ra = 7.04 μm)
19 (Ra = 5.57 μm)
20 (Ra = 7.18 μm)

(standard value for level Q5)
Ra = 3.2 μm

Ra value specified by standard SN 214001: 2010, samples from 1 to 6, measured value of Ra is not specified,
impossible to measure surface roughness parameter Ra in L8 (N/A—measurements not available). Pictures—
Inspectis digital zoom microscope.

Parameters of surface roughness (Ra and Rz) were determined by the contact rough-
ness tester: MITUTOYO at the Faculty of Manufacturing Technologies seated in Prešov.
The standard EN ISO 4287: 1997 is adopted for the quantitative evaluation of surface
roughness [58]. Surface roughness is a geometric property and there are no direct methods
for its assessment. Suitable characteristics and parameters are taken into account, which
are considered to constitute surface roughness criteria. The most common evaluation
criterion is the mean arithmetic deviation of the surface irregularities Ra (or the greatest
height of the profile Rz) evaluated with respect to the baseline in the base length lr. In
order to identify and analyze factors affecting the surface topography, measurements were
performed stepwise through the horizontal area of the sample according to Figure 4 (in
relation to the shape of the profile, produced by extrusion, the first measured section was
placed outside the rounded area of the sample). Line L8 is located 2 mm from the bottom
edge of the profile (Figure 4). Values shown in the graphical dependences are averages from
9 repeated measurements (evaluated characteristic: Ra). The Grubbs test with a probability
of p = 95% was applied to exclude values subjected to gross error.
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Figure 4. Measurement principle, displayed lines from L1 to L8, direction of travel of the roughness
measuring probe (measured length lr = 4 mm, direction of tip movement—in the direction of the
arrow “a”), and the actual surface after the AWJ machining (sample 1, set Q1).

3. Results and Discussion

After the performed experimental measurements and processing of the measured pa-
rameters, information was obtained about the height inequalities of the surface topography
created under the changing experimental conditions. In relation to the controlled result
parameter QX (categorization of the resulting surface Q1 to Q5 with varying abrasive mass
flow and feed rate), each set must be assessed separately. Measurement was conducted
nine times for each measuring line; subsequently, graphical dependences and tables show
arithmetical values for individual lines.

Set Q1 (Figure 5): the surfaces shown consist of two distinctive zones: smooth and
striation zones. In the case of four evaluated samples, it is not possible to perform mea-
surements in all defined lines L1 to L8, where, in samples 1 and 2, missed measurements
are in lines L7 and L8; in sample 3, missed measurements are in lines L6 to L8; and, in
sample 4, a missed measurement is in line L8. The surface of the mentioned lines is defined
as too rough. The values of the parameter Ra have a significantly increasing tendency from
the line L4 (about half of the cut made). In the case of samples of the Q1 set, there was
no complete division and the samples had to be separated manually (see right corner of
sample 1—phenomena is caused by jet lag in the direction of traverse speed, Table 3). As the
depth of the cut increases, the values of the Ra parameters increase. After passing line L4, in-
creased deformation in the lower part of the workpiece is visible in all samples—formation
of defects belonging to a macroscopic (scratches and grooves) group, Table 3. In relation
to the inhomogeneous nature of the material, samples 1 and 2 (in addition to significant
traces of lagging water flow) also contain traces/grooves/deformities. The mechanism
of material removal using the AWJ is characterized as a micro-erosion process. With the
increasing thickness of machined material and increased traverse speed, significant traces
in the material can be observed, caused by kinetic energy loss.
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Figure 5. Evaluation of surface topography created by the AWJ (set Q1).

Set Q2 (Figure 6): the surfaces shown also consist of two distinctive zones: smooth
and striation zones. In the case of the two evaluated samples, it is not possible to perform
measurements in all eight lines under assessment (sample 5: missed measurements in lines
L7, L8; sample 6: missed measurement in line L8). The highest value of the Ra parameter
achieved was recorded in the case of sample 5, namely, of 14.64 μm in line L7.

Figure 6. Evaluation of surface topography created by the AWJ (set Q2).

In the case of sets Q3 and Q4 (Figures 7 and 8), it was possible to measure the assessed
parameter Ra in all selected lines. Smooth and striation zones are defined by line L5. For
samples 9 to 12, the highest Ra values were recorded in the last line L8 (located 2 mm from
the bottom edge of the sample).

Figure 7. Evaluation of surface topography created by the AWJ (set Q3).
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Figure 8. Evaluation of surface topography created by the AWJ (set Q4).

In the case of set Q5 (Figure 9), the values of the parameter Ra for all samples were
in the range from 3.93 to 7.59 μm (from sample 17 to sample 20). The surface is relatively
smooth (compared to other sets). For comparison with the value specified by the standard,
we present the table below. Only in the case of six divided areas (samples 7, 8, 10, 11, 12,
and 15), the Ra values measured in line L8 comply with the relevant Q-level. The set Q3
contains the most samples corresponding to the prescribed value.

Figure 9. Evaluation of surface topography created by the AWJ (set Q5).

Pictures in Table 3 were observed on the Inspectis digital zoom microscope (samples
marked 1, 5, 9, 13, and 17). The individual samples show a visible difference in the quality
of the cut trace after the AWJ machining under different technological conditions. Samples
marked 9, 13, and 17 showed lowest “ripple” as opposed to samples marked 1 and 5.
Samples 1 and 5 show the resistance that the material exerts on the nozzle transverse trace.
The greatest resistance can be observed in the sample marked no. 1. In this sample 1, small
cavitation points of wood fillings are also observed, which can be observed in smaller
evaluated samples.

4. Conclusions

The applied cutting technology by means of the AWJ eliminated the problem of tool
wear and adhesion of the thermoplastic component to the tool surfaces in the engagement
(so-called functional surfaces). The resulting split areas of sets Q1–Q5 can be divided into
two zones: smooth and striation zones, depending on the specific sample of each of the five
sets. Based on the ISO 4287 standard, the surface roughness parameter Ra, mean arithmetic
deviation of the profile (assessed in eight lines of machined surfaces), was assessed. In
the case of six samples, sample 1 to sample 4, sample 5, and sample 8, measurements in
the specified lines could not be performed (in the lower lines, the surface was defined as
too rough). The SN 214001: 2010 standard was applied for the qualitative evaluation of
the machined surface. When compared with the prescribed value of Ra (determined by
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the standard according to the quality level Q1 to Q5), it is possible to say that the most
compliant with the standard are values of Ra of the Q3 set (samples: 10, 11, and 12). The Ra
values achieved for samples 10 to 12 are lower than the value set by the standard (standard
Ra value = 12.5 μm). However, it remains questionable whether the standard and the
assignment of quality levels Q1–Q5 are satisfactory for all types of assessed materials. The
aim of the present contribution was to verify whether it is possible to achieve the surface
quality prescribed by the standard on heterogeneous WPC materials through a controlled
AWJ cutting process.
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Abstract: Investigation into non-destructive testing and evaluation of 3D printing quality is relevant
due to the lack of reliable methods for non-destructive testing of 3D printing defects, including
testing of the surface quality of 3D printed parts. The article shows how it is possible to increase
the efficiency of online monitoring of the quality of the 3D printing technological process through
the use of an optical contactless high-performance measuring instrument. A comparative study of
contact (R130 roughness tester) and non-contact (LJ-8020 laser profiler) methods for determining the
height of irregularities on the surface of a steel reference specimen was performed. It was found
that, in the range of operation of the contact method (Ra 0.03–6.3 μm and Rz 0.2–18.5 μm), the
errors of the contactless method in determining the standard surface roughness indicators Ra and Rz
were 23.7% and 1.6%, respectively. Similar comparative studies of contact and non-contact methods
were performed with three defect-free samples made of plastic polylactic acid (PLA), with surface
irregularities within the specified range of operation of the contact method. The corresponding errors
increased and amounted to 65.96% and 76.32%. Finally, investigations were carried out using only
the non-contact method for samples with different types of 3D printing defects. It was found that the
following power spectral density (PSD) estimates can be used as diagnostic features for determining
3D printing defects: Variance and Median. These generalized estimates are the most sensitive to 3D
printing defects and can be used as diagnostic features in online monitoring of object surface quality
in 3D printing.

Keywords: signal processing; monitoring system; laser profiler; surface roughness; quality assessment;
non-contact method; vision-based method; frequency analysis

1. Introduction

The statistics show the growth in size of the global 3D printing market from 2013 to the
present. For example, in 2020, the most popular use cases for 3D printing were prototyping
(68%), proofs of concept (59%), production (49%) and R&D (42%) [1]. Nowadays, 3D
printing is used in the aerospace, automotive, military, food, healthcare and medicine,
architecture, fashion and electrical and electronics industries. The following materials can
be used in 3D printing: metals, polymers and plastics, ceramics and composites [2].

Fused deposition modeling (FDM), associated with the Stratasys trademark, is cur-
rently the most widely used 3D printing technology. FDM printers use a thermoplastic
filament, which is heated to its melting point and then extruded layer by layer to create a
three-dimensional object. One of the key strengths of the FDM technique is its compatibility
with various types of thermoplastic polymers. The most popular and stable materials are
acrylonitrile butadiene styrene (ABS) and polylactic acid (PLA). FDM printers have demon-
strated the ability to print other thermoplastics, which currently include polycarbonates
(PCs), polystyrene (PS), polyamide, polyetherimide (PEI) and polyetheretherketone (PEEK).

Machines 2022, 10, 541. https://doi.org/10.3390/machines10070541 https://www.mdpi.com/journal/machines51
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There is also a demand for construction of composite filaments by adding certain materials
into polymer matrices, as they can offer improved mechanical properties, biocompatibility,
or conductivity [3–5].

To address the differences between additive manufacturing (AM) and conventional
or subtractive manufacturing (SM), the science and engineering community is gravitating
toward an AM solution centered on three pillars [6]:

1. Quality assurance (QA) derived from build planning (the use of advanced modeling
and simulation to develop a plan for a machine to produce a specific part);

2. Build monitoring and inspection (monitoring the build process with sensors while
the part is being constructed);

3. Feedback control to link the previous pillars together (using data from the build
monitoring sensors to iteratively update the build plan).

In the right applications, additive manufacturing delivers a perfect trifecta of improved
performance, complex geometries, and simplified fabrication [3].

Fundamentally, quality is about a part’s ability to perform the task for which it has
been designed while maintaining structural integrity. Contributing factors are usually
included in a part’s specifications and typically include geometry (the shape of the finished
part and how it fits with other parts), surface finish (the desired smoothness, roughness, or
other functional surface treatment of the finished part), and material properties (a variety
of attributes, including mechanical strength, stiffness, and fatigue life) [6].

The advantages of the FDM method include easy handling, high printing speed,
cost efficiency, the variety of types of thermoplastic polymers, the capacity for freeform
fabrication without the use of expensive moulding sand tools, and the low cost of machines
and consumables. The disadvantages of the FDM method include the different types
of defects:

- Surface defects (over-extrusion [7], overheating [7], high roughness [8], stringy first
layer [8]);

- Structure defects (cracking [9–12], under-extrusion [7,13,14], porosity [15,16]);
- Form defects (overheating [7], warping [9,10,17], blistering [9], stringing [9], layer

shifting [18,19]).

Indirect and direct control methods can be used for the quality assessment of 3D
printing. For indirect control, researchers have used acoustic emission (AE) signals [20–23],
thermal cameras [24–26], vibration signals [27,28], current sensors [29,30], etc.I Indirect
methods of quality control are most often used to detect different printing failures [20–31];
for example, those shown in Table 1, which indicates both the failures and signal (or sensor)
types. These methods are indirectly related to the surface quality of printed 3D objects.

Table 1. Signals and sensors used for indirect monitoring [20–31].

Sensor (Signal) Type Quality Characteristics

Accelerometer

Nozzle clogging
Filament jamming
Material leakage
Extrusion stopping

Thermal camera Nozzle clogging
Irregular material flow

Acoustic emission
Filament breakage
Extruder state
Fan activity

Current, force, and pressure

Nozzle clogging
Sabotage attacks in G-code
Extrusion pressure
Material flow rate
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To implement direct methods quality control that can be embedded into the online
surface quality monitoring system, a computer vision approach has become widespread.
This is due to:

- The diverse methods available for assessing the quality of images;
- The possibility of using multiple cameras simultaneously to capture images from

several sides of the printed object;
- The possibility of using advanced machine learning algorithms for image processing

and quality assessment, such as support vector machines (SVMs), convolutional neural
networks (CNNs), decision trees, etc. [32,33];

- The ease with which cameras can be integrated into equipment;
- The wide variety of image quality characteristics that can be evaluated with cameras

(geometric deviations, infill structures, layer shifting, and surface defects, such as
voids, overfill, underfill, blobs, cracks, misalignment, warping, detachment (delamina-
tion), etc.).

In computer vision systems, three main methods for assessing the quality of a manu-
factured object (that is, 3D printing system output parameters, which constitute a subjective
classification as opposed to a scientific, statistical one and machine-learning algorithms)
can be distinguished and used, namely:

1. Surface quality assessment; i.e., the presence of defects, such as voids, cracks, blobs,
and misalignment;

2. Determination of geometric deviations in the dimensions of a printed object through
comparison with the object’s CAD model;

3. Determination of the print output parameters, such as layer, height, layer contour,
material color, etc.

Among the disadvantages of this direction, researchers have noted the need to inter-
rupt the printing process to capture an image, the large amount of data needed for training
models, and the need for separate algorithms to identify different printing defects.

A review of the literature on the direct method for printed product quality assessment
showed that most studies are devoted to the detection of surface defects that determine
surface integrity. Therefore, this is an actual direction of quality control in additive manu-
facturing technologies. Since the FDM method is characterized by the periodicity of the
pattern, the application of Fourier analysis is one possible direction that could be interesting,
both here as well as in other applications, including for drilling [34] and milling [35]. For
example, Fourier analysis has been used for no-reference estimation of 3D printed surface
quality [36]. For this, two different fragments with “good” and “bad” quality are selected
from the same sample. The image is converted into shades of gray (grayscale) and the
spectrum is built from the original signal perpendicular to the layers of the filament. For
high-quality printing, the regular pattern results in explicit peaks in the Fourier domain
but, in the presence of structural distortion, there are no peaks. As the numerical value
allowed the determination of the quality of the analyzed fragments of the samples, the
authors used the integral of the spectra values calculated using the trapezoidal rule. High
values for the specified parameter indicated low quality for the fragment and low values
indicated high quality. The authors noted that the results for the integral were highly
dependent on the color of the sample. It also became necessary to use different threshold
values to distinguish between high and low quality samples. They analyzed images only
in the frequency domain, ignoring the time domain, analysis of which can contribute, for
example, to identifying various types of defects and distortions in the sample geometry,
determining the layer thickness, etc.

Frequency analysis is considered to improve quality in Big Area Additive Manufac-
turing [37]. The authors of this study also noted the rationale for using Fourier analysis
for horizontal stacked lines with a given periodicity in the y-direction. Fourier analysis
provides insights into the layer thickness and its variation. The presence of a tall, thin spike
at the dominant frequency means that the print is regular. An increase in peak width with
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a decrease in its amplitude indicates slumping of material and extrusion at an excessively
high temperature. Further slumping leads to a more than twofold increase in the width
of the peak in comparison to the reference peak. Thus, the image analysis in [36] was
performed only in the frequency domain, and no quantitative indicator was proposed that
could be used as a diagnostic indicator for the monitoring system.

Laser profilometry has recently been increasingly used for non-contact measurement
of profile irregularities; e.g., surface roughness parameters (Figure 1a). The influence of
both the material type and cutting speed on surface roughness using an abrasive water jet
has been studied with a special measurement scheme [38], but more modern equipment
was used for plastics in this study (Figure 1b).

  
(a) (b) 

Figure 1. Measurement schemes using laser profilometry: (a) composite [38]; (b) integrated.

The surface roughness parameters of the metal samples were measured using both a
laser profilometer (Contactless LPM, 2015, KVANT spol. s.r.o., Bratislava, Slovakia) and a
conventional contact roughness meter (Mitutoyo SJ 400, Mitutoyo America Corporation,
Aurora, FL, USA). It was found that the Ra values measured by the laser profilometer lay
within the range of the values measured by the Mitutoyo SJ 400, while the obtained Rz
values were two to three times lower than the values measured with the laser profilometer.
The reasons were that noise occurred when measuring some areas of the surface with the
laser profilometer due to the reflection of the complementary metal–oxide–semiconductor
(CMOS) camera and because the measuring tip of the contact meter could not sense all the
surface irregularities.

The LPM 4 laser profilometer was used for the unevenness measurement of the beech
sample surface. When doing so, the reference material in the experiment was an aluminum
standard with a surface roughness value Ra = 10 μm. The optical non-contact method is a
much faster, more accurate, and more reliable solution compared to manual measurement
systems. Furthermore, the optimal wavelength was identified experimentally and higher
accuracy and sensitivity with the blue light were confirmed.

A constructed laser profiler has been presented and investigations were carried out
to verify the developed device’s accuracy through the comparison of the measured data
with the standard [37]. It was noted that the value obtained for the Ra parameter with
the laser profiler turned out to be higher than the standard value. The pros of the laser
profiler were its measurement speed and acceptable price. Its cons were that the shape of
the object to be measured had to not be too curved and the surface of the object had to not
be glossy. The latter was because, when measuring glossy surfaces, a large amount of the
laser light incident on the surface components was reflected back to the charge-coupled
device (CCD) camera.

Thus, the review demonstrates that non-contact methods for surface quality control have
advantages for 3D printing. Laser profilometry (2D measurement and 3D inspection) and
vision-based methods are the most promising in this context. Laser profilers have been used
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to determine the absolute values of many surface profile parameters [39,40]. However, the
influence of the reflectivity of the material to be used may introduce an error in the measurement
results. However, the differentiated initial quality of the surface under study requires that certain
settings be implemented on the laser profilometer to obtain the correct result. For these reasons,
the numerical values of the profile parameters obtained using a laser profiler and a contact device
may differ. This is why it is necessary to investigate this difference and establish appropriate
links between the results from contact and non-contact measurements.

To develop mathematical software for an online quality monitoring system for 3D
parts, it is necessary to create information signals containing the diagnostic signs that
characterize the change in quality of the 3D part during 3D printing, and which can be
used to monitor the state of the 3D printing system [41]. In addition, these diagnostic signs
should provide information about the presence or absence of defects that may occur during
the printing of plastic objects, as the roughness parameters do not provide such information.
A possible reason for this is that the roughness parameters represent an integral assessment
of the surface quality. This also needs to be investigated. In addition, given the periodic
texture of the printed surface, it would be useful to investigate evaluation functions for
online monitoring in the time and frequency domains using Fourier analysis.

Existing in situ monitoring techniques differ depending on the features of the laser
additive manufacturing. For example, laser-induced breakdown spectroscopy (LIBS) has
been suggested for in situ and real-time elemental analysis of cladding, as well as for
cladding process failure detection [42]. In situ monitoring and ex situ elasticity mapping
were introduced in [43], where an ultrasonic time-of-flight measurement monitoring tech-
nique was numerically and experimentally used to study the behavior of laser-induced
melting pools. Furthermore, in situ X-ray imaging of defects has been deployed in laser
additive manufacturing [44], as well as in situ thermal imaging for single-layer build-time
alteration [45].

The aim of this research was therefore to develop information signals in the time and
frequency domains that contain the surface quality diagnostic features (signs) for in situ
monitoring of the 3D printing system state.

2. Materials and Methods

The test samples were made using the FDM method. A Creality Ender-3 3D printer,
CREALITY, Shenzhen, China (Figure 2a) with a PLA filament was used for the research. The
samples were designed with Autodesk Inventor Professional 2021 software. To generate
the G-code for object printing, the conversion of the CAD model into the stereolithography
(STL) format was undertaken with the Ultimaker Cura slicer software (a popular 3D
printing software). The printing parameters were selected as shown in Table 2 [46].

  

(a) (b) 

Figure 2. (a) Creality Ender-3 3D printer; (b) LJ-8020 laser profiler with a metal sample.
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Table 2. Printing process parameters.

Parameter Value Units

Nozzle diameter 0.4 mm
Filament size 1.75 mm
Layer thickness 0.2 mm
Raster angle 45.90 degree
Raster width 0.4 mm
Bed temperature 60 ◦C
Printing temperature 210 ◦C
Printing speed 45 mm/s
Infill density 20 %
Infill flow 100 %

A KEYENCE LJ-8020 laser profiler, KEYENCE INTERNATIONAL, Mechelen, Belgium
(Figure 2b) was used to measure and evaluate the special samples (Figure 3) made of
polylactic acid (PLA).

  

(a) (b) 

  

(c) (d) 

Figure 3. Samples under investigation: (a) reference; (b) under-extrusion; (c) stringy first layer;
(d) high roughness.

First, for verification, the surface roughness parameters of the metal specimen
(Figure 4a) were determined using an R130 roughness tester (Figure 4b) and the LJ-8020
laser profiler (Figure 2b).

  
(a) (b) 

Figure 4. (a) Specimen measured to determine roughness parameters; (b) R130 roughness tester
at work.

56



Machines 2022, 10, 541

Several defect-free 3D printed samples (Figure 5) were simultaneously measured and
evaluated with the Innovatest R130 roughness tester (INNOVATEST Europe BV, Maastricht,
The Netherlands) and the KEYENCE LJ-8020 laser profiler (Figure 6a) to compare the
results obtained using contact and contactless instruments, respectively.

   
(a) (b) (c) 

Figure 5. Defect-free samples for study: (a) green sample with +45◦ raster angle; (b) green sample
with 90◦ raster angle; (c) white sample with 90◦ raster angle.

  
(a) (b) 

Figure 6. Setup for measuring a plastic object: (a) laser profiler with a sample; (b) defective green 3D
sample (30 × 20 × 5 mm) under study.

The following KEYENCE equipment was used for the profile analysis: an LJ-8020 laser
profiler (see Table 3 for specifications) and, as a separate unit, an LJ -X8000A controller
(KEYENCE INTERNATIONAL, Mechelen, Belgium). The equipment was connected to
LJ-X Navigator and LJ-X Observer software (KEYENCE CORPORATION OF AMERICA,
Itasca, IL, USA) to show the profile parameters obtained by the laser profiler. Further, MS
Excel, MatLAB, and NI-LabVIEW software were used for processing and presentation of
measurement results.

Table 3. LJ-X8020 sensor head specifications.

Specification Name Value

Reference distance z-axis (height) 20 mm

Measurement range
x-axis (width), near side 7 mm

x-axis (width), reference distance 7.5 mm
x-axis (width), far side 8 mm

Light source

Blue semiconductor
Laser wavelength 405 nm (visible light)

Class 2M laser product (IEC60825-1,
FDA (CDRH) Part 1040.10)

Output 10 mW

Spot size Approx. 16 mm × 32 μm

Repeatability z-axis (height) 0.3 μm
x-axis (width) 0.3 μm

Profile data interval x-axis (width) 2.5 μm

Profile data count 3200 points
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3. Results and Discussion

3.1. Calibration of R130 Roughness Tester

The Innovatest R130 roughness tester had the following specifications:

- Ra and Rz measurement ranges: 0.03 μm–6.3 μm and 0.2 μm–18.5 μm, respectively;
- Display resolution: 0.01 μm;
- Cut-off: 0.25 mm; 0.8 mm; 2.5 mm;
- ANSI 2RC filter, Sino Age Development Technology, Ltd., Beijing, China.

Prior to operation, the R130 must be calibrated and checked using the reference speci-
men (Figure 4a). Calibration settings: cut-off—0.8 mm, traverse length—4.5 mm, evalua-
tion length—4.0 mm, number of cut-offs—5. The results were as follows: Ra (1) = 3.24 μm,
Ra (2) = 3.23 μm, and Ra (3) = 3.28 μm; i.e., the average mean Ra (ave) = 3.25 μm. According
to the manual, if the reading is within ± 0.1 μm (3.24 μm < Ra < 3.34 μm), calibration is
within tolerance. In our case, Ra (ave) = 3.25 μm was within the specified range. The Rz val-
ues (the maximum roughness depth or the largest of the peak-to-valley roughness depths
across the evaluation length) were Rz (1) = 12.1 μm, Rz (2) = 12.3 μm, and Rz (3) = 12.1 μm;
i.e., the average mean Rz (ave) = 12.17 μm (Table 4).

Table 4. Roughness parameters obtained for the metal reference specimen with the R130 roughness
tester and LJ-8020 laser profiler.

Roughness
Parameter

R130 Roughness
Tester

LJ-X8020 Laser Profiler

Ra, μm

3.24 2.684
3.23 2.377
3.28 2.383

Average 3.25 Average 2.481

Rz, μm

12.1 12.740
12.3 11.554
12.1 12.800

Average 12.17 Average 12.365

Note: evaluation length: 4 mm.

Differences in μm and percentages for Ra and Rz between the measurements with
LJ-8020 laser profiler and R130 tester are shown in Table 5.

Table 5. Average surface roughness parameters obtained for the metal reference specimen with the
R130 roughness tester and LJ-8020 laser profiler.

Instrument and Error Ra, μm Rz, μm

LJ-X8020 laser profiler 2.481 12.365

R130 roughness tester 3.250 12.170

Difference, % 23.66 1.60

3.2. Roughness Parameter Measurement on the Metal Reference Specimen with Contact and
Non-Contact Methods

The laser profiler (Figure 6a) uses a laser displacement sensor that collects height data
across a laser line rather than a single point. This enables 2D/3D measurements, such as
height difference, width, or angle, to be obtained using a single sensor; i.e., “three-in-one”
measurements. A laser line is emitted from the sensor to illuminate the surface of a target.
The reflected light is imaged by the complementary metal–oxide–semiconductor (CMOS)
image sensor to create a profile of the surface, which can then be used for measurement
and inspection.

The triangulation principle is used for measurement in the following sequence: (1) the
laser beam is directed at the sample to be inspected, and then (2) the light reflected by the
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sample is collected by the receiver lens and (3) reproduced on the light-receiving element.
When the distance changes, the collected light is reflected at a different angle, and the
position of the beam on the light-receiving element changes accordingly.

To verify and compare the measured values, measurement of the metal specimen
(Figure 4a) was also carried out using the R130 contact roughness tester (Table 4). The same
part of the surface was selected for each sample with both methods of measurement; i.e.,
with the R130 contact roughness tester and the LJ-X8020 non-contact laser profiler.

When determining the roughness parameters using the laser profiler, the profile data
interval was 2.5 μm and the profile data count was 3200 points; thus, the evaluation length
in this case was 8 mm (2.5 μm × 3200 points = 8000 μm; i.e., 8 mm). When determining
the roughness parameters using the R130, the evaluation length was 4 mm. Thus, the
roughness parameters Ra and Rz, when evaluated using the laser profiler, were determined
on two evaluation length segments of 4 mm each (Figure 7).

Figure 7. Surface roughness profile for metal specimen as measured by the LJ-8020 laser profiler.

Therefore, the roughness parameters obtained for the metal surface of the reference
specimen (with 4 mm evaluation length) using contact (R130 roughness tester) and non-
contact (LJ-8020 laser profiler) devices were close: Ra = 3.250 μm and Ra = 2.481 μm, and
Rz = 12.170 μm and Rz = 12.365 μm.

3.3. Roughness Parameter Measurement for the Plastic Samples with Contact and
Non-Contact Methods

To verify and compare the measured values, measurement of the samples shown in
Figure 5 was carried out with both the contact R130 roughness tester (Table 6) and the
LJ-8020 laser profiler (Table 7). The same part of the surface was selected for each sample
with both methods of measurement. Table 6 shows the surface roughness response obtained
with the R130 tester, along with the mean, for three FDM 3D printed parts.
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Table 6. Plastic surface roughness parameters obtained with the R130 roughness tester.

Sample Ra, μm Rz, μm Ra (Ave), μm Rz (Ave), μm

Figure 5a
5.06 24.9
4.27 22.3 4.51 22.8
4.20 21.2

Figure 5b
9.22 25.0
8.97 25.0 9.17 25.0
9.32 25.0

Figure 5c
6.62 24.9
6.54 24.9 6.45 24.9
6.18 24.9

Note: cut-off: 2.5 mm; evaluation length: 2.5 mm; number of cut-offs: 1; Ra (ave) and Rz (ave) means are the
averages of three measurements.

Table 7. Plastic surface roughness parameters obtained with the LJ-8020 laser profiler.

Sample Ra, μm Rz, μm
Ra (Ave), μm

Difference
Rz (Ave), μm

Difference

Figure 5a
9.155 39.903

8.119
80.02%

38.203
67.56%

8.219 41.496
6.984 33.211

Figure 5b
8.855 68.500

9.790
6.79%

44.060
76.24%

10.655 36.500
9.859 27.200

Figure 5c
14.325 57.233

13.614
111.07%

46.108
85.17%

14.135 30.464
12.381 50.626

Average difference 65.96% 76.32%

Note: evaluation length: 2.5 mm.

Table 7 shows the surface roughness response obtained with the LJ-8020 laser profiler,
along with the mean, for three FDM 3D printed parts. The table also shows differences in
percentages compared to the measurements with the R130 tester (Table 6). For example,
when Ra (ave) = 4.51 μm (Table 6) and Ra (ave) = 8.119 μm (Table 7), the difference was
80.02%, because |4.51−8.119|

4.51 100% = 80.02%.
Thus, the transition to another material (from metal to plastic) was accompanied by an

increase in the difference between the contact and non-contact measurement results from
23.66% (Table 5) to 65.96% (Table 7)—i.e., 2.8 times—for Ra (ave) and from 1.6% (Table 5) to
76.32% (Table 7)—i.e., 47.7 times—for Rz (ave).

3.4. Diagnostic Feature Detection Using NI-LabVIEW

Modern computer measurement systems allow for the synthesis of new information
signals in real time, which results from the mathematical processing of an array of primary
digital data. For example, the NI-DAQmx measurement data acquisition system provided
with the NI-LabVIEW software package has options for configuring information signals
from the primary time signals of sensors. These options can be selected in the Functions

menu using the Functions→Express→Signal Analysis scheme.
Two blocks are used in the Signal Analysis category:

1. The Configure Statistics [Statistics] block, which includes Range in the time domain
and Arithmetic Mean, RMS, Standard Deviation, Variation, Median, Mode, and
Summation in the frequency domain.

2. The Configure Spectral Measurements block, which includes the signal spectral
characteristics Magnitude Peak, Power Spectrum, and Power Spectral Density (PSD)
in the frequency domain.
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For a comparative assessment of the informativeness of the newly generated signals
when solving the problem of detecting defects on the surface of a printed sample in the
NI-DAQmax computer data acquisition system provided with the NI-LabVIEW software
package, information signals in the time domain (Range) and the frequency domain (Arith-
metic Mean, RMS, Standard Deviation, Variation, Median, Mode, Summation) were studied.
Using these signal processing tools, a Fourier analysis of the profilograms obtained using
the laser profiler for the (a) reference, (b) under-extrusion, (c) stringy first layer, and (d)
high roughness PLA plastic samples (Figure 3) was performed.

In the NI-LabVIEW software environment, the profilogram output signal (Figure 8)
was fed to the Configure Spectral Measurements unit of the NI-LabVIEW system, which
performs the fast Fourier transform (FFT) procedure. Of the three spectral characteristics
of the Configure Spectral Measurements block (Magnitude Peak, Power Spectrum, and
Power Spectral Density), the most sensitive spectral characteristic, Power Spectral Density
(PSD), was used.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 8. Initial profilograms in the time domain for four samples: (a) defect-free reference; (b) under-
extrusion; (c) string first layer; (d) high roughness.

61



Machines 2022, 10, 541

The results obtained after the FFT of the PSD configuration as displayed on the front
panel of the virtual instrument of the NI-DAQmx system using Waveform Graph display
units are shown in Figure 9.

 
(a) 

 
(b) 

 
(c) 

(d) 

Figure 9. PSD spectra in the frequency domain: (a) reference sample; (b) under-extrusion; (c) stringy
first layer; (d) high roughness.
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Analyzing the PSD configuration data in Figure 9, the following intermediate conclu-
sions can be formulated:

1. The PSD for a reference (defect-free) sample (Figure 9a) was characterized by four
pronounced harmonics at the following relative frequencies (signal amplitudes are
indicated in parentheses):

• f1 = 0.000313 (A = 0,00885618);
• f2 = 7f1 = 0.002188 (A = 0.0781748);
• f3 = 14f1 = 0.004375 (A = 0.129859);
• f4 = 28f1 = 0.009062 (A = 0.00748143).

2. The PSD for an under-extrusion-type defect sample (Figure 9b) was characterized by
three harmonics at the following frequencies:

• f1/ = 20f1 = 0.00625 (A = 26.376);
• f2/ = 40f1 = 2f1/ = 0.0125 (A = 0.577246);
• f3/ = 60f1 = 3f1/ = 0.01875 (A = 1.41452).

3. The PSD for samples with stringy first layer (Figure 9c) and high roughness (Figure 9d)
defects were characterized by a significant set of harmonics (with less pronounced
amplitudes).

To quantify the PSD signal, the numerical values for the Arithmetic Mean, RMS, Stan-

dard Deviation, Variance, Median, Mode, and Summation parameters were determined
after repetition of the same types of measurements three times, and then the averaged
values of the corresponding signals were calculated (Table 8).

Table 8. Diagnostic feature values.

Diagnostic Sign
The Range- and PSD Signal-Averaged Values for the Plastic Samples in Figure 3

Reference Under-Extrusion Stringy First Layer High Roughness

1 Range 0.04342(1) 0.25914(5.97) 0.65727(15.14) 0.92944(21.41)
2 Arithmetic Mean 0.00021(1) 0.02239(106.62) 0.03090(147.14) 0.04158(198.00)
3 RMS 0.00428(1) 0.69723(162.90) 0.36880(86.17) 0.36570(85.44)
4 Standard Deviation 0.00428(1) 0.69709(162.87) 0.36768(85.91) 0.36344(84.92)
5 Variance 1.844 × 10−5(1) 0.48677(26,397.5) 0.13720(7440.34) 0.14937(8100.32)
6 Median 3.434 × 10−7(1) 0.00030(873) 0.00020(582) 0.00049(1426)
7 Mode 0.00066(1) 0.13911(210.77) 0.05692(86.24) 0.04511(68.35)
8 Summation 0.33638(1) 35.8179(106.48) 49.4540(147.02) 66.5230(197.76)
Sum of ratings 8 28.03 × 103 8.60 × 103 10.20 × 103

Note: The numbers in brackets show the ratio of the indicator under consideration (one of three) to the indicator
of the same name for the reference sample, taken as a unit.

3.5. Discussion

At the first stage, a comparative analysis of the results of contact (R130 roughness
tester) and non-contact (LJ-8020 laser profiler) methods when measuring the same surface
irregularities of a metal reference specimen with a known surface roughness was performed.
The relative errors of the non-contact method in comparison to the contact method were
established. The roughness parameters obtained for the metal surface of the reference
specimen (with 4 mm evaluation length) using the contact (R130 roughness tester) and
non-contact (LJ-8020 laser profiler) devices were close: Ra = 3.250 μm and Ra = 2.481 μm,
and Rz = 12.170 μm and Rz = 12.365 μm. Thus, the contact and non-contact methods for
control of standard integral parameters of surface roughness gave similar results for the
metal reference specimen. The Errors in the parameters Ra and Rz in the range of operation
of the R130 roughness tester were, respectively, 23.7 and 1.6%.

At the second stage, similar investigations were carried out with the plastic polylactic
acid (PLA) samples in the range of operation of the contact method. The relative errors
increased by 3 and 47 times, respectively, when determining the roughness parameters
Ra and Rz. Thus, similar investigations with plastic parts were accompanied by much
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larger errors for the non-contact optical method (LJ-8020 laser profiler) compared to the
contact method (R130 roughness tester): 65.96% and 76.32%, respectively, for the Ra and Rz
integral roughness indicators.

At the third stage, diagnostic features were detected for online monitoring of three
types of 3D printing defects—under-extrusion, stringy first layer, and high roughness—
to produce diagnostic signs of 3D printing defects with the non-contact optical method
(LJ-8020 laser profiler). The profilograms of the surfaces of the plastic parts were obtained,
with each such profilogram being an analog representation of the change in the corre-
sponding information signal over time. Next, the Fourier transforms of these information
signals (i.e., the profilograms) were calculated and secondary information signals obtained.
Integral estimates of PSD spectrograms can be produced in terms of the Arithmetic Mean,
RMS, Standard Deviation, Variance, Median, Mode, and Summation.

Usually, the quality of 3D printed parts is checked after the completion of printing.
As a result of our research, a system for monitoring the surface quality of the nth layer of
a printed object in order to detect surface defects during printing can be proposed. The
sampling step for 3D printing quality control can take place during the formation of one
or more of the layers (Figure 10). In the block diagram below, the term “sign” is used
instead of “feature” to highlight the difference between the productive (resulting) and
methodological parts of the work.

Figure 10. Monitoring algorithm block diagram.
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4. Conclusions

The article proposed a new approach for online monitoring of object surface quality
in 3D printing, especially for in situ monitoring. This monitoring is important in online
printing quality control to prevent poor quality printing. A non-contact high-performance
method was used to assess the irregularities on the surface of the part being manufac-
tured. To confirm the feasibility of such an approach, comparative studies of contact (R130
roughness tester) and non-contact (LJ-8020 laser profiler) methods for assessing surface
quality were carried out. It was established that the difference in the results of the quality
assessment (with contact and non-contact methods) increased when moving from a metal
sample to a plastic sample. For example, the transition from metal to plastic was accompa-
nied by an increase in the difference between the measurement results of the contact and
non-contact methods from 23.70% to 65.96% (2.8 times) and 1.6% to 76.32% (47.7 times),
respectively, for Ra (ave) and Rz (ave).

When monitoring the 3D printing process of plastic parts online, in order to assess
the quality of the process and the results of the 3D printing, the following (most defect-
sensitive) integral estimates of PSD spectrograms can be used as diagnostic features of
printing defects: Variance and Median. For example, the sensitivity of the integral estimate
of Variance to defects such as under-extrusion, a stringy first layer, and high roughness
was 26,397.50, 7440.34, and 8100.32, respectively. The least sensitive was the Range integral
estimate in the initial surface profilogram of the plastic part (an information signal not
subjected to the Fourier transform). For this Range estimate, the sensitivity to the previously
listed three defects was 5.97, 15.14, and 21.41; i.e., significantly less.

The primary and secondary information signals generated by the non-contact method,
as well as the methods for their formation, can be used when processing the topography
of 3D printed object surfaces; i.e., when processing images of these surfaces in the online
monitoring of 3D printed objects. Using these facts, further research can use the outlined
monitoring strategy as a guide.
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Abstract: The rapid development of manufacturing in recent years has led to a significant expan-
sion of the technological capabilities of modern metal-cutting equipment. Therefore, the modern
approach to intensifying production requires an advanced fixture design. Design and manufacture
of flexible fixtures capable of machining similar shapes and sizes of complex geometry parts re-
duce setup time. The article aims to design flexible fixtures for parts such as one-piece connecting
rods under incomplete locating conditions. The advantages are the minimum number of parts and
tool availability for multi-axis machining connecting rods in one setup. This approach, combined
with up-to-date machining centers and industrial robots, can increase the production efficiency of
manufacturing non-removable connecting rods. This effectiveness is in a decrease in the number
of operations by 5–7 times, fixtures—by 3–4 times, and machine tools—by 3–5 times, depending
on the type of a non-removable connecting rod and its design features. The numerical simulation
results of the proposed fixture design confirmed the comprehensive technological capabilities and
dynamic characteristics. Particularly, a decrease in displacements and oscillation amplitudes up
to 7% compared to the full-basing locating chart was provided. It is determined that the system
“fixture–workpiece” entirely meets all the strength, accuracy, and rigidity parameters, which allows
you to perform machining with intensive cutting modes. The amplitudes of oscillations do not exceed
the tolerances on the dimensions of these surfaces, established by requirements for non-removable
connecting rods, and all displacements are elastic. During numerical simulation, the workpiece
position remained stable at all machining steps.

Keywords: fixture design; machining; sustainable manufacturing; process innovation; complex-shape part

1. Introduction

At present, in the conditions of active development of the concept of Industry 4.0,
manufacturers of spare parts for the automotive industry and other equipment face a
rather complicated problem, namely, to ensure rapid production of products of various
nomenclature in the shortest possible time in discrete batches [1]. The quality of the finished
part/product should meet both the requirements set by the designer in the drawing and
international quality standards [2]. Due to the mentioned above, it is necessary to constantly
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update the equipment and manufacturing technologies and approaches to the production
process [3]. Various equipment, including internal combustion engines, is constantly
growing in automotive, agricultural, shipbuilding, and military industries. Simultaneously,
the time of product entry on the market is reduced, models are updated, and technical
characteristics are changed.

In current conditions, the approach to manufacturing spare parts for the above equip-
ment has changed. First, manufacturers are trying to make their products lighter and more
efficient. This applies to massive body parts (for example, engine cylinder blocks) [4], and
other essential parts of the engine are trying to optimize the weight. In the last 10 years,
the technology of manufacturing highly loaded parts from composite materials has been
actively developed in the automotive industry [5], but their use has some limitations due
to their physical and mechanical properties. For example, parts of the cylinder-piston
group cannot be made of composite materials because composites cannot withstand high
temperatures without destruction and changes in shape. Secondly, at the enterprises to
produce spare parts, much attention is paid to the intensification of production [6,7], which
aims to reduce the time of manufacture of the finished part/product and reduce costs. Si-
multaneously, enterprises are ready to spend money on purchasing advanced metal-cutting
machines and other equipment, which allows to reduce the share of manual labor of the
worker to a minimum or exclude it altogether. This requires introducing new technical
solutions to change the manufacturing process towards the concentration of machining
operations of the part.

The work also aims to theoretically prove the hypothesis of achieving the required
machining accuracy and approach to fixture design based on numerical modeling of the
developed flexible fixtures for one-piece machining rods with an incomplete locating for
multiproduct production.

The connecting rod is the main element of a crank mechanism used in all classic
configurations of internal combustion engines. Simultaneously, automakers try to make
their products as light and durable as possible. This leads to the need to accurately calculate
the connecting rods using numerical simulation methods.

In this regard, Shanmugasundar et al. [8] performed a topological optimization of the
connecting rod design using the Autodesk software, considering calculations performed
using the finite element analysis method using the ANSYS software. Xiao et al. [9] nu-
merically determined the optimal thickness of the smaller connecting rod head to ensure
sufficient rigidity when fitting the sleeve and the optimal amount of tension in the joint.
Basavaraj et al. [10] determined that the optimal material for rods subjected to high cyclic
loads is carbon steel alloyed with chromium and molybdenum.

Optimizing the mass of the connecting rods of large diesel internal combustion en-
gines is an urgent task. Seyedzavvar et al. [11] performed parametric optimization of
the connecting rod design using the CATIA software. As a result, the weight was re-
duced, and the resulting model was tested for strength using the ABAQUS software.
Muhammad et al. [12] carried out the topological optimization of the connecting rod de-
sign using the ANSYS software. As a result, the total mass was reduced by 60% under the
same constant static load.

The analysis confirmed that incorrect calculations lead to accidents during the failure
of the connecting rods precisely. Chao [13] and Strozzi et al. [14] gave the main design
errors and methods of avoiding them. Jia et al. [15] proved that the marking of connecting
rods during stamping should be clearly defined in shape and size and be positioned in
specific places not to violate the strength of the whole part.

Balamurugan et al. [16] analyzed the time of manufacture of the connecting rod in
each manufacturing process operation and suggested ways to intensify production by
combining some operations. Liu et al. [17] also studied the manufacturing process of
connecting rod production and proposed a new method for evaluating the manufacturing
process that responds to the state of machining in real-time based on digital twins.
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In mass production, the connecting rods are manufactured using special multipart
fixtures to reduce the machining time [18]. However, connecting rods can be manufactured
using universal re-adjustable fixtures in single and small-scale production conditions and
sports and special-purpose machines [19].

Many scientists are involved in improving the manufacturing process of machining
parts, such as connecting rods. In particular, the manufacturing process of the detachable
connecting rod machining was investigated by Kar [20]. Simultaneously, a special expand-
ing mandrel was proposed as a fixture for the operation of machining holes for screws.
Raijada and Dudhatra [21] designed a fixture for boring holes in a connecting rod.

Cui et al. [22] proposed a methodology to develop fixtures based on the computer-
aided design (CAD) approach. Raja et al. [23] also designed, modeled, and tested fixtures
for milling machines based on the CAD software.

Litrop et al. [24] developed an approach to design and optimize fixtures with their
consequent testing under cyclic loading. In addition, Lu et al. [25] proposed a multi-
objective optimization algorithm for the locating chart in fixture design.

Corrado et al. [26] considered the system “fixture–workpiece” as a separate assembly
unit and predicted the accuracy of processing depending on the errors in the connections
of the assembly elements.

Parvaz et al. [27] proposed an analytical and algorithmic procedure for designing
fixtures for workpieces with free-form geometry of the NURBS type. Wu et al. [28] proposed
an algorithm for designing fixtures for automated machining of complex shape parts and
software in cases of changes in the shape and number of jet engine blades.

Luo et al. [29] developed geometric theorems and applied DOF workpiece analysis
based on a normal constraint line to avoid repositioning when a complex workpiece is
installed on many different surfaces.

Kamble and Mathew [30] integrated a segmented fixture design approach into a
single methodology for complex design in four stages: installation planning, fixture layout
development, detailing, and verification.

Thus, based on the recent advancements in the design, modeling, manufacturing,
and intensification of rods production and development of fixtures for their machining,
the actual research direction in the development and numerical modeling of fixtures for
one-piece machining rods for one step has proposed to be studied.

The scientific novelty is in the fact that the method of numerical modeling theoretically
proves the workability of the proposed concept of machining parts such as connecting rods
in a fixture with an incomplete location and the possibility of applying this approach to
other types of parts of complex shapes, such as forks and brackets.

The practical importance is highlighted by developing a ready-made technical solution
that can be used in enterprises where parts such as connecting rods of different designs
in small batches with a particular frequency can be processed. Of course, to implement
this approach, the company must have a multi-coordinate machine with the function
of automatic binding and transfer of the coordinates of the workpiece in the machine’s
coordinate system.

2. Materials and Methods

2.1. Assignment

The object of study was selected parts such as connecting rods. The connecting rods
have a very different design depending on the purpose of the product/machine where the
connecting rod works. However, of all the designs of connecting rods, there are four main
ones: detachable connecting rods, detachable clip connection rods, one-piece connecting
rods, and one-piece clip connecting rods (Figure 1).
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(a) (b) 

 
 

(c) (d) 

Figure 1. The designs of connecting rods with machined surfaces: (a) Detachable connecting rods;
(b) Detachable clip connecting rods; (c) One-piece connecting rods; (d) One-piece clip connecting rods.

Detachable connecting rods (Figure 1a) are mainly used in automobile engines and
high-power compressors. The connecting rods shown in Figure 1b have an incision in the
small head of the connecting rod to allow rigid fixation of the piston pin and prevent its
rotation. This design is used for manufacturing large connection rods for low-speed marine
engines. One-piece connecting rods (Figure 1c) are usually used in motorcycle engines.
One-piece connecting rods (Figure 1d) have a cut in the large head of the connecting rod
and are used in reciprocating compressors of low and medium power. The cut is designed
to securely lock the rolling bearing in the large connecting rod head by tightening the
clip screw.

All the holes and planes of a connecting rod are interconnected by the requirements of
center-to-center distances, the axes’ parallelism, and the spatial position of the flat surfaces
relative to each other.

Due to the widespread application of one-piece connection rods in oversized internal
combustion engines (Figure 1c) and compressors, an increase in machining productivity
of one-piece clip connection rods (Figure 1d) is an urgent problem. One-piece connecting
rods, unlike detachable ones, are one part during the whole manufacturing process of their
production, so they were chosen as an object for analysis and further development of the
fixture design.

One-piece connecting rods are characterized by many untreated surfaces and compli-
cated spatial geometric shapes. These features cause difficulties in locating and clamping
workpieces. They also lead to the increased complexity of machining due to several
manufacturing operations.

According to the sequence and principles in designing a progressive manufacturing
process, it was established that the number of operations machining for a one-piece con-
nection rod (Figure 1c) is five drilling-milling-boring operations for which you need to
perform ten reinstallations of the workpiece. To machine a one-piece clip connection rod
(Figure 1d), the manufacturing process consists of seven drilling-milling-boring operations,
which require eleven reinstallations of the workpiece.
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2.2. Design Requirements

An analysis of typical drawings of non-removable connecting rods and the literature
sources, in particular, showed in [31] that the hole and end surfaces of the large connecting
rod head are its main design bases in contact with the crankshaft surfaces. Accordingly,
the hole and the end surfaces of the small connecting rod head are auxiliary design bases
in contact with the ends of the piston lugs and the piston pin sleeve. The hole of the
large connecting rod head is made according to the tolerances of IT6–IT7 qualities, which
for most non-removable connecting rods is 0.03–0.07 mm. The end surfaces of the large
connecting rod head are made according to the tolerances of IT10–IT11 qualities, which
for most non-removable connecting rods is 0.15–0.20 mm. The accuracy of the holes of
the small connecting rod head is not so high and is limited by IT10–IT11 qualities and the
accuracy of the ends of the small connecting rod head IT11–IT12, respectively. Precision
requirements for oil channel holes are limited to IT14 tolerances. The deviation of the
center-to-center distances should not exceed 0.05–0.1 mm, depending on the dimensions of
the connecting rod. The axes of the holes of the large and small connecting rod heads must
be parallel with a tolerance of 0.05:100 to 0.15:100, and their ends must be perpendicular
to the axes of these holes in the range from 0.1:100 to 0.3:100. The roughness of the upper
hole in the large head of the connecting rod should be Ra = 0.32–0.63 μm, and in the
small head—Ra = 1.6–3.2 μm. The roughness of the ends of both heads is in the range of
Ra = 1.6–3.2 μm. The hardness of the connecting rods is regulated by their official purpose
and is within the HRC 50–55.

2.3. Manufacturing Process

Given the technological capabilities of up-to-date multi-purpose machines and design
approaches successfully used in developing fixtures for fork-type parts, it is proposed
for machine parts such as one-piece connection rods (Figure 1c). This allows carrying
out one replacement by combining four drilling-milling-boring operations of a typical
manufacturing process into one—at the CNC multi-purpose machining center. For parts
such as one-piece clip connection rods (Figure 1d), it is proposed to carry out machining
for one institution by combining five operations of a typical manufacturing process into
one at the CNC multi-purpose machining center. This approach allows you to intensify the
production process, clearly shown in Figure 2.
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Figure 2. Diagram comparing manufacturing process indicators: (a) One-piece connection rods;
(b) One-piece clip connection rods.

For one-piece connection rods, it was possible to reduce the manufacturing process
by four machining operations, the number of machines from three units to a single CNC
multi-purpose machine, and the number of special fixtures from three units to one flexible
fixture. For one-piece clip rods, it is possible to reduce the manufacturing process by six
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machining operations, the number of machines from five units to the CNC multi-purpose
machine, and the number of special fixtures from four units to one flexible fixture.

When using a modern machine with automated positioning of the part, pre-machining
of base surfaces is not required. This fact simplifies the fixture design and reduces the
manufacturing process by one operation compared to the manufacturing process.

The proposed manufacturing process of machining all surfaces of the one-piece con-
nection rod that requires drilling, milling, or boring can be implemented in the machining
center with CNC, and vertical and horizontal layouts in six positions.

2.4. Fixture Design

Despite various machines containing connecting rods in a global market, the design
of one-piece connecting rods is almost indistinguishable. Their difference can only be in
changing the type-size of the configuration of machined surfaces and their characteristics
(accuracy, roughness) depending on the purpose of the machine/unit, so it is advisable
to develop a flexible fixture that installs one-piece connection rods in a specific range of
sizes and shapes. This fixture should ensure full tool accessibility and allow multi-axis
machining of all surfaces needed in a single step. Simultaneously, the standard dimensions
and design parameters of non-removable connecting rods and one-piece clip rods are
relatively similar, and several types of connecting rods can be processed in one fixture.
The use of modern progressive machines allows us to depart from the principle of the
orientation of the workpiece in the fixture and requires only a secure fastening to ensure
the invariability of the position of the workpiece during machining.

As a result, a flexible fixture was developed for the installation of one-piece connection
rods of various sizes in the range of 140–200 mm in length, 35–50 mm in width, and
17–24 mm in height, which is carried out by adjusting the screw mechanisms that change
the distance between the locating-clamping elements (Figure 3) Machined surfaces are
shown in Figure 3 by letters A, B, C, D, E.

 

 
(a) (b) 

Figure 3. Flexible fixture for machining a one-piece connecting rod with machined surfaces in a CNC
multi-purpose operation: (a) Locating chart; (b) 3D visualization.

This fixture is modular, i.e., it can be installed due to standardized mounting and
clamping elements in the base modules or a three-jaw chuck or machine vise with prismatic
jaws. The proposed fixture has a relatively simple design with a minimum of parts and con-
nections and, therefore, is expected to have high rigidity for machining with the maximum
allowable cutting modes. This technical solution will allow you to perform machining on a
three-coordinate milling machine with CNC, equipped with only a two-coordinate rotating
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table. The only condition is the presence of a system of a preliminary determination of the
position of the workpiece relative to the machine’s coordinate system.

3. Results

3.1. Stress-Strain Analysis of the System “Fixture–Workpiece”

At the initial stage of the study, the proposed design of the fixture was tested for
a non-removable connecting rod of a simpler design that does not contain a terminal
connection. Since this concept was developed for the first time, to minimize time from the
potential risks of unsatisfactory modeling results, it was performed for the design of the
connecting-rod, which contains fewer machining transitions and, accordingly, the number
of operations for numerical simulation of these transitions.

Since the principle of operation of the proposed fixture is based on the need to ensure
absolute reliability of fastening, to determine the possibility of achieving an accuracy of
size, shape, and relative position of surfaces during machining, it is necessary to perform a
stress-strain analysis of the system “fixture–workpiece”. The displacement of the “fixture–
workpiece” elements under the action of external loads (clamping forces, cutting forces,
and cutting moments) in the proposed fixture for one-piece connection rods is determined.
The fixture’s strength was determined by obtaining values of equivalent stresses. The
contact interaction models between the workpiece and functional fixture elements are
considered, and stress concentrators are identified. The maximum values of equivalent
stresses determined in the ANSYS Workbench software according to von Mises equivalent
strength were compared with the permissible value for the specific material from which
the fixture parts are made and the material of the machining workpiece.

The fixture model considers the Coulomb friction coefficient of 0.1 between the contact
surfaces of the fixture, which have approximately the same roughness Ra = 1.6 μm.

The boundary conditions are presented in Figure 4 and Table 1.

 

Figure 4. Boundary conditions and contact layers for the fixture.

In the process of modeling, the forces and torques of cutting were applied to each of
the machined surfaces in turn, as the technological capabilities of the machine can perform
only one-tool machining. The value of forces at different machining steps varied between
0.51–2.94 kN and torques 45–142 N·m depending on the method and stage of machining.
Simultaneously, on a pressure plate from screws, the constant clamping force 8.0 kN applied
to each of them acted.
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Table 1. Boundary conditions for numerical simulation of the system “fixture–workpiece”.

Reference Surface/Fixing Type
Parameters of the Bonding Groups

Contact Contact Surfaces Types of the Contact Surfaces Friction Coefficient

The cylindrical surface of the
fixture/fixture support

1
The lower plane of the

support/the lower surface of
the connecting rod neck

smooth/non-machining 0.2

2
the end surface of the

support/the end plane of the
connecting rod neck

smooth/non-machining 0.2

3
the surface of the pressure

plate/the upper surface of the
connecting rod neck

grooving/non-machining 0.7

The material properties of the fixture and the workpiece are summarized in Table 2.

Table 2. Mechanical properties of the materials for the workpiece and fixture elements.

Material (DIN
Standard)

Young’s Modulus, GPa Poisson’s Ratio Density, kg/m3 Tensile Strength, GPa
The Ultimate

Strength of the
Compression, GPa

Yield Strength, GPa

Structural alloy
steel 40Cr 200 0.3 7850 0.960 0.960 0.765

Structural steel
C45 (after

heat treatment)
200 0.3 7850 0.950 0.950 0.726

To evaluate the results of numerical modeling and theoretical performance of the
structure, we compare them with the results of similar indicators obtained in previous
studies [32] and the allowable values of the permissible parameters for the connecting rod
from the average values of its dimensions: length–170 mm, width–40 mm, and height–
20 mm.

These boundary conditions allowed simulating the process under static loads. The
values of the maximum equivalent stress according to the von Mises hypothesis and the
maximum displacements of the elements and surfaces of the system “fixture–workpiece”
are presented in Table 3.

Table 3. Numerical simulation results.

Surface
(Figure 3)

Manufacturing
Step with a
Maximum
Loading

Maximum Displacement, mm Permissible
Values of

Displacements,
mm

Maximum Equivalent Stress, MPa
Permissible

Values of
Stresses, MPa

Fixture with
Incomplete

Locating

Fixture with
Complete
Locating

Fixture with
Incomplete

Locating

Fixture with
Complete
Locating

A Milling 0.039 0.048 0.15 297 315 726
B Milling 0.082 0.095 0.20 419 427 726
C Drilling 0.092 0.107 0.25 329 361 726
D Drilling 0.085 0.097 0.20 314 338 726
E Drilling 0.006 0.006 0.25 112 94 726

The results show that the proposed fixture design provides the specified accuracy. The
corresponding indicators do not exceed the values for a flexible fixture with a complete
workpiece locating.

3.2. Eigenfrequencies of the System “Fixture–Workpiece”

Vibrations inevitably occur in the technological system during machining. Tech-
nological parameters of machining modes cause them (e.g., cutting depth, feed, speed,
dimensions, number of tools, etc.). Eigenfrequencies for these oscillations depend on the
design parameters and the material of parts.

The eigenfrequencies have been determined using the built-in module “Modal Analy-
sis” of the ANSYS Workbench software to prevent the resonant modes during the machining
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of one-piece connection rods in the developed fixture. The corresponding comparison with
the machining frequencies at all steps of drilling-milling-boring operations for the studied
fixture has been performed.

The analysis results determine the required detuning from the resonance (Table 4).

Table 4. The results of fixture eigenfrequencies investigation.

Fixture
Eigenfrequency, Hz The Maximum Frequency of the

Machining, Hz
Manufacturing Step with the Maximum Frequency of the

Cutting Process1st 2nd 3rd

Incomplete locating 1729 1817 2231
100 Drilling of the hole (diameter 4 mm, speed 3000 rpm)Complete locating 1425 1427 2073

The mode shape examples for the first two eigenfrequencies are shown in Figure 5.

  
(a) (b) 

Figure 5. An example of the proposed fixture’s oscillation frequencies: (a) The 1st eigenfrequency;
(b) The 2nd eigenfrequency.

Remarkably, at the first eigenfrequency, oscillations occur in the XY plane and the sec-
ond one in the YZ plane. Since the first eigenfrequency significantly exceeds the operating
frequency of the cutting process (1729 Hz >> 100 Hz), resonance does not occur.

Nevertheless, after comparing the values for the complete and incomplete locating fix-
ture, it should be noted that the oscillation frequencies for the incomplete locating fixture are
higher, which can be explained by fewer parts and connections between them, respectively.

3.3. Forced Oscillations of the System “Fixture–Workpiece”

To check the oscillation amplitudes of of the system “fixture–workpiece”, the ampli-
tude of dynamic forces and torques during cutting was chosen as 20% of the nominal values.
Therefore, the amplitude of cutting forces at the machining steps of one-piece connection
rod surfaces varied from 101 N to 587 N, and the amplitude of cutting torques was in the
range of 9.0–28.4 N·m.

Previous studies have shown that the range of operating frequencies of the cutting
process when machining one-piece connection rods does not exceed 100 Hz. This fact
allows limiting the range 0–100 Hz on the frequency response charts when determining the
amount of displacement.

To establish the possibility of fixture operation in a wider range and review the
amplitude-frequency characteristics of fixture, it was decided to set the range 0–2 kHz,
which corresponds to 30,000 rpm for single-blade tools, and 15,000 rpm–for two-blade
tools such as drills. This may be relevant for the treatment of small diameter holes that are
intended for lubrication. Therefore, to increase the efficiency of processing such holes, it is
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possible to use tools made of hard alloy that allow high cutting speeds and, accordingly,
to ensure optimal operating conditions of these tools, it is necessary to provide them with
high speeds. Therefore, the study of the amplitude of oscillations in the range 0–2 kHz is
relevant information for further research.

The numerical simulation of forced oscillations for the system “fixture–workpiece”
allowed for obtaining the amplitudes of displacements at points in the machining zone
during the cutting process (Table 5).

Table 5. The results of the dynamic analysis.

Surface
(Figure 3)

Manufacturing Step
with a

Maximum Loading

The Resulting
Force at the

Transition, N

Force’s
Amplitude, N

Torque, N·m Torque’s
Amplitude, N·m

Maximum Displacement for the
Fixture, μm

Incomplete
Locating

Complete
Locating

A Milling 895 179 68 13.6 4.8 5.1
B Milling 1070 214 83 16.6 6.4 6.6
C Drilling (Ø 29.5 mm) 2937 587 142 28.4 9.6 10.3
D Drilling (Ø 15.5 mm) 1706 341 107 21.4 7.1 7.3
E Drilling 505 101 45 9.0 2.1 2.1

An example of the frequency response when drilling a hole with a diameter of 29.5 mm
in the large head of the one-piece connecting rod is shown in Figure 6.

 

Figure 6. The amplitude-frequency response of the fixture with incomplete locating when machining
the surface of a one-piece connection rod.

The amplitudes of oscillations that occur at all machining steps are less than the toler-
ances on the corresponding machined surfaces. Therefore, the needed accuracy is achieved.

For determining the reserve of the proposed fixture, the dynamic response has been
evaluated for the machining step of drilling a hole with a diameter of 29.5 mm in the large
head of the connecting rod (Table 6).

Table 6. The results for the calculation of the dynamic stiffness of the fixture.

Fixture Manufacturing Step
The Amplitude of the Dynamic Component of the

Cutting Force, N
The Maximum Amplitude of

Displacements, μm

Incomplete locating Drilling a hole (Ø 29.5 mm) 587 9.6
Complete locating 587 10.3

4. Discussion

Thus, the theoretically hypothesis of achieving the accuracy parameters of machining
in a fixture with incomplete locating of workpiece on the example of the developed design
of a flexible fixture installing one-piece connection rods for multi-nomenclature production
is proved. Thus, the proposed approach to the fixture design based on the reliable clamping
of the workpiece and the use of modern CNC machine tools with the functions of automatic
determination of the coordinates of the workpiece has shown its effectiveness.

According to the results of the numerical simulation of the stress-strain state of the
proposed design of a flexible fixture for one-piece connection rods, it is established that
the values of the accuracy parameters specified by the designer during machining will be
provided. After all, the maximum displacement of the fixture elements during machining
of a one-piece connection rod was 0.092 mm when drilling and 0.082 mm when milling,
not exceeding the tolerances according to the requirements of the drawing 0.25 mm and
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0.2 mm, respectively, for this connecting rod design. The displacement data are also elastic,
as the values of the maximum stresses at the most loaded step do not exceed the strength
limits of the material of the fixture parts and the workpiece material.

The developed fixture design also meets the strength conditions. The safety factor for
this system at maximum stresses of 419 MPa equals 1.8. As a result of comparing fixtures
with complete and incomplete locations, it was found that the displacements and stresses
are smaller by 7% and 9%, respectively, in the fixture with an incomplete location. This fact
is explained by the smaller number of parts and connections in such a fixture.

The results of harmonic analysis of the proposed design indicate the high rigidity of
the developed technical solution and the lack of resonance due to design shortcomings
of the fixture because the first eigenfrequency of the fixture is more than 14 times higher
than the maximum frequency of the cutting process. Analysis of the dynamic state of
the elements of the system “fixture–workpiece” of the proposed fixture showed that the
amplitudes of oscillations that occur during removal of the allowance during cutting in
places of machined surfaces do not exceed tolerances for machining at the appropriate
steps. The maximum value of the oscillation amplitude for the operating step of drilling a
hole with a diameter of 29.5 mm in the large head of the connecting rod is 0.096 mm.

Analyses of free and forced oscillations also confirm the higher performance of the
proposed fixture design for connecting rods machining. Overall, it was established that
the proposed fixture with an incomplete location for one-piece connection rods at the
theoretical stage provides the necessary indicators of machining accuracy.

Overall, the proposed methodology continues recent strategies in the development
of flexible fixtures [33], increases the reliability of the automated flexible fixture systems
for mass production [34], improves methods for flexible fixture design in the automotive
industry [35], extends recent developments in reconfigurable fixture design [36], and
improves simulation approaches in fixture design [37].

Further research will evaluate the magnitudes of displacements under static and
dynamic loads during machining, considering time-varying dynamic components of cutting
forces and torques.

5. Conclusions

1. The efficiency of the developed flexible fixture for machining of rods with incomplete
basing based on comparison of the maximum stresses, movements, and frequencies of
oscillations with their admissible values for a rod of the concrete size is theoretically
proved. Actual performance will be tested in further experimental studies.

2. The proposed approach to the machining of connecting rods with incomplete location
allowed for reducing the number of technological operations by 4 and 6, the number
of units of equipment by 2 and 4, and the number of special fixtures by 2 and 3,
depending on the type of one-piece connecting rods.

3. A comprehensive approach to the numerical modeling of the stress-strain state and
free and forced oscillations of the “workpiece-fixture” system is proposed. The
reliability of the proposed fixture is justified in terms of strength, rigidity, and
vibration safety.

4. It is established that the values of displacements, frequencies of oscillations, and
amplitudes of oscillations in the fixture with incomplete locating are 3–7% less than in
fixtures with full locating, which was developed and studied earlier.
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Abstract: Compact geared servo drives are a common part of modern industrial automation; thus,
their proper modelling is a necessary part for the application and control design. The presented paper
focuses on the mathematical model of the cycloidal gearbox, which is used in the compact actuator
with a permanent magnet synchronous motor. A measurement procedure to obtain the necessary
gearbox parameters is presented along with its mathematical model. A new approach was used to
model the stiction and nonlinear gearbox friction behaviour in all four quadrants. A simulation of the
actuator with the modelled gearbox is described and its results are compared with the real system
measurement. Obtained results show a high match between simulation and experimental results and
confirm the correctness of the simulation model.

Keywords: cycloidal gearbox; friction; actuator; servomotor; permanent magnet synchronous machine

1. Introduction

Modern industry is based on automation and robotic technology, creating very com-
plex systems with a large number of drives and mechanical gearings. Therefore, it is
desirable to integrate more machine parts into single replaceable units. A great example is
the integration of mechanical gears, an electric motor, a position sensor, and, optionally,
a brake into a single electric actuator. It is nothing unusual to even combine multiple
actuators into a more complex modular positioning unit or to attach more sensors to the
actuator or its output shaft for some special applications.

In precise industry machines, such as industrial robots, positioning tables, CNC ma-
chines, or some medical devices, a compact solution is needed, as the mounting space
is often very limited (i.e., the actuator should be placed directly into the robotic joint).
Altogether, this compact solution should deliver high-output torque within a low-speed op-
eration, high positioning accuracy, and high torsional stiffness, and should withstand high
tilting torques. Three different gearbox types can be used in such a compact design to meet
all of the foregoing requirements: namely, the planetary, harmonic, or cycloidal gearbox.

The planetary gearbox is a mechanically simple, reliable, and compact solution with
a low manufacturing price. It is capable of delivering high torques and of withstanding
tilting stress. However, compared to the harmonic and cycloidal gearboxes, and assuming
a similar gear ratio, it is significantly bulkier and provides much less precision regarding
the output position. Moreover, there is a higher backlash, compared to other types of
precise gearboxes.
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The harmonic gearbox is very simple from the construction point of view, as it consists
of three main parts—a wave generator, a flexible spline, and a circular spline. It is very
compact and precise; however, due to the technologically demanding manufacturing
process of the flexible spline, it is more expensive than the planetary gearbox. However,
the planetary gearbox requires an optional additional output bearing to withstand the
tilting stress, which takes up some more mounting space and increases the overall price of
the gearbox.

Compared to the previous two types of gearboxes, the mechanical construction of the
cycloidal gearbox is much more complex, due to the use of an eccentric shaft with cycloidal
wheels, needles, transformation elements, bearings, and other mechanical components.
This mechanical complexity increases the overall price but delivers a high torsional stiffness,
high positioning precision, and, due to the implemented axial and radial bearing system, the
gearbox offers high load capacity, which includes axial forces and tilting moment. On the
other hand, these properties are accompanied by a highly nonlinear friction characteristic.
Regardless of the gearbox type, the sizing of the compact geared actuator and its parts,
such as the electric motor or brake, requires knowledge of the gearbox characteristics.

The efficiency and friction curve are fundamental characteristics of the gearbox. Fric-
tion has a significant impact on the proper sizing of the electric motor and affects the control
of the actuator. The implementation of friction compensation in the control structure im-
proves the dynamics and positioning accuracy of the actuator. Moreover, friction decreases
the motor torque needed for dynamic braking; thus, faster braking can be achieved. This
is very important in collaborative robotics or automated guided vehicle propulsion. The
model of the gearbox, considering the friction characteristic, can be used in the precise
output torque control. Various approaches for the modelling of the efficiency and friction
of gearboxes can be found in the following literature:

• for planetary gears: [1–9];
• for cycloidal gears: [10–14];
• for harmonic gears: [15,16].

The analytical model of a planetary gearbox is presented in [1], and the relationship
between the power transmitted through the gearbox and the speed ratio has been found.
The proposed method enables the evaluation of efficiency with conventional programming
languages. The optimisation methods to achieve the best possible efficiency of a planetary
gearbox were applied in [2], resulting in a mathematical model with eight design variables
and eighteen constraint conditions. The experimental results in [3] show that the spin
power loss of a planetary gearbox increased with the increasing number of planets, and
that it is not viable to change the number of planets to improve the efficiency of the gearbox.
The simple Simulink model was presented in [5], with the estimation of viscous friction.
The finite element method was applied to investigate the level of stress and deformation of
a planetary gearbox in [6]. The aim was to improve the efficiency of the drive; however, an
analytical model of the gearbox was not provided.

An efficiency study of a cycloidal gearbox for robotic applications can be found in [10],
where it was shown that manufacturing deficiencies increase the stress and losses in partic-
ular mechanical spots of the gearbox. An efficiency adjustment of cycloidal drives based
on the varying circumference of cycloids was presented in [11]. The developed model
predicted a large range of efficiencies across various torque ratios and roller constraints.
The quantitative analysis of meshing power losses in the cycloidal gearbox was provided
in [12], where the formula for gear meshing efficiency was proposed for a load-dependent
type of losses. The improvement in the efficiency for cycloidal gearbox and its comparison
with other types of gearboxes was shown in [13]. Various methods of analytical efficiency
calculation, based on theoretical mathematical models of cycloidal gearboxes, and the de-
termination of power losses and friction due to contact of gearbox-specific elements, were
presented in [14]. The modelling of the harmonic drive was presented in [15]. The resulting
model reproduced dynamic responses of the gearbox with acceptable precision. The param-
eters of the model were determined by an analysis of the harmonic-drive system; however,
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the model performance was highly sensitive to transmission properties. The novel ap-
proach to modelling harmonic drive transmission can be found in [16], where the proposed
model captures the nonlinear stiffness and hysteresis behaviour of the harmonic gearbox.

The complexity of the high-precision gearboxes caused by the nonlinear friction
characteristic makes it very difficult to analytically derive an accurate model of the gearbox.
In addition, it is almost impossible to construct two gearboxes with identical parameters;
thus, every high-precision gear has unique properties. Therefore, the direct measurement
of the gearbox efficiency by employing a torque transducer provides the most accurate
information about the efficiency and performance of a specific gear.

In this paper, efficiency and friction have been studied for a PMSM machine and
cycloidal gearbox integrated into a single actuator. Compared to previous studies based
on the experimental measurement-based modelling [10,16,17], the model of the gearbox
was developed from the measured dataset of speeds and torques. The efficiency of the
actuator is calculated for all four quadrants of the torque–speed area, and the nonlinear
friction characteristic is modelled by a unique exponential function. The complex gearbox
friction model, incorporating the friction characteristic and the stiction, is introduced and
experimentally verified.

2. Experimental Setup for the Measurement of Actuator Characteristics

The analysed actuator with the cycloidal gear (denoted as DUT—drive under test;
parameters can be found in Appendix A) was measured on a test bench as shown in
Figure 1. The DUT was loaded by another electric drive (denoted as LM—loading machine).
A planetary gearbox was used on the output of the LM, so the LM did not have to be
unnecessarily large and the machine with the lower rated torque could be employed. This
reduced the cost of the experimental setup and reduced the space requirements.

Figure 1. Experimental setup for the measurements and tests.

Both drives, DUT and LM, were fed by industrial SIEMENS Sinamics S120 servo
drives with a single SIMOTION control unit. The actual torque on the common output
shaft was measured by the torque transducer Magtrol TF213. The measurement range
was 500 Nm with 0.1% accuracy. The sensor was mounted directly on the DUT output
flange, and on the other side, it was connected via flexible coupling to the LMs planetary
gearbox output shaft. The electric output of the sensor was connected to and evaluated by
the SIMOTION control system.

The motor torque cannot be measured directly, as the motor is an inseparable part
of the compact actuator. Moreover, in the final application, it is not desirable to use a
torque sensor either. Therefore, the motor torque was evaluated by the servo drive from
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the motor current. Nevertheless, considering the use of the mathematical model in the
actuator control, it is advantageous to model the relationship between the actuator output
torque and the motor torque, which is calculated by the motor control system. Here, it
is not important to analyse the efficiency of the motor and gearbox separately; thus, the
efficiency of the motor is included in the gearbox efficiency.

To sum up, the measured variables were:

• the actual motor speed of DUT;
• the actual motor torque of DUT (derived from the motor current as the internal value

of the servo drive);
• the actual torque on the output shaft.

The measurement process was based on an incremental step-change of load torque
from negative to positive values during the constant speed operation of DUT, where each
step lasted for 5 s. This step-change of load torque was repeated for various speed values,
from −2000 rpm to 2000 rpm, with a 100 rpm step. A similar testing profile was used in [10].
The applied testing profile is shown in Figure 2 with a 100 ms sampling time; the figure
displays 1000 s from more then 3 h. Using this approach, all speed–torque quadrants were
covered with approximately 50 samples, taken in each operating point.

Figure 2. A testing profile for the measurement of the gearbox friction characteristic.

The range of the measurement parameters was determined by the operating range of
DUT. The measured data for each torque–speed combination were averaged to obtain a
single value of speed and torque for each operating point.

It is important to mention that the friction depends significantly on the actual tem-
perature of the gearbox. However, the actual temperature inside the gearbox is difficult
to monitor; thus, only the temperature on the gearbox housing is measured usually. The
housing temperature can be, as such, considered to be only an informative value due to the
thermal inertia of the gearbox. The actual temperature of the gearbox components inside
the housing can vary significantly, compared to the housing temperature. Therefore, the
actuator was pre-heated to a steady operating temperature to prevent the temperature
influence on the friction measurement. The temperature of the actuator can be considered
constant during the measurement.

3. Stiction

Stiction is the phenomenon in which friction limits the movement of the rotor until
sufficient torque is applied [18]. After that, the rotor starts to rotate and the friction
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drops below a static friction value level. Then, with the speed increase, the other friction
components rise to the friction characteristic, as described in Sections 4 and 5.

The stiction measurement is performed using a slow torque up–down ramp; the
observed values are the motor torque and the rotor speed (Figure 3). The stiction Tst is
determined as a value of torque in the instant in which the rotor starts its movement. To
obtain an accurate value of the stiction, several points were measured and averaged.

Figure 3. A stiction measurement.

4. Gearbox Efficiency

The gearbox efficiency, in terms of torque conversion, is defined as:

Tout = Tin i η, (1)

where Tout is the output torque, Tin is the gearbox input torque, i is the gearbox ratio, and
η is the gearbox efficiency.

Assuming the gearbox operation in steady temperature, the gearbox efficiency de-
pends on the actual speed and torque:

η = f (Tin, ωr), (2)

where ωr is the input angular speed.
Using the measured and subsequently averaged data, the actuator efficiency is calcu-

lated as follows:
η =

Tout

i Tin
× 100%. (3)

Note that Equation (3) was used only to calculate the efficiency from measured values.
In practice, it is advantageous to relate the efficiency to the input torque (as defined in
Equation (2) and later in Equation (9)), as it is easier to measure (the information may be
read from the servo drive and no additional sensor is needed in the application). Therefore,
all measurements results are related to input torque and speed.

A graphical representation of the measured data is in Figure 4. Red dots represent the
efficiency in a negative speed direction, and blue dots stand for a positive direction.

The measured efficiency, as is depicted in Figure 4, varies notably in each quadrant.
As it was expected, the efficiency is above 100% in generator mode, as Equation (3) has
been used for the motor as well as the generator mode.

The efficiency approaches negative or positive infinity for motor torque values close
to 0 Nm in all four quadrants. The main reason for this is the static friction (or stiction), as
the gearbox itself can hold a certain load without any motor torque or even with low motor
torque in the same direction.
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Figure 4. Four-quadrant visualisation of efficiency points of the gearbox, obtained by experimental
measurement.

A mathematical description of the measured efficiency is needed to build up a mathe-
matical model for further usage in simulations and system control. However, as can be seen,
there are large discontinuities present, i.e., the efficiency during the speed transition from
the positive to negative direction within the same load can suddenly increase from 60% to
120%. Therefore, the mathematical approximation of the efficiency should be conducted
separately for each quadrant. Nevertheless, using such an approximation in simulation or
in drive control will cause undesired peaks during the transients between quadrants, as
the efficiency value may suddenly change by more than tens of percents in the worst case.
Thus, another approach to model the efficiency with the same dataset will be described in
the next section.

5. Friction Characteristic

The main factor affecting the overall mechanical efficiency is the friction in the me-
chanics, which causes general mechanical losses Tloss. These mechanical losses are, in the
most simple way, modelled only by viscous friction:

Tloss = Bωr, (4)

where B is the coefficient of a viscous friction. However, especially in cycloidal gearboxes,
the friction coefficient is not constant. Instead, friction depends on actual angular velocity,
load torque, and temperature. When assuming a constant temperature, friction losses
can be defined as a nonlinear friction characteristic, as a function of angular velocity and
input torque:

Tloss = ωr f f (Tin, ωr), (5)

where f f (Tin, ωr) is the friction characteristic.
Using this approach, the original mechanical equation (Equation (1)) can be expressed

as follows:
Tout = Tin η i = (Tin − Tloss) i = (Tin − ωr f f (Tin, ωr)) i. (6)

The friction characteristic can be determined, using the same measured data and
Equation (6), as:

f f m(Tin, ωr) =
(Tin − Tout/i)

ωr
. (7)

The determined friction characteristic is depicted in Figure 5 from the input (i.e.,
motor) shaft perspective, where red dots are from the negative speed region (e.g., 2nd and
3rd quadrant) and blue dots belong to the positive speed region (e.g., 1st and 4th quadrant).
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As can be seen, the friction characteristic does not contain large discontinuities, as was the
case in Figure 4 for efficiency. Thus, it is sufficient to divide characteristics into two regions
only—one each for positive and negative speed. This is needed for further data processing
and mathematical approximations.

Figure 5. Four-quadrant visualisation of friction points of the gearbox, obtained by experimental
measurement (input shaft perspective).

At first, the measured friction was approximated for the points with the same load by
the following exponential function:

f f (Tin = const, ωr) = a exp(b ωr) + c exp(d ωr), (8)

Next, function parameters a, b, c, d for every torque value were compared and plotted
as a dependency on the torque. This way, the possible approximation of each parameter
could be observable. It was apparently visible that parameter a showed a quadrature
dependency in relation to input torque, that parameter b showed a linear dependency, and
that parameters c, d were almost constant over every torque value. Therefore, they were
fitted using the MATLAB fit function. As a result, the following form of the approximation
function was found:

f f j(Tin, ωr) = (pj1 T2
in + pj2 Tin + pj3) exp((pj4 Tin + pj5)ωr) + pj6 exp(pj7ωr), (9)

where index j = 1 stands for the positive speed interval, index j = 2 stands for the negative
speed interval, and pjx are the coefficients of substitute functions, as described above and
listed in Appendix A, Table A3. The graphical representation of the friction characteristic
approximation is shown in Figure 6, where red circles represent measured values.

The function given by Equation (9) approximates the measured values, with the R-square
value equal to 0.988 in this case. The equation used in the R-square evaluation is presented
in Equation (10) with the sampled data and the calculated friction function for the same
input data.

R2 = 1 − ∑n
k=1( f f m(Tink, ωrk)− f f (Tink, ωrk))

2

∑n
k=1( f f m(Tink, ωrk)− f̄ f m)2 , (10)
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where n is the number of measured values and f̄ f m is the average value of the measured friction.

Figure 6. A comparison of the measured and approximated friction characteristics of the actuator.

6. Simulation Model of the Servoactuator

The simulation model of the measured servoactuator consists of the electrical and the
mechanical part, including the gearbox equations. The electrical part of the servoactuator
is described by the following model in dq-coordinates:

did
dt

=
1
Ld

(−Rid + pLqiqωr + ud), (11)

diq

dt
=

1
Lq

(−Riq − pLdidωr − 2kt

3
ωr + uq), (12)

Te = ktiq, (13)

where id and iq are direct (field-generating) and quadrature (torque-generating) currents,
R is the phase resistance, Ld and Lq are direct and quadrature inductances, kt is the motor
torque constant, p is the number of pole pairs, and ud and uq are direct and quadrature
voltages, respectively.

The mechanical part with the gearbox is described as follows:

dωr

dt
=

1
J
(Te − Tloss − TL

i
), (14)

Tloss =

{
sgn Tst, if | f f (Tin, ωr)| < Tst

ωr f f (Tin, ωr), otherwise
(15)

ωr =

{
0, if |Te| < Tst and |ωr| < ωst∫

dωr dt, otherwise
(16)

ωout =
ωr

i
, (17)

where J is the system inertia calculated to the input side of the gearbox (e.g., motor side),
TL is the load torque, Tst is the stiction, ωst is the stiction breakaway speed at which the
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stiction affects the motor, and ωout is the output angular velocity. The stiction breakaway
speed has a small value, selected by the trial-and-error method, to avoid current chattering
at standstill.

Here, Equations (15) and (16) are divided into two cases to model the stiction effect,
which is present when accelerating from zero speed and during speed direction transition.
Firstly, the input torque Te must prevail over the stiction to start the movement. Then,
when the rotor starts to rotate, friction function f f (Tin, ωr) takes place.

The mathematical model was simulated with the parameters listed in Appendix A,
and the simulation results are shown in Figure 7. The simulation was performed for the
complex gearbox model as well as for the simple friction model, according to Equation (4).

The movement starts at the time t = 1 s by the torque-generating current peak,
followed by a little drop. This is caused by the stiction described in Section 3. Next,
the torque-generating current rises according to the acceleration and gearbox friction
characteristics.

In transition, when the speed changes its direction (at the time t = 8 s), the stiction
effect is observable again. This causes a short steady-state phase with the zero speed, until
the torque rises to a higher value, along with the stiction. The simple friction model given
by Equation (4) significantly differs in transition, which can be observed in the waveform
of the torque-generating current and the speed direction change.

At the end of the movement, in standstill operation with zero speed, the torque-
generating current remains at a level which is not sufficient to move the rotor. This
phenomenon is a consequence of the stiction, as the speed drops to zero at the moment
when the motor torque drops under stiction.

Figure 7. A simulation of a simple movement of the actuator without load, where the angular
velocity of the motor is blue and the torque-generating current is red. Continuous lines represent the
simulation with the presented friction model, whereas dashed lines represent the simulation with the
basic friction modelling. The upper plot shows the whole movement, the bottom-left plot shows the
movement start in detail, and the bottom-right plot shows the stiction effect during speed transition.

7. Experimental Results

The same movement as in Figure 7 was performed by the actuator on the test bench.
Results are compared with the simulation in Figure 8. Again, the torque-generating current and
the angular velocity of the motor was observed. No load was applied during the experiment.

It can be concluded that simulated waveforms match the responses of the real system. The
differences in the transients are caused by inequalities of the characteristics over the mechanical
revolution of the gearbox, as all mechanical parts are manufactured with some mechanical
tolerance, which affects the mutual mechanical contact of internal gearbox components.
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The model of stiction, causing current peaks, a small steady phase during speed
direction change, and a non-zero current at standstill, are reproduced fairly. This can be
observed in the detailed waveforms provided by Figure 9.

A comparison of the mathematical model and the real measurement for another speed
value is shown in Figure 10. Here, the results are very close to each other as well.

Figure 8. A comparison of the simulation and the real measurement of the actuator movement
without load. The upper plot shows the waveforms of torque-generating currents; the bottom plot
shows the angular velocity.

Figure 9. A detail of the transition from positive to negative speed during actuator movement.
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Figure 10. A comparison of the simulation and the real measurement of the actuator movement
without load, with 800 rpm as the speed setpoint.

8. Conclusions

The presented mathematical model of the gearbox was focused on modelling the
friction in the cycloidal gearbox, attached to the permanent magnet synchronous motor in
the compact actuator. The friction model is based on the new approach, considering the
stiction phenomena and the nonlinear friction characteristic.

The mathematical model was verified by a comparison of the simulation with the
real system—an actuator with a cycloidal gearbox. The results confirm that the designed
mathematical model of gearbox has a high level of accuracy.

The model can be used in actuator or motor control to compensate for the friction,
which can further improve the dynamic behaviour of the controlled system. Moreover, the
model shows various aspects (e.g., current peaks during the motor speed-up or non-zero
current at standstill) which have to be considered in the actuator and the whole system
design. Finally, the model finds usage in the various model-based control techniques
as well.

Although the accuracy of the model in the terms of friction is very high, the model
does not cover the torsional stiffness and backlash, which are important for modelling
positioning accuracy. However, the presented model can be used as the basis or as an input
part of a more complex mechanical model of the cycloidal gearbox.

The disadvantage of the presented mathematical model is the fact that it is based on
experimental data; thus, there is no rule for calculating parameters in the friction model.
However, such a rule would be hard to establish. The main reason for this is that there
can be significant differences between every gearbox produced. In reality, each cycloidal
gearbox has its unique performance, thanks to the mechanical complexity of the gearbox
and a lot of parameters affecting the gearbox performance during its production. Therefore,
the authors suppose, to obtain general model parameters, a statistically significant amount
of measurement and the determination of the parameters for a given product line should
be performed and statistically evaluated.
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Appendix A

The parameters of the measured actuator are summarised in Table A1. The controllers’
settings are given in Table A2. The parameters determined from measurements and used
in the simulation are summarised in Tables A3 and A4.

Table A1. Parameters of the measured actuator.

Parameter Symbol Value Unit

Rated voltage Udc 560 V
Rated current In 2.81 A

Phase resistance R 2.61 Ω
Direct inductance Ld 18.5 mH

Quadrature inductance Lq 18.5 mH
Torque constant kt 1.25 NmA−1

Pole pairs p 5 –
Gearbox ratio 1 i −32 –

1 The measured gearbox inverse of the direction of the rotation, which is represented by the negative sign before the
gear ratio.

Table A2. Controllers’ settings.

Parameter Symbol Value Unit

Current loop—Proportional gain Ki 30 VA−1

Current loop—Integral reset time Ti 1.1 ms
Speed loop—Proportional gain Kω 0.15 Nms.rad−1

Speed loop—Integral reset time Tω 25 ms

Table A3. Friction characteristic model parameters.

Parameter Value

p11 0.017
p12 0.0065
p13 0.0704
p14 −0.0038
p15 −0.0968
p16 0.0085
p17 −0.0078
p21 0.014
p22 −0.0035
p23 0.0713
p24 0
p25 0.1004
p26 0.0094
p27 0.0092

Table A4. Stiction model parameters.

Parameter Symbol Value Unit

Stiction breakaway speed ωst 0.5 s−1

Stiction Tst 0.2 Nm
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Abstract: This paper deals with the modification of the mechanical system of the needle bar.
The purpose of this work is to reduce the vibration and noise of the sewing machine for creat-
ing a decorative stitch. A special floating needle is used to sew this stitch, in which two mechanical
systems of needle bars handover through the sewn material, so that a perfect imitation of a hand
stitch is created. The original system, which controls the release of the needle at the handover location
by abruptly stopping the needle bar control element, could be replaced by a new system that uses
magnetic force to release the needle. In addition to the usual design procedure, numerical simulations
of the attractive force of the electromagnet are also used in the design of a suitable electromagnet.
At the same time, an electrical circuit is also designed to allow the needle to be released and gripped
quickly. The advantages of the new system lie not only in reducing vibrations and the associated
increase in the operation speed of the machine, but also in making it easier for the machine to switch
to possible automated or semi-automated production.

Keywords: sewing machine; needle bar; floating needle; electromagnet; electromagnetic simulation;
noise reduction

1. Introduction

The subject of the research is a special sewing machine, which is used to sew a
decorative stitch. To do this, it uses a so-called floating needle, which has a tip on both sides
and an eye in the middle. This needle passes through the sewn material back and forth
with each stitch, thus imitating the hand stitch very well. In this process, two mechanical
systems of needle bar (hereinafter also referred to as the needle bar), located one above
and the other below the machine’s worktop, transmit the needle. The release of the needle
during its transfer is controlled on the needle bar by a mechanical stop. Excessive vibration
and noise occur when the needle bar control element hits the stop [1]. Modifications to the
existing mechanism to reduce noise have been discussed before and the results have been
published in [2,3].

The principle of imitation of a hand stitch, which is used by the investigated sewing
machine, has been known for a long time. The first mention of a needle with spikes
at both ends appeared in 1755. At the time, it was a proposal by the German inventor
Charles F. Weisenthal, who wanted to replace low-productivity hand sewing with machine
sewing [4,5]. Long after the discovery of the sewing machine with a chain stitch, and later
also with a lock stitch [6], Weisenthal’s needle again found application in hand-stitch
imitation machines. The principle of making a hand stitch was invented by Jessie Langsdorf
in 1936. His patent, issued in 1937, was used by the Naftali brothers in collaboration with
the AMF (American Machine and Foundry Company, Brooklyn, New York, NY, USA) in the
manufacture of tie-making machines [7,8]. In the following years, the system was gradually
improved and found its use in decorative sewing machines and button sewing machines.
Since then, the sewing machine has undergone several modifications, but this system is
still unsatisfactory.
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Modern sewing machines must meet many requirements, such as quiet operation,
minimal vibration [9], long life of the mechanisms used and easy operation of the machine.
Great emphasis is also placed on reducing the time of the sewing process, which has a direct
effect on increasing sewing productivity [10]. New work is also based on these assumptions,
which deals with the design of a completely new system that does not require a mechanical
bond to release the needle. This will allow the noise generated by the release of the needle
on the original system to be completely eliminated. The motivation for this research is, on
the one hand, the great pressure of the consumer industry to reduce production costs and,
on the other hand, the need to protect the working operator of the sewing machine from
higher noise levels [11–13].

The mechanical system of the needle bar performs a rectilinear reciprocating move-
ment, which is realized on the original machine by a cam mechanism. According to
previous studies, it has been found that replacing an existing needle bar drive with a
controlled servo drive will also significantly affect vibration reduction, including meeting
the assumption that the operating speed of the machine will increase. The design of a new
needle attachment system should also contribute to this. In addition, replacing the original
needle bar drive with a mechatronic system should facilitate the transition to automated
production [14–17]. Thus, there is a noticeable support for automation in the field of the
clothing industry, where there is an effort to at least partially automate the process of
manufacturing clothing. It is quite certain that if the sewing process is to remain reliable
after increasing the operating speed, the mechanical system of the needle bar needs to
be adjusted.

2. The Current Method of Gripping the Needle

The section of the mechanical system of the needle bar is shown in Figure 1. The
needle bar performs a rectilinear reciprocating motion. This is ensured by the carrier 12,
which is connected to the needle bar shell 4 and drives the needle bar according to the
required stroke, which is generated by the cam mechanism on the original sewing machine.

 

Figure 1. The current method of gripping the needle—gripping the needle.

The floating needle 1 is held in the needle bar by gripping system 2. The system
consists of a pair of balls which are housed in a roller 3. Figure 1 shows the mechanical
system of the needle bar holding the needle, where the balls are pressed against the conical
surface by means of springs 5, and 13, which causes them to be pinched.

The release of the needle is controlled by the impact of the control element (which
consists of parts 6, 7, 8, 9, 10, and 11) on the stopper 15, located on the machine frame.
The release occurs during the needle bar movement to the needle handover location. This
condition is shown in Figure 2.

The original mechanical system of the needle bar is designed for lower speed, and
therefore at higher speed the inner parts of the needle bar oscillate, which is described in
detail in [18,19].
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Figure 2. The current method of gripping the needle—releasing the needle.

3. Design of a New System

3.1. Requirements for a New Mechanism

During the sewing process, forces act on the needle which affect the gripping part of
the needle bar. A measuring aid was designed to determine these forces. It was a modified
stitch plate, which was equipped with strain gauges. The measurement of the forces acting
on the needle during sewing on the investigated sewing machine is described in detail
in [20]. This measurement determined the forces with which the needle should be held
during the sewing process. The needle must be held with a minimum force of 25 N when
piercing. The force must be at least 15 N during drawing through the sewn material. The
needle must be flexible during transfer. The weight of the needle bar should not increase
significantly so as not to negatively affect the required torque of the drive motor.

One of the solutions to simplify the mechanical system and at the same time eliminate
the problematic impact of the control element into the stop is to use the magnetic force to
attach the needle using an electromagnet [21]. The general advantage of electromagnetic
control is that it allows the power supply parameters to be changed independently, regard-
less of the other mechanisms of the sewing machine, because they are not connected by any
mechanical coupling. Another advantage is that the electromagnets can be overloaded for
a short time, which allows their more efficient use. A relatively small stroke, approximately
2 mm, is required to operate the existing needle gripping system. For such small strokes,
the use of electromagnets is a suitable choice due to their attractive force characteristics [22].

There are a number of arrangements, or constructions, of the electromagnet. The most
basic electromagnetic arrangement is the front electromagnet, which is shown in Figure 3. It
excels in high strength in the attracted state. However, as the air gap increases, its strength
decreases very sharply.

Figure 3. Front electromagnet.

Another variant is the so-called solenoid, where the armature is pulled by an electro-
magnet. This solution is characterized by a more gradual decrease of the attractive force.
It is therefore suitable for applications in which it is necessary to apply force at different
anchor positions. The electromagnetic solenoid can exist in two variants, pushing and
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pulling, according to the direction of the derived arm force. The pushing arrangement
shown in Figure 4 has a flatter force characteristic, i.e., in the position of the zero air gap, it
has a smaller attractive force, and on the contrary, in the position of the maximum air gap,
it has a greater attractive force. The pulling arrangement is shown in Figure 5.

Figure 4. Push solenoid.

 

Figure 5. Pull solenoid.

In general, the magnetic force depends on the perpendicular cross-sections of the
surfaces that make up the magnetic circuit, i.e., the larger diameter armature has a greater
attractive force than the smaller diameter armature while maintaining the coil parameters.

Another possibility is to use the needle itself as the armature of the electromagnet
and, unlike the previous two variants, to omit the ball gripping mechanism, as shown
in Figure 6. However, due to the very small needle diameter, approximately 1 mm, the
attractive force would be very small. This would not be a problem when piercing, but
without a self-holding ball gripping mechanism, the needle could be easily pulled out of
the gripper. This variant would therefore only be suitable for sewing delicate fabrics where
there are no large frictional forces during drawing.

Two solenoid layout options allow us to design two variants of the mechanism. In
the first, when the electromagnet is not energized, the spring closes the mechanism and
keeps the needle gripped. In the second, when the electromagnet is not energized, the
spring opens the mechanism. From the point of view of the functionality of the mechanism,
it would be more appropriate to use the variant where the needle remains gripped and
does not fall out spontaneously when the power supply is disconnected. However, it is
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necessary to perform a force analysis to select a more suitable variant for the dynamic
characteristics of the needle bar.

Figure 6. The needle itself as the armature of the electromagnet.

For an initial consideration of electromagnet design, we can specify which forces act
on the control element. Inasmuch as we require the control element to move at the same
speed and acceleration as the needle bar shell most of the time, we can define the required
force that will act on the control element. Because the acceleration of the needle bar is
precisely defined by the stroke dependence, we can determine the course of this inertial
force relatively accurately.

Another force present is the force exerted by the spring, which returns the mechanism
to its initial position. We assume that the spring has a linear stiffness characteristic. In the
graph in Figure 7, it should have a general force function in the transition area, but for
simplicity it is shown as linear with respect to the rotation of the control cam [23]. The
last significant force is the attractive force of the solenoid. The force characteristic of the
solenoid is hyperbolic depending on the actual size of the working air gap.

Figure 7. The course of forces on the mechanism with the push solenoid.

We can also show the contact force between the control element and the needle bar
shell. If we want the control element to be in a clearly defined position, the contact force
must be negative for the closed state and positive for the open state. Contact force can be
zero with no contact. During needle release, this force determines the acceleration of the
control element relative to the needle bar shell. This phenomenon is very important as it
determines the time for which the needle will be released or attached. When analysing
the force characteristic, the time at which the gripping mechanism is closed or opened
is important. For the purpose of simplification, in this case, this time is chosen in the
sinusoidal acceleration amplitude. If we plot all the forces in the graph in Figure 8 as a
function of the cam rotation, we can observe several important findings.
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Figure 8. The course of forces on the mechanism with the pull solenoid.

In the case of a solenoid in the pushing arrangement, its applied force in the attracted
state must be greater than the sum of the force exerted by the spring and the amplitude
of the inertial force so as not to disengage the control element from the needle bar shell.
In other words, the total force acting on the control element must be less than zero in the
interval when the required needle gripping and greater than zero in the interval when the
needle is released.

If we compare the variant of the push and pull solenoid, we find that there are a
number of differences. The fundamental difference is that the pull solenoid only exerts
force when the mechanism is in the open state. This means that in order to compensate
for the accelerating force when moving the needle bar, there is only a spring, which must
therefore exert several times more force than in the case of the push solenoid. Assuming
that the working stroke is the same for both springs, this spring would certainly have larger
installation dimensions and greater weight. The second problem is that the pull solenoid
has the least force at the largest air gap, that is, at the exact moment when we need to open
the gripper quickly.

For the following reasons, the variant with the push solenoid was chosen for the
solution. The acceleration of the needle bar only occurs when the needle is gripped, i.e., at
the moment when the push solenoid exerts the greatest force. In addition, due to the shape
of the armature, the push solenoid exerts more force than the pull solenoid at the moment
of the largest air gap. Nevertheless, there is one disadvantage. When the power supply is
disconnected, the needle is released by the return spring.

Figure 9 schematically shows the new needle bar design. The needle bar shell 1 must
be made of several pieces in order to be able to assemble the mechanism. The needle 2 is
held by balls 3 housed in a roller 4. The roller is controlled by a part 9, which is screwed
onto the armature of the electromagnet 11. The armature is returned to its initial position
by a spring 8. The electromagnet itself consists of a coil 13 and a frame 12. The movement
of the armature is damped by a rubber pad 10. To seat the needle, there is a roller 5, which
is returned by the spring 6 to the basic position. The spring is supported on a pin 7, which
is fixed in the needle bar shell.

 

Figure 9. Design of the new mechanical system of the needle bar.
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3.2. Winding Dimensioning

The design of the electromagnet winding is a relatively complex issue that solves the
magnetic fluxes around the coil, the heat dissipation from the coil space to the surroundings
also plays a big role here. The usual procedure in the design of electromagnets is the
use of empirical relationships, which are based on simplifying assumptions, especially
discretization of a continuous problem into several material blocks. Here, the methodology
of Professor Cigánek is used [24].

The calculation is based on the empirical equation of the attractive force F of
the electromagnet:

F = π105B2d2ε2(1 + ν) (1)

including the induction in the centre of the coil B, the armature diameter d, the magnetic
flux deflection factor ε and the flux increase factor ν.

For an approximate calculation of the armature diameter, we can use this equation:

d = 0.115 5

√
F

1 + ν
δ2 (2)

in which only the required attractive force F occurs at the required air gap δ.
For a more accurate calculation, it is then necessary to use this equation:

d = 5

√
20.2 × 105ρk2

s (1 + β)Fδ2

ξβε2λ(1 + 2β)(1 + ν)αΔϑm
(3)

in which there are other auxiliary factors and selected parameters. Specifically, the ratio
of winding thickness to armature diameter β, length ratio λ to armature diameter, coil
winding factor ξ (i.e., how much geometric space of the coil is occupied by the copper
itself), conductor resistivity at operating temperature ρ, magnetic circuit saturation factor ks,
heat conduction coefficient α, and finally the temperature difference between the operating
temperature and the environment ϑm.

Figure 10 shows the course of the coil weight (green-yellow area) and the armature
weight (purple area) depending on the parameters β and λ. It is possible to see the opposite
trends of both dependencies, so it is necessary to select values that will compromise the
requirements for the weight of the armature and coil.

The calculation of the factors ν and ε can be performed using the following relations,
although these relations contain an average d, which is currently unknown. It is either
possible to use an approximate relation to calculate the mean d, or to calculate these three
equations iteratively until the deviation is acceptably small. In practice, the average d is
chosen as an integer for production reasons, so accuracy does not matter much at this stage.

ν =
2δ2

d3ε2 ln(1 + 2β)
(4)

ε = 1 +
δ

d
−
(

δ

d

)2
(5)

This relation applies to the cross section of conductor S:

S =
4480
Uε

ks(1 + 0.75)ρδ

√
F

1 + ν
(6)

The number of turns of coil N is calculated as follows:

N =
ξ

S
βλd2 (7)
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The approximate value of the induction in the centre of the coil B can be expressed by
the relation:

B =

√
F

π105d2ε2(1 + ν)
(8)

The last equation needed for the calculation is the steady state equation of the flowing
current I:

I =
107Bδks

4πN
(9)

The result of these empirical equations are the calculated values of armature diameter
d (respectively radius r1), coil length L and coil diameter D (respectively radius R), coil
conductor diameter dC and current I flowing through the coil at a given voltage. Other
values that need to be selected are related to the design of the electromagnet itself, especially
the air gap between the components.

 

Figure 10. Graphical representation of the dependence of the coil and armature weights on the
dimensional ratios.

The calculation performed should be taken as a guide only, as it applies to the pull
solenoid, not the push solenoid, which has a different design and different magnetic
conditions. Nevertheless, it provides enough input information to create an electromagnetic
simulation that calculates the attractive force much more accurately.

Table 1 shows the reference parameters. Table 2 shows the main calculation parameters
of the coil.

In Figure 11, it is possible to see the proposed dimensions that are needed to create
a simulation model of the attractive force; the values of the dimensions are entered in
Table 3. The table contains the construction dimensions of the electromagnet, which are
based on the technological possibilities of electromagnet production and the construction
arrangement of the needle bar. The basic parameters obtained on the basis of the calculation
given in Section 3.2 were respected during the design.
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Table 1. Reference parameters.

Parameter Symbol Value

Attractive force at maximum stroke F 6 N
Air gab at maximum stroke δ 2 mm

Coil voltage U 3 V
Coil winding factor ξ 0.7

Magnetic circuit saturation factor ks 1.3
Flux increase factor ν 1.41 × 10−5

Magnetic flux deflection factor ε 1
Length ratio to armature diameter λ 2

Ratio of winding thickness to armature diameter β 0.4

Table 2. Calculated parameters.

Parameter Symbol Value

Armature diameter d 12 mm
Coil diameter D 25.6 mm

Coil length L 28.8 mm
Coil conductor diameter dC 0.6 mm

Magnetic induction in the centre of the coil B 0.36 T
Number of turns of coil N 400

Static current I 1.9 A

 

Figure 11. Electromagnet dimensions.

Table 3. Electromagnet dimensions.

Parameter Symbol Value

Air gap δ 0–2 mm
Internal air gap 1 Δ1 1 mm
Internal air gap 2 Δ2 0.1 mm
Internal air gap 3 Δ3 0.1 mm
External air gap Δ4 0.1 mm

Shaft radius rk 2 mm
Armature radius r1 6 mm
Coil inside radius Rin 8 mm

Coil outside radius R 12.8 mm
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Table 3. Cont.

Parameter Symbol Value

Skeletal thickness radial tk 1 mm
Skeletal thickness axial tb 1 mm

Coil length L 28.8 mm
Housing thickness 1 a1 7 mm

3.3. Simulation of the Attractive Force of an Electromagnet

As already mentioned, the empirical design serves only to approximate the dimensions
and is, today, no longer sufficient due to its low accuracy. At present, it is possible to use
numerical electromagnetic simulation based on the finite element method. There are several
pieces of software that deal with this issue; the program FEMM 4.2 [25,26] was chosen
for this work, because it has an integrated interface to the Matlab environment, which
continues to work with data.

The computational model is static, i.e., the entire magnetic circuit is in a steady state.
This is advantageous for simulating the end positions in which the electromagnet remains.
In this case, however, we are also interested in the state between the end positions, which
can be achieved by a quasi-static problem, i.e., by dividing into discrete time steps in which
the circuit is static. This introduces a certain inaccuracy into the model, but this procedure
is sufficient to determine the attractive force characteristic.

As a result of the electromagnetic simulation, we are particularly interested in the
characteristics of the attractive force of the electromagnet, i.e., its dependence on the size
of the air gap. The second important datum is the total inductance of the electromagnet,
which is important for the design of the electrical circuit of the coil supply.

In the simulation, we discretize the whole problem into a so-called finite element
network; the software can create this network itself based on the defined geometry and
parameters, such as the maximum element size. The network element type is set to a
triangle, the minimum angle of the triangle is set to 30◦, and the required accuracy is set
to 1 × 10−8.

The boundary condition is set to a free environment whose radius is 120 mm, as can
be seen in Figure 12.

Furthermore, it is necessary to define the materials of individual bodies because during
magnetization, it is necessary to know the relative permeability and hysteresis B-H curve.
The coil is defined by the resistivity of the conductor, the cross section, the number of turns
and the current flowing.

The material of the core, hence the metal casing of the coil, must be chosen with regard
to its magnetic properties. In general, relative permeability affects the magnetic flux, so the
greater the relative permeability, the less resistance of the material to the passing magnetic
flux. The shape of the hysteresis B-H curve affects the magnetic losses or the inductance of
the entire electromagnet.

Magnetically soft steels are used as core materials, i.e., steels which, after the elimina-
tion of the magnetic field, do not remain magnetized, so that their attractive force is close to
zero. These steels consist of either almost pure iron or, conversely, a very high alloy content.
For comparison, two steels were selected that have all of their parameters defined in the
FEMM 4.20 program, namely AISI 1010, which has an iron content of 99.5% and a steel
called Supermalloy, which contains 5% iron, 79% nickel and 5% molybdenum.

The FEMM simulation program can be controlled using commands in the Matlab
script, which allows us to iterate between the individual variants very quickly, as everything
can be automated. The quasi-static state is achieved by gradually shifting the geometry
of the anchor, i.e., by reducing the air gap. At each state, the attractive force is calculated,
which is equal to the volume integral of the Lorenz force.

Florenz =
∫

J × BdV (10)
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Figure 12. Simulation of the attractive force of an electromagnet: the boundary condition.

Figure 13 on the left shows the model in the FEMM 4.20 program with the finite
element network and defined materials; the right part of the model, after simulation in the
postprocessor, shows the magnetic flux lines and colour rendering of the magnetic field
intensity, where purple represents the highest intensity. The carcass material, which is in
fact plastic, is replaced by air because they have similar magnetic properties.

Figure 14 shows the simulation results for the initial state when the air gap is zero.
Figure 15 shows the simulation results for the maximum air gap condition.
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(a) (b) 

Figure 13. Simulation of the attractive force of an electromagnet: (a) mathematical model with created
simulation network; (b) simulation result with shown magnetic flux lines and magnetic field intensity.

As already mentioned, the main output of the simulation is the characteristic of the
attractive force. Figure 16 shows the characteristics for the two materials mentioned above.
It can be seen that the AISI 1010 steel has a more linear course than the Supermaloy steel,
which has a sharp break in its air gap area of 0.5 mm but a 50% greater attractive force in
the attracted state. The core material AISI 1010 or DIN 1.0413 was chosen for its design,
due to greater material availability, lower price and also because the electromagnet from
this material has a lower inductance of 0.033 H than the electromagnet from Supermaloy,
of 0.068 H.
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Figure 14. Distribution of magnetic flux and magnetic field intensity for minimum air gap.
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Figure 15. Distribution of magnetic flux and magnetic field intensity for maximum air gap.

 

Figure 16. Courses of the electromagnet attractive force obtained from the simulation.
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3.4. Coil Electrical Circuit Design

Because the electromagnet operates with relatively high dynamics, the transients of the
coil are important, especially the dependence of the current flowing through the magnetic
field on time and voltage. In general, the higher the voltage, the faster the saturation of the
magnetic circuit, but if the time of increased voltage is too long, the coil heats up excessively.
Therefore, it is necessary to determine how long it takes for the circuit to saturate.

From the previous simulation we know the value of the inductance of the electromag-
net, i.e., the inductance of the coil with the inserted soft core, so we can use the following
equation to describe the current and voltage:

U = L
dI
dt

+ RI (11)

Assuming that the resistivity and inductance are constant, the equation can be adjusted
to these forms by time derivation:

.
I +

RI
L

− U
L

= 0 (12)

.
I =

U − RI
L

(13)

The differential equation [27] can then be solved using a homogeneous solution:

I(t) = C1 + C2e−( R
L )t (14)

There is defining initial and final coil saturation conditions. At the beginning, there is
zero current; at infinity, the current approaches the constant value given by Ohm’s law:

I =
U
R

(15)

I(0) = 0 = C1 + C2 × 1 (16)

C1 = −C2 (17)

lim
(t→∞)

I =
Ustat

R
= −C2 + C2e−( R

L )T = C2

(
−1 + e−( R

L )∞
)

(18)

C2 =
U∞

R
(19)

From which, the constants C1 and C2 can be calculated and substituted into the solution:

I(t) =
Ustat

R

(
1 − e−( R

L )t
)

(20)

In this case, we are interested in how long the current value approaches the asymptote
Ustat

R . The value of the approximation can be defined, for example, as:

C95 = 0.95 (21)

I95 = C95 I∞ = C95
Ustat

R
(22)

so we are looking for a current that has a value of 95% of the constant current value.
The equation is, therefore:

C95
Ustat

R
=

Ustat

R

(
1 − e−( R

L )T
)

(23)
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where T is the time sought when the coil will be sufficiently saturated:

T = − L
R

ln(1 − C95) (24)

These equations apply to the case when the voltage value is equal to the static voltage
value at which the coil is rated. However, for faster saturation, it is possible to increase the
voltage value after a while. After that, however, the equations compiled above no longer
apply, as this is a discontinuous problem. We can partially approach the desired value of
the saturation time if we adjust the current equation to the following form:

Ustat

R
=

U
R

(
1 − e−( R

L )T
)

(25)

T = − L
R

ln
(

U − Ustat

U

)
(26)

when the value of the asymptote approximation remains the same, but the course of the
exponential curve is adjusted to the new voltage value. The asymptote approximation
value is no longer needed because the new curve intersects the static current value.

Instead of an analytical calculation, it is also possible to calculate the original differen-
tial equation in the Matlab program, with the current set point.

To describe the state of discharge of the coil, we can use a slightly modified equation,
where we will again be interested in the time in which a certain current value is reached; in
this case, when it will be equal to zero. Here, too, the principle can be used to use a higher
voltage than the nominal one for the transient to speed up the process. However, due to
the polarity of the previous charge, it is now necessary to connect a negative voltage that is
a multiple of the nominal static voltage of the coil:

I(t) =
Ustat

R

(
e−( R

L )t
)

(27)

All of the above waveforms can be seen in the graph in Figure 17. The current functions
during charging and discharging the coil have the same shape, only mirrored and offset
along the horizontal axis. It can be seen that at a higher charging voltage 2Uref, a faster
charge will occur in time tn2 than at a nominal voltage tn1. The situation is the same for
discharging, only due to the initial conditions, it is necessary to move the discharge at higher
voltages along the horizontal axis so that at time t = 0, the current value is equal to the static
value of the coil current. The graph also plots the values of sufficient approximation to the
current asymptote, one for charging and the other for discharging the coil.

 

Figure 17. Courses of current during charging and discharging at different voltages.
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The resulting selected voltage profile can be similar to Figure 18; this is a solution where
the electromagnet is in a pushing arrangement. The voltage changes abruptly depending
on the position of the cam; in the mechanism gripped state, the current is reduced, as not
all the force that would be generated by the electromagnet is needed. The reduction in the
voltage will bring a smaller value of the generated waste heat in the conductor. To release
the needle, it is necessary to demagnetize the entire magnetic circuit, so a negative voltage
is applied during demagnetization. Thereafter, the coil is de-energized until just before the
point of gripping the needle, when a voltage multiplier is applied, which results in a sharp
increase in current. At this point, it is possible to briefly exceed the rated current of the
coil to create a value stronger than the rated force of the electromagnet. Then, the stress is
reduced again to the initial value; between these two states, it is possible to insert another
intermediate stage to achieve the desired characteristics of the attractive force.

 

Figure 18. Courses of physical quantities of the coil.

The ideal source with a hard characteristic, i.e., with a constant voltage at different
loads, is chosen as the voltage source. The voltage of the source is externally controlled so
that the optimal behaviour of the whole needle bar system is achieved. It can be assumed
that in the real case, the source will not have the ideal designed characteristics and will
contain delays and instabilities, which will bring a certain amount of deviation into the
system, which must be taken into account.

4. Discussion

The current design of the mechanical system of the needle bar of the special sewing
machine imitating a hand stitch makes it impossible to increase the operating speed of the
sewing machine due to the increase in vibration and noise. Scientific work has been done
in the past focused on needle bar innovation to reduce these problems. This work deals
with the design of a completely new principle of needle gripping and releasing control
using an electromagnet located in the body of the needle bar.

In the first part, the type of electromagnet was chosen together with the design of its
parameters and dimensions according to the typically used design procedure. The result
of the preliminary design is a push solenoid, which has a working stroke of 2 mm and an
attractive force at a maximum air gap of 6 N, supplied by a controlled direct current of 3 V,
but with the possibility of overload to 24 V as the armature moves.

In the next part, the computational model of the electromagnet was built in the finite
element program FEMM 4.20 and the characteristics of the attractive force, depending
on the size of the air gap or the position of the armature in the working range, were
determined. Since the empirical design of the solenoid parameters is valid for the pull
solenoid, the calculated forces in the FEMM 4.20 program differed due to the different
design; specifically for push solenoids, the force is greater at maximum air gap, which was
confirmed by calculation of 8.2 N.
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It is clear from the design of the electromagnet that this could be the right way to create
an alternative means to control the needle grip and release in the needle bar. However, for
the correct design of the electromagnet and the theoretical verification of its functionality, it
will be necessary to create several more numerical computational models that describe the
various aspects of the needle bar operation. The plan is to create, in parallel with the above-
mentioned models, a complex model for the Matlab Simulink environment. This model
should describe the mechanical parts of the needle bar and the bonds between them, the
kinematic excitation of the needle bar shell, the electrical circuit that supplies the solenoid,
and the solenoid itself, which is located between the shell and the core. It will be possible
to apply a number of optimization tasks to this complex model. For example, the design
of return spring parameters that will exert sufficient force to meet the required dynamics
but will not unnecessarily load the mechanism with excessive force in the expanded state.
It will also be necessary to design a suitable power supply for the electromagnet, as the
gripping of the needle must be realized in the order of milliseconds. It will be necessary
to design the coil overvoltage from nominal 3 V to 24 V in order to saturate the magnetic
circuit faster. When demagnetizing, a negative voltage of −24 V will be used for a faster
collapse of the magnetic field and, thus, the release of the needle. It will therefore be
necessary to determine the durations of this overvoltage or the application of a negative
voltage in order to avoid overloading the coil or creating the opposite magnetic field.

The proposed system could most likely lead to a reduction in vibrations and noise. The
basic assumption is that the vibrations caused by the original control of the needle release,
which uses the impact of the control element on the stopper, will be completely eliminated,
because this very significant source of vibrations will be replaced by a newly designed
magnetic system. That is, this current source of vibration will be completely eliminated.
Nevertheless, of course, we do not expect the vibrations of the magnetic control of needle
attachment to be zero, but they will be significantly lower. Evidence will be provided when
the research is in the phase when a functional model of the developed magnetic system is
produced; then, the measurement of actual noise values will be performed and compared
with the original system.

This innovation could also allow the machine to increase operating speed and, thus,
productivity. Due to the use of a higher charging voltage, the time required to attach and
release the needle can be reduced. However, it is also possible to design an electromagnetic
circuit with respect to higher speeds of the needle bar.

There is also a noticeable support for automation in the field of the clothing industry.
The new needle bar, together with the previously designed needle bar servo drive system,
could facilitate the transition of the sewing machine to automated production.

Moreover, the structure is also interesting for intelligent sewing machines that are
under development. Intelligent sewing machines have the ability to automatically adapt to
changes in the technological processes of sewing clothes. Therefore, the presented needle
attachment structure could be one of the solutions when needles are changed on other
sewing machines due to the sewing of very different materials from which clothes are
made; these are frequent cases in modern clothing production processes.

In this way, this research activity responds to the pressure of the consumer industry
to reduce production costs and, at the same time, seeks to support the automation of
the sewing process and also to ensure greater safety for machine operators by reducing
noise levels.
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Abstract: We aimed to evaluate the trueness of digital and conventional impression techniques
based on different angles and distances between implants and the deviation caused by the angle
and distance parameters varying between implants. Eight implants were placed in a polyurethane
edentulous mandibular model at different angles and distances. After obtaining a 3-dimensional (3D)
reference model by using an optical scanner, the model was scanned with three intraoral scanners:
Cerec Omnicam (DO), Trios 3 (DT), and Carestream 3500 (DC). Then, the master casts obtained
from the conventional impressions (C) were also digitized, and all impression data were imported
into reverse engineering software to be compared with the 3D reference model. Distance and angle
measurements between adjacent implants were performed, and the data were analyzed with ANOVA–
Tukey and Kruskal Wallis tests. The significance level was accepted as p < 0.05. While DT and C
groups gave the best results for high interimplant distances, the trueness of intraoral scanners was
found to be superior to the conventional method between closer implants. At higher angulations, the
angular trueness of C group was found to be significantly lower. At short distances, digital groups
showed superiority, and the trueness of conventional impression decreased with higher angulations.

Keywords: angle; digital implant impression; interimplant distance; intraoral scanner; trueness

1. Introduction

One of the most important criteria for achieving long-term success in implant-supported
restorations is to provide a passive fit [1–5]. However, it is not possible to obtain a perfect
passive fit due to the dimensional changes that may occur during the impression and
subsequent prosthetic production stages [6]. Hence, the initial step in order to obtain the
optimum passive fit is to make an accurate conventional or digital impression [7] and
transfer the spatial positions of the implants in the bone to the working models where the
prosthetic design will be carried out.

Implant impressions use various components. Therefore, the inconsistencies in the
junction between the impression copings, the implant, and the analogue can significantly
affect the accuracy [8,9]. The amount of these deviations also increases exponentially in
cases of multiple implants rather than single implants [10].

In cases with severe alveolar ridge resorption, considering some reasons such as
time, cost, patient’s age, health condition, and desire, tilted implant placement in non-
ideal distances instead of combined treatments such as bone augmentation and sinus
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lift operation constitute a serious treatment alternative [11–13] However, in such cases,
implant impression may become complicated, and the trueness of the impression might be
compromised [14]. Although splinting of impression copings increases the accuracy, in full
arch cases when the angulations exceed 20◦, it has been shown that the non-splinted open
tray impression is better than the splinted technique [15,16].

The effect of the angulation on the implant impressions was mostly investigated in two
implants [17], and the effect of the angulation between each implant was not evaluated by
examining the general deviation according to the knowledge of the authors in the complete
arch studies performed [2,18–23]. In conventional impressions, deformation can occur
even when using polyvinyl siloxane (PVS), an impression material with a high elastic
memory, during the removal of the tray from the tilted implants [24,25]. Theoretically,
digital implant impressions should not be affected from the angulations, as there is no
material deformation or the movement of the impression coping within the impression.
However, there are also some studies in the literature that show that digital impression
accuracy decreases at angles above 15 to 30 degrees [21,26].

It has been shown that in cases of total and partial edentulism, the accuracy of the
impression can vary, taking into account the increased number of implants and the in-
creased distances between the implants [27]. In partial edentulism cases, linear and angular
dimensional changes are lower compared to total edentulism, when conventional impres-
sion techniques are used [28]. With the increase in the scanned arch distance in the digital
impression technique, it becomes difficult to obtain sufficient reference points between the
point clouds. As it is not possible to combine the images obtained separately, optical noise
and distortions occur in the 3-dimensional (3D) image, or because the software cannot
use the surface matching algorithm, it cuts out some of the scanned areas [29]. Therefore,
in theory, digital implant impressions are negatively affected by the increase in distance
between the scan bodies. In particular, intraoral scanners that work on the principle of
combining photos can stick different scan bodies on top of each other if they lose reference
points that will continue scanning [30].

The aims of this study are to evaluate the trueness of digital and conventional im-
pression techniques at different angles and distances between implants and the deviation
caused by the angle and distance parameters varying between implants. The first hypothe-
sis of this study is as follows: while the conventional method gives better results in areas
where the distance between implants is large, the digital method is superior for areas with
angulation. The second hypothesis is that the deviation will be higher in the regions where
the distance and angulation between the adjacent implants are also high.

2. Materials and Methods

Eight implants (Dyna Dental Engineering BV, the Netherlands) (4.2 mm diameter and
11.5 mm length) were placed in a polyurethane edentulous mandible model (Promedicus,
Poland) at different distances and angles. Implants were inserted to the sites of #47, #44,
#43, #41, #33, #34, #35, and #37. The implants were placed at 40◦, 0◦, 20◦, 0◦, 15◦, 0◦, 0◦, and
25◦ angles distally, respectively. All angles were arranged in the distal direction to mimic
the distal angulation used in the production of cantilever segmented prosthesis [31].

First, in order to obtain a 3D reference model in which measurements will be made,
Ti-base abutments (Dyna Dental Engineering BV, the Netherlands) were first placed on
each of the implants. Eight abutment-level scan bodies (Dyna Dental Engineering BV, the
Netherlands) were then seated on Ti-base abutments (Figure 1).

Afterwards, the model with the scan bodies was scanned using the Activity 885 Mark
2 Scanner (Smart Optics, Bochum, Germany) with an accuracy of 6 μm as in previous
studies [20,32,33], and the 3D reference model was obtained by exporting the data in
standard tesselation language (STL) format to be used in comparisons (Figure 2).
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Figure 1. Working model with scan bodies attached to implants.

Figure 2. Reference 3D model obtained with optical scanner.

The study model was scanned 10 times with each scanner by a single operator before
the final scans so that the user could adapt to each of the intraoral scanning systems. Then,
starting from area #47 on the right posterior and continuing to the left posterior, scans were
performed by following the scanning strategy recommended by the manufacturer of each
scanner [34–36].

In the scans performed with the Cerec Omnicam (Dentsply Sirona, Bensheim, Ger-
many), starting from the right posterior region (#47); occlusal, buccal, and lingual surfaces
of each scan body were scanned, and the same procedure was continued until the left
posterior region (#37). In Trios 3 (3-Shape, Copenhagen, Denmark) scans, scanning that
started from the right posterior region occlusally was continued to the left posterior region,
followed by scanning of the lingual and buccal surfaces. Unlike these, in Carestream
3500 scans, occlusal imaging of the scan bodies was completed, and then buccal and lin-
gual surfaces were scanned. After each scan, the images were examined and the missing
areas were scanned again; the digital impression phase was completed after the meshing
procedure. Thus, a total of 30 STL files were obtained, including 10 from three different
intraoral scanners.

For the conventional impression phase, eight open tray impression copings were
attached to the implants after the removal of the scan bodies and Ti-base abutments. Before
each impression, Kerr polyvinyl siloxane (PVS) tray adhesive (KaVo Dental GmbH, Bismar-
ckring, Germany) was applied to the customized impression trays produced according to
the model with 3-mm-space thickness. Then, the normal set Elite HD + putty soft and Elite
HD + light body (Zhermack SpA, Rovigo, Italy) PVS were placed on the study model with
the help of the tray to make single-step impression. After 10 min of setting time of the PVS,
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the trays were separated from the model and the analogs were attached to the impression
copings. Soft tissue silicone (Zhermack Gingifast Elastic, Zhermack SpA, Rovigo, Italy)
was applied to the areas where impression copings were located, and this silicone was
allowed set. Afterwards, casting was performed using 150 g GC Fujirock type IV dental
stone (GC Corporation, Tokyo, Japan) at a 1:5 powder–liquid ratio using a vacuum mixer.
The gypsum was set (2 h) in accordance with the manufacturer’s instructions, and in this
phase, all models were kept at room temperature.

Ti-base abutments and scan bodies were placed on the cast models before the mea-
surements were made. All cast models were digitized, and 3D models were obtained using
a Straumann 7 Series laboratory scanner (Straumann Group, Basel, Switzerland). In total,
40 STL files were obtained, including 30 from the digital impression group and 10 from the
conventional impression group (Figure 3).

Figure 3. Entire impression groups.

During distance and angle measurements, first, all STL data obtained with the impres-
sions were transferred to Rapidform (INUS Technology Inc., Seoul, South Korea) reverse
engineering software. Reference points were determined on the scan bodies in the 3D
images where measurements would be made. Two circles (Figure 4c) were formed in the
upper and lower cylinders on the scan body, and their centers were determined to be
0.7 and 3.4 mm away from the base of the triangular pyramid with the “point” command
(Figure 4a,b).

For all scan bodies in each scan, cartesian (x, y, z) coordinates of these points were
exported from Rapidform in “.txt” format. The coordinates of the reference points of each
scan body were determined by using midpoint of the centers of upper and lower circles.
The distance between two reference points of P1(x1, y1, z1) and P2 (x2, y2, z2) was calculated
by using the following formula:

|P1P2| =
√
(x1 − x2)

2 + (y1 − y2)
2 + (z1 − z2)

2
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(a) 

 
(b) 

Figure 4. Cont.
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(c) 

Figure 4. (a) First circle on the scan body, (b) Second circle on the scan body, (c) The centers of the
two cross-section circles of all scan bodies.

Distance measurements were made by reference points (P) on scan bodies attached to
implants, each located at a different distance. Accordingly, the distances between adjacent
scan bodies were determined in both the reference model and the impression groups.
(P1-P2, P2-P3, P3-P4, P4-P5, P5-P6, P6-P7, P7-P8).

Angle measurements were made with the following formula:

l1 =
x − x1

a1
=

y − y1
b1

=
z − z1

c1
; l2 =

x − x2

a2
=

y − y2
b2

=
z − z2

c2

cosϕ =
→
s1
→
s2∣∣∣∣→s1

|.| →
s2

∣∣∣∣
=

a1.a2 + b1.b2 + c1.c2√
a2

1 + b2
1 + c2

1.
√

a2
2 + b2

2 + c2
2

In the angle measurements, the lines passing through the centers of the circles formed
on the scan bodies were used. In the angle measurement formulation, the lines were found
according to the points determined (l1, l2) and their direction vectors (→

s1
,→

s2
). A vector

(→
s

) was defined for each scan body, taking into account the center points of scan body’s

drawn circles. In a Cartesian coordinate system, a vector with a component “x, y, z” can be
calculated with this formula: (→

s
) = ai + bj + ck. The letters “a,b,c” are the coefficients that

express the direction magnitude. Consequently, the angle between the reference scan body
(→

s1
) and the other scan body (→

s2
) was defined in this way and it was calculated with the

above formulation (→
s1
→
s2

, →
s1
→
s3

, →
s1
→
s4

, →
s1
→
s5

, →
s1
→
s6

,→
s1
→
s7

,→
s1
→
s8
).

In this study, starting from the right posterior region (#47), all eight scan bodies were
numbered from P1 to P8. Distance (D) is expressed by adjacent scan body numbers: D1-2,
D2-3, D3-4, D4-5, D5-6, D6-7, D7-8. Angle (A) is also expressed by adjacent scan body numbers:
A1-2, A2-3, A3-4, A4-5, A5-6, A6-7, A7-8. By determining the deviation of the data of a total
of four impression groups with respect to the reference model, comparisons were made
between both the impression groups and different adjacent implants.

The distance and angle measurement data were analyzed with IBM SPSS Statistics
20.0 Release Notes program. First, the normality of the data was investigated with the
Shapiro–Wilk test. The difference between the mean values of the variables with normal
distribution was analyzed by one-way ANOVA, and Tukey’s multiple comparison test was
used to determine the differences between each group. The difference between the median
values of the variables with non-normal distribution was analyzed by the Kruskal–Wallis
test. First, the distance and angle deviations between the different adjacent implants of
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the impression groups were compared, and then the digital and conventional impression
performances of the double-adjacent implants were evaluated. All statistical analyses
were performed after taking absolute values of the data, and 0.05 was used as the level
of significance.

3. Results

The first comparison was made between different impression groups: Cerec Omnicam
(DO), Trios 3 (DT), Carestream 3500 (DC), and conventional (C).

3.1. Comparison of Distance Trueness

In the distance (D) parameter, there was no significant difference only in D1-2, while
a significant difference was found in all other distance deviations (Table 1). DT and C
groups showed less deviation in the D4-5 and D7-8 regions, where the distance between
the implants was greater than that in the other groups. In the regions where the distances
between the implants were close (D2-3, D3-4, D5-6, D6-7) the conventional group showed the
highest deviation, while the digital impression groups gave better results.

Table 1. Distance deviations of each impression group between adjacent implants.

DO DT DC C

Mean ± SD
Median

(Min–Max)
Mean ± SD Median (Min–Max) Mean ± SD Median (Min–Max) Mean ± SD Median (Min–Max) Test Statistics p

D1-2 * 0.35 ± 0.21 0.32 (0.06–0.73) b 0.5 ± 0.3 0.45 (0.16–1.18) ab 0.5 ± 0.43 0.38 (0.15–1.54) b 1.48 ± 0.78 1.33 (0.27–3.02) a 15,511 0.001
D2-3 * 0.25 ± 0.16 0.22 (0.01–0.55) a 0.44 ± 0.36 0.32 (0.08–1.01) a 0.73 ± 0.46 0.73 (0.1–1.45) a 1.72 ± 1.41 1.43 (0.47–5.05) b 17,118 0.001
D3-4 * 0.42 ± 0.37 a 0.41 (0.03–1.24) 0.37 ± 0.27 a 0.28 (0.03–0.74) 0.73 ± 0.43 ab 0.63 (0.08–1.41) 1.19 ± 0.83 b 1.12 (0.18–2.74) 5197 0.025
D4-5 * 1.18 ± 1.17 0.6 (0.03–3.03) 0.35 ± 0.28 0.22 (0.12–0.97) 0.51 ± 0.48 0.43 (0.08–1.52) 0.72 ± 0.74 0.57 (−0.19–2.26) 3773 0.287
D5-6 * 0.44 ± 0.3 a 0.41 (0.07–0.99) 0.81 ± 0.26 ab 0.82 (0.53–1.27) 0.69 ± 0.37 ab 0.84 (0.07–1.11) 1.39 ± 0.86 b 1.76 (0.19–2.7) 6255 0.011
D6-7 * 1.16 ± 0.25 1.25 (0.77–1.49) b 0.8 ± 0.25 0.76 (0.44–1.16) b 0.18 ± 0.19 0.12 (0.01–0.53) a 0.79 ± 0.6 0.79 (0.09–1.62) b 20,540 0.000
D7-8 * 0.68 ± 0.36 b 0.7 (0.07–1.25) 0.37 ± 0.3 ab 0.29 (0.01–0.89) 0.32 ± 0.2 a 0.3 (0.01–0.65) 0.39 ± 0.3 ab 0.28 (0.03–0.96) 3149 0.037

* D refers to distance deviations, and the numbers refer to adjacent implant pairs. The letters “a” and “b” indicate
statistically significant difference at p < 0.05 within each row comparison.

3.2. Comparison of Angle Trueness

In the angle (A) parameter, it was determined that there was a significant difference
between the groups for all angle deviations, except for A4-5, which had an angulation of
15◦. In the A1-2 region, where the angulation of 40◦ was the highest, C group deviated
significantly more than in the DC and DO groups; in the A2-3 and A3-4 regions, which also
had 20◦ angulation, the C group had the lowest performance at a significant level. In the
parallel placed implant area, A6-7, DC had significantly better results compared to other
groups, but there was no significant difference between other digital and conventional
impression groups (Table 2).

Table 2. Angle deviations of each impression group between adjacent implants.

DO DT DC C

Mean ± SD
Median

(Min-Max)
Mean ± SD Median (Min-Max) Mean ± SD Median (Min-Max) Mean ± SD Median (Min-Max) Test Statistics p

A1-2 * 0.17 ± 0.37 0.05 (0.01–1.23) 0.06 ± 0.02 0.07 (0.01–0.09) 0.05 ± 0.06 0.03 (0–0.19) 0.05 ± 0.03 0.05 (0.02–0.1) 4210 0.240
A2-3 * 0.01 ± 0 0 (0–0.01) a 0.01 ± 0.01 0.01 (0–0.03) a 0.01 ± 0.01 0.01 (0–0.03) a 0.13 ± 0.06 0.11 (0.06–0.27) b 25,948 0.000
A3-4 * 0.02 ± 0.01 b 0.02 (0–0.03) 0.02 ± 0.01 b 0.02 (0–0.03) 0.06 ± 0.03 a 0.05 (0.02–0.13) 0.08 ± 0.05 a 0.06 (0.01–0.16) 9410 0.001
A4-5 * 0.21 ± 0.4 0.05 (0–1.27) ab 0.03 ± 0.01 0.03 (0–0.04) b 0.23 ± 0.31 0.16 (0–1.11) a 0.06 ± 0.05 0.04 (0.01–0.15) ab 12,022 0.007
A5-6 * 0.03 ± 0.01 a 0.03 (0.01–0.04) 0.01 ± 0.01 b 0.01 (0–0.02) 0.03 ± 0.01 a 0.03 (0.02–0.03) 0.09 ± 0.08 a 0.07 (0–0.22) 8803 0.000
A6-7 * 0.01 ± 0.01 a 0.01 (0–0.02) 0.01 ± 0.01 a 0.01 (0–0.03) 0.01 ± 0 a 0.01 (0–0.02) 0.02 ± 0.01 b 0.02 (0–0.05) 7397 0.001
A7-8 * 0.04 ± 0.01 0.04 (0.01–0.06) ab 0.01 ± 0.01 0.01 (0–0.02) b 0.09 ± 0.02 0.09 (0.07–0.13) ab 0.02 ± 0.02 0.01 (0–0.07) b 27,985 0.000

* A refers to angle deviations, and the numbers refer to adjacent implant pairs. The letters “a” and “b” indicate
statistically significant difference at p < 0.05 within each row comparison.

3.3. Effects of Distance and Angle Parameters on Different Impressions

Regardless of the impression groups, when the distance and angle deviations between
the adjacent implants were compared, while a significant difference was detected between
the groups in the deviation parameter (p = 0.00) (Figure 5), no significant difference was
found between the groups in the angular deviation (p = 0.067) (Figure 6).
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Figure 5. The distance deviations of implant pairs. * and � state outliers.

Figure 6. The angular deviations of implant pairs. * and � state outliers.
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In D6-7 and D2-3, where the distance between implants was the lowest, the distance
deviation was significantly the lowest, followed by D5-6, which also did not have any
edentulous area. These regions were followed by D3-4 and D7-8 with one missing tooth,
while the D4-5 and D1-2 regions, where the body distance was more than one tooth, were
the areas where deviation was detected the most (Table 3).

Table 3. Distance deviations between adjacent implants for entire impression groups.

Mean ± SD Median (Min–Max)

D1-2 0.08 ± 0.19 0.05 (0–1.22) d

D2-3 0.04 ± 0.06 0.01 (0–0.27) ab

D3-4 0.04 ± 0.04 0.03 (0–0.16) c

D4-5 0.13 ± 0.26 0.04 (0–1.27) cd

D5-6 0.04 ± 0.05 0.02 (0–0.22) b

D6-7 0.01 ± 0.01 0.01 (0–0.05) a

D7-8 0.04 ± 0.04 0.04 (0–0.13) c

Test Statistics p
52.508 0.000

The letters “a”, “b”, “c” and “d” indicate statistically significant difference at p < 0.05 within each column comparison.

4. Discussion

In the present study, the impressions of the scan bodies at different angles and distances
were made with different techniques and different intraoral scanners, and the performances
were compared. The deviation amounts of these angle and distance differences on the
impressions were evaluated.

According to the results, the first hypothesis of the study that the conventional impres-
sion technique would give better results at points where the distance increased and digital
impression technique would give better results at points where the angle increased was
partially rejected. Intraoral scanners showed superiority over conventional impression in
four regions where the distances between scan bodies were short, while Trios 3 was the
group that showed the least deviation with the conventional group in two regions with
increased distance. In addition, in areas with high angulation such as 40◦ and 20◦, C was
the group that showed the most deviation, as expected, while Cerec Omnicam showed the
worst performance in a region with 25◦ angulation.

As with the effect of the edentulous space distance between implants on digital
impression trueness [18,37–39], its effects on digital and conventional impressions have
been studied in a comparative way in many studies [19,40]. As a result of the study
conducted on two different models with six and eight implants, Tan et al. [19] stated
that the reduction of the distance between the implants increased the digital impression
accuracy, while the conventional impression technique was not affected by this parameter.
Schmidt et al. [40] revealed that the deviation that occurs in extent increases with the
length of the scanning distance. Likewise, Thanasrisuebwong et al. [37] stated that as the
edentulous space between the two implants increased, the accuracy of the Trios 3 and Cerec
Omnicam scanners decreased. In line with this research, while the largest deviations were
observed in the D1-2, D4-5, and D7-8 regions in the digital impression groups, this situation
was not observed in the conventional group in the present study.

The accuracy of the impressions made on angled implants has been examined in many
studies [2,14,18,22,25,26,41] due to the problems experienced in removing the impression
components away from the mouth and transferring them to the master cast. The fact
that there is no material deformation and the impression components do not move in
digital impressions makes the use of intraoral scanners for angled implants more ideal,
theoretically [41]. In this study, digital groups performed better than the conventional in
angulations such as 40◦ and 20◦, which support this argument, while DC was the group
with the highest deviation in the A7-8 region with 25◦. In a study conducted by Lin et al. [22],
while the angulation between implants did not affect the conventional impression accuracy,
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it has been reported that it influences the digital impression, but the increase in angulation
and deviation did not show a linear ratio. On the other hand, Gimenez et al. [26] stated
that angulations had no effect on the digital impression accuracy as a result of the study
they carried out on a full arch model including two implants with angulation of 30◦ and
four parallel implants.

In the current study, the deviations between adjacent implants at different distances
and angles were evaluated, and impressions with high trueness values were obtained in
the D2-3 and D6-7 regions where the distance was short. In the D1-2 and D4-5 regions with
two missing teeth in the pontic region, the highest deviation in the distance parameter
was found in the impression groups. While these data support the second hypothesis
of the study, no significant difference was detected in the angular deviations between
adjacent implants. Therefore, the second hypothesis that the deviation would increase with
advancing angulation and distance was also partially rejected.

Intraoral scanners must not lose the reference points they use during imaging so
that they can take images of small areas and stitch them together to create all the data
correctly [26]. In this study, various pauses were encountered in digital impressions,
especially during the scanning of edentulous areas, and the impression was continued
by returning and ensuring that the scanner caught the reference point. In these regions,
it is predicted that the errors that may occur during the stitching of the newly acquired
images with the previous ones by the software increase the deviation. On the contrary, in
angled implants, it was observed that the system could easily distinguish the relevant scan
body from the others and the scanning could be continued more easily. It is likely that
this situation will enable the digital technique to outperform the conventional technique in
angled implants.

Some researchers state that one of the factors that negatively affect digital measurement
clarity is the positioning of the scanned implants at the chin curvature in the anterior region,
rather than being on a straight line [42,43]. However, in the current study, similar deviation
values were detected in posterior regions of D1-2 and D7-8, such as the D4-5 region located
at the curvature. The measurement technique can also affect the trueness values. In some
studies, the study groups and the reference model were superimposed with the “best-fit
alignment” technique [18,37], but some researchers advocate comparing distance and angle
measurements between the reference model and other impression groups separately [21,44].
In the present study, the deviation values were obtained by comparing the distance and
angle measurements done firstly on the reference model and then on the study groups.

Since this in vitro study was carried out on an artificial jaw model, it is not possible to
reflect exactly the patient and mucosal movements that can be encountered on a digital
impression. Therefore, it is important to evaluate the existing data together with future
in vivo studies, in terms of clinical success to be achieved in implant impressions. In
addition, the negative effects of oral fluids such as saliva and blood on the imaging of
intraoral scanners could not be reflected. It will be useful to investigate the accuracy
of intraoral scanners in long edentulous spans by adding components that will create a
reference for the scanner.

5. Conclusions

Within the limitations of this in vitro study, it has been determined that digital im-
pression gave better results in areas where the distance between the implants is shorter.
With the increase in the distance, the Trios 3 scanner had the highest trueness with the
conventional group. The use of Cerec Omnicam and Carestream 3500 scanners was reliable
in areas where the distance was shorter between implants. In angular deviation, with
the decrease in the performance of the conventional technique compared to the digital
impression in the areas where the angle increases, a similar consistency was not found.
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Abstract: The drilling process in real production places ever-increasing demands on the length and
accuracy of the holes made. The drilling of holes beyond a length-to-diameter ratio of 5–10 is called
deep drilling. The aim of the research was to determine in detail the deep-drilling process input
conditions, their impact on the stability of the cutting process and the degree to which the output
requirements were achieved. The focus of the analysis was on how the monitored technological and
physical impacts translate into achieving the required gun-drill life and the quality and dimensional
accuracy of deep holes, as well as their overall impact on tool life. Based on the analysis, tests were
conducted to verify the impact of individual parameters on tool life. The obtained results were then
statistically evaluated and optimized. Drawing on the evaluated experimental results, solutions and
procedures were proposed and implemented in the environment of a real operation. This research
obtained the optimal values of the frequency of rotation and displacement to ensure maximum tool
life while maintaining the efficiency of the production of drilled parts. At the same time, based on the
research, a methodology and recommendations for deep-drilling technology were developed.

Keywords: gun drill tool; deep-drilling technology; optimization; tool life

1. Introduction

The rapid development of new technologies and growing consumer demands mean
that companies are trying to find new and more efficient ways of developing and re-
searching their products and, thus, receive the retroactive economic benefits of production.
Current technical progress and the application of specific solutions and innovations, thanks
to which manufacturing companies can promptly improve established procedures and
techniques, is expected to ensure high production efficiency. One such major technological
operation is the drilling process [1].

The drilling of deep holes can be carried out in several ways: with a rotating workpiece
or with a rotating tool, or with a tool rotating simultaneously with the rotating workpiece.
Regardless of the drilling method, the basic principles of drilling and, moreover, the correct
choice of cutting speed and feed rate, remain unchanged [2,3]. Successful chip formation
and its removal from the cutting edge without damaging the tool and workpiece are, in
principle, the most important factors influencing the quality of drilled holes [4]. Small-
diameter holes are created using the technology of deep (gun-drill tool) drilling with the
STS (single-tube system). An alternative to STS technology in cases where the drilling of a
smaller production series is carried out and a specialized machine is not available is the
ejector system [5,6]. Due to the state-of-the-art development of carbide monolithic tools,
it is currently possible to make holes with smaller diameters with carbide screw augers
featuring length-to-diameter ratios of up to 30 mm [7].

Machines 2022, 10, 268. https://doi.org/10.3390/machines10040268 https://www.mdpi.com/journal/machines129



Machines 2022, 10, 268

Both the design and the materials and coating used in deep-drilling technology have
evolved [8]. The most recent solution is the design of gun-drill tool bodies with inter-
changeable cutting plates and interchangeable guide surfaces that provide the additional
adjustment of dimensions using different washer widths [9]. Nevertheless, even with the
use of the latest auger design, one of the most important conditions for maintaining a
stable process is still relevant, namely the application of sufficient cutting fluid pressure to
dissipate heat, to remove chips and to provide the cutting process with lubrication [10–12].
Other influences, such as the stability and accuracy of the machine, the properties of the
machined material, the technological parameters and the use of a suitable tool also enter
the process. All these factors affect the resulting process, which must, first and foremost,
take into account the economic viability of production [13–15].

Several important authors from the worldwide scientific community address the issue
of deep drilling. Hong J. et al. discuss a new method of data monitoring to estimate tool
wear when making holes with the application of deep-drilling technology. The proposed
monitoring method is a Gaussian regression process (GRS) based on a combination of force,
torque and vibration signals that are extracted from a predefined segment. The results show
that the accuracy of the tool wear estimate can be improved by the method proposed, which
significantly outperforms other methods. Examples include linear regression and support
vector regression [16]. In their publications, focusing on the force system and performance
of the AlSi 1045 cutting steel drilling rig, Wang Y. et al. describe a drilling-force system
created by integrating the forces on the main cutting edge by wear and outer diameter (OD)
and mechanical equilibrium equations using a specific energy model, which consists of
geometric parameters, machining parameters and material properties [17]. The researchers
Zhang X. et al. are engaged in similar research and the development of high-quality augers
with precisely controllable tool geometry. Through planned experiments, they experiment
with the effects of changes in apex deviations on deviations in hole flatness. Through a
series of FEM analyses and further measurements of the internal rolling of the machined
holes, it was concluded that unbalanced cutting force components, applied to previously
drilled holes due to inconsistent apex displacement, cause newly formed holes to deviate
from the thin wall due to the greater material strain on the thin-walled side relative to the
side with thick walls [18]. Studies of precision and surface roughness after deep drilling
have been carried out by Kirsanov, S.V. and Babaev A.S., particularly on sintered carbide
and water-resistant coating, which have higher wear resistance and ensure the lower
surface roughness of drilled holes [19]. Based on their experimental results, Mann J.B.
et al. conducted research in the field of drilling effects with overlapping controlled low-
frequency modulation (MAM) and on the surface structures created after deep drilling [20].
With development of science and technology, the precision of the individual-component
manufacturing process by deep-drilling technology increases together with the demand and
constantly growing requirements for the tools and equipment needed for these operations.
Therefore, Zhang K.L. researched the improvement in the accuracy and efficiency of these
devices for real use in practice [21]. Schnabel D. et al. deal with deep-drilling processes
resulting in small holes and openings, addressing especially the cooling and lubrication
of the machined zone, which translates into longer tool life. In their publication, they
model the movement of the cooling lubricant during the drilling process using the finite
volume and the hydrodynamics of cooled particles. The results prove that changing the
coolant close to the cut guarantees the desired cooling effect. The coolant is modeled by
the smooth-pin hydrodynamics method and the end-point method is used to describe the
points. This study also provides transient simulations of the hydrodynamics of the smooth
particles, which show insufficient weight, and recommends replacing the cutting edges
corresponding to the steady state and the results of the simulation of the final volume
with a complete bore filled with coolant [22]. In their studies on point formation and wear
behavior during the drilling process of titanium-coated forged steel S 48CS1V, Wang Y. et al.
point out the complex wear of the hard carbide tool in the chip-forming tests performed
on this steel. They claim that high alternative stress resulted in plastic strain, and that
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for atomic absorption, cold welding caused the carbide substrate grains to detach from
the cobalt bond, thus causing the wear and tear of the tool [23]. In addition to turning
and milling, drilling holes with augers is the most commonly used method in machining
technology. A great number of machined holes is naturally reflected in the significant
consumption of augers not only by individual companies, but also on a global scale. The
choice of suitable types and auger design solutions therefore has a significant impact on
the accuracy, efficiency and productivity of drilling, as well as on its economical use and
consumption [24].

Drilling is a technological process resulting in circular cross-section holes. Their length
depends on the design requirements and it is often necessary to drill holes with depths of
up to five times their diameter [25]. This type of operation is referred to as deep drilling.
Deep-drilling technology places greater emphasis on the cutting process than standard-hole
(≤5D) drilling. To ensure a stable cutting process, as well as dimensional accuracy and
quality standards, the following requirements must be met [26,27]:

(a) The design of the tool must ensure good guidance of the tool in the hole and the
geometry of the cutting part of the tool must ensure the formation of chips that can be
easily removed from the hole area.

(b) The tool must be sufficiently rigid to be able to drill efficiently in order to ensure that
the drilling process runs smoothly.

(c) The design of the tool must allow smooth chip removal from the hole area to ensure
the smooth running of the drilling process and to prevent damage to the tool.

(d) The technology must ensure a favorable relationship between cutting productivity and
production economy through the appropriate choice of machine and other working
conditions while adhering to all the required technical conditions for the accuracy of
the drilled part.

(e) The tool design must provide the prescribed dimensional accuracy, geometric shape
and surface quality.

Monolithic long screw augers STS22 1130 and STS 22 1150 or augers with internal
cooling STS 22 1154, manufactured with cutting fluid supply conduits, are used for drilling
deep holes. Because the auger grooves fill quickly with chips, the augers need to be pulled
out of the hole often to cool and remove the chips. This type of drilling is called intermittent
drilling [28]. To avoid auger overload, the work cycle for augers ranging between 10 to
30 mm in diameter is selected according to the following established rules: the first bore is
drilled to a depth of 2.5 to 4D; for subsequent bores, the hole is deepened gradually by 2D,
1.5D, 1D; and every subsequent attempt deepens the bore by 0.5D. Drills with an automatic
work cycle operate in such a way that the auger spindle returns to its initial position at
rapid traverse upon reaching a certain depth. After the chips have been emptied, it returns
to the bottom of the hole at rapid traverse and continues drilling [29,30].

Due to difficult working conditions, the cutting ratios are reduced compared to those
in short-hole drilling. Taking these values as a basis, for a hole depth of L = 3 to 15D, the
cutting speed is reduced to 0.9 or further down, to 0.4, while the feed rates are reduced to
0.3–0.6 times of the basic values.

Carbide augers work similarly to HSS. They are manufactured up to a length of
30xD and they always feature internal cooling, thanks to which they do not require an
intermittent work cycle. A precondition is a pilot hole, which must meet the hole accuracy
requirements, usually in IT8. The depth of the pilot hole is given by at least 2D. Compared
to HSS drills, TK drills can be used for drilling at higher speeds. The feed rate for TK drills
can be set min. 5 times higher and set spindle speed min. 3 times higher compared to HSS,
which depends on the manufacturer’s recommendations. The drills can also be cooled
with oil mist (MQL), which is capable of ensuring good conditions for the stable cutting
process [31].

The gun-drill tool is a single-wedge tool with internal flushing and external chip
removal. It consists of three basic parts—the drill head, the drill tube, and the clamping
shank. The tool has an outer straight V-shaped path and an inner conduit for the coolant
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and lubricant. The liquid flows through the tool axis, bypasses the cutting edge, carries
away the emerging chips and washes them out of the hole through the external path. The
drill head is typically carved from carbide, but in cases involving larger diameters, it can
be made of steel with carbide elements (cutting edge and guide surfaces) bonded to them.
The head has guide surfaces ground along the circumference, which are in contact with
the drilled material during drilling. For larger diameters, replaceable elements (plates
and guide surfaces) are widely used in current work. The forces acting on the tool during
drilling strongly press the guide surfaces of the head against the wall of the drilled hole, so
that the surface is slightly deformed, resulting in the high machining quality typical of all
deep-drilling tools.

The aim of this research was to obtain the optimal values of the two main parameters
influencing the tool life of deep-drilling technology, namely the feed rate and the tool
rotation frequency. The first series of tests was performed to obtain the optimal spindle
speed at a constant feed rate of 0.04 mm·min−1. The second series of tests was focused on
finding the optimal value of the feed rate while maintaining a constant spindle speed of
2600 min−1.

2. Methodology

For the purposes of the experiment, the TBT gun drill 10.5 × 380 K15 shown in Figure 1
was used. It is a gun drill with a brazed carbide head, 10.5 mm in diameter and with a
total length of 380 mm. The effective gun-drill length corresponds to the length of the hole
on the test part, which is 280 mm. The carbide head type guide surfaces are of G design,
complemented with a longitudinal groove on the main cutting edge, which helps to create
chips. The carbide head is coated with TiAlN coating, which increases the auger’s life. The
smooth clamping shank is 20 mm in diameter and is designed for clamping in a hydraulic
clamp. The selected gun-drill tool is clamped in a Schunk hydro clamp of TENDO ES type.
Clamping is carried out directly in the connection cone of the clamp.

Figure 1. Gun-drill tool used in the experiment.

To present and analyze the input conditions, an Ishikawa diagram was constructed,
as shown in Figure 2. The main axis of the diagram represents the main problem and
the individual influences that affect the tool life during the deep-drilling process. Based
on the aforementioned factors influencing tool life, the individual effects in this diagram
were verified under real engineering operation. The main factors affecting tool life in

132



Machines 2022, 10, 268

deep-drilling are the tool, the workpiece material, the tool geometry, the machine, the
clamping and the coolant.

Figure 2. Ishikawa diagram.

Tests of the gun-drill tool life were performed in real production in a plant. The
series of tests verified the technological and technical recommendations of the gun-drill
manufacturer for a stable cutting process on a given part using deep-drilling technology.

2.1. Experimental Machinery

Testing was carried out under the automotive production conditions at the production
line. The machine used for testing in the real production process was a thickness planer
and boring center with a portal loader from CZ-Tech Celakovice of the ZAH720 type.
Two heads were used on the ZAH720 machine, as shown in Figure 3; the right head was
designed for VDI clamping and the other for Bolt-one. The tool holders used were from
ALGRA. Electromechanical turrets of the TAN series are designed for installation on CNC
lathes. They are used for clamping dovetail toolholders according to VDI 3425 for use in the
automatic positioning of toolholders consisting of a solid base and a rotating head made of
hardened ground steel. The cooling of the machining center tools is ensured by a system
of devices, which consists of a low-pressure pump, a high-pressure pump, a filter, and a
small-metal-particle magnetic filter. The coolant pump provides the pressure necessary
to cool, lubricate and clean all chips off the tools. A wall-plus pump was used for these
needs, supplying a coolant pressure of 18 bar at a flow rate of 10.5 L/min. Its power was
sufficient for standard cooling of the turning tools and of the pilot auger. A Grundfos MTS
high-pressure pump was used to cool the gun-drill tool.
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Figure 3. ZAH720 thickness planer workspace.

2.2. Parameters of the Test-Part Selection

The transmission input shaft shown in Figure 4 was selected as a test part, with a
lubrication hole 10.5 mm in diameter and 280 mm long. The deep-drilling tests were
performed on the shaft of a six-speed DSG gearbox. Deep-hole drilling consists of drilling
a 240 millimeter-long hole 10.5 mm in diameter. This was a lubrication hole, the diam-
eter of which was also chosen with regard to the requirement of relieving the shaft. A
vertical lubrication hole with a diameter of 3 mm, located at the end of the shaft, must be
smoothened after drilling due to formation of sharp edges up to 10.5 mm in diameter. For
this reason, the drilling method was adapted to drill a diameter of 10.5 mm to full extent
before drilling a perpendicular hole with a diameter of 3 mm and again applying a drilling
cycle to smoothen the D3 hole with the gun-drill. At this point, increased wear on the side
edge of the cannon auger occurred, as this was an intermittent cut.

Figure 4. Transmission shaft of the part tested in the experiment.

The material used for the part selected to test the deep-drilling process complied with
the company standard. With its composition and properties, the material resembled the
16MnCr5 and EN 10184. The chemical composition, according to the company standard, is
presented in Table 1.

Table 1. Chemical composition of the drilled part given in %.

C Si Mn P S Cr Al N

0.14–0.22 ≤0.12 1.00–1.50 ≤0.035 0.02–0.035 0.80–1.30 0.015–0.040 ≤0.015

134



Machines 2022, 10, 268

The STS 14220 material is a high-grade structural steel for cementation, which is well
thermoformable. It is well machinable and weldable after soft and cold annealing. This steel
is used for the production of machine parts with the possibility of refining up to diameters
of 35 mm for cementation with high core strength, with the use for the production of shafts,
gears, camshafts or gear couplings. This semi-finished product is supplied as a form of
die forging.

2.3. Pilot-Hole Drilling

When using a gun-drill tool on conventional machines, it is necessary to drill a pilot
hole as a guide, the length of which must be between 1 and 1.5 times the gun-drill diameter.
For correct guidance, the hole must be within a D8 tolerance. The pilot hole is usually
drilled at a greater depth, where the carbide auger has a significantly higher feed rate and,
thus, reduces machining time. For a specific part, the gun drill is designed with respect to
the given hole profile and the design of the auger is more graded. The pilot gun-drill tool
Carbide 10.5/14.5, shown in Figure 5, is made of K40UF carbide from Konrad Friedrichs.

Figure 5. Pilot gun-drill tool Carbide 10.5/14.5 used in the experiment.

3. Statistical Evaluation and Optimization

3.1. Dependence of the Number of Drilled Holes up to the Moment of Tool Damage When Changing
the Speed-Constant Feed Rate

The manufacturer-recommended values were used to test the technological param-
eters of a given part of the transmission shaft, with the cutting speed ranging from 70 to
100 m·min−1 for the given workpiece material. Figure 6 shows a plotted representation
of the course of the number of drilled holes up to the moment the tool was damaged at
different speeds and a constant feed rate of 0.04 mm·min−1.

Figure 6. Plotted number of holes drilled up to the moment the tool was damaged when the speed
changed and the feed rate remained constant.
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The cutting speed of 70–100 m·min−1 represents the spindle speed, which ranged
from 2100 to 3000 min−1. The selected spindle test range speed was 2400–2900 min−1. The
tests were performed on a randomly selected gun-drill tool, while new augers and those
that had been re-ground several times were excluded. Figure 7 shows the dependence of
the number of drilled holes up to the moment of the tool damage and the length of the
drilling time on the tool spindle speed.

Figure 7. Dependence of the number of holes drilled up to the moment of tool damage on the
cutting speed.

The resulting values of the number of holes drilled up to the moment the tool was
damaged and, thus, the life of the gun-drill tool under different speeds, show a significantly
decreasing service life at speeds above 2700 min−1, as shown in Figure 7. The speed of
2700 min−1 corresponded to the cutting speed of 90 m·min−1. This value seems to be the
most suitable both in terms of the tool life and in terms of the operation time; at the cutting
speed of 90 m·min−1, the length of the drilling operation was 82 s.

3.2. Dependence of the Number of Drilled Holes up to Moment of Tool Damage When Changing the
Feed Rate-Constant Speed

For testing the technological parameters on the selected test part, the speed was
also based on the values recommended by the manufacturer, while the feed rate for the
given workpiece material was given in the range of 0.03–0.06 mm·min−1. This range was
significantly lower than the range already used at the thickness planer. Feed rate values
of 0.065 mm·min−1 were used as a standard. A test interface of 0.05–0.08 mm·min−1 was
chosen for the testing. A constant value of 2600 min−1 was chosen for the speed.

Figures 8 and 9 show plotted dependencies representing the number of holes drilled
up to the moment the tool was damaged due to a change in the feed rate, as well as both
the dependence of the number of holes drilled up to the moment of tool damage and the
duration of the drilling operation on the change in feed rate.

The resulting values of the number of holes drilled up to the moment of damage to the
gun-drill tool at different feed rates showed a significantly decreasing tool life at feed rates
above 0.07 mm·min−1. The values of the number of holes drilled up to the moment the
tool was damaged as a function of the feed are shown in Figure 9. In the tests, the feed rate
of 0.55 mm·min−1 resulted in the longest gun-drill tool life, but the drilling time was 98.8 s,
which is economically inefficient. In light of the economic efficiency of the deep-drilling
operation, a value of 0.07 mm·min−1 appears to be the most suitable feed-rate value, with
the operation lasting 82 s in this case.

136



Machines 2022, 10, 268

Figure 8. Plotted number of holes drilled until the tool was damaged, when the feed rate changed
and the speed remained constant.

Figure 9. Dependence of the number of drilled holes up to the moment of tool damage and the
operation’s duration on the change in feed rate.

The reduction in the number of holes drilled by increasing the feed was due to poorer
chip removal from the tool and the consequent increase in tool temperature. The heat
generation raised the temperature above the melting point of the alloying elements (e.g., Co
and W) and the consequent mechanical properties, hardness and chemical wear resistance
of the drill bit decreased dramatically due to the peeling of the alloying elements. Heat
shock generated vertical or oblique cracks on the blade. These cracks widened and merged
and, subsequently, broke the blade.

3.3. Statistical Evaluation and Optimization of the Dependence of the Auger Life at a Constant
Feed Rate and Different Spindle Speeds

Figures 10 and 11 show a comparison between the plotted number of holes drilled up
to the moment of tool damage and the speed used in the experiment. The results of the
comparisons subject to the specified parameters are subsequently presented in Tables 2
and 3, which compare the obtained measurement results based on the number of drilled
holes up to the moment of tool damage in terms of the change in experimental speed.
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Figure 10. Plotted comparison of the number of drilled holes up to the moment of tool damage and
the speed used in the experiment.

Figure 11. Dependence of the number of holes drilled up to the moment of tool damage and drilling
time on speed used in the experiment.

Table 2. Results of a comparison of the number of holes drilled up to the moment of tool damage in
terms of speed change.

Kruskal–Wallis ANOVA by Ranks. Number of Drilled Holes (Analysis).
Independent (Grouping) Variable: Spindle Speed. Kruskal–Wallis Test: H

(5, N = 60) = 21.13129, p = 0.0008

Code Valid N Sum of Ranks Mean Rank

2400 min−1 1 10 376.5000 37.65000
2500 min−1 2 10 410.5000 41.05000
2600 min−1 3 10 360.0000 36.00000
2700 min−1 4 10 354.5000 35.45000
2800 min−1 5 10 203.5000 20.35000
2900 min−1 6 10 125.0000 12.50000
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Table 3. Results of multiple comparisons of p values of the number of drilled holes up to the moment
of tool damage in terms of speed.

Multiple Comparisons of p Values (Two-Tailed). Number of Drilled Holes (Analysis). Independent
(Grouping) Variable: Spindle Speed. Kruskal–Wallis Test: H (5, N = 60) = 21.13129, p = 0.0008

2400 min−1

R: 37.650
2500 min−1

R: 41.050
2600 min−1

R: 36.000
2700 min−1

R: 35.450
2800 min−1

R: 20.350
2900 min−1

R: 12.500

2400 min−1 1.000000 1.000000 1.000000 0.401362 0.019220
2500 min−1 1.000000 1.000000 1.000000 0.120608 0.003851
2600 min−1 1.000000 1.000000 1.000000 0.676409 0.039334
2700 min−1 1.000000 1.000000 1.000000 0.797884 0.049479
2800 min−1 0.401362 0.120608 0.676409 0.797884 1.000000
2900 min−1 0.019220 0.003851 0.039334 0.049479 1.000000

The value of the achieved level of significance of the Kruskal–Wallis variance analysis
(p = 0.0008) makes it possible to state that there was a significant relationship between the
speed and the number of drilled holes up to the moment of tool damage, with a significance
level of 5%. In other words, speed has a statistically significant effect on tool life. A closer
analysis of the multiple comparisons of the p values shows that there was a statistically
significant difference between the number of holes drilled up to the moment of tool damage
at: 2900 min−1 and 2400 min−1; 2900 min−1 and 2500 min−1; 2900 min−1 and 2600 min−1;
and 2900 min−1 and 2700 min−1, respectively. To analyze the dependence of the number
of drilled holes up to the moment of tool damage on speed, four different models were
considered (Table 4), indicating their basic characteristics.

Table 4. Comparison table of the model for analyzing the dependence of the number of holes drilled
up to the moment of tool damage and speed.

Model AICc BIC SSE RMSE R-Square

Linear 58.579379 45.954658 304.02571 8.7181666 0.8377591
Exponential 2P 59.133867 46.509145 333.46133 9.1304618 0.822051

Quadratic 75.245678 34.412715 32.944643 3.3138418 0.9824194
Logistic 3P 78.806526 37.973564 59.638621 4.4586478 0.9681743

A plotted representation of the individual models examining the dependence of the
number of holes drilled up to the moment of tool damage on speed, according to Table 4, is
shown in Figure 12.

The quadratic model was chosen for the resulting analysis, which is shown in Figure 13,
since the highest value of the adjusted determination index demonstrated the ability of the
model to describe the data. The resulting general expression of the model is as follows:

a + b ∗ v + c ∗ v2 (1)

where a is the absolute term, v is the speed, b is the linear term and c is the quadratic term.

− 1324.217 + 1.3334511v − 0.000269v2 (2)

The numerical values of the individual terms are given in Table 5. A plotted represen-
tation of the quadratic model in the ranges of the speeds used is shown in Figure 14.

In general, we obtain stationary points if we set the first derivation of the dependence
function to zero:

dv
(
−1324.217 + 1.3334511v − 0.000269v2

)
= 0 (3)

1.3334511 − 0.000538v = 0 (4)
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Figure 12. Plotted representation of individual models examining the dependence of the number of
the holes drilled up to the moment of tool damage on speed change.

Figure 13. Plotted selected quadratic model of the dependence of the number of holes drilled up to
the moment of tool damage on speed change.

Table 5. Basic parameters of the quadratic model of dependence of the number of holes drilled up to
the moment of tool damage on speed change.

Parameter Estimate Std. Error Lower 95% Upper 95%

Intercept −1324.217 379.86959 −2068.748 −579.6862
Slope 1.3334511 0.2875571 0.7698495 1.8970527

Quadratic −0.000269 −0.000542 −0.000376 −0.000163
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Figure 14. The course of dependence of the number of holes drilled up to the moment of tool damage
in the range of the speeds used.

A plotted representation of the first derivation of the investigated function is shown
in Figure 15, presenting the course of the first derivation of the number of drilled holes up
to the moment of tool damage and speed change.

Figure 15. The course of the first derivation of dependence of the number of drilled holes up to the
moment of tool damage and speed change.

By solving the following equation (Solve (1.3334511 − 0.000538v = 0, v)) we arrive at
the stationary point:

{{v → 2478.533643122677}} (5)

By inserting the value of the stationary point into the original dependence of the
number of drilled holes up to the moment of tool damage depending on the change in
speed, we obtain the value of the local function maximum sought (due to the fact that the
second derivation of the function <0), that is to say, the number of drilled holes up to the
moment of tool damage at a speed of 2478.53 min−1:

{328.2847064044704, {v → 2478.5336431226765}} (6)

3.4. Statistical Evaluation and Optimization of the Dependence of the Number of Holes Drilled up
to the Moment of Tool Damage When Changing the Feed Rate at a Constant Speed

Figures 16 and 17 show a graph illustrating a comparison of the number of holes
drilled and the drilling time up to the moment of tool damage under the different feed rates
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used in the experiment. The results of the comparisons subject to the specified parameters
are subsequently presented in Tables 6 and 7, which compare the measurement results
obtained based on the number of holes drilled up to the moment of tool damage in terms
of the changed experimental feed rate.

Figure 16. Plotted comparison of the number of holes drilled and the feed rates used in the experiment.

Figure 17. Dependence of the number of drilled holes and drilling time on feed rates used in
the experiment.

The value of the achieved level of significance of the Kruskal–Wallis variance analysis
(p = 0.0008) makes it possible to state that there was a significant relationship between the
speed and the number of holes drilled up to the moment of tool damage, with a signif-
icance level of 5%. In other words, feed rate has a statistically significant effect on tool
life. A closer analysis of the multiple comparisons of p values shows that there was a
statistically significant difference between the number of holes drilled at of the following
feed rates: 0.075 mm·min−1 and 0.05 mm·min−1; 0.075 mm·min−1 and 0.055 mm·min−1;
and 0.075 mm·min−1 and 0.06 mm·min−1, respectively. Furthermore, this also applied
to the following feed rates: 0.08 mm·min−1 and 0.05 mm·min−1; 0.08 mm·min−1 and
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0.055 mm·min−1; 0.08 mm·min−1 and 0.06 mm·min−1; 0.08 mm·min−1 and 0.065 mm·min−1;
and 0.08 mm·min−1 and 0.07 mm·min−1, respectively.

Table 6. Results of the comparison of the number of holes drilled up to the moment of tool damage
in terms of feed rate.

Kruskal–Wallis ANOVA by Ranks. Number of Drilled Holes (Analysis). Independent (Grouping)
Variable: Feed Rate. Kruskal–Wallis Test:

H (6, N = 70) = 44.78770 p = 0.0000

Code Valid N Sum of Ranks Mean Rank

0.05 (mm·min−1) 1 10 496.0000 49.6000
0.055 (mm·min−1) 2 10 499.5000 49.9500
0.06 (mm·min−1) 3 10 468.5000 46.8500
0.065 (mm·min−1) 4 10 400.0000 40.0000
0.07 (mm·min−1) 5 10 406.0000 40.6000
0.075 (mm·min−1) 6 10 155.0000 15.5000
0.08 (mm·min−1) 7 10 60.0000 6.0000

Table 7. Results of multiple comparison of p values of the number of holes drilled up to the moment
of tool damage in terms of change in the feed rate.

Multiple Comparisons of p Values (Two-Tailed). Number of Drilled Holes (Analysis). Independent
(Grouping) Variable: Cut Feed Kruskal–Wallis Test:

H (6, N = 70) = 44.78770 p = 0.0000

0.05
mm·min−1

R: 49.60

0.055
mm·min−1

R: 49.950

0.06
mm·min−1

R: 46.850

0.065
mm·min−1

R: 40.000

0.07
mm·min−1

R: 40.600

0.075
mm·min−1

R: 15.500

0.08
mm·min−1

R: 6.0000

0.05 (mm·min−1) 1.000000 1.000000 1.000000 1.000000 0.003762 0.000035
0.055 (mm·min−1) 1.000000 1.000000 1.000000 1.000000 0.003226 0.000029
0.06 (mm·min−1) 1.000000 1.000000 1.000000 1.000000 0.012011 0.000151
0.065 (mm·min−1) 1.000000 1.000000 1.000000 1.000000 0.149184 0.003930
0.07 (mm·min−1) 1.000000 1.000000 1.000000 1.000000 0.122183 0.003018
0.075 (mm·min−1) 0.003762 0.003226 0.012011 0.149184 0.122183 1.000000
0.08 (mm·min−1) 0.000035 0.000029 0.000151 0.003930 0.003018 1.000000

To analyze the dependence of the number of drilled holes on the feed rate, five different
models were considered, as presented in Table 8, which provides their basic characteristics.

Table 8. Comparison table of the model for analyzing the number of holes drilled up to the moment
of tool damage and feed rate.

Model AICc BIC SSE RMSE R-Square

Quadratic 637.77225 646.15085 32,812.781 22.130138 0.7725013
Cubic 637.74334 648.04832 31,729.031 21.92585 0.7700151

Quartic 639.73713 651.89476 31,547.316 22.030509 0.781275
Linear 672.86817 679.25002 55,944.286 28.682923 0.6121251

Exponential 2P 679.18499 685.56684 61,227.507 30.006741 0.5754953

A plotted representation of the individual models according to Table 8 is shown in
Figure 18.

The quadratic model was chosen for the resulting analysis, since the highest value of
the adjusted determination index demonstrated the ability of the model to describe the
data. The resulting general expression of the model is as follows:

a + b ∗ f + c ∗ f 2 (7)

where a is the absolute term, f is the feed rate, b is the linear term and c is the quadratic term.
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The numerical values of the individual terms are given in Table 9, which lists the basic
parameters of the quadratic model of the dependence of the number of holes drilled up to
the moment of tool damage on the feed rate.

Figure 18. Plotted representation of individual models for examining the dependence of the number
of holes drilled up to the moment of tool damage on the feed rate.

Table 9. Basic parameters of the quadratic model of the dependence of the number of drilled holes
up to the moment of tool damage on the feed rate.

Parameter Estimate Std Error Lower 95% Upper 95%

Intercept −376.4143 127.18298 −625.6884 −127.1402
Slope 23,736.19 3979.3245 15,936.858 31,535.523

Quadratic −209,904.8 30,542.492 −269,766.9 −150,042.6

A plotted representation of the quadratic model in the range of the feed rates used is
shown in Figure 19.

Figure 19. Course of dependence of the number of holes drilled up to the moment of tool damage in
the range of the feed rates used.
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In general, we obtain stationary points if we set the first derivation of the dependence
function to zero:

df
(
−376.414 + 23736.19 f − 209904.8 f 2

)
= 0 (8)

23736.19 − 419809.6 f = 0 (9)

A plotted representation of the first derivation of the investigated function is shown
in Figure 20.

Figure 20. The course of the first derivation of the dependence of the number of holes drilled up to
the moment of tool damage and the feed rate.

By solving the following Equation (10), we arrive at the stationary point:

{{ f → 0.056540369729515476}} (10)

By inserting the value of the stationary point into the original dependence of the
number of holes drilled up to the moment of tool damage on the feed rate, the value of the
local function maximum sought is obtained (due to the fact that the second derivation of
the function <0), that is to say, the number of the holes drilled up to the moment of tool
damage at the feed rate of 0.0565 mm·min−1 is:

{294.6121792850139, { f → 0.056540369729515476}} (11)

4. Recommended Conditions for Drilling with Gun-Drill Tool on a CNC Machine
Using a Pilot-Hole Guide

Currently, there is a great demand in the engineering industry for a radical reduction
in the preparation time and rationalization of the development process for the rapid
application of new methods and techniques. Global competition and increasing demands
in the field of product life require not only the modernization of production capacities, but
also new, innovative methods ensuring the smooth running of technological means. One
such method is the deep-drilling process, which is used when it is necessary to create holes
with depths of up to ten times their diameters. Based on long-term tests and the statistical
processing of technological and physical parameters, it is possible to establish the following
recommendations for deep-drilling technology.

Gun drill of the L10.5 × 380 DIN 1835A 20 × 50 CHIP GROOVE type.
Procedure for inserting a gun-drill tool:

• Stop the auger before the hole-rapid traverse.
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• Slowly insert the auger at a counter-clockwise speed (or without speed, at a maximum
of 50 min−1) with cooling.

• Once the auger has been inserted into the pilot hole, switch on full speed and cooling.
• Start the drilling process.
• When the full depth of the hole is reached, switch off the feed rate, stop the spindle

speed with a delay and switch off the high-pressure cooling with a small delay.
• Slide the auger out of the hole at rapid traverse.

Testing conditions and recommendations for maximizing service life in terms of the
speed and feed-rate settings:

• A feed rate of 0.07 mm·min−1.During the testing of the stable service life at the given
feed rate, in the event of a change in input conditions (deviation in the workpiece
material), it is recommended to reduce the feed-rate value to 0.06 mm·min−1.

• A speed of 2700 min−1. During the testing of the stable service life at the given speed,
in the event of a change in input conditions (deviation in the workpiece material), it is
recommended to reduce the speed value to 2600 min−1.

Conditions specified by the manufacturer and verified by testing:

• Coolant pressure >30 bar; the manufacturer recommends that it be above 35 bar.
• Emulsion percentage >9% (the manufacturer recommends over 12%).
• The pilot hole must be 1–1.5xD long.
• The pilot-hole tolerance must be in H8.
• The pilot-hole apex angle should be >140◦.
• The cutting speed varies, depending on the workpiece material used (the tested cutting

speed, which showed the highest service life values, was 90 m·min−1).
• The feed rate varies, depending on the workpiece material used (the material tested

by us showed the highest tool life at a feed rate of 0.07 mm·min−1).
• The pilot-hole drilling deviation should be <0.02 mm in all axes.
• Gun-drill tool deviation <0.02 mm in all axes.
• The minimum length of the drilling part of the gun-drill tool should be 1.5xD.
• Fixed clamping in the hydraulic clamp.

In order to successfully maximize the service life of gun-drill tools, no limit deviations
from the prescribed properties and composition of the material being machined may occur.
The service life of the augers is also affected by the functional condition of the machine
tools–spindle backlash, machine vibration, guide backlash and leaks in the fluid supply
conduit, as well as the consequent loss of pressure.

5. Conclusions

Through measurement, the general recommendations of the manufacturer were veri-
fied and proven to be informative in real operation conditions. Based on extensive tests
and the resulting statistically processed data, the parameters were correlated with the
subsequent methodology for deep-drilling technology. Various technological parameters
were tested in a series of tests performed during real engineering production, which were
subjected to statistical evaluation. As part of the statistical analysis of the dependences of
the monitored input factors, such as the feed rate and speed, a nonlinear regression analysis
was performed in order to identify the most suitable optimization function. The quadratic
function was chosen as the most suitable function based on the criterion of the best possible
description of the experimentally obtained results, while the adjusted determination index
was chosen as the criterion for the dependence of the tool life on the feed rate. Based on
this dependence, it reached the value of 77.25%. Thus, it can be stated that the chosen
model can explain 77.25% of the variability in the measured values. The optimization itself
was based on the quadratic optimization function, reaching its local maximum at a feed
rate of 0.0565 mm·min−1, with the predicted value of the number of holes drilled up to the
moment of tool damage being 294.61. For the analysis of the dependence of the tool life on
the speed, the quadratic function was chosen again as a nonlinear regression analysis based
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on the criterion of the adjusted determination index as the ability of the model to explain
the variability in the measured data. Based on this dependence, the value of the adjusted
determination index was 98.24%; therefore, the model could not explain the remaining
1.76% of the measured data. Based on the analysis, the optimization function reached its
maximum at a speed of 2478.334 min−1, with the predicted value of the number of holes
drilled up to the moment of tool damage being 328.285.

Further research will examine other parameters, such as temperature and pressure
of the coolant, with a comparison of the selection of carbide tools for making holes using
deep-drilling technology.
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Abstract: The problem of the parametric design of ship hull structures is considered here. The
parametric design of ship hull structures is intended to determine the dimensions of structural ele-
ments that meet the requirements of regulatory documents (Rules of Classification Societies/Strength
Standards). It is shown that, in all existing shipbuilding CAD-CAM systems, the problems of the
parametric design of ship hull structures are essentially not affected. A modern methodology for the
parametric design of hull structures is proposed, which defines a set of principles for the structural
and logical organization of the design process, methods, and technical means for implementing
design procedures. The most characteristic methodological principles of the parametric design of
ship hull structures and other offshore engineering structures are identified: A systematic approach;
modeling as one of the main methods for solving design problems; and a rational design strategy
based on iterative search procedures that implement the methodological principle of successive
complication of models and procedures for designing structures. The article considers the architec-
ture and methodological foundations of the system for automated parametric design of ship hull
structures (CADS-Hull), developed at the Saint Petersburg State Marine Technical University, Russia.
The system is intended for use in design bureaus when designing civil ship hull structures on the
basis of regulatory requirements of the Russian Maritime Register of Shipping and IACS General
Rules in terms of large-capacity tankers, bulk carriers, and container ships.

Keywords: ship hull structure; computer-aided design of structure; database; function soft block

1. Introduction

Ship hull structure design is a process of forming a geometric, structural, parametric,
and structural-and-technological description of the structure and developing the technical
documentation (on this basis) necessary for structure manufacturing in the conditions
of ship hull production. Often, structural design is understood as the development of a
hull structure using the universal software of modern computer graphic systems such as
AutoCAD [1] and COMPAS-3D [2] or the corresponding blocks of “heavy” CAD/CAM
systems (FORAN [3], AVEVA [4], etc.). Actually, the mentioned systems mainly provide the
implementation of computer-aided construction processes. At the same time, the computer
screen performs the function of an “electronic drawing board”, since mainly routine graphic
procedures are automated in such graphic systems. Computer-aided construction can
be implemented only if there is information about structure shape parameters and its
elements’ dimensions. In this regard, ship hull structure design can be represented as a
combination of two interlinked processes—computer-aided construction and parametric
design. Computer-aided construction is intended for the formation of visual parameterized
information regarding the structural composition of hull structures, as well as its geometric
and construction concepts. One of the computer-aided design tasks is the development of
structural drawings using modern office equipment. Parametric computer-aided design
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is intended to determine the dimensions of structural elements that meet the regulatory
requirements (Rules of Classification Societies/Structures strength standards).

The problem with the parametric design of ship hull structures is hardly affected
in existing shipbuilding CAD-CAM systems. To an extent, for the parametric design of
ship hull structures, one can use (during verification calculations) Classification Societies’
computer-aided systems: MARS 2000 [5], VeriStar [6]—BV; NauticusHull [7], Poseidon [8]—
DnV-GL; SafeHull, CSR Prescriptive Analysis software [9]—ABS; ATLAS [10]—Russian
Maritime Register of Shipping (RMRS), and others, intended to check the compliance of
the ship’s hull with the requirements of the Rules of Classification Societies. Parametric
design automation requires specialized software. It is a very common notion that structural
design comprises the structure’s calculations using software that implements the finite
element method (FEM). It is known that, in order to perform finite element analysis, it is
also necessary to obtain complete (even detailed) information about the structure, which
does not exist or is not sufficient at the initial stages of designing.

Some basic information on the parametric settings of the hull shape and internal
structures is given in the works of A. Papanikolau [11,12]. The basic principles of modeling
ship structures based on an object-oriented approach, which is very relevant in terms of
software development, are given in [13]. Ship structures are physical objects with a complex
hierarchical structure, which is very well-suited to creating an information structure and
methods for its processing in computer systems, which are programmed using an object-
oriented approach.

A large amount of information on the modeling of ship structures is contained in
works that reveal the problem of automating data preparation for FEM analysis (for ex-
ample, in [14,15]). The preparation of such data is usually carried out separately from the
parametric design of structures, but the system described in this article has special data
translators for transferring the model to FEM analysis systems. The approach proposed
in [14,15] was partially used to develop these translators in terms of describing plate and
beam elements. The creation of structural models at the early stages of design, which are
later used for FEM analysis and production preparation, are given in [16].

Historically, the computer modeling of ship structures originates from the preparation
of documentation and drawings for the construction of a ship and the planning of the
production process. A modern approach to the formation of this kind of information on
the ship’s hull is shown in [17]. An example of the implementation of search optimization
methods for the design of ship structures to minimize their mass can be found in a number
of works [18–20].

A large set of studies, related to the development of the methodology, algorithms,
and software for the computer-aided design of hull structures of merchant ships and
floating docks, was carried out in the Ship Design Department of the Saint Petersburg State
Marine Technical University (SPbSMTU, Russia) [21]. The research results are based on the
analysis of the experience in ship design and construction, taking into account the evolution
of design methods. Conclusions and practical proposals are confirmed by department
specialists’ longstanding works on the problem of computer-aided design of structures.
A modern methodology was proposed for hull structure design, which defines a set of
structural and logical organization principles of the design process, as well as methods for
design procedure implementation. It also identified the most characteristic methodological
principles of parametric design of ship hull structures and other engineering structures:
A system approach, modeling as one of the main methods for design task solving, and a
rational design strategy. The suggested strategy is based on iterative search procedures
that implement the methodological principle of successive complications of models and
structure design procedures, from the design of structural elements (plates, stiffeners), to
the design of entire structures as a set of stiffeners and primary support members or a set
of primary support members in accordance with the requirements of local or transverse
strength, and finally, to the design of hull girder longitudinal members in accordance with
the requirements to the ship’s hull general strength. The values of design parameters,
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obtained as a result of lower-level task-solving, are used in the mathematical model of the
next-level design task as the “lower” bound. A possible change of these parameters is a
(search) value increase in the case of design condition dominance at the considered design
level. The proposed approach’s effectiveness is substantiated by many years of experience
in solving tasks of ship hull structure designing.

The problem of structures designing is presented as a general mathematical program-
ming problem. The objective function is usually a characteristic of the structure mass.
Inequality constraints are formed on the basis of the requirements of RMRS Rules or IACS
General Rules for double-hull oil tankers, bulk carriers, and containerships. On the back of
the proposed methodology, a specialized system for parametric computer-aided design of
ship hull structures was developed—CADS-Hull—in which the initial information prepa-
ration for design procedures is implemented using simplified methods, algorithms, and
software created on this basis. The regulatory framework of the system is the Rules and
Regulations for the Construction and Classification of Sea-Going Ships [22] and Common
Structural Rules for Bulk Carriers and Oil Tankers [23].

2. General Structure of the Computer-Aided System for Parametric Design of Ship
Hull Structures

The structure of the computer-aided system for the parametric design of ship hull
structures is determined by a set of software blocks and their interrelation, the functional
purpose of each block (the totality of problems to be solved), and the sequence of program
procedure implementation. The general system structure is shown in Figure 1.

 

Figure 1. General structure of parametric computer-aided design system.
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Experience in the field of computer-aided systems for parametric structure design
made it possible to determine the necessary blocks of tasks that should ensure the effective
use of such systems in the design bureau practice:

• Block of general design tasks.
• Block of constructional modeling.
• Block of procedures for designing various hierarchical levels structures.
• Block of procedures for designing reinforcement structures.
• Block of verification calculations of structural strength.
• Block of creation of the reporting documentation.
• Block of transferring design results to the CAD-CAM system of the design bureau.

Effective automation of the parametric design of hull structures is not possible if a
number of general design tasks have not been solved previously. The task list is presented
in Figure 2. Before starting work, it is necessary to select a project. It can be one of the
projects that have already been worked on or a new one.

 

Figure 2. General design block of the parametric computer-aided design system.

Determination of the coordinate system is one of the fundamental problems that must be
solved. The block of general data determining is intended to generate information such as the
ship type, operating limits, ice-strength class, and life cycle. The main ship dimensions,
computational length, block coefficient, and displacement constitute the next group of
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general data. Furthermore, the parameters of superstructures (deckhouses) are set, and
their construction type is determined.

The block of the ship hull geometry description is one of the key factors in the computer-
aided design system. The hull geometric modeling problem can be solved by various
methods: Importing a geometric model created by other systems (for example, AVEVA,
FORAN); data entry point by point, which defines the geometry of each frame section; and
geometric model creation by transforming the shape of the prototype ship hull. The block
operation result is a ship hull wireframe model (Figure 3).

Figure 3. Ship hull wireframe model.

Concerning the block of internal structures’ geometry description (inner bottom, inboard,
intermediate decks and platforms, longitudinal and transverse bulkhead, etc.), the need
for such an information block in the system is obvious. The structure’s shape is one
of the most important characteristics that directly affects its structural arrangement and
design calculations results. In the present computer-aided design system, a method of
simplified description of the internal structures’ geometry was implemented, which is
specified by the values of parameters in the so-called control sections. The control section
is considered to be the one in which the characteristic shape parameters of the present
structure can be easily determined, or even set by specific dimensions borrowed from
the general arrangement drawings. The shape parameters between control sections are
determined by the linear interpolation method. Special software makes it possible to
obtain a parametric description of the internal structures’ geometry in the form of planes or
triangulated surfaces (Figure 4). Structures that spill over the body surface are automatically
“cut off” along the intersection line.
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Figure 4. Wireframe triangulation of ship surfaces.

The block of superstructures’ geometry description. The superstructures’ geometry can be
set in the block of the ship hull geometry description. In the proposed computer-aided
system, it is possible to represent each superstructure geometry as a separate geometric
object, with its description in the same format as the main hull. Such a methodical approach
expands the possibilities of geometric modeling, including in relation to the complex stroke
of the main hull (bulbous bow, skegs, stern-post elements, etc.). The solution to the problem
of construction modeling of upper deck sections under deckhouses and the visualization of
its results is simplified. The possibility of construction modeling and parametric design of
superstructures (deckhouses) is provided, regardless of the main hull.

The block of ship compartments/tanks description. The ship compartments’ geometric
characteristics are used in the problem of the ship variable load layout for the purpose
of following calculations of the ship draft and trim and the loads on the hull in still
water. The list and purpose of ship spaces/compartments are generated in the process of
creating a current project database. In addition to geometric parameters, the block of ship
compartments/tanks description includes the following information: The load type in the
compartment, stacking height of general or timber cargo, the level of the free surface of
liquid or bulk cargo, the value of the stowage factor, or the average cargo density. For bulk
cargo, the angle of internal friction is additionally set. Compartment loading information
can be obtained from the data on a permissible double bottom or deck load. For tanks,
there is also the introduction of parameters, which make it possible to determine the test
load value.

The block of light ship load layout. The light ship load layout is one of the problems
that is associated with significant difficulties, especially in the early stages of ship design.
These difficulties are due to the lack of initial information. In the proposed computer-aided
system, the light ship load formation can be carried out in two ways:

• Manual data entry in the presence of relevant initial information—load tables.
• Calculation of load components according to statistical dependencies—in the absence

of load tables.
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The block of variable load layout. The layout of the variable load is implemented in an
interactive mode. A special interface allows one to select a concrete compartment from the
corresponding database of the current project to indicate the cargo type, its characteristics
(stowage factor or density, angle of internal friction, etc.), the amount of cargo in it, or the
filling percentage.

The block of equilibrium draft and trim calculation allows one to evaluate the permissibility
of the accepted ship loading variant by the value of the average draft and trim.

The block of ship stability calculating allows one to conduct additional checks of the
permissibility of the accepted ship loading variant by the parameters of initial stability,
stability at a large heeling angle, or by the value of the weather criterion. The presence of
geometric hull and superstructure models makes it possible to automate the calculation of
the lateral projection area, the parameters of which must be known for stability calculations.

The information prepared by the previous blocks is used in the block of still-water load
calculations. The software created during the development of the computer-aided system
makes it possible to perform the still-water load calculations with general load distribution
and the actual ship position on the water. The ship weight distribution can be represented
as a stepped configuration. There are software-implemented procedures for still-water load
calculations with the actual weight load distribution, which is obtained as a result of the
operation of the following blocks: The block for the light ship load layout and the block for the
variable ship load layout (Figure 5). The results for still-water load calculations for all variants
of ship loading are stored in the database.

 

Figure 5. Calculations of still water loads based on the actual distribution of the light ship and
variable ship loads.

The block of construction modeling. The computer-aided system provides the possi-
bility of implementing three modes of hull construction modeling:

• Structure modeling in a given cross-section.
• Hull modeling by describing the design of each of its structural components (substructures).
• Hull modeling by describing the “structural compartment” (a set of substructures

bounded by transverse planes passing through given practical frames).

The first modeling mode is convenient in cases where it is necessary to obtain informa-
tion about the structural element dimensions only in a given cross-section over the length
or in a set area with a characteristic (unchanged) topological (structural) scheme (Figure 6).
The modeling of hull structures in a given cross-section is provided by a specialized editor
that allows one to interactively divide plate structures into separate plates, arrange the
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longitudinal stiffeners and primary support members, and assign the dimensions based on
the design calculation results.

 
Figure 6. Structural modeling of the ship hull cross-section (first mode).

The second modeling mode allows one to describe the structural scheme of the sub-
structure as a whole (the upper deck, intermediate deck, platform, inner bottom, shell
expansion along their entire length, etc.) or its separate parts in a given area (Figure 7).
Structural modeling of the outer shell and internal hull structures is implemented by vari-
ous software blocks due to the modeling algorithms’ features. The presence of structural
modeling created by the second-mode software makes it possible to obtain a structural
model of the hull cross-section in the plane of a given frame or in a plane with a given
X-coordinate by processing the database information on the hull design.

The third design mode allows one to obtain a description of the hull at the level of
the structural compartment. In practice, it is implemented as an assembly of the results
of structural modeling of the outer shell and internal hull substructures (separate parts of
the outer shell and internal substructures). The structural modeling results can be used to
perform structural verification calculations via the method of finite element analysis of the
hull strength at the level of a compartment and up to three compartments in total.

Such an analysis has to be performed in some design cases, for example, with an
alternating pattern of heavy cargo loading of a bulk carrier hold, when analyzing the deck
displacement in its plane for an RO-RO ship, when assessing the hull tension in local
areas, etc.

The block of various hierarchical levels’ structure designing implements the parametric
design concept proposed in the work, based on the successive complication of models and
design algorithms. At this stage, the design procedures based on the requirements of the
Rules common to all ships are implemented: The design of outer shell plating, bottom and
side framing for sea water pressure, design of deck structures, double bottom for cargo
pressure, etc.
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Figure 7. Structural modeling of the ship hull (second mode).

In accordance with the parametric design concept based on the ship hull decom-
position and the successive complication of models and design algorithms, the block of
structural design can be divided into three levels:

1. Level of substructure elements design.
2. Level of design of the structure as a whole.
3. Level of a set of structures design.

Each level has its own models and structural design algorithms.
At the first (lower) level, procedures of plates and beam structural elements’ (stiffeners)

parametric design are implemented according to the requirements for local strength and
buckling using the simplest models. The design begins with plate elements. The results
of this design stage are then used in beam element design since the plate element design
parameter (plate thickness) is the thickness of the attached plate of the beam element.

At the first design level, the requirements for local strength and buckling of plates
and beams can be only implemented as a first approximation, since the allowable stresses
from local bending, as well as the calculated compressive forces and shear loads that can
lead to collapse, are dependent on the structural element dimensions defined in the higher
design levels.

In most cases, when solving design problems of the first level with a given layout
scheme and selecting structural elements material, calculated dependences can be directly
found relative to the desired structural element parameters. More complex computer-aided
design procedures for plate and beam elements can be used to justify the layout scheme of
the structure (choosing a framing system or scheme of arrangement of stiffening elements)
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and the choice of material strength. The need to solve such problems may arise at the early
(research) stages of ship hull structure design. The structure of the requirements for sheet
and beam structural elements is such that it is expedient to formulate these problems in the
form of nonlinear programming problems with constraints.

At the second level, procedures of plate and beam structural elements’ parametric
design are implemented according to the requirements for local strength and buckling
using models of a higher hierarchical level: Plane beam systems, structurally orthotropic
plates, and the complex plane web frame system (transverse frame and other frames). In
most cases, at this stage, there are primary supporting members of structures designed
(web frames, girders etc.). Ordinary beams (stiffeners) can either be ignored or included as
a component of their (web beams) attached plates.

Such design models usually do not provide an unambiguous solution. Regulatory
requirements for strength and/or buckling can be provided, with various combinations of
structural elements dimensions. Therefore, it is advisable to use search procedures at this
design stage. Structure behavior modeling using the design of experiments method can
improve the efficiency and simplify the solution of such a problem.

At the third (highest) level, procedures for parametric structural design are imple-
mented according to the requirements for buckling, strength, and stiffness in the cause
of ship hull general deformation (during general bending). The hull model used at this
stage is a hull girder. The model is formed on the basis of the construction modeling
results contained in project database tables. The results of structural design, obtained in
the first two levels, are used as initial data. The design of the hull structure is carried out in
two stages:

1. Verification calculation of the hull girder; analysis of compliance with the requirements
for strength, stiffness, and buckling during general bending.

2. Correction dimensions of certain longitudinal elements of the hull if the conditions of
general strength and/or stiffness and/or buckling are not met.

In the second case, the structural design is implemented in the form of a search procedure.
The block of structural reinforcements design (ice strengthening, slamming strengthening,

etc.). Hull reinforcements, caused by additional external efforts or architecture and struc-
tural features (the presence of cutouts, deckhouse endings), apply to the corresponding hull
areas. Reinforcements can extend to a small area—these are considered local reinforcements
(cutouts areas, deckhouse endings, etc.). In some cases, the extent of the reinforcement area
is significant (ice reinforcements, reinforcements for load accommodation during slamming,
etc.). The requirements for hull reinforcement structures are singularized into separate
sections in the regulatory documents (Rules of Russian Maritime Register of Shipping).
Accordingly, additional software is also provided in the computer-aided design system.

The block of verification calculations of strength is intended for solving design problems
in the verification calculation mode. This approach is appropriate for tasks that require
complex structural modeling (for example, based on FEM), which can be solved only with
known (given) values of structure elements’ dimensions. This block provides the possibility
of solving a problem using search procedures and modeling on the basis of the general
approach based on the methodology of numerical experiment planning.

3. The General Structure of the Database and the Methodological Foundations of
Its Formation

The organization of the process of parametric computer-aided design is greatly sim-
plified with the presence of a database. As a part of the system, it is advisable to have a
common database and a database of the project on which the user is working. In the present
computer-aided system, a database is understood as a set of information blocks organized in
the form of files of various structures and formats. The file structure is ordered in a certain
way: A directory, folder, or workbook.

In a common database, it is advisable to store information (by definition) of a general
nature, which can be used to form a database for a specific project for ships of various
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architectural and structural types. The experience of system development has shown that,
in order to solve the problems of ship hull structure design, the common database should
contain the following information blocks:

• General hierarchical directory of structures.
• Directory of ship compartments/tanks.
• Directory of ship structures material grades.
• Assortment of plates, profiles, and standardized compound profiles (T-profiles).

The structure of the common database should be able to grow as the system improves
and its functionality capabilities expand.

The general hierarchical directory of structures (Figure 8) is necessary for the imple-
mentation of the initial stage of database formation according to the specific project hull
design. The directory structure corresponds to the accepted general structural decomposi-
tion of the ship hull, which does not contradict the ship hull design fundamentals. A rigidly
fixed hierarchical system of structural element coding is associated with the structural
decomposition of the ship hull. Formalization of the requirements of the applicable rules
to the present hull structures is carried out on the basis of the structural elements code.
The top-level directory (Figure 9a) can be supplemented with new groups of structural
components. Catalogs of lower levels (Figure 9b) are formed, taking into account the
following fundamental principle—the directory structure should be as unified as possible
for different groups of structures, even if this leads to code redundancy (i.e., some code
levels may never be used).

 

Figure 8. Ship structure classification.

 
(a) (b) 

Figure 9. General hierarchical structure directory: (a) Directory of top-level structural groups;
(b) directory of structural groups of second and third levels of the present project.
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The directory of the current (specific) project is created in accordance with the follow-
ing algorithm:

• The formation of the structure list showing the actual construction decomposition of
the project hull structure.

• The coding of selected structures.

The formation of the structures list is carried out in the process of selecting the desired
structure from the general hierarchical structure directory. At the same time, the user
works with the text variables that reflect the generally accepted names of ship structure
elements: “Bottom plate”, “Shearstrake”, “Deck stringer”, “Frame”, etc. The coding of
selected structures is carried out automatically. A portion of code is generated that uniquely
determines the selected structure (Figure 8).

Parametric provisioning of the database on the ship hull design is performed at the
stage of ship hull structural modeling, using a specialized interface and software. To
solve this problem, it is first necessary to perform the database formation according to the
geometry of the hull and its structural components.

To create a database on ship compartments/tanks, materials, and assortments, the
following general approach is used:

• When developing a common system database, there is a general directory created for
compartments/tanks of the ship hull, ship structure materials, and an assortment of
plates and profile materials.

• According to the general design documentation, a hierarchical directory of the com-
partments/tanks of the ship under consideration is created.

• Based on the hull design documentation, lists of the materials used, types and dimen-
sions of profiles used for the frame beam manufacturing, and standard sizes of plate
products are created; when designing a new ship, the restrictions associated with the
ordered material for ship construction must be taken into account.

• The formation of a database of compartments/tanks, materials, and assortments for
a specific project is reduced to selecting the corresponding records (rows) from the
common database tables in an interactive mode. As a result, project directories are
formed, with which the system then provides the opportunity to work. Usually,
these directories are much smaller than the original ones. This fact simplifies the
working conditions.

In this article, as an illustration of the proposed methodological approach, the creation
of a Directory on ship compartments/tanks is considered. Classification of the ship com-
partments/tanks is proposed, mainly focused on the tasks of ship structure design, as well
as the structure of a general directory of ship compartments/tanks (Table 1). A “truncated”
directory is created, the structure of which reflects the needs of civil ship structure design
(Figure 10).

Table 1. Classification of the ship compartments/tanks.

Group Code Compartment’s Group Name

00 External environment
01 Special compartments
02 Service spaces
03 Ship storage tanks
04 Water ballast tanks
07 Chain bins
08 Cofferdams
09 Dry compartments
10 Void compartments
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Figure 10. Top-level directory (compartments groups).

Each compartment/tank of the ship hull has a unique code, which generally consists
of eight digits (Figure 11).

 
Figure 11. Ship structure classification.

The directory includes a group with code 00, which defines the conditional com-
partment “Ambient <environment>”. The presence of such a code makes it possible to
automate the calculation of the corrosion wear rates of the elements of the outer shell
plating and open decks.

Group 01, “Special spaces”, is for cargo ships, and combines various subgroups and
groups of cargo compartments (see Table 2).

Group 02, “Service spaces”, in the system of computer-aided design of civil ship
structures, includes only engine and boiler spaces since the register rules impose a number
of additional requirements on hull structures in these ship areas.
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Table 2. Subgroups and groups of ship compartments/tanks.

Code Name Supporting Code

01 Special compartments (group)
0101 Cargo compartments (subgroup)
0101 01 Upper cargo deck LUD
0101 02 Dry-cargo tween deck LTW
0101 03 Dry-cargo hold LTR
. . .

0101 20 Cargo tanks LLT
0101 21 Segregated ballast tank SBT
. . .

0101 30 Bulk cargo hold BTR
0101 31 Bulk cargo and water ballast hold B_WTR
. . .

02 Service spaces (group)
0201 Main machinery spaces (subgroup)
0201 01 Engine room ER
. . .

03 Ship storage tanks (group)
0301 Fuel oil tanks DO
0302 Lubricating oil tanks LO
. . .

0307 Freshwater tanks FW
. . .

04 Water ballast tanks (group) WB
0401 Forepeak FP_WB
0402 Afterpeak AP_WB
0403 Water ballast tank WB
. . .

09 Dry compartment (group) DC
. . .

Subgroups of spaces related to groups 03–04 and 07–09 can be divided into types (for
example, 030101—reserve bunker oil tank, 030102—daily bunker oil tank, etc.), but this
information will be redundant in the case of computer-aided structural design. Therefore,
such a code hierarchy is not provided for these compartment groups. In addition to the
unique hierarchical (numerical) code for each ship hull compartment/tank, a supporting
letter code (automatically generated) is provided, which allows the user to freely navigate
the compartment type, since it has a mnemonic meaning.

The general directory of the ship hull spaces/compartments can be supplemented
or edited.

Figure 12 shows the results of the creation of a directory of a particular ship’s com-
partments/tanks. For this purpose, the groups, subgroups, and compartments/tank types
that are in the present project are selected from the general directory of the ship compart-
ments/tanks.
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Figure 12. An example of the created <Current Project Directory> in expanded form.

After compartments/tanks creation, it is necessary to set their parameters, which will
be needed to perform the design procedures for the ship structure design. To solve this
problem, specialized software is used.

4. Project Database

The experience of developing a computer-aided design system and solving a large
number of practical problems in the field of ensuring ship operation and design works made
it possible to form an idea of the structure of the project ship design database (Figure 13).

 

Figure 13. The structure of project database.
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General project data (ship type, ice class, main dimensions, sign of coordinate system
attribute, spacing table, etc.) are contained in several text files.

The hull geometry is stored as a text file in a format that defines the geometry of a set
of cross-sections or a ship hull “wireframe”. The hull geometry can be visually viewed in
two-dimensional and three-dimensional modes in a special editor (Figure 14).

 

Figure 14. Visual representation of the hull geometry in a special editor.

The geometry of internal structures is stored in the form of text files containing infor-
mation regarding internal structure control sections (Figure 15) and the values of the
parameters that determine the shape of these structures in a given ship hull section. In
Figure 16, as an example, the results of geometric modeling of the transverse bulkhead of
an ice-going tanker are presented.

Figure 15. An example of the parameters of the inner bottom control section. Here P1–P6—parameters
that determine the shape of the internal structure in the considered section of the vessel along its
length (dimensions, angles of inclination).
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Figure 16. The results of geometric modeling of the tanker transverse bulkhead.

Compartments/Tanks. The list of compartments/tanks of the project is stored in a text
file in the form of a hierarchical tree. Each compartment has a unique hierarchical code.
The parameters of all the described compartments are collected in a text file in the form of
data blocks starting with a unique compartment code. This file contains all the necessary
information for design calculations.

Hull Structure. This is the most complex data block. Information in the form of text
files set is stored in the “HullShip_Structure” project folder.

Lightweight and Variable Loads. Lightweight ship components and deadweight (variable)
components are placed in text files, the number of which is equal to the total number of
loading options considered (Figure 17).

 

Figure 17. Ship load cases.

Project materials directory. Information about the project material, obtained in accor-
dance with the algorithm discussed in point 3, is placed in a text file. The file structure in
relation to one of the projects is presented in Table 3.
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Table 3. Project material catalog.

Material Grade
Young’s Modulus

E [N/mm2]
Poisson’s Ratio

μ

Hardening Module
EH [N/mm2]

Yield Stress
ReH [N/mm2]

Material Factor

A 206,000 0.3 1500 235 1
D 206,000 0.3 1500 235 1

DH32 206,000 0.3 1500 315 0.78
D32 206,000 0.3 1500 315 0.78

AH32 206,000 0.3 1500 315 0.78

Profiles. Information about the standard sizes of profiles used in the project, obtained in
accordance with the algorithm discussed in point 3, is stored in a text file. The file structure
is shown in Figure 18.

 

Figure 18. Profiles.

5. Conclusions

Ship hull structure design can be represented as a combination of two interlinked
processes—computer-aided construction and parametric design. Construction is intended
for the formation of visually parameterized information about the structural design com-
position of hull structures, as well as their geometric and construction concepts. One of
the design tasks is the development of structural drawings using modern office equip-
ment. Parametric computer-aided design is intended to determine the dimensions of
structural elements that meet regulatory requirements. The parametric design of ship hull
structures is carried out on the basis of the requirements of the Rules of Classification
Societies/Structures strength standards.

When designing ship hull structures in the design bureau, many calculations are
performed. To perform them, as a rule, highly trained specialists are involved. The
parametric design process is iterative. At the same time, the hull design can change
many times, which requires changes in the dimensions of structural elements and, as a
consequence, repetition of design calculations. In this regard, automation of the parametric
design, based on specialized software, is of great importance.

Experience in scientific research and solving practical problems in the field of designing
ship hull structures, floating docks, and surface ships, accumulated over more than 30
years, made it possible for the authors to form an idea about the general structure of the
parametric computer-aided structural design, the composition of functional soft blocks,
the level of detail of the design object (ship (offshore structure) hull) description, and its
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structures and methodological foundation for its development. The generalization of the
obtained representation is as follows:

1. The structure of the computer-aided design system is determined by a set of soft blocks
and their interrelation, the functional type of each block (the totality of problems to be
solved), and the sequence of program procedure implementation.

2. It is expedient to have a common database as part of the parametric computer-aided
system for ship hull structure design. The common database stores information that
is (by definition) common to ships of all projects.

3. The availability of a common database and specialized software makes it possible to
form a project database and ensure the convenience and simplification of the func-
tional soft blocks’ development and the organization of the parametric design process.

4. Catalogs (or classifiers) of ship structures, compartments/tanks of the ship hull, data
on materials, and profiles are of great practical importance.

5. It is fundamentally important to develop a special system for coding the ship hull
structure elements and ship hull spaces. Such information is absolutely necessary for
the development of the program code of the computer-aided system modules.
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1 Faculty of Industrial Engineering, Robotics and Production Management, Technical University of
Cluj-Napoca, Bulevardul Muncii nr. 103-105, 400641 Cluj-Napoca, Romania;
sorin.grozav@tcm.utcluj.ro (S.D.G.); vasile.ceclan@tcm.utcluj.ro (V.C.)

2 Faculty of Manufacturing Technologies with a Seat in Presov, Technical University of Kosice, Bayerova 1,
080 01 Presov, Slovakia; marek.kocisko@tuke.sk (M.K.); martin.pollak@tuke.sk (M.P.)

* Correspondence: alex.d.sterca@gmail.com; Tel.: +40-752141875

Abstract: Additive manufacturing technologies present a series of advantages such as high flexibility,
direct CAD to final product fabrication, and compact production techniques which make them an
attractive option for fields ranging from medicine and aeronautics to rapid prototyping and Industry
4.0 concepts. However, additive manufacturing also presents a series of disadvantages, the most
notable being low dimensional accuracy, low surface quality, and orthotropic mechanical behaviour.
These characteristics are influenced by material properties and the process parameters used during
manufacturing. Therefore, a predictive model for the characteristics of additive manufactured
components is conceivable. This paper proposes a study on the feasibility of implementing Deep
Neural Networks for predicting the dimensional accuracy and the mechanical characteristics of
components obtained through the Fused Deposition Modelling method using empirical data acquired
by high precision metrology. The study is performed on parts manufactured using PETG and PLA
materials with known process parameters. Different Deep Neural Network architectures are trained
using datasets acquired by high precision metrology, and their performance is tested by comparing
the mean absolute error of predictions on training and validation data. Results show good model
generalisation and convergence at high accuracy, indicating that a predictive model is feasible.

Keywords: machine learning; artificial neural network; additive manufacturing; high precision
metrology; CAD; predictive model

1. Introduction

Additive manufacturing technologies are becoming an essential tool in a wide variety
of fields ranging from medicine and aeronautics to industry 4.0 concepts, rapid prototyping,
reverse engineering, and hobby use. This rapid increase in the exploitation of additive
manufacturing techniques is a direct result of the many advantages presented by these
technologies, which include high flexibility, low cost, direct computer-aided design (CAD)
to finished product manufacturing, reduced tooling requirements, the capability of realising
high complexity geometries in a short time and at low cost, etc. At the same time, additive
manufacturing techniques also suffer from a series of disadvantages, most notably low
dimensional accuracy, low surface quality, and orthotropic material behaviour. The Fused
Deposition Modelling (FDM) in particular has seen a great increase in utilisation, mostly
due to the ease of use and availability of low-cost machines and raw material for this
technique. Due to the low cost of the machines and materials, the FDM technique is
becoming important for rapid prototyping, hobby use, manufacturing of replacement
parts, and even as a supplement for the more productive technologies such as Injection
Molding, being employed in the form of “3D printing farms” composed of many FDM
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machines to compensate for the low productivity, thus enhancing the flexibility of the
production lines where they are implemented. However, of all the additive manufacturing
techniques, FDM suffers the most from the disadvantages mentioned above; therefore,
extensive postprocessing of the manufactured parts is employed, which is costly and time
consuming.

2. State of the Art

Research has been done [1] with good results on increasing the accuracy of FDM
manufactured parts by fabricating components followed by parametric compensation of
the 3D model using data obtained by high precision metrology.

Studies by Yadav D. et al. [2] have been performed on improving the tensile strength
of additive manufactured parts by employing neural networks trained on parameters such
as infill density, extrusion temperature, and material density. The study was performed on
parts obtained from materials such as Acrylonitrile Butadiene Styrene (ABS) and Polyethy-
lene Terephthalate Glycol (PETG) and showed good results, improving the tensile strength
by 4.54% in subsequent samples.

Research on predicting optimal manufacturing parameters by Deshwal S. et al. [3] to
increase the tensile strength of parts obtained from Polylactic Acid (PLA) material has been
performed by training neural networks on process parameters such as nozzle temperature,
printing Speed, and infill density. The study reported an increase in tensile strength of
~2 MPa using predictions from a neural network trained at 99.89% accuracy.

Research studies by O.A.Mohamed et al. [4] have been performed regarding the ability
of artificial neural networks to predict dimensional characteristics of parts obtained through
the FDM process by analysing parameters such as slice thickness, the number of perimeters,
deposition angle, part print direction, and raster to raster air-gap. The study compared
the precision of neural networks to classic regression techniques and showed that neural
networks can account for dimensional deviations.

Tura A.D. et al. [5] performed studies on predicting the effects on surface roughness of
FDM process parameters such as layer thickness, orientation angle, and infill angle with
good results showing a high impact of layer thickness on surface roughness and the ability
of neural networks to predict the effects.

Lyu et al. [6] researched the ability of neural networks to predict dimensional char-
acteristics of FDM manufactured parts by analysing the complex relationship between
nozzle temperature, layer thickness, and infill density and their effects on dimensional
characteristics.

Previous research by A. D. Sterca et al. [7] was conducted to determine if the main
FDM process parameters, e.g., temperature, speed, and part/layer orientation, influence
the dimensional accuracy of 3D printed parts. The study was performed using regression
analysis on data obtained by high precision metrology on a set of test parts. The study
showed a strong correlation between the main process parameters and dimensional accu-
racy. The study also showed that 40% of the dimensional deviation from nominal is caused
by a combination of factors that are not accounted for and by complex interactions between
parameters which can not be modelled by a simple linear regression function.

Based on previous research [7], a correlation exists between geometric feature size and
dimensional deviation, accounted for by the material shrinkage rate.

The research performed in this study characterises the materials used in terms of
their shrinkage rate with the aim of increasing the accuracy of dimensional deviation
predictions. In addition, the study takes printing speed into account, which has been
shown to affect dimensional deviations through a combination of effects [7]. Part warping
has been shown to be the most important factor in dimensional accuracy and is strongly
influenced by part and layer cooling times and material shrinkage rates. Cooling times for
both parts and layers are determined by a number of parameters such as printing speed,
layer cooling fan speed, nozzle temperature, and heated bed temperature. These parameters
all affect the temperature gradient throughout the part and thus the degree to which the
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part warps. Therefore, this study proposes including all of these parameters as inputs for
training the neural network, filling gaps in the field by accounting for the fundamental
parameters such as printing speed and material shrinkage rate, which have been shown to
influence part quality but have not been studied in a correlative manner. The study also
proposes the development of separate neural networks for each predicted characteristic
(mechanical behaviour, dimensional deviations) in a cross-platform environment, allowing
for modularity and the ability to develop more complex networks that can make design
decisions using predictions produced by the different modules.

The study presented in this paper aims to determine the ability of artificial neural
networks to learn and approximate the complex functions needed to predict dimensional
deviations and mechanical behaviour of parts obtained by the FDM process using the main
process parameters as well as material properties as inputs and empirical data obtained
from high precision metrology and tensile strength measurements as outputs. A predictive
mathematical model can provide information in the form of deviation from nominal, which
can be used to improve dimensional accuracy in the design stage by applying corrections
based on predictions to a parametric 3D model of the part, reducing or eliminating the
need to manufacture and measure a series of parts to compensate for dimensional accuracy.
Predictions of the mechanical characteristics of 3D printed parts can be used in the design
process for guiding decisions regarding layer orientation and feature dimensions to ensure
proper mechanical behaviour of the manufactured part. The predictions for dimensional
and mechanical characteristics can be used to train an additional artificial neural network
to provide a good compromise between dimensional accuracy and mechanical properties.

The ability to predict the characteristics of additive manufactured parts can increase
the quality and interchangeability of these components and can even lead to a tolerance
standard for components obtained through these techniques.

3. Materials and Methods

A test part geometry is designed and manufactured from PETG and PLA materials
using different printing speeds, nozzle temperatures, and orientations. The parts obtained
by the FDM process are measured using Coordinate measuring techniques and 3D scanning
techniques. Tensile strength measurements are performed on the parts to determine if and
how the mechanical characteristics are affected by different process parameters.

Different Artificial Neural Network (ANN) architectures are developed and trained
using empirical data acquired through measurements and material properties data obtained
from the manufacturer and public databases. The performance of Artificial neural networks
is determined by comparing predictions with real-world data. The predictions can be tested
either by manufacturing a new set of parts to be used as test data or by splitting the
existing dataset into Training and Validation Data. In this study, the second method will
be used, splitting the dataset into two subsets, 80% being used as training data and 20%
for validation. The data splitting is done at random, providing an unbiased test of the
performance. The performance of the ANN is determined by the ability of the model
to generalise [8]. The experimental process is described in the flowchart presented in
Figure 1, where the entire experimental process from part design through measurement,
data management, and neural network training and performance analysis processes are
set in order. Neural network performance analysis through comparisons between training
accuracy and validation accuracy can be done at the same time after each training iteration,
or a network can be validated on new data after the training has been performed to a
satisfactory accuracy. This study performs validation after each training iteration, providing
a plot of the performance at every step. This allows for close monitoring of the performance
and early identification of unsatisfactory models.
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Figure 1. Experimental process flowchart.

A test part presented in Figure 2 is designed using the SolidWorks [9] software suite.
The geometry of the test part is chosen to amplify the effects of process parameters on the
dimensional and mechanical characteristics of the manufactured parts. A high length to
thickness ratio increases the effect of part warping during cooling. A low surface area zone
(marked as Width3 in Figure 2) is used as a breaking point for tensile strength measurements
as well as for amplifying the effects of different parameters on surface quality. A transition
from a low to a high surface area defined by Angle1 and Angle2 is used to determine the
variation of surface quality while at the same time providing a possible clamping feature
for tensile strength measurements. The test part geometry includes different linear and
circular features, which can provide measurement data for different layer orientations. The
part is designed and annotated according to ISO 1101 [10].

A total of 36 parts are manufactured, 12 using DevilDesign PETG material [11] and
24 using DevilDesign PLA [12]. The parts are manufactured on two FDM 3D printers, an
Anycubic ProMax2 [13] presented in Figure 3a for the PLA parts and a LeapfrogXS [14] as
seen in Figure 3b for the PET-G parts. Manufacturing is carried out in sets of two parts
simultaneously, one in horizontal and one in a vertical orientation, as seen in Figure 3b, to
ensure identical conditions for both orientations. The parameters of nozzle temperature
and print speed is varied for each set of parts according to Table 1. and the values are
chosen to represent the minimum, medium, and maximum temperature and speed for the
material and machine used. A fractional factorial design is preferred to force the neural
network to learn correlative functions. The parameter variation for the fractional factorial
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design is chosen in a range to be statistically significant, providing two extremes (minimum
and maximum) and a median point. A minimum of three sample points for the values is
needed for the neural network to identify them as variable instead of categorical data. If a
neural network shows good performance in terms of generalisation and convergence, a
full factorial design can be implemented to increase the prediction accuracy. All parts were
manufactured using a 0.5 mm nozzle, 0.25 mm layer height, 5 mm wall thickness, 1 mm
top/bottom thickness, and 30% infill using a linear infill pattern. The 5 mm wall thickness
ensures a 100% infill for the 5 × 5 mm area designated as the breaking point for tensile
strength tests. A sample of the manufactured parts can be seen in Figure 3c.

 

Figure 2. Test part CAD model.

   

(a) (b) (c) 

Figure 3. Machines used for manufacturing test parts, (a) Anycubic 4Max Pro 2.0, (b) Leapfrog Creatr
HS and (c) sample of manufactured parts.
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Table 1. Process parameters used for manufacturing test part pairs.

Pair No. Material Temperature (◦C) Speed (mm/s)

1 PET-G 220 45
2 PET-G 230 60
3 PET-G 230 70
4 PET-G 230 90
5 PET-G 240 45
6 PET-G 250 45
7 PLA 190 45
8 PLA 190 60
9 PLA 190 70
10 PLA 190 90
11 PLA 200 45
12 PLA 200 60
13 PLA 200 70
14 PLA 200 90
15 PLA 210 45
16 PLA 210 60
17 PLA 210 70
18 PLA 210 90

The naming of the test parts within the context of this paper is done according to Table 1
and takes the form of Temp_Speed_Orientaion_Material; thus, a part with the designation
210_90_V_PLA is identified as the test part manufactured with a nozzle temperature of
210 ◦C at a printing speed of 90 mm/s in the vertical orientation using PLA material.

Dimensional and geometric measurements are performed using two main techniques,
coordinate measuring and 3D scanning. High precision measurements are obtained using
a Cimcore Stinger 2 [15] Coordinate Measuring Arm (Figure 4a) and Autodesk PowerIn-
spect [16] software. Three-dimensional surface scan data is acquired using a Gom Atos II
(Compact Scan) [17] structured light 3D scanner (Figure 4c). Computed Tomography data
is acquired using a Werth XS Tomoscope [18] (Figure 4d), providing in-volume and surface
3D scans of the parts. Data obtained from optical 3D scans and computed tomography
is used for CAD for actual mesh comparison using the Gom Inspect suite [19] software,
providing a detailed analysis of geometric and dimensional deviations. These methods of
measurement are chosen to provide as much detail as possible concerning dimensional and
geometric characteristics of the manufactured parts, which are needed to guide decisions
on how the input and output data should be chosen for ANN training as well as to provide
information regarding the architecture of the ANN. Multiple points are sampled for each
measured feature, and the results are averaged to reduce outliers and avoid sampling
manufacturing artefacts such as holes or material overextrusion. Three-dimensional optical
scans are used to corroborate results from CMM measurements and to provide details on
surface topology and part warping. The ability to sample a large number of points for
dimensional measurements using 3D scan data allows for better averaging of deviations
and the eliminations or reduction of outliers caused over and under extrusion artefacts.
Scans of the parts in the form of STL files can be used in the future for developing a more
advanced neural network trained using printing parameters, CAD nominal model, and
actual part 3D model.

Tensile strength measurements are performed on an Instron 3366 [20] tensile tester
(Figure 4b). The data provided by these measurements can be used to model the mechanical
behaviour of the manufactured parts, which can then be used to create an orthotropic
material profile for CAD systems that can inform decisions of layer orientation and feature
dimensions in the design stage, as well as provide data for the training of an ANN that can
predict the mechanical behaviour of a part. The tests are performed on all test parts, and
the results are plotted for pairs representing the horizontal and the vertical orientations for
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each combination of parameters, providing a comparative study of tensile strength for the
different orientations used.

  

(a) (b) 

  
(c) (d) 

Figure 4. Machines used for performing measurements. (a) Cimcore Stinger 2, (b) Instron 3366,
(c) GOM Atos II (CompactScan), (d) Werth Tomoscope XS.

Artificial neural network development is performed using the Python [21] program-
ming language through the PyCharm [22] Integrated Development Environment. To
facilitate universality and cross-platform availability of the code, as well as to use various
functions and tools optimised for machine learning, the neural network architectures are
developed using the TensorFlow [23] machine learning library with the Keras [24] frontend.
The architecture and performance of the tested neural networks are analysed using the
TensorBoard [25] visualisation kit for TensorFlow. The performance analysis is displayed
as a plot of ‘Training accuracy’ Vs. ‘Predictions on validation data’ accuracy in the form
of the Mean Absolute Error (MAE) between predicted and actual values. A tendency of
the MAE values to decrease indicates the ability of the model to learn the complex correla-
tive function and the ability to generalise. The Mean Absolute Error metric is defined by
Equation (1),

MAE =
∑n

i=1|yi − xi|
n

(1)

where MAE = Mean Absolute Error, yi is the prediction, xi is the true value, and “n” is the
number of samples.

A base program is developed to create every neural network analysed in this study.
The source code is written in the Python Programming language and is available for

175



Machines 2022, 10, 128

reference in Appendix A. The neural network is implemented as a Sequential Model inside
the base program to facilitate the implementation of different model architectures. A neural
network architecture in this context is defined by the number of layers and the number
of nodes in every layer. A deep neural network (DNN) is defined as a neural network
that contains multiple layers (also known as hidden layers) between the input and output
layers. All of the neural networks analysed in this study are of the Deep Neural Network
Type. Different architectures are developed by modifying the number of hidden layers and
nodes in the sequential model implemented in the base program.

In the context of this paper, the neural network architecture will be defined as the
number of hidden layers times the number of nodes per layer because all architecture
will employ hidden layers with equal numbers of nodes; therefore, 3 × 32 indicates an
architecture containing 3 hidden layers and 32 nodes per layer.

This study is performed on a number of neural networks composed of 2, 3, and 4 fully
interconnected hidden layers containing 8, 32, and 64 nodes each, for a total of 9 archi-
tectures; thus, the number of weights (trainable parameters) is dependent on the number
of nodes and the number of hidden layers used. The optimisers [26] used are Stochastic
Gradient Descent and ADAdelta. The selection of the optimiser and the parameters for
the optimiser (learning rate) is determined by observing the performance of the network
under test (speed of convergence, accuracy of predictions). The weights and bias values
of the neural networks are initiated as zeroes and adjusted by the optimiser during the
training process. The number of hidden layers and nodes-per-layer are selected to represent
networks with increasing parameter spaces (trainable parameters) in order to determine
the optimal combination for best accuracy without overfitting the data. As the number of
hidden layers and nodes-per-layer is highly dependent on the number of samples in the
training dataset as well as the complexity of the problem to be solved, these parameters
are subject to fine-tuning based on the observed performance of the network under test, as
there is currently no clear mathematical formula for determining the exact architecture for a
specific problem. The smallest network contains 2 hidden layers and 8 nodes per layer and
is selected to provide a number of trainable parameters smaller than the number of samples
in the present dataset and serves as a good starting point. The developed architectures are
presented in Table 2 as well as the activation function for the hidden layers and the number
of trainable parameters for each architecture.

Table 2. Neural network architectures.

Network architecture 2 × 8 2 × 32 2 × 64 3 × 8 3 × 32 3 × 64 4 × 8 4 × 32 4 × 64

Hidden layers 2 2 2 3 3 3 4 4 4

Number of nodes per layer 8 32 64 8 32 64 8 32 64

Activation function ReLU ReLU ReLU ReLU ReLU ReLU ReLU ReLU ReLU

Number of trainable parameters 113 1217 4481 185 2273 8641 257 3329 12,801

The number of epochs [27] for training the neural networks is not predetermined. The
networks are allowed to train until they diverge or until the decrease in prediction error
becomes insignificant.

Input and output layer shapes are determined by the number of input and output
parameters, and the activation function for the output layer is Linear.

Strategies to prevent overfitting can be employed in the form of l2 regularisers [28]
and Dropout layers [29] which can be implemented after each hidden layer. Dropout layers
do not affect the number of trainable parameters and are employed only in architectures
that show a tendency to overfit. The parameters for l2 regularisers and dropout layers are
chosen by fine-tuning for best performance.

Separate neural networks are employed for predicting dimensional characteristics
and mechanical characteristics. This modular approach allows for separate training of the
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neural networks according to the availability of data, while at the same time allowing for
interconnectivity with other networks, i.e., the predictions for dimensional deviations and
mechanical behaviour can be used as inputs for another network that can inform decisions
on the best compromise between dimensional accuracy and mechanical properties.

The data used for training is provided in the form of comma separated values (CSV)
tables containing both input and output data. The input data used for training the neural
network employed for predicting dimensional deviations are in the form of the values
for feature length, nozzle temperature, printing speed, orientation, material shrinkage
rate, print cooling fan speed, and heated bed temperature. The material shrinkage rate is
provided as a minimum, medium, and maximum shrinkage. The minimum and maximum
shrinkage for PLA are 0.3% and 0.5%, and for PET-G 0.2% and 1% [30]. The medium
shrinkage value is calculated as the average between the minimum and maximum values.
The output data is in the form of deviations from the nominal dimension of the feature, the
value of which is obtained through high precision metrology measurements. An example
of the table head and a sample of values is presented in Table 3.

Table 3. Sample of input data table head and values used for training dimensional characteristics
neural network.

Length
(mm)

Temp
(◦C)

Speed
(mm/s)

Orientation
Shr_min

(%)
Shr_med

(%)
Shr_max

(%)
Cooling

(%)
Bed_temp

(◦C)
Deviation

(mm)

12.5 220 45 0 0.2 0.6 1 0 80 −0.082

The neural networks employed in predicting mechanical properties have input data
in the form of values for nozzle temperature, printing speed, material and orientation. The
value for “material” represents categorical data; therefore, each material is encoded in the
form of a number “1” for PETG and ”2” for PLA to avoid not a number (NaN) errors during
training. Considering that for this dataset, the orientation also takes on only two values,
horizontal and vertical, this feature is also encoded as a number “1” for horizontal and “2”
for vertical. For datasets where the orientation takes on many different values, these can be
provided as angles. The output data used for training the neural network are provided in
the form of tensile strength values in [Mpa] obtained from tensile strength measurements.
An example of a table head and a sample of values is presented in Table 4.

Table 4. Sample of input data table head and values for training mechanical behaviour neural
network.

Temp (◦C) Speed (mm/sec) Material Orientation Tensile Strength (Mpa)

190 45 2 2 16.54

A graphical representation of a neural network analysed in this study showing the
path of the data and the operations performed throughout the network during training
is presented in Figure 5, showing the path of the data through the neural network. Data
enters through the dense layers (dense, dense_1, dense_2), where an inference (prediction)
is made. The result of the inference is used in combination with the actual value to compute
the Mean Absolute Error (MAE). The error is used to adjust the value of the weights and
biases to a degree determined by the optimiser employed, i.e., for Figure 5, the optimiser
used is Stochastic Gradient Descent (SGD). The network design also employs functions to
prevent NaN scenarios. The data is normalised (values scaled between 0 and 1) externally
to allow for better portability of the model. Normalisation is performed to increase the
speed of convergence by reducing the difference in scale between the various parameter
values. Data normalisation is optional; however, it can increase model performance and
decrease convergence times. The normalised data takes values from 0 to 1 but preserves
the relative ratios between the original values.
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Figure 5. Graphical representation of a neural network with 3 hidden layers.

4. Results

4.1. Part Measurement Results

Dimensional measurements provide the empirical data in the form of deviations from
nominal feature length used to train the neural networks. The measurements are performed
using two independent techniques, Coordinate measuring and 3D scanning, enabling cross-
validation of data which can be used to eliminate outliers and reduce the noise inherent in
any measurement process. Besides dimensional measurements, geometric analysis of the
manufactured parts is very important for informing decisions regarding the selection of
the training dataset. An in-depth analysis of the geometric and dimensional deviations of
the manufactured parts indicates that material properties, in particular, material shrinkage
rate, has a significant influence on the quality of the 3D printed components. Measurement
results show that most of the deviations fall within the values predictable by the shrinkage
rate of the material used, while the extent to which the parts deform due to this effect is
influenced by nozzle temperature, print speed, and part cooling fan speed, parameters
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which influence layer and part cooling time directly. Analysis shows that parameter
combinations that lead to short cooling times for the layers and the part, in general, tend to
produce parts with higher dimensional and geometric deviations. This can be explained in
part due to high internal tensions produced during rapid cooling that lead to more severe
part warping and contraction. These results informed the decision of including material
shrinkage rates and part cooling fan speed as training parameters for the artificial neural
networks analysed in this study. Part warping can be analysed by performing a Surface
comparison on CAD using data obtained from 3D scanning. Examples of severe part
warping and mild part warping are presented in Figure 6, where (a) is the 230_60_H_PETG
test part and (b) is the 220_45_H_PETG test part. The severity of part warping can be
determined by the relative difference between the deviations of the part height along its full
length, denoting the curvature of the part. The deviations in part height can be seen in the
form of deviation labels in Figure 6. Measurement results for all manufactured parts show a
high value for the deviation of the total length (130 mm) that can not be accounted for by the
effects of contraction alone. Analysis of the effects of warping indicates that the high value
for the deviation in total length is due to the curvature of the part. Therefore, a decision
can be made regarding the inclusion of this specific feature length in the training data. The
complete dimensional measurement results are found in Supplementary Materials Table S1.

  
(a) (b) 

Figure 6. Surface comparison on CAD. (a) severe part warping, (b) mild part warping.

4.2. Tensile Strength Measurement Results

The results of tensile strength measurements are presented in Supplementary Materials
Table S2 in the form of tensile stress at maximum load (at breaking point) expressed in
[Mpa]. The plots of tensile strain vs. tensile stress for two pairs of test parts are presented in
Figure 7, where (a) represents the test results for the pair composed of the 200_70_H_PETG
and the 200_70_V_PETG part, while (b) represents the results for the pair composed of the
190_90_H_PLA part and the 190_90_V_PLA test part. Sample 1 represents horizontal part
orientation and Sample 2 vertical part orientation. The results show that for the vertical
orientation, the tensile strength is determined by layer adhesion, which is influenced by the
temperature used during the manufacturing process; therefore, the results indicate that the
tensile strength of parts manufactured in the vertical orientation is directly proportional to
the nozzle temperature.
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(a) (b) 

Figure 7. Sample of tensile stress vs. tensile strain results. (a) 200_70_PLA pair, (b) 190_90_PLA pair.

Tensile strength measurement results for test parts manufactured in the horizontal
orientation show that, in this case, tensile strength is inversely proportional to temperature.
This result can be explained by the increased porosity of parts manufactured at high
temperatures and the thermal degradation of the material. An example of differences
in porosity can be seen in Figure 8, where (a) is the 250_45_H_PETG part and (b) is the
220_45_H_PETG part. A higher porosity can be observed on the high-temperature part
in the form of small holes in the volume of the material; however, although the low-
temperature part presents a lower porosity, the effects of increased layer decohesion can be
observed. These results must be taken into account when choosing manufacturing process
parameters.

 
(a) (b) 

Figure 8. The difference in porosity due to printing temperature. (a) high-temperature part (b) low-
temperature part.

One reason for using a complex geometry test part is to determine the mechanical
behaviour in scenarios closer to real-world cases. One such behaviour is the part failing
in other areas than the designated failure zone before the part breaking. A comparison
between a part breaking in the designated failure zone and a part that fails in other areas
before breaking is shown in Figure 9. The part in Figure 9a represents expected behaviour,
breaking in the designated failure zone. The part in Figure 9b presents the separation at
the interface between the top and bottom layers and the part perimeter. This behaviour is
accounted for by a low overlap percentage between the top/bottom layers and the part
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perimeter and is present for all materials tested (PETG and PLA). These results must be
taken into account when choosing a top and bottom thickness and the overlap percentage.
Another factor that influences this behaviour is infill pattern and density.

  
(a) (b) 

Figure 9. Comparison of test part failure modes. (a) part breaking at designated failure point (b) part
failing before breaking.

For training the neural network, only the data from parts breaking in the designated
failure zone are used.

The results of dimensional and tensile strength measurements are presented in Table 5
in the form of deviations from nominal for dimensional measurements and maximum
stress in MPa for tensile strength measurements. The maximum stress in MPa for parts that
failed before breaking, as exemplified earlier and shown in Figure 9b, is also presented.

Table 5. Dimensional and tensile strength measurement results.

Measured
Characteristic

Length 1
(mm)

Length 2
(mm)

Width 1
(mm)

Width 2
(mm)

Width 3
(mm)

Tensile
Strength

(Mpa)

Part Failure
before Breaking

Maximum
Stress (Mpa)

Nominal 130 12.5 50 10 5
220_45_H_PETG −0.4236 −0.1002 −0.1388 −0.0851 0.258 21.41
220_45_V_PETG −0.0842 0.1069 −0.0615 0.1694 0.079 15.56
230_60_H_PETG −0.4156 −0.1758 −0.1403 −0.1758 0.383 34.53
230_60_V_PETG −0.0872 −0.1191 −0.0364 0.2913 0.117 36.69
230_70_H_PETG −0.5384 −0.2518 −0.3019 −0.0553 0.269 45.86
230_70_V_PETG −0.1714 −0.162 −0.0766 0.2713 0.159 36.76
230_90_H_PETG −0.767 −0.2647 −0.527 0.0068 0.3 32.35
230_90_V_PETG 0.0639 −0.1415 −0.1882 0.3302 0.361 37.24
240_45_H_PETG −0.2899 −0.0184 −0.0498 0.1928 0.365 28.27
240_45_V_PETG −0.0793 −0.0029 −0.0755 0.1137 0.051 25.4
250_45_H_PETG −0.2731 −0.0632 −0.0301 0.1881 0.413 38.61
250_45_V_PETG −0.0976 0.0298 −0.048 0.2461 0.071 33.23
190_45_H_PLA −0.623 −0.384 −0.319 −0.52 −0.209 49.57
190_45_V_PLA −0.727 0.336 −0.19 −0.327 −0.133 16.54
190_60_H_PLA −0.587 −0.422 −0.052 −0.36 −0.327 38.48
190_60_V_PLA −0.971 0.1204 −0.2238 −0.354 −0.4883 13.56
190_70_H_PLA −0.915 −0.213 −0.602 −0.316 −0.415 35.54
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Table 5. Cont.

Measured
Characteristic

Length 1
(mm)

Length 2
(mm)

Width 1
(mm)

Width 2
(mm)

Width 3
(mm)

Tensile
Strength

(Mpa)

Part Failure
before Breaking

Maximum
Stress (Mpa)

190_70_V_PLA −0.924 0.047 −0.019 −0.359 0.052 18.37
190_90_H_PLA −0.634 −0.214 −0.065 −0.068 −0.151 31.39
190_90_V_PLA −0.772 0.292 −0.023 −0.114 −0.471 19.52
200_45_H_PLA −1.25 −0.453 −0.494 −0.503 −0.703 18.65
200_45_V_PLA −1.311 −0.072 −0.487 −0.539 0.12 15.82
200_60_H_PLA −1.326 −1.326 −0.573 −0.006 −0.229 22.44
200_60_V_PLA −1.344 −0.122 −0.585 −0.097 0.081 14.62
200_70_H_PLA −0.229 −0.229 −0.115 −0.038 −0.306 23.4
200_70_V_PLA −0.762 0.402 0.057 −0.144 −0.189 23
200_90_H_PLA −1.373 −0.473 −0.473 −0.568 −0.568 31.71
200_90_V_PLA −1.205 0.035 −0.295 −0.412 0.159 11.97
210_45_H_PLA −1.459 0.082 −0.695 −0.209 0.126 30.42
210_45_V_PLA −1.195 −0.038 −0.409 −0.398 0.082 12.83
210_60_H_PLA −1.309 −0.553 −0.405 −0.635 −0.377 37.85
210_60_V_PLA −0.22 0.13 −0.326 −0.388 0.179 15.6
210_70_H_PLA −1.204 −0.416 −0.308 −0.578 −0.21 35.67
210_70_V_PLA −1.514 0.124 −0.315 −0.516 −0.605 12.48
210_90_H_PLA −1.005 −0.467 −0.11 −0.605 −0.284 39
210_90_V_PLA −1.276 0.084 −0.362 −0.408 −0.625 12.28

4.3. Artificial Neural Network Performance Analysis Results

The performance of the tested ANN architectures is evaluated by plotting the Mean
Absolute Error (MAE) of the training predictions versus the Mean Absolute Error of the
predictions performed on the validation data. The validation data is not seen by the neural
network during training and, at the same time, represents real-world data obtained by
splitting the dataset between training and validation data, thus allowing an unbiased
performance analysis applicable to real scenarios.

The interpretation of the plot is as follows: Two lines are plotted, one for training
predictions and one for validation data predictions, as mentioned above. If the two lines
show a tendency, however small of their respective mean absolute error, it indicates that
the model can approximate a correlative predictive function for the input and output
parameters and is also capable of generalising. If the lines show a tendency to diverge,
i.e., the MAE of the training predictions decreases while the MAE of the validation data
predictions increases, the model is considered to overfit the data, i.e., it starts to memorise
data rather than approximate a predictive function. If the lines show a random distribution
on the plot, this indicates that the model can not find a predictive function and a correlation
between the input and output parameters.

A wide range of architectures was tested with 2 and 3 hidden layers and 8, 32, and
64 nodes per layer. The performance of each tested architecture is used to inform decisions
regarding optimisation and fine-tuning of subsequent networks leading to an architecture
that best fits the available dataset.

The performance plots for two architectures used for predicting tensile strength are
presented in Figure 10. The architectures tested in the two plots are 3 × 64 and 3 × 32.
From the plot, it can be seen that the model with the 3 × 64 tends to overfit the data. The
best performance on the available dataset is reached by the model with 3 × 32 architecture.
The performance plot for the 3 × 32 architecture shows good model generalisation and a
tendency for the MAE to decrease; thus, the model shows the ability to learn a correlative
and predictive function using the input and output parameters provided. Due to the
low number of parameters and strong correlation between them, the neural network for
predicting tensile strength is able to approximate a predictive function in a short time on a

182



Machines 2022, 10, 128

lower number of nodes, while at the same time, the low number of parameters leads to
overfitting on large models.

  
(a) (b) 

Figure 10. Performance plots for tensile strength predictive models. (a) 3 × 64 architecture,
(b) 3 × 32 architecture.

Performance plots for dimensional deviation predictive models are presented in
Figure 11. Due to the increased complexity of the problem that needs to be solved for this
model and the high number of input parameters, a larger model is required to approxi-
mate a correlative and predictive function. Because of the low performance of 3 × 8 and
3 × 32 architectures, a 4 × 64 architecture was also analysed for performance to provide a
comparison point for the 3 × 64 architecture. An analysis of the plots shows that the model
with 4 × 64 architecture tends to overfit the data. The best performance was achieved by
the model with 3 × 64 architecture, showing a tendency to reduce the Mean Absolute Error
for both the training and validation data predictions. Due to the high complexity of the
problem to be solved by the model and the high number of input parameters, the predictive
model for dimensional deviations takes longer times to train than the simpler model for
predicting tensile strength. However, the model reached a value of 0.05 for the mean
absolute error of the predictions for validation data after 120,000 training epochs [23] while
still showing a tendency to improve. A value of 0.05 for MAE is insignificant; therefore, the
model can produce usable predictions.

  
(a) (b) 

Figure 11. Performance plots for dimensional deviation predictive models. (a) 4 × 64 model architec-
ture (b) 3 × 64 model architecture.

The neural networks can be optimised for better generalisation and performance
by choosing adequate optimisers [24], increasing the number of layers and nodes, and
implementing techniques such as layer weight regularisation [25] and dropout layers [26].
The input data needs to be curated as well, outliers need to be eliminated, and input
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parameters with low variety should also be eliminated; otherwise, the neural network will
consider them as categorical data. An example of this behaviour can be observed in the
data for shrinkage, cooling fan speed, and bed temperature. These parameters have only
two values in the dataset. For large datasets that are comprised of parts manufactured
from more materials at a variety of printed bed temperatures and cooling fan speed, these
parameters can be accounted for and included. A performance plot for an optimised neural
network is presented in Figure 12. The neural network employs the Adadelta optimiser
and techniques to prevent overfitting. The parameters with a low variety were removed,
and training was performed strictly on the main process parameters, temperature, speed
and feature length. The plot indicates that the model can generalise, with both MAE values
tending to decrease.

Figure 12. Performance plot for an optimised neural network with 3 × 64 architecture.

5. Discussion

The study shows that predicting dimensional deviations and mechanical behaviour in
the form of tensile strength is feasible. The ability of the model to generalise is dependent
on the quantity, quality, and variety of the input data. The dataset used in this study is
limited, however, it is sufficient to prove that predictive models can be created, encouraging
future research on large datasets. The models present predictions with higher accuracy
than the predictions obtained through linear regression in previous studies. The predictions
provided by the models can be used for guiding decisions regarding the choice of parame-
ters for manufacturing and for compensating dimensional deviations in the design phase,
leading to a lower number of failed parts and the reduction or elimination of postprocessing
operations.

The findings are consistent with the results of previous studies in the field.
The inclusion of additional parameters such as shrinkage rate, printing speed, part fan

cooling speed, and heated bed temperature as input training data does not diminish the
neural network’s ability to learn and approximate the predictive function, indicating that
a correlation exists between these parameters and dimensional deviations. However, the
dataset needs to be improved in variety and quantity for these parameters to be statistically
significant and to increase prediction accuracy. An absolute minimum of three different
values for each of the parameters must be used, i.e., three different materials, three different
heated bed temperatures, etc.

The study shows a strong correlation between parameters that affect part and layer
cooling times and dimensional deviations. Therefore, ambient temperature plays an im-
portant role; however, the study was performed under controlled laboratory conditions
of constant temperature and humidity; thus, future datasets must include environmental
variables such as ambient temperature and relative humidity.
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The neural networks developed in this study can be used to provide predictions
in the form of dimensional deviation or tensile strength of a part for a given parameter
combination or for determining the best parameter combination for a given dimensional
deviation or tensile strength value by reversing the input and output configuration of the
model. The predicted values for dimensional deviations can be used to adjust a parametric
CAD model of the part to compensate for the errors. The predicted tensile strength values
can guide decisions for optimal part orientation and manufacturing parameter selection.
However, while the networks developed for this study provide simple predictions of
deviations and tensile strength that can be used in real-world applications for improving
part quality and mechanical behaviour, the main utility of these networks is for informing
the development of more complex networks or as modules in interconnected network
designs.

6. Conclusions

The results show that artificial neural networks are capable of learning complex
predictive functions for the quality of FDM manufactured parts, encouraging and informing
future work in the field.

The limiting factors were determined to be the size and variety of the available dataset
on which the performance of the neural networks depends; therefore, the authors propose
the creation of an open public database where individuals and institutions can submit and
access measurement data on additive manufactured parts in the form of 3D scans, high
precision metrology, and tensile strength measurements.

Guided by the findings of this study and the ability of artificial neural networks to
approximate and learn complex functions and to work on large datasets and input data, a
future study is proposed to develop a neural network that takes the point cloud, or STL file
of an FDM manufactured part and the process parameters as input and provides, as output,
a compensated STL file, using the predictions to modify the coordinates of the points which
define the 3D model. Such a network will most probably be in the form of a generative
model, i.e., a Generative Adversarial Neural network or a Variational Autoencoder.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/machines10020128/s1, The data used for training the neural
networks is published alongside the manuscript in the form of tables, Table S1: Dimensional training
data, Table S2: Tensile strength training data.
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Appendix A

import pandas as pd
from time import time
from keras import backend as K
from sklearn import preprocessing
from keras.layers import Dropout
from keras import regularizers
from tensorflow.python.keras.callbacks import TensorBoard
from keras.callbacks import ModelCheckpoint
import tensorflow as tf
from tensorflow.keras import layers
from sklearn.model_selection import train_test_split
printed_train = pd.read_csv("force train.csv",names=["temp", "speed", "material", "orientation", "mpa"], skiprows=1)
datasetf = printed_train.values
x = datasetf[:, 0:4]
y = datasetf[:, 4]
min_max_scaler = preprocessing.MinMaxScaler()
xs = min_max_scaler.fit_transform(x)
xt, xv, yt, yv = train_test_split(xs, y, test_size=0.1, shuffle=True)
printed_model = tf.keras.Sequential([
layers.Dense(64,kernel_regularizer=regularizers.l2(0.001),activation='relu',input_shape=(4,)),
layers.Dropout(0.2),
layers.Dense(64, kernel_regularizer=regularizers.l2(0.001),activation='relu'),
layers.Dropout(0.1),
layers.Dense(64,kernel_regularizer=regularizers.l2(0.001), activation='relu'),
layers.Dropout(0.1),
layers.Dense(1, activation='linear')
])
tensorboard = TensorBoard(log_dir="logs/{}".format(time()))
printed_model.compile(loss=tf.keras.losses.MeanAbsoluteError(),optimizer=tf.optimizers.SGD(0.01),metrics=[tf.keras.metrics.MeanAbsoluteError()])
checkpoint = ModelCheckpoint("best_model_valforce.hdf5", monitor='val_mean_absolute_error', verbose=1,save_best_only=True, mode='min')
earlystop=tf.keras.callbacks.EarlyStopping(monitor='val_mean_absolute_error',mode='min', min_delta=1, patience=2000),
printed_model.fit(xt, yt, epochs=30000, shuffle=True, validation_data=(xv, yv),

callbacks=[checkpoint,earlystop, tensorboard]).
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Abstract: The effect of the computational model and mesh strategy on the springback prediction of
the thin sandwich material made of micro-alloyed steel was investigated in this paper. To verify the
chosen computational strategy, a comparison of the experimentally obtained specimen (U-bending)
with the FEA result was performed. The Vegter yield criterion combined both with the isotropic
and kinematic hardening law was used for the calculation. In addition, the effect of the deformation
mesh element (surface and volume) on the accuracy of the springback prediction was investigated. It
was concluded that the choice of the volume deformation mesh does not significantly improve the
accuracy of the results. Moreover, it is quite a time-consuming approach. The much greater influence
was monitored by concerning the selection of hardening law, where the anisotropic one was more
suitable to be used on the springback prediction of a given sandwich material.

Keywords: sandwich; springback; Vegter yield criterion; numerical simulation; PAM-STAMP 2G;
isotropic hardening law; kinematic hardening law; bending; Bauschinger effect

1. Introduction

In recent years, there has been a steady development in the range of materials ready
to be used in various areas of industry. Such materials include, for example, so-called
sandwich materials, which derive benefits from the advantageous utility properties of
different material groups (e.g., combination metal-plastic). Nowadays, sandwich materials
are mainly used either to reduce the overall weight of given products or due to their specific
properties to reduce noise or vibrations.

The increasingly widespread utilisation of various types of sandwich materials, not
only in the automotive industry, naturally also brings with it the necessity to know their
specific deformation behaviour (generally material characteristics) under various loading
conditions. For this reason, sandwich materials have been subjected to continuous testing
and determination of their deformation behaviour, e.g., Fischer [1] performed static and
dynamic tests (compression, shear, bending and impact tests) of aluminium foldcore
specimens and compared the results with the finite element analysis (FEA). The effect of
variable mechanical properties of the sandwich beam core in light of elastic loading was
investigated by Grygorowicz et al. [2]. Moreover, other authors focused, for example, on the
hardness measurement and thermal analysis of aluminium-based sandwich composites [3],
mechanical, fatigue and thermal properties of the honeycomb sandwich structures [4–12]
or properties of sandwich materials when joining technologies are taken into account. For
example, Gladkovsky [13] researched a feature of interface structure at explosive welding
and Nilsson [14] tested the fatigue properties of laser stake-welds. Generally, the joining
of sandwich materials represents very important research and was investigated by many
authors such as, e.g., [15–17]. Nevertheless, before the application of sandwich material, it
is very important not only to verify these results but also to incorporate the chosen material
and its material behaviour into the whole production process. For this reason, numerical
simulations are very often used during the pre-production phase. A general overview of
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the numerical simulation used in the sheet metal forming is quite clearly described, e.g., by
Ablat [18].

Numerical simulations are nowadays commonly used to verify the material properties
as well as the deformation behaviour of materials chosen for the production of a given
component. Mostly a finite element method is used. These analyses (FEA) then provide very
important knowledge about the behaviour of the material during the actual manufacturing
process, without the need for real tools, machines and materials.

One of the most important phenomena that affects the dimensional accuracy of given
products within the metal forming technologies is so-called springback, which is elastically
driven and thus represents the change of the final shape after unloading. There are different
methods of how to eliminate the springback (e.g., modification of tool or trial and error
method), but it is always preferable to predict the springback magnitude.

In light of the springback prediction, two basic approaches can be generally used. The
first is an analytical model and the other one rests in the application of a finite element
analysis (FEA). Analytical (or semi-analytical) modelling of springback can be found, e.g.,
in [19–28]. The greatest disadvantage of such an approach rests in the utilisation of some
simplifications, so their accuracy is generally not so high compared to the results of FEA.

On the other hand, the proper use of FEA is largely dependent on the accuracy of
its own input data (generally input parameters), which is especially important from the
springback prediction point of view. Han et al. [29] considered the input parameters in
springback simulation and determined the best combination of such input parameters.
Mertin et al. [30] determined the elastoplastic material parameters of HSS by using the
inverse modelling approach. Trzepiecińki used a genetic algorithm to optimise the number
of input parameters of the multilayer perceptron. It was found that the most important
variable affecting the springback coefficient is the punch bend depth. Gu [31] increased
the accuracy of springback prediction by the use of cyclic sheet metal test methods such as
uniaxial tensile-compression and cyclic shear tests. Li [32] investigated the influence of pro-
cess parameters (e.g., friction and clearance) on the springback at the free bending process.
Seo [33] evaluated the effect of constitutive equations on the springback prediction accuracy.
It was concluded that it is always very important to use appropriate constitutive equations.
Liu et al. [34] found that springback prediction in cold roll forming is significantly improved
by incorporating the Young’s modulus variation into the FEA simulations.

In addition to these two basic approaches, the use of so-called artificial neutral net-
works (ANN) in the material science has become more widespread in recent years, e.g.,
Pouraliakbar [35] developed an ANN model to predict the toughness of HSLA steel. Nowa-
days, in light of springback prediction, utilisation of ANN represents an alternative tool for
springback prediction, especially regarding that in light of nonlinear recovery, FEM has be-
come quite complicated to achieve reliable results as it is concluded, e.g., by [36]. However,
it is still a developing procedure, so, e.g., Angsuseranee [37] compared the efficiency of
springback and sidewall curl prediction of AHSS in the U-bending process by the FEM and
ANN and it was found that FEM was more efficient than the ANN approach. On the other
hand, Miranda [38] combined the use of ANN and learning toll with a simulation and data
generation tool to conclude that such a methodology can model the complex nonlinear
behaviour with sufficient reliability.

Utilisation and development of the different material constitutive models is quite
digestedly presented in the work of Zhu et al. [39], where the effect of variable elastic
modulus, nonlinear recovery, the isotropic hardening model and hardening model taking
into account the Bauschinger effect are summarised. Quite a lot of different yield criterions
are mentioned in this paper (e.g., Hill48, Barlat89, Barlat2003, BBC 2005, etc.) [39]. However,
the Vegter yield criterion is missing in this case. The effect of the variations in the elastic
modulus and its influence on the springback prediction is, e.g., studied by Chatti et al. [40],
where a new model to take into account variation in the elastic modulus was proposed.
Jung [41] developed an elastoplastic material constitutive model to take into account already
the effect of anisotropy change at loading and springback recovery for AHSS materials. A
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combined isotropic–kinematic hardening model was modified in this case having a good
matching with the real samples. Baara et al. [42] improved the accuracy of the finite element
software (Abaqus) by introducing the new constitutive hardening model that can predict
the final shape of a part that changes its dimensions after forming. The modification of the
original Chord model and its combination with nonlinear isotropic–kinematic revealed a
higher accuracy of this new model.

However, in light of the springback prediction, it is always important to consider
the mutual effect between all major input parameters (elastic modulus, geometry, yield
criterion and hardening laws). That is why quite a lot of papers deal with the effect of
these parameters on the springback prediction. Mulidrán et al. [43,44] combined different
yield criterions and hardening laws to determine the accuracy of springback prediction,
in these cases for DP steel and aluminium alloy AA6451, respectively. Trzepiecinski
and Lemu [45] studied the springback behaviour of steel DC04 under the different input
parameters (geometry, conditions and material) for FEA (here, Abaqus). The work of Naofal
et al. [46] presented calibrated plasticity models arising from the appropriate tests to predict
springback during the roll forming process. In this case, the Yoshida-Uemori hardening
law revealed a higher accuracy to predict springback than the isotropic hardening law.
Sumikawa [47] developed and implemented an FEM software material model, which takes
into account not only average Young´s modulus and Bauschinger effect, but also elastic
and plastic anisotropy. It was concluded that besides the Bauschinger effect and Young´s
modulus, there is also a great effect arising from elastic and plastic anisotropy on the results
of springback predictions. The effects of the different yield criterions (Hill48 and Hill90),
bending radii and directions on the aluminium alloys springback are described by Slota
et al. [48].

In this paper, the springback prediction of the sandwich material was performed by
using the FEA. Due to the previous results (see above), only the Vegter yield criterion
was used and was combined with the two hardening laws (isotropic and kinematic). In
addition to that, the effect of mesh strategy (selection of surface or volume elements) on the
springback prediction accuracy was investigated as well. This quite complex combination
(sandwich material–two hardening laws–type of mesh elements) of input parameters can
be considered as the greatest novelty of this paper.

2. Materials and Methods

For the tests, the sandwich material CR270Y340T-LA -EG47/47-E-R-O (designation
according to the standard VW 50065) was chosen. It is a micro-alloyed, electro-galvanized
sheet designed for the production of car-body outer panels. Concerning the increased
requirements for acoustic vibration absorption, this tested material was supplied as a
sandwich with a layer of thickness as follows: 0.4–0.1–0.4 mm. The core material was
identified by using the Fourier transform infrared spectroscopy (FTIR) on a device Nicolet
iS10 manufactured by the company Thermo Scientific (Waltham, MA, USA). The method is
based on the absorption of infrared radiation as it passes through the specimen, during
which changes in the rotational and vibrational energy levels of the molecule occur as
a function of the molecular dipole moment changes. The resulting infrared spectrum
is a functional dependence of the energy, usually expressed in percent of transmittance
or absorbance units, on the wavelength of incident radiation. For the present analysis,
the attenuated total reflection (ATR) technique was used and the measured spectra of
the individual materials (32 scans were used) were compared with the spectra in the
instrument’s database. From the results of the IR spectrometry, it could be concluded that
it was an acrylate copolymer. The identification of core material was carried out for further
material testing of the sandwich core mechanical properties.

The chemical composition analysis was performed on a Bruker-Quantron spark-
optical emission spectrometer Q4 Tasman. Such an analysis was determined based on
5 measurements. The results of the chemical composition analysis are given in Table 1.
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Table 1. Chemical composition of the tested sandwich material.

Chemical Element C Si Mn Al P S Ti Nb

Composition
[wt%] 0.097 0.406 0.746 0.211 0.016 0.013 0.122 0.074

The subsequent structural analysis was carried out on a TESCAN MIRA 3 electron
scanning microscope. From the results it is clear that the structure was a ferritic one with
the dispersed particles containing an increased content of Mn, Si and Al micro-alloys.
The analysed structure can be seen in Figure 1 (left) and detail of the particle is shown in
Figure 2 (right). Finally, the EDX bulk analysis arising from the analysed structure is given
in Figure 2.

 
 

Figure 1. Structure of the tested sandwich material (left) and detail of the particle (right).

Figure 2. EDX bulk analysis.

2.1. Static Tensile Test

A static tensile test was used to determine the basic material characteristics of the
tested material. With a view to the future use of the experimentally obtained data for
the definition of the material model in numerical simulations, these tests were already
performed for specimens taken in the directions 0◦, 45◦ and 90◦ concerning the rolling
direction. In order to eliminate any material anomalies, material characteristic values were
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determined each time from a set of 5 measured specimens. The shape and dimensions
of the test specimens were chosen in accordance with the standard EN ISO 6892-1. In
addition, the methodology of test execution and evaluation was in accordance with the
standard above-mentioned EN ISO 6892-1. The static tensile test was carried out on a
modernized device TIRA test 2300 using the software Labtest v.4 to evaluate all basic
mechanical properties of the tested material (proof yield strength Rp0.2, ultimate strength
Rm, total ductility A80mm, uniform ductility Ag and Young´s modulus E). The plastic strain
ratio (Lankford parameter) r was determined in accordance with the standard ISO 10113
in the interval of true plastic strain values from 10% to 20%. The results of the individual
material quantities are summarised in Table 2. Engineering stress R (MPa) vs. engineering
strain ε (1), thus so-called engineering stress–strain curves (regarding the individual rolling
directions) are shown in Figure 3. The evaluation of the mechanical values given in Table 2
was carried out by considering the measured force values to the whole cross-section, i.e.,
the measured values represent the average values of mechanical properties for the three
layers of the tested sandwich material (steel-plastic-steel).

Table 2. Basic material properties of the tested sandwich material.

Direction Rp0.2 (MPa) Rm (MPa) Ag (%) A80mm (%) r10–20 (1) E (MPa)

0◦ 291.7 426.5 17.8 23.1 1.335 174,283
45◦ 299.6 418.3 18.9 27.1 1.515 183,718
90◦ 307.7 428.5 18.1 26.6 1.622 179,928

Figure 3. Engineering stress–strain curves (static tensile test) of tested sandwich material.

A numerical simulation has to be a stress–strain curve (hardening curve) entered as a
dependence of true stress (effective stress) vs. true plastic strain. Measured dependences
of the true stress vs. true plastic strain for the individual rolling directions 0◦, 45◦ and 90◦
were subsequently approximated (fitted) using the Krupkowski law (power-law function)
according to Equation (1).

σ = K (εpl + ε0)n (1)
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where:

σ—true stress (effective stress) (MPa)
K—strength coefficient (MPa)
εpl—true plastic strain (1)
ε0—offset true strain (pre-strain) (1)
n—strain hardening exponent (1)

An approximation of the stress–strain curve (hardening curve) was performed within
the interval from 1% up to Ag in the software OriginPro 9.0. The advantage of defining
the hardening curve by using the Krupkowski hardening law is the simple possibility
of integrating this function and thus it is easy to express the equivalent plastic work
parametrically in dependence on the true strain and the approximation constants arising
from such a function. An example of the approximation result can be seen in Figure 4. The
results of the obtained approximation constants are presented in Table 3.

Figure 4. True stress–strain curve (STT) and application of the Krupkowski law.

Table 3. Stress–strain curve approximation constants from the static tensile test.

Direction K (MPa) n (1) ε0 (1)

0◦ 720.6 0.1995 0.0030
45◦ 707.6 0.2025 0.0065
90◦ 726.9 0.2039 0.0067

2.2. Hydraulic Bulge Test

When testing material by static tensile testing, the test specimen was deformed only by
the uniaxial tension (uniaxial tensile stress state). To obtain information about the material
deformation behaviour under the multi-axial loading, a hydraulic bulge test (HBT) was
mostly performed. The principle of this test rests in stretching the specimen into the circular
die by applying the pressure of fluid until a crack occurs. Similar to the static tensile test,
the dependence of the true stress vs. true plastic strain (again true stress–strain curve) is
evaluated. Figure 5 shows an element of the test specimen together with the parameters
used to derive the stress in the test specimen during the HBT.
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Figure 5. Principle and stress state of the hydraulic bulge test (HBT).

Based on the right part of Figure 5, where the effects of fluid pressure on the specimen
element are shown (equilibrium equation), can be acc. to membrane theory derived
Equation (2) for the stress in the test specimen wall and so the effective stress σeff (arising
from the Tresca’s plastic flow criterion) can be finally expressed by relation (3).

σHBT =
p·R
2·t (2)

σeff =
p·R
2·t +

p
2

(3)

where:

p—hydraulic pressure (MPa)
R—radius of curvature (mm)
t—actual thickness of specimen (mm)

Finally, effective strain εeff can be calculated using principal strains ε1,2,3 according to
Equation (4)

εeff =

√
2

3
·
√
(ε1 − ε2)

2 + (ε2 − ε3)
2 + (ε3 − ε1)

2 (4)

where:

ε1,2,3—principal strains (1)

Actual thickness of the specimen can be subsequently determined through the prin-
cipal strain ε3 (sometimes termed also as a thickness reduction) firstly via the constant
volume law (5) and subsequently using Equation (6).

ε1+ε2+ε3= 0 (5)

ε3= ln
(

t
t0

)
(6)

where:

t—actual thickness (mm)
t0—initial thickness (mm)

To determine the hardening curve in the HBT, it is therefore necessary to measure the
dependence of the test specimen deformation on the hydraulic pressure. That is why a
contactless photogrammetry method using the software Mercury RT from the company
Sobriety, Ltd. (Kuřim, Czech Republic) was used to measure the true strain values. A
scheme of the measurement layout is shown in Figure 6.
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Figure 6. Scheme of the measurement of true stress–strain curve at HBT.

Because stress relaxation occurs when the specimen is loaded, the pressure of the fluid
was not increased continuously, but gradually at intervals of 5 s. The value of the pressure
increase (pressure step) was chosen to be 0.25 MPa and the own magnitude of the required
pressure was controlled by a precision hydraulic servo valve with PID control.

The achievable accuracy of the required pressure was 0.002 MPa. The system of
hydraulic pressure activation and its control was solved by a separate hydraulic unit
working independently of the hydraulic circuit of the given press.

From the contactless deformation analysis using the system Mercury RT, the mag-
nitudes of major and minor strain (ε1, ε2), as well as the radius of curvature R must be
detected to subsequently determine the stress–strain curve. For this purpose, two surfaces
have been defined on the measured area, in which the system calculates the desired quanti-
ties. An example of the analysis area is shown in Figure 7. The larger analysis area (area A)
is used to find the radius of curvature R and the smaller area (area B) is used to calculate the
major and minor strain, from which the actual thickness of the material can be calculated
using Equations (5) and (6). An example of true strain distribution in the relevant area and
evolution of the radius of curvature R is shown in Figure 8.

Similar to the static tensile test, a hardening curve was obtained from the measured
data, which was then approximated by the Krupkowski law (1). An example of this
approximation of the hardening curve from HBT, so under the equi-biaxial stress state,
can be seen in Figure 9. The average values of approximation constants obtained under
equi-biaxial loading can be seen in Table 4.

Table 4. Stress–strain curve approximation constants from the hydraulic bulge test.

Material K (MPa) n (1) ε0 (1)

Sandwich 865.1 0.267 0.0076
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Figure 7. Definition of the analysis areas A and B (software Mercury RT).

 

Figure 8. True strain distribution (here ε1) and evolution of the radius of curvature R.

Figure 9. True stress–strain curve from HBT and application of the Krupkowski law.
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2.3. Cyclic Test

In addition to the previous tests, we also carried out a cyclic test, which takes the
effect of the change of loading direction (+, −), to define the material model termed as
Yoshida-Uemori. Due to the compressive stress states, a performance of this test for sheet
samples was quite demanding and there was a loss of stability resulting in sample buckling.
Thus, a testing jig was proposed as an additional jig for the clamping grips. The testing
jig consists of four subdivided supporting grips, which are hydraulically controlled and
can prevent the specimen from buckling during the compression. The offset of measured
curves from monitored cycles rests in the magnitude of the Bauschinger effect for the tested
material. A total of 5 measurements were made under the data scanning frequency of
50 Hz, from which an average curve was determined. The layout of the cyclic test is shown
in Figure 10 (left) and results are given in Figure 10 (right).

  

Figure 10. Layout of the cyclic test (left) and results of the cyclic test for tested sandwich material
(right).

2.4. U-Bending of the Specimens

For the experimental determination of the springback, it was suitable to choose such a
test when a change of the stress state occurred in the bending area because this case can
be fully developed the Bauschinger effect. Concerning the equipment of our laboratory,
the U-bending of the workpiece (blank) in the tool with a fixed blank-holder was chosen
for the springback analysis. This experiment simulates the process that occurs in a tool at
the deep-drawing (stamping) process. During the test, the workpiece is two times bent in
the opposite bending direction. The principle of the test is evident from Figure 11, where
the scheme of this U-bending test is shown. The test conditions were as follows: distance
between fixed blank-holder and die was 0.9 mm (i.e., draw clearance between tool and
workpiece was 0 mm). The specimen was in contact with the blank-holder, but there was
not force acting at the beginning of the test. The tool is equipped with a lower blank-holder
that applies force against the bending punch and prevents the deflection of the sheet. The
blank-holder force was developed by a coil spring with an initial force of 4 kN at the start
of bending and 6 kN at the end of bending in the bottom dead centre of the bending punch.
The die drawing radius was R5, punch drawing radius was R2.5, workpiece dimensions
(rectangular shape) 30 mm × 140 mm, bending direction was perpendicular to the rolling
direction and own bending was performed on the eccentric press LENP 40.

After finishing the bending test, a specimen was measured by the dimensional and
shape analysis on the 3D coordinate measuring device SOMET XZY 464 by the relevant
software TANGO1! 3D for own evaluation. As a result of the experimental measurement,
there were coordinates of 100 points in *.stp format, which represented the actual shape of
the specimen. The principle of measuring the resulting shape is shown in Figure 12.

Software CATIA V5 was used for further processing of the measured points. Through
the measured points a curve (spline) was fitted, from which a 30 mm wide area was subse-
quently extruded. This area had to be further offset by 1.45 mm. This offset value (1.45 mm)
was determined by the diameter of the measuring tip (2 mm) and the material thickness
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(0.9 mm). The offset plane then represented the midplane of the experimentally measured
shape of the specimen. The procedure of obtaining the final shape of the experimental
specimen in the Catia environment can be seen in Figure 13. The measured shape of the
bent blank was subsequently used as a comparative criterion to verify the match between
results of the real experiment and numerical simulation (in this case, software PAM-STAMP
2G was used).

Figure 11. Scheme of the used U-bending experiment.

  

Figure 12. Determination of the specimen actual shape (device SOMET XZY 464).
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Figure 13. Detection of the experimentally prepared specimen shape (CATIA V5).

3. Numerical Simulation

3.1. Vegter Yield Criterion

The formulation of the Vegter yield criterion (function) is based on the principle of
incorporating and using more experimentally measurable data in the definition of this
yield criterion. This criterion is established for the general directions of the principal
stresses, which do not need to be identical with the direction of sheet anisotropy. Using the
suitable orientation of the coordinate system (principal axes), the shear stress components
vanish and the stress state in the given zone is defined by using only the normal stress
components (thus principal stresses) σ1 and σ2. The angle θ denotes the relative rotation
between the principal stresses and chosen coordinate system. The principle of the element
planar loading and the individual stress components can be subsequently expressed by
Equations (7) and (8).

σ1 =
σxx + σyy

2
+

√(
σxx − σyy

2

)2
+ σ2

xy (7)

σ2 =
σxx + σyy

2
−
√(

σxx − σyy

2

)2
+ σ2

xy (8)

The quadratic Bezier curve is used to mathematically describe the Vegter yield criterion
passing through the experimentally determined reference points, as shown in Figure 14.
This parametrically determined curve allows the construction of a smooth yield surface with
smooth transitions at the reference points (via tangents intersecting in the hinge-points).

Points A and C are experimentally determined reference points defining the yield
surface. The tangents to the Bezier curve passing through these reference points are defined
by the strain vectors. The intersection of these tangents determines the final shape of the
Bezier curve, and it is called a hinge-point [49]. Although the curve does not pass through
this hinge-point, its shape strongly depends on this point. Coordinates of any point on the
Bezier curve are given by the so-called Bezier parameter μ and position of the hinge-point
B (strain vectors). Figure 15 shows part of the curve defining the yield criterion, where
coordinates of the point BI denote the yield strength at the equi-biaxial stress state. The
position of the point UN denotes the transition between the elastic and plastic state (yield
strength) under the uniaxial loading (uniaxial tensile test), and finally point PS defines the
yield strength under the plane strain test (so-called plain strain point). Points a and b are
the intersections of the tangent line passing through point PS with the tangent line passing
through UN and BI, respectively. By introducing an extra input parameter α, which should
have a value between 0 and 1, the position of the point PS can be determined (see Figure 15).
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However, it is quite difficult to determine the position of the point PS experimentally and
for this reason the value αPS = 0.5 is very often assumed when defining the yield criterion.
A similar problem is arising during the experimental determination of the point SH position
characterising the pure shear stress. In this case, the presumption about the symmetry of
yield criterion and parameter αSH having the value equal to 0.5 is used, as in the case of
plane strain point. In the case of experimental determination of these points, no estimation
of such extra input parameter α is necessary and the Vegter yield surface directly passes
through these experimentally detected points.

Figure 14. Bezier curve passing through reference points A and C.

Figure 15. Definition of the plane strain point PS via extra input parameter α [50].
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Using the Bezier curve to define the yield criterion, the functional relation can be
subsequently expressed by the Equation (9):

ϕ + σf =
σi

fi(μ, c)
(9)

where:

fi(μ, c) = Ai(c) + 2μ · (Bi(c)− Ai(c)) + μ2 · (Ai(c) + Ci(c)− 2Bi(c)) (10)

c = cos(2θ) (11)

μ = Bezier parameter (0 ≤ μ ≤ 1)
A, B, C, are vectors formulating in a two-dimensional stress plane σ1 and σ2 the plane

stress state condition (σ3 = 0). The yield criterion is completely dependent on the three
parameters mentioned above but is not uniquely determined due to the interdependence of
the parabolic functions. The yield surface is described as the individual parts of the Bezier
curve affected by the hinge-point B and passing through the reference points A and C. The
total yield surface is constructed through the four quadrants expressing the different stress
states. Continuity of the first derivative is required between any part of the yield function.
The strain vector is derived as follows:

dεij = dλ
∂ϕ

∂σij
(12)

∂ϕ(σ1, σ2, θ)

∂σij
=

∂ϕ

∂σ1
· ∂σ1

∂σij
+

∂ϕ

∂σ2
· ∂σ2

∂σij
+

∂ϕ

∂cos(2θ)

∂cos(2θ)

∂σij
(13)
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[D] =

⎡
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1
2 (1 + cos(2θ)) 1

2 (1 − cos(2θ))
sin2(2θ)
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1
2 (1 − cos(2θ)) 1

2 (1 + cos(2θ)) − sin2(2θ)
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[D] =

⎡
⎢⎣

1
2 (1 + c) 1

2 (1 − c) s2

σ1−σ2
1
2 (1 − c) 1

2 (1 + c) − s2

σ1−σ2

s −s − 2sc
σ1−σ2

⎤
⎥⎦ (16)

where:

s = sin (2θ)
c = cos (2θ)

The independent variables in the above relations are the two principal stresses (σ1 and
σ2) and angle θ between the material axes and directions of the principal stresses.

3.2. Kinematic Hardening Law

The Yoshida–Uemori model is based on the principle of two yield surfaces, where
the inner surface behaves as a purely kinematic model (i.e., its shape does not change and
only the origin of its coordinate system shifts due to the strain hardening). The second
surface (outer one-bounding surface) behaves as a purely isotropic model (i.e., the origin
of its coordinate system does not change and this surface is increasing due to the strain
hardening). The outer yield surface (bounding surface) is thus the limiting factor for the
displacement of the inner surface [51].
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The chosen model allows us to properly describe all the phenomena occurring during
the forming of thin sheets. These are mainly the so-called transient Bauschinger effect
during the change of stress state and eventually the sharp yield point of the material. This
model also allows expressing the change of Young’s modulus depending on the plastic
strain. As the most important input for proper setting of the required parameters defining
the Yoshida–Uemori model, the true stress–strain curve (hardening curve) measured from
the static tensile test and cyclic test as well was used. The change of the mechanical
properties due to the Bauschinger effect can be seen in Figure 16.

Figure 16. Change of mechanical properties due to the Bauschinger effect [51].

3.3. Definition of the Material Model in the Software PAM-STAMP 2G

Three material models were created in the software PAM-STAMP 2G for the numerical
simulation of the bending process. In all cases, the Vegter anisotropic yield criterion based
on the measured material characteristics from static tensile tests and HBT were used. Such
yield criterion was subsequently combined with different types of hardening laws and
the selection of surface or volume elements in the FEA. Finally, three combinations of the
mathematical computational model were tested in this paper.

3.3.1. Vegter Yield Criterion in Combination with the Isotropic Hardening Law

Vegter anisotropic yield criterion as defined in the software PAM-STAMP 2G allows
taking into account the yield strengths in the individual testing directions (in this case in
directions 0◦, 45◦ and 90◦ with respect to the rolling direction), the yield strength under the
equi-biaxial loading (HBT) and plastic strain ratios (Lankford parameters) both from the
static tensile test and HBT. In addition to these values, Young’s modulus, Poisson’s ratio
and density of the material to be tested must be entered into the material card. In the case
of isotropic hardening law, the stress–strain curve is defined as the average curve from the
measured values in the individual tested directions. A weighted average of the relevant
quantity (acc. to standard EN ISO 10 113/2020) is calculated from Equation (17). The
material card with the Vegter yield criterion in combination with the isotropic hardening
law can be seen in Figure 17. For the calculation, a surface element of the deformation
mesh, thus “surface blank”, was chosen.

x =
1
4
(x0 + 2x45 + x90) (17)

where:

x—weighted average of the monitored quantity
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x0, x45, x90—measured values in the relevant directions

 

Figure 17. Material card (software PAM-STAMP 2G): Vegter yield criterion and isotropic hardening law.

3.3.2. Vegter Yield Criterion in Combination with the Kinematic Hardening Law

To determine the parameters for the model termed as the Yoshida–Uemori hardening
law, it is necessary to calculate the parameters defining the kinematic hardening. For this
purpose, the specialized software MatPara that has been developed and distributed by the
authors of this model, was used. Input data for the calculation of the needed parameters are
the data from tensile and cyclic tests. An example of fitting the measured curve to obtain
material constants for the Yoshida–Uemori model can be seen in Figure 18. The material
card for the Vegter yield criterion and kinematic hardening law is shown in Figure 19. For
this material model, a surface element of mesh was chosen again.

 

Figure 18. Software MatPara for calculation constants in the Yoshida–Uemori model.
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Figure 19. Material card: Vegter yield criterion and kinematic hardening law.

3.3.3. Vegter Yield Criterion in Combination with the Kinematic Hardening Law: Volume
Element of the Deformation Mesh

Compared to the previous mathematical model, the volume element of the deforma-
tion mesh was chosen for this calculation. In the definition of the bend workpiece, a sheet
is entered directly as a sandwich material and three layers are already taken into account
for the calculation, as in the real process. Compared to the previous definition, the material
definition must take into account the fact that the micro-alloyed steel layer itself has higher
mechanical properties than the sandwich as a whole. In the previous cases, the sandwich
was taken as a whole and (as is mentioned above) all measured values were related to the
total sheet thickness. In this case, every layer was defined to directly correspond to its
mechanical properties. In light of the micro-alloyed steel layer, there was only the need to
recalculate the approximation constants to a smaller thickness (0.8 mm compared to the
original 0.9 mm). The shape of the hardening curve did not change, the curve only shifts
towards the higher values, which is reflected by an increase in the approximation constant
K in Equation (1). On the other hand, it was quite difficult to determine the mechanical
properties of the sandwich core. It was necessary to remove the layers of micro-alloyed
steels and to test the mechanical properties of the thin central foil. From the measured
values, the hardening curve was again constructed, see Figure 20.

When creating the model of the sheet for bending, the option “Volume Blank-sandwich”
was selected in the PAM-STAMP 2G. This option allows (as was mentioned above) us to
define the formed sheet by using existing volume elements with the possibility to define
any number of layers and also any thickness of these layers. This is quite an advanced
approach to specifying a sheet forming operation. However, when using volume elements,
it is necessary to follow certain rules when selecting the suitable mesh parameters to keep
the stability of the subsequent calculation. Dimensions of the volume element edges should
not exceed a ratio of 1:4. Simultaneously, it is necessary to describe individual layers in
the thickness direction. In this case, layers had thicknesses of 0.4–0.1–0.4 mm. The size
of the element in the sheet thickness direction was thus more or less determined by the
thinnest layer in the sandwich material. Furthermore, the minimal number of elements in
the sheet thickness direction (which is usually five layers) must be observed. In this case,
nine layers in the thickness direction and element having a size of 0.4 mm in the blank area
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were chosen so that both the minimal number of elements and the aspect ratio of 1:4 were
fulfilled. The own definition of a blank with volume elements can be seen in Figure 21.

Figure 20. Stress–strain curve of the sandwich core from the acrylate copolymer.

 

Figure 21. Definition of the blank using volume elements.
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4. Results from the Finite Element Analysis (FEA)

Regarding the chosen material models, three calculations of the sheet metal forming
process by bending technology were performed. In all cases, the same boundary conditions
for the calculation were used (rigid tools, constant friction coefficient, constant bending
punch feed rate, the position of the bottom dead centre, own course of the lower blank-
holder force, etc.). For the evaluation of the numerical simulation accuracy, the criterion of
matching the geometrical shape between the experimentally obtained shape and the shape
obtained by the numerical simulations was chosen. When the springback computation
was completed, the experimentally measured surface of the bent specimen was imported
into the numerical simulation result and these two surfaces were subsequently compared.
One of the post-processing options in the PAM-STAMP 2G is to express the dimensional
deviations between two (or more) surfaces. This option was used, and the accuracy of the
calculation was assessed based on this criterion. Due to the use of the volume element, the
deviations were always related to the midplane of the sheet surfaces. Another possibility
from the standard results evaluated in the sheet metal forming rested in the utilisation of
the FLD diagram, which can be considered as a criterion for achieving the risk of rupture
in the given part. For the chosen type of problem, any limit deformation was not achieved
and the calculated deformations on the relevant bent part were well below the forming
limit curve (FLC) for the tested sandwich material. The comparison of results between FEA
and the real specimen can be seen in Figures 22–24.

Figure 22. FEA: Vegter–isotropic hardening law–surface elements.
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Figure 23. FEA: Vegter–kinematic hardening law–surface elements.

Figure 24. FEA: Vegter–kinematic hardening law–volume elements.

5. Discussion

Numerical simulations already represent a standard tool for predicting technological
processes in industrial practice. In terms of practically achievable results, where high
requirements are set on the accuracy and calculation speed, it is obvious that the proper
choice of the mathematical model and the quality of input material data are some of the
key factors influencing the final result of FEA. Previous studies have shown that the basic
formability calculations can be performed just by using fundamental yield criterions in
combination with a simple isotropic hardening law. The definitions of these models can
be completed by performing the basic material tests; therefore, just using static tensile
testing, where the time required to carry out these tests is relatively short. However, in
cases where the technological operations involve the localisation of deformation (e.g.,
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hemming) and there is also an increased requirement for predicting the final shape due
to the springback effect, it is recommended to use the advanced computational models
(e.g., Hill90, Barlat91, Barlat2000, Vegter or Yoshida 6th) in combination with a kinematic
hardening law (e.g., Lemaitre and Chaboche or Yoshida–Uemori). The proper definition of
these computational models means performing more time-consuming material tests. In
addition to the standard static tensile test, there are tests performing under biaxial loading
as well as shear, compression and cyclic tests. A frequently discussed issue is the selection
of surface or volume elements of the computational mesh. From this point of view, for
thin sheets up to a thickness of about 2 mm, it is generally recommended to use a surface
element of the mesh. This approach significantly reduces the number of mesh elements,
and the accuracy of calculation is considered to be sufficient compared to volume elements,
where higher accuracy is assumed.

In this paper, the effect of the chosen calculation strategy on the FEA result was
carried out. From the results presented in Figures 22–24, it is evident that the choice of the
Vegter yield criterion in combination with the isotropic hardening law provides the worst
results in light of the springback prediction. The maximum measured distance between
the midplanes of the experimentally measured specimen and results obtained from the
numerical simulation is about 2.5 mm (see Figure 22). To assess the deviations of the actual
surface (experimentally obtained one) and the FEA surface, a longitudinal section was
made along the axis of symmetry through both surfaces. Such a section can be seen in
Figure 25, where all tested combinations with the experimentally measured shape (the real
one), which is shown in blue colour, are compared. From the mutual comparison of these
sections it can be seen that there is a fairly good matching in the bending punch radii (lower
parts of the bending punch). However, the results of sections on the bending die drawing
edge (upper parts of the specimen) already revealed considerable variations at the use of
isotropic hardening law.

Figure 25. Final comparison along the section for results from FEA and experiments.

As in the previous case, a section through the resulting surfaces (see Figure 23) was
performed when the Vegter yield criterion in combination with the kinematic law and
surface elements was chosen. The final sections can be seen also in Figure 25. These results
show quite a good shape matching both in the lower parts of the bending punch and in
the upper parts of the specimen at bending on the drawing edge of the bending die. The
maximum measured deviation between the midplanes in this case was 1.59 mm. It is quite
important that this deviation occurs only in the peripheral parts of the specimen and is
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largely influenced by the flange length. For the proper assessment of the shape matching,
the most important from a practical point of view is the shape matching in the areas of
rounding (radii area) and the walls between these radii. From Figures 22–24 can be seen
that minimal differences could be found in these zones (order of 0.1 mm).

The last evaluated computational model combined the Vegter yield criterion with
kinematic hardening law and volume elements. The FEA result was assessed again based
upon Figure 24 and also on the performed section, which can be seen in the green colour
again in Figure 25. In addition, in this case, the red colour is the shape of the experimentally
obtained specimen and the grey colour is from the FEA. The results again show a very
good shape matching both in the lower parts of the bending punch (radii) as well as in
the upper parts of the specimen on the drawing edge of the bending die. The maximum
measured deviation between the midplanes in this case was 1.47 mm, and in light of the
shape, similar conclusions can be made as in the previous case where surface elements
were used.

In light of the quantitative comparison of achieved results, histograms of deviations
between experimentally and numerically determined surfaces were used. In the follow-
ing Figures 26–28, these histograms are shown (deviations between surfaces vs. relevant
frequency) for all tested combinations. Concerning the obtained results and their compre-
hensible display, results were divided into five deviation regions with a step size of 0.5 mm
(thus 0–0.5–1–1.5–2–2.5 mm).

Figure 26. Distribution of deviations between determined surfaces: Vegter–isotropic hardening
law–surface elements.

Figure 26 shows the distribution of deviations between real and computed surfaces by
using the Vegter yield criterion, isotropic hardening law and surface elements.

The distribution of deviations between real and computed surfaces by using Vegter
yield criterion, kinematic hardening law and surface elements is given in Figure 27.

Finally, Figure 28 illustrates almost the same situation as in the previous case; however,
volume elements of the deformation mesh are used in this case.
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Figure 27. Distribution of deviations between determined surfaces: Vegter–kinematic hardening
law–surface elements.

Figure 28. Distribution of deviations between determined surfaces: Vegter–kinematic hardening
law–volume elements.

From the previous figures it is obvious that in light of the deviations between real and
computed surfaces, the utilisation of the isotropic hardening law provides by far the worst
results from all tested combinations. Only about 50% of such deviations could be found up
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to 0.5 mm. In addition to that, quite a high frequency of 12.58% was determined for the
maximal range of deviations (2–2.5 mm). On the other hand, results from the kinematic
hardening laws revealed maximal values up to 1.5 mm. More precisely, the maximal
deviation was 1.588 mm for surface elements (see Figure 23), but its proportion was zero
due to rounding. Moreover, the vast majority (about 90%) of these values could be found
in the first range of deviations (0–0.5 mm). Slightly better results were determined by using
the volume elements.

When an isotropic hardening law is chosen, it is evident that this model is not able
to describe accurately enough the change in the stress state on the drawing edge, which
significantly affects the stress and strain in the formed material and thus also the subsequent
springback of the used material. From the results, it can be seen that in the lower parts of
the specimen on the bending punch radii, where any change of stress state does not occur,
the accuracy is quite sufficient for all chosen material models. In the upper parts on the
bending die drawing edge, where a change of the stress state already occurs, the FEA results
are greatly influenced by the choice of the calculation model. The kinematic hardening
law provides significantly more accurate results than the isotropic hardening law. When
comparing the FEA results, which use the same computational model (Vegter yield criterion
and kinematic hardening law), but differ in the used meshing strategy (surface element vs.
volume element), it can be seen that both models provide very similar results. Both used
models show quite a high shape matching with the experimentally measured ones. The
model with surface elements slightly underestimates the springback magnitude, while the
model with volume elements slightly overestimates the springback magnitude compared
to the experiment results. However, these differences are minimal, and the calculation
accuracy can be considered satisfactory in both cases. On the other hand, the choice of
a volume element in the case of sheets having lower thicknesses significantly increases
the total number of elements used in the computational mesh. The model with surface
elements had 4200 elements (square elements selected with the edge of 1 mm) compared to
236, 250 volume elements. Such a significant increase in the number of elements leads to a
hundred-fold increase in the computational time (minutes for surface elements vs. hours
for volume elements).

6. Conclusions

The major aim of the research presented in this paper was to determine the influence
of the computational material model (generally meshing strategy) on the result of the FEA
springback prediction for a sandwich material made from a micro-alloyed steel and acrylate
copolymer. Different material models describing the deformation behaviour of the tested
sandwich material in the plastic state (isotropic hardening law vs. kinematic hardening
law) were tested in the experimental part. Furthermore, the effect of the selection of the
dimensional type of mesh element (surface element vs. volume element) on the result of the
numerical simulation were investigated as well. The following conclusions can be stated
from the measured and computed results:

1. The isotropic hardening law cannot be used to correctly predict the springback of
sandwich material in cases where the stress state changes during the forming process.

2. The kinematic hardening law provides a more accurate springback prediction com-
pared to the isotropic hardening model regardless of the surface or volume element
selection for the computational mesh.

3. The choice of the meshing strategy does not have any significant effect on the FEA
result when the kinematic hardening law is used. The surface and volume ele-
ments give almost exactly comparable results for the springback prediction of the
sandwich material.

4. From a quantitative point of view (using histograms of surfaces’ deviations, see
Figures 26–28), it was confirmed that the kinematic hardening law (regardless of the
element type) has significantly higher accuracy in springback prediction than the
isotropic hardening law. In addition to that, both kinematic hardening laws (surface
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and volume type of mesh) have almost 90% of the surfaces’ deviations up to 0.5 mm
compared to the isotropic hardening law, where only 46% can be found up to 0.5 mm.

5. The definition of the sandwich material using layers of volume elements in the
deformation mesh does not provide a significant improvement of the FEM result.

6. In the numerical simulation of forming the sandwich material, the measured values
of the mechanical quantities can be related to the entire sheet (sandwich) thickness,
and it is not necessary to distinguish the different deformation and stress behaviour
of the individual layers.

7. From the calculation accuracy point of view, it does not make any sense to use volume
elements of the deformation mesh for the thin sheets. Such an approach leads only to
a significant increase in computational time.
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Abstract: The rendering of tensor glyphs is a progressive process of visualizing the vector space both
in fluid dynamics and the latest medical scanning. Nowadays, the rendering accuracy is ensured
by numerical methods based on interpolation of tensor functions. The tensor glyph functions to
visualize significant properties of the vector space. Not all these properties are visualized at all times.
The number of properties and their unambiguity depend on the method chosen. This work presents
a direct analytical expression covering rank two tensors in a plane. Unlike the methods used so far,
this method is accurate and unambiguous one for tensor visualization. The method was applied to
the simplest tensor type, which presented an advantage for the method’s analytical approach. The
analytical approach to the planar case is significant also because it provides instruction on how to
expand analytical calculations to cover higher spatial dimensions. In this way, numerical methods for
tensor rendering can be replaced with an accurate analytical method.

Keywords: tensor glyph; golden section; vector space

1. Introduction

The rendering of tensor glyphs is a progressive process of visualization in vector
spaces. Tensor glyphs are objects that represent multidimensional data using several
admissible rules [1]. The main uses are in visualizing tensors of fluid dynamics, stress
tensors, or a Jacobian matrix of a velocity field [2], as well as diffuse tensors of magnetic
resonance in medicine [3,4].

A rank two tensor glyph in 2D or 3D space must satisfy several requirements. The
following requirements are fully satisfied in some glyph structures and satisfied only to
a limited degree in others. The conditions to be satisfied by general tensors are invari-
ance under isometric domain transformation, scaling invariance, direct encoding of real
eigenvalues and eigenvectors, glyph uniqueness with respect to the relevant tensor, and
continual glyph changes mapping continuous changes in the tensor.

Kratz et al. team focused on combining statistical and analytical methods, using
especially Mohr diagrams in the area of stress tensors [5]. Some rendering techniques
stemmed from knowledge of the tensor eigenvectors. With hyperstreamlining, these data
were enhanced, thus improving the complexity of the visualization technology. However,
the analysis was based on visualizing two-dimensional, scalar-derived charts, thus reducing
information on tensor properties [6–8]. To proceed with the analysis of the entire tensor
invariant part, Zobel and Scheuermann introduced the term extreme points [9].

Kindlmann and Schultz introduced superquadratic tensor glyphs that satisfy all of the
requirements, but only where symmetric tensors are concerned [10,11].

In the work of Globus et al. [12], the condition of uniqueness was not satisfied, because
only the real eigenvalues were represented in the form of an ellipsoid, and it did not
hold for complex values. Similarly, Theisel et al. [13] showed glyphs that failed to satisfy
the condition of uniqueness, as well as that of change continuity. Technical mechanics
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approaches the visualization of tautness tensors in several ways. Mohr circles [14] visualize
only eigenvalues, and therefore lack constancy under rotation, which fails to satisfy the
condition of invariance under isometric domain transformation. Lately, the research into
tensor visualization has been exploring different metrics such as Frobenius, Euclidean,
Wasserstein, and Fisher Rao [15].

All of the papers mentioned above address individual tensor properties through
numerical methods, in which the results are made more exact through interpolation, subject
to the preservation of the usual tensor invariants [16,17]. However, this condition is
not satisfied at all times. Technical mechanics operate with, for example, the ellipse of
inertia, [18], which violates the first tensor invariant, as pointed out below.

The ingenuity of the proposed method compared to the methods used so far lies in
the accurate analytical calculation of tensor rendering. The proposed analytical calculation
applied to rank two tensors in the plane is capable of precise rendering of all tensor
properties in the form of an analytical tensor glyph.

We are not aware of the existence of a direct analytical calculation of a tensor shape in
the form of graphic visualization. The analytical calculation proposed for rank two tensors
in a plane makes it possible to accurately represent all tensor properties in the form of an
analytical tensor glyph.

Analytical calculation of tensor glyphs was applied to the planar case, as it is the
simplest one to compute. Section 2 describes decomposition of the general matrix into its
symmetrical and antisymmetrical component. This facilitates further simplification of the
analytical calculation with the sole focus on the symmetrical tensor. Section 3 presents
how tensor invariants are determined, pointing out, among other things, the manner in
which complex results in quadratic form can be represented by real numbers. Analytical
calculations require the third invariant be defined, in addition to the two known tensor
invariants, as it is directly related to the symmetrical matrix norm. The complete analytical
procedure for tensor glyph computing is presented in Section 4. This section also features
tensor glyph illustrations. Section 6 introduces a special tensor glyph shape, enabling
measurement of the golden section proportions. The significance of this lies in the fact that
such proportions will materialize under exactly the 45-degree angle of the reference vector
viewed from the aspect of basic tensor glyph symmetry. This finding leads to new useful
considerations, for example in terms of the optimization of topological structures in the
field of materials strength [19].

2. Theoretical Background

All mathematical objects have underwent development that started with simpler
objects. Before a tensor could be created, the vector needed to be defined. The vector
definition was preceded by a scalar definition.

A multidimensional array can also be precisely described by an object of a tensor
type. Tensor rank is determined from the number of simultaneous directions representing
a physical value. It then follows that the number of tensor components is derived from the
following formula:

C = NR (1)

where C is the number of components, N is the number of dimensions, and R is the
tensor rank.

For example, the definition of tensor rank for a 3D space is as follows. A tensor of rank
R is an array of 3R values (in 3D space) called tensor components, which combine with
multiple directional implicators (basis vectors) to form a quantity that does not vary with
changes in the coordinate system [20].

Based on the above, a table of precisely defined tensor types and numbers of tensor
components can be constructed (Table 1).

Higher dimensions are described in metric spaces by the defined spatial Pythagorean
theorem. Spatial structures where the space dimension is smaller than the tensor rank are
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marked in grey. The position of planar tensors analyzed in the present paper is marked
in green.

Table 1. Number of spatial object components.

Tensor Rank R 0 1 2 3 4

Common Name Scalar Vector Second-Order
Tensor

Third-Order
Tensor

Fourth-Order
Tensor

Dimensions N
0 00 1 1 1 1

1 1 1 1 1 1

2 1 2 4 8 16

3 1 3 9 27 81

4 1 4 16 64 256

Most often, a tensor is defined as a multidimensional array. Formally, it is defined
through indices that, subject to the observation of certain rules, enable transformation
operations of matrix calculation [21]. The definition of a tensor as a multidimensional
array satisfying the transformation law dates back to the work of Ricci [22]. Another
tensor definition takes the form of a multilinear map. This definition better shows the
independence of the tensor from its base in the geometric object sense [23,24]. In some
mathematical applications, the tensor is defined based on the tensor product of vectors in a
vector space. This definition leads to a tensor being an object without components, thus
enabling the extension of the linear algebra concept to multilinear algebra [25,26].

According to Table 1, a rank two tensor in a plane has four components, which can be
expressed in the form of a square matrix. This view leads to a simplified tensor definition,
drawing on the planar case. The tensor definition derives from tensor components and the
transformation prescription. The tensor components alone do not create a spatial object. A
spatial object can emerge only if the tensor transformation is applied in every direction.

Building on this consideration, a tensor can be derived from the procedure used for
rotating the vector or the coordinate system. The vector rotation involves a transformation
element in the form of a special square matrix, with a functional relation existing between
the individual values. This rotational matrix is not a tensor, but the calculation principle can
be applied to tensors as well. A general tensor in a plane can be defined by four different
real numbers, without a functional relation between the individual values. However, a
mathematical decomposition of general matrices into their symmetric and antisymmetric
parts is available.

Each general matrix, and hence the matrix of a general tensor, can be decomposed
through a simple modification of the addition of the symmetric and antisymmetric tensors:

T = TS + TA (2)
[

b11 b12
b21 b22

]
=

[
b11

1
2 (b12 + b21)

1
2 (b21 + b12) b22

]
+

[
0 1

2 (b12 − b21)
1
2 (b21 − b12) 0

]
(3)

where TS is the symmetric tensor and TA is the antisymmetric tensor.
In terms of its size, the antisymmetric part does not depend on the general tensor’s

symmetric part. The general matrix expression of the general tensor is as follows:
[

b11 b12
b21 b22

]
=

[
a11 a12
a21 a22

]
+

[
c11 c12
c21 c22

]
(4)

B = A + C (5)

where bij represents the general tensor components, aij represents the symmetric tensor
components, and cij represents the antisymmetric tensor components.
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3. Invariants of the Tensor in a Plane and Tensor Eigenvalues

Rotating the coordinate system with respect to the initial state yields a square matrix,
but the information about the initial state prior to rotation is lost. In the initial state, the
initial vector r0 is defined by angle α. If the rotation angle ϕ is zero, then the components of
the initial vector r0 lie along the main coordinate axis. Unknown components of the initial
vector, λ1, λ2, are the eigenvalues of the transformation matrix that emerges from rotating
the coordinate system, and this matrix is diagonal.

Despite varying angle ϕ, a rotational matrix always preserves the determinant (6). In
this case, the matrix eigenvalues equal one, so the initial angle must equal 45◦. However,
as demonstrated below, a rotational matrix cannot be a tensor:

det
∣∣∣∣cos ϕ − sin ϕ

sin ϕ cos ϕ

∣∣∣∣ = 1 (6)

Let us generalize this requirement also for the tensor matrix, whose initial state can be
expressed as the product of the eigenvalues and the identity matrix:

A = λE (7)

where A is a square matrix and E is an identity matrix.
Let the determinant of any tensor matrix remain constant, too. Then the difference

between the matrices results in the characteristic equation, and the respective determinant
equals zero.

The λ parameter in this equation is an unknown variable. Adjustments lead to a
quadratic equation:

λ2 = λ(a11 + a22) + (a11a22 − a12a21) = 0 (8)

λ2 − λm + n = 0 (9)

Solving the quadratic equation, we arrive at the unknown values of λ1 and λ2. To
represent the shape, it is necessary to determine the domain of values for real roots only.
The validity lies in the value interval of the initial angle α, as shown in Figure 1.

α = arctan
λ2

λ1
f or α ∈

(
−3π

4
,

π

4

)
(10)

Figure 1. Symmetric tensor and its components rotated by (a) ϕ = 60◦ and (b) ϕ = 360◦.

The asymmetry of the domain of angle α is due to its approximation to the domain
of the quadratic equation. When the angle is larger than any enabled by the domain, the
quadratic equation has complex roots.

Each tensor can be expressed as a polynomial, which is called the quadratic form. For
a planar tensor, it is enough to solve a polynomial of the second order, which corresponds
to the quadratic equation. The equation roots can be real or complex. Complex roots
emerge when the eigenvalues satisfy λ1 < λ2. This exchange is the result of the parameters
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λ1, λ2 swapping their positions in the main diagonal square matrix. In such a case, the
discriminant is a negative number and the corresponding matrix is negative-definite,
because the eigenvalues do not change. Each complex solution matches exactly one real
solution, which is arrived at by swapping the order of eigenvalues to satisfy λ1 > λ2.
The eigenvalues’ order does not result in a loss of information from the swap of their
position. Thus, visualization can have the same form in both real and complex solutions.
By reshuffling the order of eigenvalues, a solution in the range of real numbers is arrived at,
because the tensor matrix is positive-definite. Such a result can be represented graphically.

If we rotate the coordinate system with respect to the tensor’s initial state, the tensor’s
transformation matrix components (a11, a22, a12, a21) must duly change. The quadratic
equation coefficients m, n cannot change, because the initial state does not change either.
These quadratic equation coefficients are called tensor invariants. Therefore, the following
relations automatically hold for invariants:

m = trA = (a11 + a22) = constant (11)

Trace is the first invariant (sum of values of the main diagonal):

n = detA = (a11a11 − a12a21) = constant (12)

The determinant is the second invariant.
The above relations are commonly known. However, yet another tensor invariant ex-

ists, which has the form of the initial vector’s square length. This corresponds to the
sum of the squares of the eigenvalues (15). The size of this vector stays unchanged
during transformation.

The invariant in the form of the initial vector’s length can be expressed in abso-
lute value:

|r| =
√

λ2
1 + λ2

2 (13)

or by its square, which does not change either:

l = λ2
1 + λ2

2 = |r|2 = konst (14)

Inserting it in the quadratic equations (Appendix A) and making adjustments, we
arrive at the following result:

l = m2 − 2n = λ2
1 + λ2

2 = a2
11 + a2

22 + 2a12a21 (15)

Further analysis uncovers the fact that the initial vector length corresponds to the
symmetric part of the general matrix norm (Frobenius or Hilbert–Schmidt norm). A square
symmetric matrix norm is as follows:

‖TS‖F =
√

tr2TS − 2detTS (16)

Inserting the components into the equation below (17) yields the same result:

‖TS‖F =

√
(a11 + a22)

2 + 2(a11a22 − a12a21) =
√

a2
11 + a2

22 + 2a12a21 =
√

l (17)

In the literature, a matrix norm is not considered to be an additional tensor invariant.
Nevertheless, the additional invariant is necessary for the analytical calculation of the
tensor’s graphical representation.

The above formulas show that the rotational matrix maintains the determinant and
the matrix norm, yet cannot be a tensor, as it does not satisfy the first invariant. This case is
special because it must satisfy two conditions. Based on Equation (15) and the double root
discriminant, we have:
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m2 − l − 2n = 0 (18)

m2 − 4n = 0 (19)

It follows from these conditions that the following must hold for a rotational matrix:

l = 2n (20)

Inserting and adjusting the components, we get:

a11 = a22 (21)

which is satisfied only in the case of the rotational matrix; however, the first invariant
requires a condition (11), which is not satisfied.

4. Analytical Procedure for Solving the Reverse Task

This section highlights the key to the tensor’s graphical representation. The previous
task can be reversed in the sense that the rotation angle ϕ can be the unknown value and
the parameters λ1, λ2 can be known.

This task is not addressed in practice in the way outlined here, likely due to the fact
that to solve it, two invariants in the plane are not enough, and it is suitable to derive the
solution for a symmetric tensor only. A general asymmetric tensor can be addressed only
when the symmetric tensor has been solved.

Since this task is not commonly addressed in the literature, we outline the manner
of deriving transformational relations. For unambiguous solving of the reverse task, the
above-mentioned relations are used simultaneously with the condition of tensor symmetry:

a12 = a21 (22)

The rotational angle of the coordinate system is determined with the help of the angle
formed by the matrix eigenvector u(u1, u2) and the initial coordinate system. The eigenvec-
tor can be derived from relation (7). After having been multiplied by the eigenvector, the
following holds true:

Au = λEu (23)

Only one eigenvector satisfies the above equality notation. Its orientation is determined
by angle ϕ with respect to the initial tensor state. Making use of commonly known
adjustments, we arrive at the following relation:

tan ϕ =
u1

u2
=

−(a11 − λ1)

a12
(24)

A symmetric tensor in a plane is unequivocally determined by three independent
values. Rotating the coordinate system from its initial state will change the tensor com-
ponents, but the tensor will remain the same; it will just be represented in a different
direction. Thus, a tensor is an omnidirectional object. Based on this notion, the tensor shape
can be represented in a plane through components under a given angle of the coordinate
system’s rotation. Gradually changing the angle of rotation all the way to 360◦, some shape
characteristics of a symmetrical tensor should emerge in the plane.

Based on the above-mentioned formulas, the a22(λ1, λ2, ϕ) component can be ex-
pressed, resulting in a quadratic form after derivation (Appendix B):

a221,2 =
2λ2 cot2 ϕ + λ1 + λ2 ∓

√
(2λ2 cot2 ϕ + λ1 + λ2)

2 − 4(1 + cot2 ϕ)(λ1λ2 + λ2
2 cot2 ϕ)

2(1 + cot2 ϕ)
(25)
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One root of the quadratic equation corresponds to the initial state and the other to the
state rotated by angle ϕ. In terms of solving the task, only the rotated state is of interest.
Subsequently, the remaining components of the symmetric tensor are expressed as follows:

a11 = λ1 + λ2 − a22 (26)

a21 = cot ϕ(λ1 − a11) (27)

a12 = a21 (28)

The graphical representation creates an omnidirectional shape of the symmetric tensor
for the initial vector r0(λ1, λ2), as shown in Figure 1. Figure 1b shows the point of the
mutual swap of the values on the main diagonal, so that the solutions of the equation be
real numbers.

Figures 2–4 show symmetric tensor glyphs under various angles α.

 

Figure 2. Symmetric tensor glyphs: α = −150◦,−135◦,−100◦, and − 80◦.

 

Figure 3. Symmetric tensor glyphs: α = −60◦,−45◦,−20◦, and 0◦.
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Figure 4. Symmetric tensor glyphs: α = 20◦, 45◦, 60◦, and 80◦.

As shown, symmetric tensor glyphs repeat their shapes with changes in the initial
angle. Different shapes are limited to a single quadrant.

5. General Tensor

The previous section introduced the symmetric tensor with three freely exchangeable
components. The antisymmetric tensor features only one freely exchangeable component.
Therefore, the only possible geometric shape corresponding to the antisymmetric tensor
is a circle. If it should be a different shape, the tensor determinant would not be constant
when rotated by angle ϕ, which would violate the tensor invariant condition.

When a general tensor is expressed in a matrix form, the antisymmetric tensor compo-
nents do not change with changes in rotation angle ϕ. The absolute value of these constant
components represents the circle’s radius:

c12 =
1
2
(b12 − b21) (29)

c21 = −c12 (30)

The general tensor maintains the product of symmetric and antisymmetric tensor
invariants:

nG = nS + nA (31)

mG = mS + mA (32)

lG = lS + lA (33)

with index G representing the general tensor invariants, and S and A being the invariant
indices of the symmetric and antisymmetric tensors, respectively. Applying the above
formulas, the general tensor can be represented graphically, as shown in Figures 5 and 6.
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Figure 5. General tensor components rotated by ϕ = 32◦.

Figure 6. General tensor is a product of symmetric and antisymmetric tensors, using parameters in
Figure 7.

Figure 7. General tensor with α = −45◦.

Figures 7–10 show glyphs representing various general tensor values.

Figure 8. General tensor with α = 45◦.
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Figure 9. General tensor with α = −10◦.

Figure 10. General tensor with α = −45◦.

Components of this rotational matrix can be a part of some general tensor. Upon
defining the square matrix components, the matrix can be decomposed into symmetric and
antisymmetric tensors. Typically, for this tensor, the initial angle always equals α = 45◦.
However, with every rotation of the rotational matrix by angle ϕ, a new general tensor
emerges. Figures 11–14 show examples of different tensors corresponding to some of the
rotational matrix states.

Figure 11. General tensor for rotational matrix with angle ϕ = 0◦.

Figure 12. General tensor for rotational matrix with angle ϕ = 45◦.
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Figure 13. General tensor for rotational matrix with angle ϕ = 100◦.

Figure 14. General tensor for rotational matrix with angle ϕ = 20◦.

As can be seen, in all cases, the tensor shape is made of the diagonal matrix components
(a11, a22) and (a12, a21), which give rise to two concentric circles.

6. Golden Section in Tensor Visualization

Shape proportions created by diagonal symmetric tensor components depend solely
on the angle of the initial vector. With the initial state α = 0◦, the maximum values of tensor
component parts in the x-axis direction display the golden section ratio ϕ (Figure 15).

a11x max − a12x max

a11x max

= ϕ = 0.618 . . . (34)

This fundamental relation is introduced without being derived mathematically. It was
obtained through measurement. If we view the symmetric tensor as a glyph, the shape
of which changes symmetrically, in terms of glyph symmetry, this condition is achieved
under a 45◦ angle.

Figure 15. Symmetric tensor with α = 0◦.

7. Discussion and Conclusions

Tensors are fundamental building blocks used to describe physical phenomena. In the
orthogonal coordinate system, their shape diversity is limited, as shown in Figures 2–14. It
follows from the analysis that these analytical glyphs are unambiguous in terms of their
shape. The analytical calculations presented in Section 4 are also highly likely to hold by
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analogy for 3D space. A substantial barrier to creating analytical calculations has been the
absence of the third invariant in 2D space. In a similar fashion, the fourth tensor invariant
for 3D space is also missing. It is necessary to derive the calculations for the symmetrical
tensor first, followed by the asymetrical tensor. In addition, the change in the eigenvalues
order on the main tensor diagonal is necessary to ensure that solving the equation always
yields a real number instead of a complex one. The changed order does not lead to loss of
information on tensor properties and the real numbers can be visualized in 3D rendering.

An interesting observation is that the symmetric tensor shape under zero angle of the
initial state, as shown in Figure 15, has a proportional relation to the golden section ratio.
This is significant because this commonly known principle, abundantly present in organic
nature, was found at the heart of the tensor calculation. By means of the constant ϕ, the
symmetric tensor is connected to the complex plane in the same way as the significant
constants e and π. This is, therefore, likely to be a fundamental principle. The golden
section ratio can also be encountered in relation to the strength of materials theory [19], as
mentioned in the conclusion of an important paper by Michell [27]. These references to the
golden section ratio are not limited to the plane only; they can also be found in attempts
to describe higher dimensions. A paper dealing with transformations of a Pythagorean-
like formula for surfaces immersed in three-dimensional space forming constant sectional
curvature in a Riemann sphere examined the first, second, and third fundamental forms of
the surface, proving that the immersed surfaces are totally round spheres with Gauss-like
curvature ϕ + c, where ϕ is the golden ratio [28]. This, too, is a fundamental principle.

This paper’s main contributions are as follows:

(a) A new analytical approach to deriving rank two tensor components in a plane;
(b) Analytic tensor glyph visualization of the rank two tensor in a plane by representing

all components in every direction;
(c) Definition of a new tensor invariant that can be added to all dimensions;
(d) Pointing out the golden ratio law present in the representation of a planar tensor with

a zero initial angle (as shown in Figure 15).

Tensor glyphs imaging is a progressive and useful method when applied to in-depth
analysis of dynamic processes. Currently, only numerical methods for imaging exist,
resting on different principles mentioned in the introductory section. Due to computation
constraints, some principles are not capable of determining all tensor glyph properties. In
analytical calculation, this problem ceases to exist. However, a special transfer system for
transforming complex results into the real space had to be used; details of the technique
used to that end were given in Section 3.
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Appendix A

Determining the third invariant l.
Let there be the following input equations:

λ2 − λm + n = 0 (A1)
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Let us insert the following components (A1) λ1, λ2 into the equation:

λ2
1 − λ1m + n = 0

λ2
2 − λ2m + n = 0

(A2)

Let us add up the equations:

λ2
1 + λ2

2 − m(λ1 + λ2) + 2n = 0 (A3)

Let us insert the parameters m, l:

l − m2 + 2n = 0 (A4)

l = m2 − 2n (A5)

As shown, the third invariant is also linearly independent of other invariants. Nonethe-
less, a certain form of quadratic dependence does exist between the invariants. We insert
the tensor components (A5) into the equation:

l = (a11 + a22)
2 − 2(a11a22 − a12a21) (A6)

l = a2
11 + 2a11a22 + a2

22 − 2a11a22 + 2a12a21 (A7)

l = a2
11 + a2

22 + 2a12a21 (A8)

Appendix B

Calculating the components of a22.
Let there be the following input equations:

m = λ1 + λ2 = a11 + a22 (A9)

n = λ1λ2 = a11a22 − a12a21 (A10)

l = λ1λ1 + λ2λ2 = a11 + a22 = m2 − 2n = a2
11 + a2

22 + 2a12a21 (A11)

a12 = a21 (A12)

tan ϕ =
−(a11 − λ1)

a12
(A13)

The input equations shall be adjusted as follows:

2n = m2 − l (A14)

a12 = a21 = cot ϕ(λ1 − a11) (A15)

Let us determine the product of the components a12, a21:

a11 = m − a22 = λ1 + λ2 − a22 (A16)

a12a21 = cot2 ϕ(λ1 − a11)
2 (A17)

a12a21 = cot2 ϕ(λ1 − λ1 − λ2 + a22)
2 (A18)
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a12a21 = cot2 ϕ(a22 − λ2)
2 (A19)

Let us express the component l:

l = a2
11 + a2

22 + 2a12a21 (A20)

l = (m − a22)
2 + a2

22 + 2 cot2 ϕ(a22 − λ2)
2 (A21)

0 = −l + m2 − 2ma22 + a2
22 + a2

22 + 2 cot2 ϕ(a22 − λ2)
2 (A22)

0 = 2n − 2ma22 + 2a2
22 + 2 cot2 ϕ(a22 − λ2)

2 (A23)

0 = n − ma22 + a2
22 + cot2 ϕ(a22 − λ2)

2 (A24)

0 = n − ma22 + a2
22 + cot2 ϕ

(
a2

22 − 2a22λ2 − λ2
2

)
(A25)

0 = n − ma22 + a2
22 + a2

22 cot2 ϕ − 2a22λ2a2
22 cot2 ϕ + λ2

2 cot2 ϕ (A26)

0 = a2
22

(
1 + cot2 ϕ

)
− a22

(
2λ2 cot2 ϕ + m

)
+ n + λ2

2 cot2 ϕ (A27)

Component a22 is calculated from the quadratic equation (A27):

a221,2 =
(2λ2 cot2 ϕ + m)∓

√
(2λ2 cot2 ϕ + m)

2 − 4(1 + cot2 ϕ)(n + λ2
2 cot2 ϕ)

2(1 + cot2 ϕ)
(A28)

a221,2 =
2λ2 cot2 ϕ + λ1 + λ2 ∓

√
(2λ2 cot2 ϕ + λ1 + λ2)

2 − 4(1 + cot2 ϕ)(λ1λ2 + λ2
2 cot2 ϕ)

2(1 + cot2 ϕ)
(A29)
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