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Preface to ”Soil Erosion: Dust Control and Sand

Stabilization, Volume II”

Soil erosion caused by wind is significant to Earth systems and human health. Soil-derived

dust particles with origins in various source areas constitute one of the major components of global

aerosols. There is a strong interest in understanding the factors and processes of soil erosion caused

by wind as well as in developing and applying methods to control dust emission from soils and to

stabilize active sands. This Special Issue contains information on applications of natural and synthetic

materials to reduce soil erosion, development of materials and methods, experimental methods and

modeling, impacts on soil quality and environments, and quantification of the efficiency in dust

control and sand stabilization applications. Eleven papers were accepted for publication: two review

papers and nine research papers, one of which was selected as a featured paper.
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Special Issue on Soil Erosion: Dust Control and Sand
Stabilization (Volume II)

Itzhak Katra

Department of Geography and Environmental Development, Ben Gurion University of the Negev,
Beersheba 8410501, Israel; katra@bgu.ac.il

1. Introduction

This is the second volume of the Special Issue on Soil Erosion: Dust Control and Sand
Stabilization, following the first volume published in 2020 [1]. Many soils throughout the
world are subjected to the impacts of extensive land use on soils, including agricultural
areas, unpaved roads, mines and quarries, waste soils, and active sand dunes and sand
sheets. There is a strong interest in understanding the factors and processes of soil erosion
by wind, as well as in developing and applying methods to control dust emissions from
soils and to stabilize active sands.

Eleven papers were accepted for publication: two review papers and nine research
papers, one of which was selected as a featured paper. The review papers by Lal provide
us with a complete picture of soil carbon transported by erosional processes. One review
paper [2] deliberates the fate of soil carbon due to soil erosion by wind and water being
transported over the landscape. The second review paper [3] concerns the biophysical
controls that make erosion-transported soil carbon a source of greenhouse gases. Con-
versely, three of the research papers focus on sand stabilization. The featured paper, by
Bar-Kutiel and Dorman [4], demonstrates the importance of studying vegetation at multiple
entity-defined scales through analyses of the annual vegetation on coastal Mediterranean
sand dunes. The paper by Bird et al. [5] concerns the effects of environmental degradation
on ecosystem stability and productivity, which have destabilizing consequences beyond
biodiversity loss in Mediterranean coastal dunes. Dun et al. [6] explored sand transport
around a high-speed railway using three models of wind-break walls in a wind tunnel
experiment with the reproduced movement process of windblown sand. The other papers
in this Special Issue focus on dust emissions from soils and control methods. The papers of
Raveh-Amit et al. [7] and Magnuson et al. [8] are two parts of a project on limiting dust re-
suspension by wind and soil stabilization of radiologically contaminated surfaces. Another
research project is represented here by the two papers of Freer et al. [9] and Sieger et al. [10]
on the effectiveness of biopolymers from food processing by-products as dust suppressants
in mine soils through laboratory and field experiments. The environmental risk of applying
dust suppressants in soils was investigated by Ben-Hur et al. [11], providing an evaluation
of groundwater salinization risk following application of brine on calcareous soil in an
arid region. The last paper on dust, by Rubinstein et al. [12], is a study on the role of soil
particle size distribution in dust emission rates in Loess soils through laboratory wind
tunnel experiments.

A wide range of dust control products have been tested for soil stabilization and
dust control. However, there is a need to investigate the possible environmental impacts
of diverse dust suppression substances, including the toxicity of atmospheric particulate
matter, when dust is emitted from the treated soils.

Appl. Sci. 2023, 13, 1727. https://doi.org/10.3390/app13031727 https://www.mdpi.com/journal/applsci1
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Fate of Soil Carbon Transported by Erosional Processes

Rattan Lal

Rattan Lal Center for Carbon Management and Sequestration, School of Environment and Natural Resources,
The Ohio State University, Columbus, OH 43210, USA; lal.1@osu.edu; Tel.: +1-614-292-9069

Abstract: The accelerated process of soil erosion by water and wind, responsible for transport
and redistribution of a large amount of carbon-enriched sediments, has a strong impact on the
global carbon budget. The breakdown of aggregates by erosivity of water (raindrop, runoff) and
wind weakens the stability of soil C (organic and inorganic) and aggravates its vulnerability to
degradation processes, which lead to the emission of greenhouse gases (GHGs) including CO2, CH4,
and N2O, depending on the hydrothermal regimes. Nonetheless, a part of the eroded soil C may
be buried, reaggregated and protected against decomposition. In coastal steep lands, (e.g., Taiwan,
New Zealand) with a short distance to burial of sediments in the ocean, erosion may be a sink of
C. In large watersheds (i.e., Amazon, Mississippi, Nile, Ganges, Indus, etc.) with a long distance
to the ocean, however, most of the C being transported is prone to mineralization/decomposition
during the transit period and is a source of GHGs (CO2, CH4, N2O). Land use, soil management and
cropping systems must be prudently chosen to prevent erosion by both hydric and aeolian processes.
The so-called plague of the soil, accelerated erosion by water and wind, must be effectively curtailed.

Keywords: global warming; soil erosion; carbon erosion; gaseous emissions; methanogenesis; nitrifi-
cation/denitrification; dust; enrichment ratio; burial of carbon; aggregate disruption

1. Introduction

Accelerated soil erosion by water and wind is a predominant process that impacts the
soil carbon (C) budget [1] through a range of interacting processes [2]. The severe problem
of accelerated soil erosion is widely regarded as a global menace, which is also threatening
the agricultural resource base [3] that sustains planetary processes [4] and generates numer-
ous ecosystem services. Erosional processes include breakdown of structural aggregates,
and selective removal and redistribution of the sediment and displaced C on the landscape.
Displaced C may be mineralized or buried [5] depending on the site-specific conditions.
Whereas reaggregation and deep burial may stabilize the displaced C against microbial
processes [6], decomposition induced by aggregation breakdown and alterations in soil
moisture and temperature regimes over the landscape may affect the emission of carbon
dioxide (CO2) under aerobic environments [7] and those of methane (CH4) and nitrous
oxide (N2O) under anaerobic conditions [8]. Therefore, erosion-induced transport of soil
C followed by its redistribution en route to depositional/depression site(s) may lead to
emission of all three greenhouse gases (GHGs). With a large amount of sediment and
sediment-laden C being transported over the landscape, and the magnitude of sediment
being increased because of anthropogenic activities, it is critically important to understand
the complex and interactive processes affecting the fate of C being displaced and trans-
ported over the landscape (e.g., sediment) and emission of GHGs to the atmosphere (i.e.,
windborne dust). Emissions of all three GHGs by erosional processes, at all landscape posi-
tions from summit to foot slope and into the atmosphere, must be understood, quantified,
and accounted for the purpose of compiling the soil C budget under diverse land use and
soil management systems.

Novara et al. [9] reported that transport of soil sediments by erosional processes in-
creased SOC mineralization by 43% under Mediterranean conditions. The global menace of
soil erosion (hydric and aeolian) is projected to be aggravated by climate change because of

Appl. Sci. 2022, 12, 48. https://doi.org/10.3390/app12010048 https://www.mdpi.com/journal/applsci3
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the increase in climatic erosivity [10] and the frequency of extreme events [11,12]. Therefore,
the objective of this review article is to deliberate the fate of soil C being transported over
the landscape, identify ecosystem conditions that lead to either mineralization and emission
of GHGs or to sequestration of the transported C and its stabilization, understand the net
effect of erosion/deposition processes as a source or sink of GHGs, explain the effect of
global warming on erosional processes, and outline some researchable priorities. Rather
than being a comprehensive and inclusive review of the available literature, this article
merely provides some pertinent examples of the processes, factors and causes which control
the fate of carbon being transported by erosional processes.

2. Selectivity of the Soil Erosion Process

Global soil erosion by water and wind, exacerbated by agricultural expansion and in-
tensification and other anthropogenic activities, transports, and redistributes large amounts
of soil organic C (SOC) and soil inorganic carbon (SIC) with significant impacts on global C
budget, atmospheric chemistry, and water quality. However, hydric erosion may have a
more significant impact on transport of SOC and emission of GHGs. Indeed, soil erosion
by water is a multistage process encompassing a range of pedological processes. Some of
these processes are described below:

i. Breakdown of aggregates and leading to the exposure of the hitherto protected
SOC against microbial processes and environmental conditions, is the first process.
Macroaggregates, containing labile fractions, are broken apart by the kinetic energy
and momentum of the impacting raindrops and velocity of the runoff flow. The
SOC thus exposed is accessible to microbial processes.

ii. Removal of the colloidal and light fractions (clay, fine silt, SOC, SIC, sesquioxides)
is aggravated by the breakdown of aggregates. Thus, the sediments have a high
C-enrichment ratio (CER). The latter is defined as the ratio of C in sediment to
that in the original soil from which the sediment are derived [13]. A high CER is
observed in both hydric and aeolian sediments.

iii. Redistribution of the sediment and associated soil C is a major pedological pro-
cess on actively eroding landscapes. Furthermore, redistribution is accompanied
by possible mineralization of biomass-C (into CO2, CH4, and N2O), depending
on the hydrothermal regimes, Whereas CO2 is the primary GHG evolved and
emitted under aerobic conditions, CH4 and N2O may be evolved under anaerobic
environments.

iv. Deposition of sediments SOC-laden sediments are deposited at depressional and
other sites following Stokes Law. Accordingly, heavier fractions (e.g., gravels, sand
and coarse silts are deposited in vicinity of the eroding sites and SOC and clay
fractions are deposited either latter or carried farther away. Windblown sediments
originating from the Sahara have been observed in the Caribbean and northern
Europe. This process is the principal cause of eutrophication of water, pollution of
air and responsible for the off-site adverse effects of the erosional process.

v. Burial of SOC: and SIC deposition following Stokes Law leads to burial and strat-
ification, with coarser heavier sediments deposited first and the lighter fractions
(SOC, SIC, clay particles) later. With multiple events over time, the layering can be
observed in active depositional sites which are not disturbed by farm operations or
natural perturbations.

vi. Reaggregation Some of the dispersed clay, released by the breakdown of aggregates
(step 1) and other pedological processes aggravating the slaking of structural units,
may interact with SOC and cations and the reformation of aggregates. Therefore,
some of the buried SOC may be stabilized through encapsulation within reformatted
aggregates.

vii. Gaseous Emission from Eroding and Depositional Sites: Erosional processes may
aggravate emissions of GHGs from both eroding and depositional sites because
of the drastic perturbations of soil structure. The magnitude and type of gaseous
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emission (CO2, CH4, and N2O), depend on site-specific conditions and their spatial
and temporal variations because of natural and anthropogenic processes.

However, pedological processes involved in the above listed erosional stages vary
widely, depending on the stage of the erosion/deposition process and prevalence of the
specific hydrothermal regime of the specific landscape position. The third stage, involving
redistribution of soil C, is not uniform but affected by preferential transport and deposition.
The site of SOC deposition depends on topography (slope gradient, length, shape and
aspect), in-transit distance of sediment containing SOC [14] and the time taken for the
sediments to reach the deposition site. Because of the selective removal of the light fraction,
CER of the sediments may range from 1.3 to 40.0 [6]. Furthermore, the average SOC fluxes
as particles (4.7 g C/m2·yr) was found to be 18 times larger than that of the dissolved
organic C (DOC). Wang and colleagues also observed that the cumulative emission of soil
CO2 slightly decreased at the erosion site but increased by 56% and 27% at the transport and
depositional zone, respectively, in comparison to non-eroded soils. Site-factors (i.e., slope
gradient, slope aspect, slope shape, and the landscape position) are the control of specific
biogeochemical and biogeophysical processes that determine transformation of soil and
emission of specific GHGs such as CO2 by aerobic mineralization, CH4 by methanogenesis
catalyzed by anaerobiosis (poor drainage and high degree of saturation), and N2O by
nitrification/denitrification processes under variable hydrothermal regimes.

3. Soil Erosion as a Source or Sink of Carbon

There are numerous interacting processes affecting the fate of SOC and SIC transported
by erosional processes. The net effect as a source or sink depends on the balance of emission
vs. sequestration, as outlined in Figure 1. Factors which increase the source from erosion-
induced transport include disruption/breakdown of aggregates, a selective removal of the
low-density/lighter fractions, fast-transport landscape vs. slow-transport landscape, and severe
degradation of the soil at the eroded site so that its agronomic productivity is curtailed (Figure 1).
There could be deposition in short-distance anaerobic lakes that would be a source of carbon,
and in long-distance aerobic environment with reaggregation at depositional sites leading to
sequestration of C. Some conditions which may lead erosion-induced transport of soil C as a
sink may include a fast transport landscape with short transit time to the deposition site, deep
burial of C, rapid reaggregation of buried C so that it is protected against microbial processes,
and slight or moderate degradation of soil at the eroded site so that its agronomic productivity
is not jeopardized (Figure 1).

Figure 1. Pedological processes which impact emission of greenhouse gases from erosion-induced
transport of soil carbon. Available literature highlights the importance of soil, climate and land
attributes which aggravate the breakdown of aggregates and severely degrade the quality and
productivity of eroded soil which has a long recovery period. Some steep land coastal ecoregions
with a short transit time can be a sink of eroded soil carbon. Globally, however, accelerated erosion
(hydric, aeolian, tillage) is a source of greenhouse gases especially those with high global warming
potential (i.e., CH4, N2O).
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Some critical factors which impact the gaseous processes during the transit phase and
at the depositional site are briefly described below.

3.1. Slope

Attributes of land slope that determine specific pedotransformation include gradient
(steepness), aspect (north vs. south facing), shape (convex vs. concave), position (summit,
side slope, foot slope), and length (short vs. long). The magnitude of sediment generated,
and the amount of soil C transported laterally also depend on the soil surface as altered
by agronomic management and its interaction with the slope attributes. While assessing
the scale-dependency of erosion-induced variation in CO2 emission from terraced slopes,
Hu et al. [15] observed that emissions tend to decline with increase in slope gradient.
The declining trend is attributed to increased runoff and more soil erosion on steeper
slopes and making eroded soil less habitable for soil biota in terms of their activity and
species diversity.

Slope attributes also affect the deposition of sediments and the associated soil C. Lense
et al. [16] evaluated losses of soil C by water erosion in a tropical watershed characterized
by a wide land-use diversity. Lense and colleagues observed that of the 126.5 Mg/yr. of the
total eroded SOC from the watershed, 111.6 Mg/yr. were deposited in relief depressions
and only 14.9 Mg/yr. reached the water body system. Wei et al. [17] observed that bulk
soil samples obtained from the summit landscape position emitted the greatest cumulative
CO2-C (0.49 ± 0.04 g C/kg) among all the landscape positions. Furthermore, the CO2
emission rate from coarse-sized aggregate fraction at depositional slope positions (toe-
slope and foot-slope) was significantly greater than those from the eroded slope positions
(summit, shoulder slope and back slope).

Erosion-induced losses of soil C and the attendant CO2 emissions from a loess and
black soil in China were studied by Gao et al. [18] for three slope gradients (5◦, 15◦and
25◦) using a rainfall simulator. On average, SOC loss from loess soil was about 1.8 times
that from black soil although the SOC concentration in original black soil was 56% higher
than that in the loess soil. The cumulative CO2 emissions from the eroding slopes of the
loess ranged from 15.4 to 19.7 g C/m2 compared with 28.1 to 59.6 g C/m2 for the black
soils. However, when the slope gradient increased from 5◦ to 25◦, the cumulative soil CO2
emission decreased by 23.8% on black soil and 12.6% on loess soil. These observations
documenting decrease in on-site emissions from steep slopes are similar to those by Hu
et al. [15] discussed above.

3.2. Soil Attributes

As is documented by Gao et al. [18] regarding the difference in SOC loss from black
soil vs. a loess soil, erosion-induced emissions of GHGs are also strongly affected by soil
physical, chemical, and biological properties, which are indeed strong moderators of the rate
and total magnitude of GHGs emissions. Soil hydrological properties, as affected by water
repellency, also impact emissions of GHGs. In the context of the western U.S. wildfires,
which have increased in intensity and scale because of the climate change, Samburova
et al. [19] assessed the impact of the fire-induced soil water repellency on GHG emissions.
The water repellency was characterized by: water drop penetration time (WDPT), effective
contact angle and relative sorptivity of exposed silica sand (used as soil surrogate). All sand
samples, exposed to either fire emissions or fulvic acid were characterized by WDPT > 81 s,
effective contact angle of 78–87◦, and relative sorptivity between 0.31 and 0.49 compared
with untreated sand samples with WDPT < 0.5 s, effective contact angle of 48◦, and relative
sorptivity of 1.

Soil attributes affect emissions of GHGs from eroding and depositional sites through
their effects on SOC stability. Based on an experiment on SOC stability in sub-tropical China,
Nie et al. [20] observed that eroding and depositional sites had different SOC contents but
had similar organic functional groups. However, SOC in eroded soils was more stable than
that in depositional soils in the surface 0–5 cm and 5–10 cm layers only. Differences in SOC
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stability were attributed to differences in soil properties such as texture, bulk density, pH,
SOC content, DOC, Fe content, soil aggregates, depth, erosion, and deposition.

A study on the effects of soil properties on water erosion and emissions of GHGs
on soil under diverse land uses in Spain by Gispert et al. [21] showed that soils with a
higher SOC content showed proportionally lesser CO2 emissions and were a C sink. In
comparison, the shallowness of the soil profile, overgrazing, and frequent fire occurrence
were elements that threatened soil ecosystem integrity and must be addressed.

3.3. Hydro-Thermal Regime and Aggregation

Emission of GHGs depends on soil moisture and temperature regimes, as moderated
by aggregation, in relation to stability of aggregates along with size and continuity of pores,
through their strong impacts on activity and species diversity of soil biota. For example,
based on a 19-day simulated depositional experiment using three soils of contrasting
texture (Ultisol, Mollisol, and Entisol) and two moisture regimes, Mao et al. [22] observed
that deposition increased C emissions under both drying and wetting conditions for the
Ultisol and Entisol, but the trend in Mollisol varied with the soil moisture regime. Gaseous
emissions increased under drying but decreased under wetting conditions. Thus, the effect
of deposition on GHG emissions depend on the soil moisture regime and its control such
as texture, clay minerals, SOC content and aggregation.

Soil aggregation (structure) is a key attribute in stabilization of SOC [23]. In addition,
degree and stability of soil aggregates is an important factor affecting emission of GHGs.
An incubation study by Wei et al. [17] involving soil aggregates obtained from diverse
landscape positions indicated that CO2 emissions from coarse-size aggregate fractions
(0.024 ± 0.009 g C/kg·d) was six times higher than that from small size aggregate fractions
(0.0038 ± 0.0011 g C/kg·d) at the depositional toe slope position. Wei and colleagues
concluded that the breakdown of aggregates (stage 1 of the erosional process) by accelerated
erosion impacts both aggregate size distribution and CO2 emissions from aggregates at
different slope positions.

Soil aggregates, being transported by fluvial processes, may increase settling velocities
of mineral particles contained within the aggregate and skew the distribution of SOC
along the slope. Hu et al. [14] observed that redeposition of eroded SOC within terrestrial
ecosystems increased by 64% considering the actual aggregate size, and the CO2 emission
rates also differed across settling fractions depending on soil type. Hu and colleagues also
observed that over a 50-day incubation, CO2 emissions from sediment was 114% greater
than that from the non-eroded soil, probably because of enrichment with the labile fractions.

Chaplot and Cooper [24], based on their study comprising 24 locations of a typical
hillslope of the South African Highveld with a wide range of soil texture, concluded that
the increase in aggregate stability resulted in a significant increase in particulate and DOC
concentrations in the eroded sediments and in losses of gaseous organic C. In contrast,
however, high aggregate stability induced low total loss of particulate and DOC because
of increase in water infiltration rate and reduced transport in runoff. In the context of
wind erosion risks of Histosols in the U.S., Zobeck et al. [25] observed that variations in
sediments and dust emissions is linked to soil properties. A study based on simulated
rainfall in subtropical China by Huang et al. [26] indicated that soil bulk density, moisture
content, and DOC were the major factors controlling erosion-induced SOC mineralization.

3.4. Other Factors Affecting Long-Term Biogeochemical and Biogeophysical Transformation

Stability of erosion-induced transport of SOC and its fate as a source or sink of GHGs is
governed by factors which impact its long-term biogeochemical and biogeophysical transfor-
mation. Notable among these are elevation, vegetation, land use, frequency and intensity of
natural or managed fires, and soil biodiversity in relation to activity and species diversity of
macro, meso and micro fauna and flora. In addition to biochemical processes, biogeophysical
transformation of aggregates (e.g., breakdown or slaking vs. reaggregation of the dispersed
materials) is an important process governing the fate of SOC transported by erosional process
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as a source of or sink of GHGs (1,2,5,6,7,14,19). Apparently, scale is also an important variable
affecting the net balance of SOC in relation to erosional processes (15) Factors elevating soil
moisture regime may also aggravate C loss from mineral soils (26).

4. Soil Erosion and the Global Carbon Budget

The magnitude of sediment displacement globally by water erosion increased from
14.0 Gt/yr. during the prehuman era to 36.6 Gt/yr. at present in the absence of reservoir
trapping [27]. There has also been a strong increase in windblown sediments due to the
expansion of agriculture and other anthropogenic activities. Despite the severe environ-
mental consequences of water erosion, its effects on the global carbon budget (GCB) have
neither been adequately researched nor been accounted for.

4.1. Water Erosion

The GCB is strongly affected by accelerated erosion by water and reportedly emits
~1.1 Pg C/yr. [2]. However, the C emitted by erosion is not accounted for in the GCB.
In India, Mandal et al. [28] reported that erosion transported about 114.4 Tg of C/yr. of
which 34.6 Tg C is emitted into the atmosphere. Using 13C isotopic signature in abandoned
Mediterranean agricultural land, Novara et al. [9] observed that previous estimates have
not considered that erosion transported SOC can be released to the atmosphere as a range
of GHGs (CO2, CH4, N2O). The data by Worrell and colleagues from U.K. rivers showed
that soil erosion is a net source of GHGs with median emission factors of 5.5, 4.4, and 0.3 Mg
CO2 eq/yr. for one Mg of fluvial C, gross C erosion, and gross soil erosion respectively.
Worrell and colleagues concluded that gross soil erosion would only be a sink of both
C and GHGs only if all the following criteria are met: (i) gross soil erosion rates are
<91 Mg/km2·yr., (ii) the eroded C is completely replaced by new SOM, and (iii) if less than
half of the gross erosion makes it into the ocean network. Similar conclusions were arrived
at by Lal et al. [5]. In this context, Müller-Nedebock and Chaplot [29] also highlighted
the importance of sheet erosion and its impact on the lateral transport of SOC and the
attendant impact on GCB. Based on a study involving data from 240 runoff plots over
entire rainy seasons from different regions of the world, Müller-Nedebock and Chaplot
reported that the media in particulate organic carbon loss (POCL) was 9.9 g C/m2·yr.
with the highest value of 10.8 g C/m2·yr. for semi-arid soils followed by 6.4 g C/m2·yr.
for tropical soils and 1.7 g C/m2·yr. for temperate soils. Assuming the mean POCL of
27.2 g C/m2·yr., the total amount of SOC displaced by sheet erosion from its source was
estimated at 1.32 ± 0.20 Gt C/yr. or about 13.2% of the 10 Gt of C emitted from the fossil
fuel combustion. Müller-Nedebock and Chaplot also observed that erosion-induced CO2
emissions may be limited in clayey soils but severe in sandy soils, and that sheet erosion is
an important and efficient mechanism of detachment and transport of surficial material
(e.g., silt, clay, SOC).

It is also recognized that soil erosion can be a sink of C in coastal ecosystems and steep
terrains. For example, a study in New Zealand documented that transport of sediments
and POC from coastal steep lands is a sink. Dymond [30] observed that the North Island
of New Zealand exports. 1.9 Tg of POC/yr. to the sea and sequesters 1.25 ± 0.3 to 0.6 Tg
POC·yr. through regenerating soils. In contrast, the South Island of New Zealand exports
2.9 ± 0.7–1.5 Tg POC/yr. and sequesters about the same amount. With 80% efficiency of
burial at seas, New Zealand has a net sink of 3.1 ± 2–2.5 Tg C/yr.

4.2. Emissions from Tillage-Induced Soil Erosion

Tillage-induced soil displacement downslope is a significant process on cultivated
steep lands. Soil disturbance by plow tillage (PT) or its lack under notill (NT) can have
variable effects on the magnitude of SOC removal by erosional processes and pedological
processes involved in gaseous emissions. In the Kwa Zulu-Natal Province of South Africa,
Chaplot et al. [31] evaluated the effects of NT vs. PT on losses of SOC from soil. Chaplot
and colleagues observed that soil under NT had greater SOC density than that under PT
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(17.70 vs. 13.19 kg/m3), lower gaseous emissions by 4.4% (10.40 vs. 10.88 g CO2-C/m2)
but reduced the release of CO2 from eroded sediments (0.185 vs. 0.778 g CO2C/m2)
representing 76.3% decline. In the case of PT, cumulative emissions over a 141-day period
were 19% greater in sediments (0.048 g CO2C/g C) compared to soils (0.04 g CO2C/g C).
In the case of NT, emissions were 33% lower in sediments (0.024 g CO2C/g C) compared
to soils (0.032 g CO2C/g C). The authors’ hypothesized these trends to a high aggregate
stability and better physical protection of SOC within stable aggregates. Conservation
agriculture (CA), based on NT with residue mulching and cover cropping, is widely
reported to sequester SOC [32]. A modeling study by Gaiser et al. [33] showed higher
losses of SOC under PT than NT through enhanced CO2 emissions and increased losses
through intensified erosion. Gaiser and colleagues suggested that tillage effects on SOC
losses through soil erosion must also be accounted for in the GCB. The loss of SOC from
eroded soil is also determined by the sediment size distribution and its MRT [34].

Plow tillage is also a source of dust. In some cases, tillage-induced emissions of dust
are more than that by wind. Funk et al. [35] observed that tillage-induced emissions are
determined by the soil moisture content at the time of tillage. Funk and colleagues found
that the threshold level of soil water content for fine dust emissions of soil was 2% to 5% for
sandy soil, 5% to 10% for silty soils, ~30% for clayey soils, and 25% to 45% for organic soils.

4.3. Grazing Systems and Gaseous Emissions by Hydric Erosion

Similar to mechanical tillage, overgrazing can also accelerate hydric erosion and
influence gaseous emissions. In addition to reducing the plant cover, overgrazing may
aggravate risks of hydric erosion by altering soil bulk density, water infiltration rate,
surface runoff and transport of POC and DOC and the attendant emission of GHGs into
the atmosphere. Based on an experiment involving some sandy loam Aerosols in South
Africa, Mchunu and Chaplot [36] assessed the effects of three levels of plant covers (100%,
25–50% and 0–5%) on loss of SOC under simulated rainfall. Plant C input into the soil
profile and SOC stocks (g C/m2·yr.) in 0–0.02 m layer, respectively, were 1950 ± 180 and
300 ± 16.2 at 100% cover. In comparison, soil C input by plants decreased by 38.5 ± 3.5%
at 25–50% and by 75.4 ± 6.9% at 0–5% cover. The losses of SOC by water erosion were
0.75 g C/m2 at 100% cover and increased by 66% at 25–50% cover (3.76 ± 1.8 g C/m2) to
213% at 0–5% cover (7.08 ± 2.9 g C/m2). Furthermore, these losses of SOC were mostly
in POC form, which being a labile fraction can be easily mineralized with the attendant
emission of GHGs.

4.4. Wind Erosion and Gaseous Emissions

Similar to hydric erosion, wind erosion is also a selective process and involves pref-
erential removal of light and colloidal fractions such as SOC and SIC constituents of the
surface layer. The CER for windblown dust for rangeland in western Queensland, Australia
is reported at 1 to 2 for sandy soil and 9 to 41 for clayey soil [37]. Dust may contain as much
as 15–20% of SOC content. In addition to gaseous emissions and loss of soil productivity,
the dust generated by wind erosion is a serious environmental hazard in arid and semi-arid
climates. Among vegetative barriers (windbreaks and shelterbelts) and mulch farming
systems (e.g., CA), enzyme-induced carbonate precipitation is also used to stabilize loose
soil that creates dust. To stabilize loose soil and mitigate dust in Khuzestan, Iran, Baziar
et al. [38] used a soybean enzyme, which is reportedly much easier and more economical to
prepare than that from leek bean.

The problem of wind erosion is no longer confined to developing countries. Indeed,
wind erosion is also a serious issue even in northern Germany, and on Histosols throughout
the U.S. In northern Germany, Nerger et al. [13] reported that soils under maize monoculture
are prone to severe wind erosion. Nerger and colleagues reported that SOC stock decreased
by 49.4 and 2.44 kg/m2 from 1999 to 2009. Total soil loss by wind erosion during 16 events
was 48.9 kg/m2, and suspended material had a CER of 2.96 (compared with CER of 0.98
for saltation). Soil erosion loss in a single event can be as much as 12.6 kg/m2. Histosols,
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with soil organic matter (SOM) content of >20% in the upper 80 cm profile, cover 21 M ha
in 42 states of the U.S. [25]. Intensively cultivated Histosols are prone to wind erosion with
adverse impact on productivity and degradation of the environment (i.e., soil, water, air,
vegetation). Particle density of Histosols can be i~1.6 Mg/m3. Dust emissions are common
on plowed/dry Histosols [25].

In Adam County, Washington, Feng and Sharrat [39] assessed the wind erosion hazard
by using the Wind Erosion Prediction System (WEPS) at 14.25 Mg soil/ha·yr. (6.4 tn/ac·yr)
and a severe PM10 (particulate matter at <10 micron m in diameter) loss. Wind erosion
affects ~20 Mha of land in Iran, and also affects GHG emissions from soil. Based on exper-
iments conducted at the Iran Research Institute of Forests and Ranges, Kamali et al. [40]
reported that the highest rate of CO2 emissions in July was 4.90 g CO2/m2·d in severely
eroded lands and the lowest in January of 0.086 g CO2/m2·d in less eroded lands. Kamali
and colleagues hypothesized that increase in erosion intensity aggravated CO2 emission
rates at severe erosion.

A study on soil losses from spring dust emissions in northern China by Song et al. [41]
indicated that losses of SOC, total N and total P in spring were 0.985 ± 0.149, 0.094 ± 0.014
and 0.089 ± 0.013 Tg/yr., respectively. However, the fate of SOC, TN, etc., is not known. In
Australia, Chappell et al. [42] estimated SOC dust emission at 5083 Tg CO2 eq/yr. for the
country and 0.4 Tg CO2 eq/yr. for agricultural soils. Chappell and colleagues concluded
that omission of SOC dust emission from C cycling and C accounting is a significant source
of uncertainty in the GCB. Thus, quantification of the release of CO2 from SOC dust to the
atmosphere and contribution of SOC deposition to downward C sinks is essential.

5. Soil Erosion and the Global Warming

Soil degradation by erosion is a serious global issue and it may be changed by the
current and projected global warming. In arid or semi-arid areas, which may experience
more rains with climate change, soil erosion could be less due to vegetation growth and
more ground cover. The soil erosion hazard may also depend on the amount and intensity
of the rain and the nature and dynamics of the emergent vegetation. The climate-induced
dynamics may also differ among ecoregions (e.g., polar vs. tropical, and fire-prone vs.
fire-free). Enzymatic and decomposition processes may be aggravated by the increase in
temperature. In general, soil erosion hazard is linked to the fate of vegetation/land cover
in relation to the climate change and may decrease with an increase in vegetation cover
and the vice versa.

In agroecosystems or the managed landscape, soil erosion hazard may be aggravated
during the 21st century [43] because of the anthropogenic climate change. Soil erosion is
affected by interaction among a range of factors, such as climate (erosivity), soil (erodibility),
slope (gradient, length, aspect, shape), land use (cropland, grazing land, plantations), and
management (soil, crop, inputs). However, most of these parameters are also affected by
the current and projected global warming (Figure 2). In the tropics and subtropics, soil
erosion and global warming are mutually reinforcing processes. An increase in global
warming in the tropics may increase erosion risks by both hydric and aeolian processes
through an increase in climatic erosivity and soil erodibility, and both of these factors are
aggravated by an increase in frequency and intensity of extreme events and the attendant
decline in vegetation cover (Figure 2). However, the soil erosion hazard (hydric and aeolian)
may decrease in temperate regions depending on the manner in which global warming
affects the key parameters or factors of soil erosion. Based on a study in three catchments in
Great Britain, Ciampalini et al. [44] observed that climactic parameters respond differently
depending on their land use and management. Ciampalini and colleagues reported that
an increase in rainfall increases soil erosion, but warmer temperatures in the U.K. may
also lower erosion risks because of better vegetation growth. Warmer temperature can
limit soil erosion risks by increasing primary productivity, improving rainfall interception,
enhancing water infiltrability, and reducing soil erodibility. Ciampalini et al. observed
that an increase in temperature in the U.K. may increase the rainfall thresholds to generate
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soil loss, and, thus, soil erosion rates could decrease by 33% from 2070 to 2099 because of
the negative-feedback mechanisms limiting soil loss by runoff. Modeling studies on soil
erosion under sugar beet in Central Europe by Scholz et al. [45] also reported a decline
in soil erosion risks for the period of 2070–2099. Scholz and colleagues observed that the
intra-annual precipitation change resulted in a net decrease of rainfall amounts in erosion-
sensitive months and an overall increase of rainfall in periods when the region is less prone
to erosion. Consequently, the predicted average soil erosion losses under climate change
declined in all tillage systems by 11% to 24%.

Figure 2. Effects of global warming on soil erosion risks which may decrease in high latitudes (boreal
and temperate regions such as U.K.) but increase in the tropics (humid, subhumid, semi-arid and
arid regions) and where the rainfall erosivity may increase (i.e., northeastern and northwestern U.S.)
and wherever the frequency of extreme events may increase.

In contrast to the observation from the U.K., Segura et al. [10] reported an increase in
vulnerability to erosion in some states of the U.S. (e.g., Ohio, Maryland, Indiana, Vermont,
Illinois) with future increase in rainfall erosivity due to the projected climate change. Segura
and colleagues based their conclusions on evaluation of changes in rainfall erosivity (R)
from 1970 to 2090 across the U.S. under nine climate conditions. They observed that trends
in R vary widely spatially with strong trends of increasing R in the northeastern and
northwestern U.S., but weaker or inconsistent trends in the midwestern and southeastern
U.S. An increase in soil erosion hazard in the U.S. with change in rainfall erosivity by
16–58% has also been reported by Nearing [12]. The response of the increase in risks of
water and wind erosion by climate change may also occur in tropical and subtropical
climates. Borrelli et al. [46] predicted a more vigorous hydrological cycle, which could
increase global water erosion +30 to +60%. Thus, adoption of low erosion-producing
practices can drastically reduce the risks of accelerated erosion [47]. Indeed, the adoption
of conservation-effective measures can trump adverse impacts of climate change on soil
erosion [48].

It is the breakdown of aggregates by high climate erosivity and weak aggregate
strength (high erodibility) that exposes SOC/SIC to microbial processes and climactic
parameters and aggravates the emission of GHGs. It is thus important to assess the risks
of their mineralization by biotic and abiotic mechanisms. On the other hand, restoration
of eroded soils/landscapes, via afforestation or establishment of any perennial vegetation
cover, can create a positive soil/ecosystem C budget and set-in-motion recarbonization
of the terrestrial biosphere through sequestration of atmospheric CO2 as soil humus and
secondary carbonates, etc. Sequestration of C in soil and biomass has a tremendous
potential to create a substantial drawdown of atmospheric CO2 through nature-based
solutions [49].
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6. Some Researchable Priorities

All other factors remaining equal, soil erosion is affected by land use and vegetation
cover. Thus, it is a more serious problem in agricultural than in natural landscapes. How-
ever, land area under agroecosystems may increase during the 21st century and risks of soil
erosion may be aggravated by an intensive land use. Intensification of the agroecosystems
may be necessitated by the rising demands of the growing and increasingly affluent human
population. Thus, adoption of conservation-effective measures and understanding of the
fate of C being transported by erosional processes is important to promoting nature-positive
agroecosystems. Therefore, there is a strong need to study the fate of erosion-induced
transport of SOC in both agricultural and natural landscapes.

Key questions about future research priorities on soil erosion in agricultural landscapes
include the following [50]: (i) understanding of the nexus between on-site and off-site effects
of erosion, especially with regard to soil C budget and the emission of GHGs, (ii) evaluating
site-specific adaptation of conservation-effective measures to reduce sediment connectivity
and transport of C-laden sediments from hillslopes to eroded channels and eventually to
depositional sites, (iii) identifying early signs of the on-set of a severe erosional process with a
drastic impact on GCB and emission of erosion-induced GHGs (CO2, CH4, and N2O) into the
atmosphere, (iv) quantifying the regional and global impacts of accelerated erosion on GCB,
(v) assessing in-depth the processes affecting erosion-induced emissions of GHGs and their
impacts on GCB, and (vi) evaluating the ramifications and consequences of climate change
and the magnitude of feedback related to erosion-induced emissions of GHGs.

Additional research is also needed on transport of SIC by aeolian processes and the
fate of both SOC and SIC transported by wind erosion. There is a strong lack of scientific
data on the impact of erosional processes (water and wind) on the transport of SIC and its
fate during the redistribution and depositional phases, and its relationship with SOC. Based
on a study of 62 erosional sites and 35 depositional sites of the Chinese Loess Plateau, Tong
et al. [51] observed that the mean SOC and SIC contents in a depositional site (0–25 cm)
increased by 24.4% and 15.4%, respectively. Further, SIC was significantly negatively
correlated with SOC across all erosional sites. However, SIC was significantly positively
correlated with SOC at all depositional sites.

The effects of complex and interacting processes must be assessed in order to under-
stand and determine their impacts on the GCC. In this context, Kuhn et al. [52] argued
that the eco-geomorphological perspective on soil C movement through the landscape can
address any controversy with regard to erosion of C being a source or a sink. Soil erosion
induced by water runoff [53] and by windblown dust [42] are important pathways of lateral
transport of soil C in terrestrial landscapes. The 137Cs technique has been used as a tracer
to assess removal or deposition of soil along the toposequence [54,55]. Alewell et al. [56]
also recommended the 137Cs technique to assess emissions of gases from eroded SOC.
However, the 137Cs technique is based on radioactive fallouts, mainly during the 1950s
and 1960s, when nuclear tests were being conducted. With half-life of around 30 years,
there are only a few sites where the isotopes can still be detected. Thus, there is a strong
need to develop/identify new techniques.

However, how these alluvial and aeolian processes affect the soil C budget at diverse
erosional, redistributional, and depositional landform positions is critical to assessing the
fate of soil C being transported. Understanding and quantifying the C gains and losses at
different landscape positions in soils of fragile agroecosystems for both SOC and SIC is
essential to obtaining reliable estimates of the GCB. Estimates of the effects of hydric erosion
on the GCB range from a sink of 0.06–1.0 vs. the source of 0.27–1.14 Pg C/yr. [57]. Such a
large range necessitates more watershed-based studies using some innovative techniques.

Soil structure is an important determinant of the stability of SOM and its MRT in
terrestrial ecosystems [24]. It is the breakdown of structural units and reaggregation of the
dispersed clay that determines the emission of GHGs. Thus, additional research is needed
on strengthening the understanding of the dynamics of aggregation during and after the
erosional processes at diverse landscape positions.
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Soil erosion response to climate change is a high researchable priority. In addition to
modelling, past climate change and its effects on soil processes (soil C dynamics) can also
be studied from soil profile properties, especially those of the buried soil horizon.

7. Summary

Accelerated erosion, both hydric and aeolian, involves selective removal of soil C
(both SOC and SIC) along with clay and fine silt fractions. On-site, the eroded soil becomes
progressively depleted of the light and colloidal fractions, leaving coarse material (gravels,
sand, course silt) behind. Because CER of the eroded material is high, erosion has severe
adverse effects on the functionality of eroding landscapes. Globally, soil erosion by water
and wind transports a large amount of C, but the fate of C being transported is governed by
complex pedotransformative processes, and its stability against decomposition is governed
by site-specific biophysical conditions and hydrothermal regimes. Therefore, soil erosion
not only affects soil properties and processes on-site, but also along the landscape over
which the water or windborne sediments are being redistributed and the depressional
sites or barriers where the sediments are being deposited. Whereas a proportion of soil
C being buried at depositional sites or into the water bodies may be protected against
mineralization and may even be encapsulated within reformed aggregates, most of the
C redistributed over the landscape and part of those carried into depositional sites is
subject to decomposition by both biotic and abiotic processes. Off-site, a large proportion
of transported C is released into the atmosphere as CO2, CH4, and N2O, depending on the
biophysical and hydrothermal regimes. In total, the accelerated soil erosion has a drastic
impact on the GCB. How much of soil C (SOC and SIC) is being removed by erosional
processes and how it is being mineralized en route to depositional sites has significant
environmental consequences, especially as a source or sink of GHGs, depending on the site-
specific conditions. Nonetheless, the C displaced by erosional processes is not accounted
for in the current processes of compiling the GCB. Not only should the impact of erosional
process on the global C cycle be accounted for, but its impact as a source of GHGs should
be considered in evaluating the economic and environmental impacts of erosion. The net
effects of the erosional processes as a source or sink depend on a multitude of site-specific
and highly interactive factors. Despite the on-site and off-site effects on productivity
and off-site effects on the global C cycle and emission of GHGs, a prudent strategy is to
minimize the risks of accelerated soil erosion by adoption of the conservation-effective
measures.

The global menace of soil erosion by water and wind may be aggravated by global
warming, especially in the tropics and subtropics, and with agricultural intensification of
agroecosystems. Thus, there is a strong need to:

i. quantify the global magnitude of soil C (SOC, SIC) being transported by the ero-
sional processes in relation to land use, farming/cropping systems, landscape char-
acteristics, soil physical/chemical properties, and the dynamics of hydrothermal
regimes along the landscape and at the depositional sites;

ii. account for the global amount of C transported by hydric and aeolian processes in
the GCB;

iii. evaluate the site-specific conditions which make the eroded soil C a source (emission
of CO2, CH4, and N2O) of GHGs or a sink if some C is buried, reaggregated, and
taken out of circulation;

iv. identify and implement site-specific conservation-effective management practices, which
minimize the risks of soil erosion by water, wind, and other anthropogenic activities.
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Abstract: Soil erosion is a selective process which removes the light fraction comprised of soil organic
carbon (SOC) and colloidal particles of clay and fine silt. Thus, a large amount of carbon (C) is
transported by erosional processes, and its fate (i.e., emission, redistribution, burial, and translocation
into aquatic ecosystems) has a strong impact on the global carbon cycle. The processes affecting the
dynamics of soil C emission as greenhouse gases (i.e., CO2, CH4, N2O), or its deposition and burial,
vary among different stages of soil erosion: detachment, transport, redistribution, deposition or
burial, and aquatic ecosystems. Specific biogeochemical and biogeophysical transformative processes
which make erosion-transported carbon a source of C emission are determined by the type of erosion
(rill vs. inter-rill in hydric and saltation erosion vs. air-borne dust in aeolian erosion), soil temperature
and moisture regimes, initial SOC content, texture, raindrop-stable aggregates and water repellency,
crusting, slope gradient, physiography and the slope-based flow patterns, landscape position, and
the attendant aerobic vs. anaerobic conditions within the landscape where the sediment-laden C is
being carried by alluvial and aeolian processes. As much as 20–40% of eroded SOC may be oxidized
after erosion, and erosion-induced redistribution may be a large source of C. In addition, human
activities (e.g., land use and management) have altered—and are altering—the redistribution pattern
of sediments and C being transported. In addition to O2 availability, other factors affecting emissions
from aquatic ecosystems include sub-surface currents and high winds, which may also affect CH4

efflux. The transport by aeolian processes is affected by wind speed, soil texture and structure,
vegetation cover, etc. Lighter fractions (SOC, clay, and fine silt) are also selectively removed in the
wind-blown dust. The SOC-ER of dust originating from sand-rich soil may range from 2 to 41. A
majority of the C (and nutrients) lost by aeolian erosion may be removed by saltation. Even over
a short period of three seasons, wind erosion can remove up to 25% of total organic C (TOC) and
total N (TN) from the top 5 cm of soil. A large proportion of C being transported by hydric and
aeolian erosional processes is emitted into the atmosphere as CO2 and CH4, along with N2O. While
some of the C buried at the depositional site or transported deep into the aquatic ecosystems may
be encapsulated within reformed soil aggregates or protected against microbial processes, even the
buried SOC may be vulnerable to future loss by land use, management, alkalinity or pH, the time lag
between burial and subsequent loss, mineralogical properties, and global warming.

Keywords: hydric and aeolian erosion; enrichment ratio; selective removal; erosion as a source;
positive feedback to climate change; deep burial; re-aggregation; saltation; dust blown carbon;
emission of greenhouse gases; stages of erosion

1. Introduction

Accelerated soil erosion, in which the magnitude of soil loss exceeds the rate of new
soil formation, is a major anthropogenic-induced process. Borrelli et al. [1] estimated
the global potential rate of soil erosion by water at 43 ± 9.2 Pg/y and suggested that
site-specific conservation agricultural practices should be adopted to reduce the risks of
accelerated soil erosion. With projections for a more vigorous hydrological cycle due to
climate change, the water erosion hazard may increase +30 to +66% by 2070 [1], which
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will increasingly jeopardize agronomic productivity and drastically affect the global C
budget [2]. In comparison with fossil fuel emissions of ~36.7 Pg CO2 eq. per year [3], global
net annual soil emissions are large [4] and are not being considered in the estimation of the
global C budget. At the catchment scale, Bouchoms et al. [5] estimated that the landcover
change over the last 1000 years decreased the soil organic carbon (SOC) stock of the top
1 m of soil by 31.1 Mg C/ha (32% loss) compared to the initial SOC stock. However, the
global C budget [3] does not specifically consider pedological processes (e.g., accelerated
soil erosion) as sources and sinks of greenhouse gases (GHGs). In this regard, the fate of soil
C being transported laterally over the landscape has a strong impact which is not presently
accounted for, even in the analysis by Oertel et al. [4]. Pedological processes involved
as sources and sinks of GHGs differ among stages of the soil erosion process. These
stages (Figure 1) include: (I) disruption of soil aggregates, detachment of soil particles, and
exposure of C and soil previously encapsulated and protected against microbial processes,
(II) transport of detached particles by alluvial and aeolian processes, (III) redistribution of
sediments and the associated C in the landscape, (IV) deposition of sediments and C on
foot slopes and other locations within the landscape, (V) possible re-aggregation of clay
and C to form organo-mineral complexes which undergo burial in the subsoil, and (VI)
translocation into aquatic ecosystems. Dominant pedomorphic processes depend on soil
temperature and moisture regimes during specific stages, as well as the physiographic
characteristics. The latter are comprised of slope shape (convex, concave, complex), aspect
(north or south facing), gradient (steepness or incline), and the landscape position (summit,
side slopes, toe, or foot slope).

Figure 1. Fate of carbon transported by erosional processes at different stages.

The idea that soil erosion leads to sequestration of atmospheric C is contradictory to
the definition of soil C sequestration. Olson et al. [6] defined soil C sequestration as, “the
process of transferring CO2 from the atmosphere into the soil of a land unit through unit
plant residues and other organic solids which are derived or retained in the unit as part of
the soil organic matter (SOM or humus). Retention of sequestered C in the soil (terrestrial
pool) can range from short-term (not immediately released back to atmosphere) to long-
term (millennia) storage. The sequestered SOC process should increase the net SOC storage
during and at the end of a study to above the previous pre-treatment baseline.” Thus, the
deposition and burial of the lateral transport of SOC by erosion involves redistribution,
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and not a new sequestration, of atmospheric CO2. Labeling the redistribution of the
erosion-induced lateral transport of SOC confounds the issue.

The literature on soil erosion and the impact of land use and management on soil
erosion hazard is voluminous. Therefore, this article has a limited scope of addressing
specific examples of the impact of erosional processes on the fate of SOC being transported
at different stages of soil erosion. The specific objective of this article is to collate and
synthesize pertinent research information regarding the impact of hydric and aeolian
processes at different stages on the fate of SOC being transported over the landscape
and the attendant emission of GHGs into the atmosphere. The goal is to identify specific
biophysical mechanisms that impact GHG emissions at different stages of the erosional
process, making soil erosion an emission source, and thus create positive feedback to
climate change.

The specific hypotheses tested in this review are: (a) the erosional processes at stages 1
to 3 are sources of GHG emissions, (b) the pedological processes at stages 4 to 6 six may
stabilize C by deep burial and the reformation of aggregates, (c) the net effect of erosional
processes at all six stages is a source of GHGs, and (d) the identification of site-specific
conservation-effective measures and their implementation is a prudent strategy to reduce
risks of erosion-induced emission of GHGs and minimize the positive feedback to climate
change.

In view of the specific objectives and hypotheses outlined above, references cited in
the article which addressed the fate of C being transported at different stages of accelerated
erosion were specifically chosen. About 60 references were purposely chosen because of
their focus on pedological processes at different stages and the impact on SOC dynamics and
the emission of GHGs. Some articles were also chosen because these provided information
on the enrichment ratio of SOC and indicated selectivity of the erosional process and
preferential removal of the light colloidal fractions.

2. Criterion for Erosion-Induced Lateral Transport as a Source of Gaseous Emissions

The strategy is to identify specific biophysical processes at different stages of the
erosion process which make the liberated material vulnerable to microbial processes,
thus rendering the SOC released as a source of GHGs. It is important, however, that
SOC mineralization during transport, which has significant implications regarding the
impact of erosion on creating climate change feedback [7], is not overlooked. Similarly,
reduction in mineralization at the deposition stage, deep burial, and re-aggregation must be
appropriately accounted for. Indeed, the C sink/source at different stages depends on the
mineralization rate of SOC along the transport pathways (stages I to III),at depositional sties
(stages IV and V), and within the aquatic ecosystems (stage VI). It is, therefore, important
to identify the control factors that affect the mineralization or stabilization of the SOC being
transported.

The control factors at the eroding sites are those which affect agronomic productivity,
the attendant dynamic replacement, and the net effect on the soil C budget. The dynamic
replacement can also accentuate the priming effect and accelerate the mineralization of the
exposed SOC. Vulnerability to decomposition at the eroding site is also affected by any
changes in the microbial community. The mineralization of SOC during the transport is an
important factor that can never be overlooked, and it is determined by the soil temperature
and moisture regimes. Similarly, deep burial and reaggregation are important determinants
of the fate of SOC at the depositional sites [7]. Enrichment of the sediments is an important
indicator and a determinant of the fate of SOC being transported by erosional processes.

3. Enrichment of Sediments by Soil Organic Carbon

Accelerated soil erosion, due to water and wind, is a predominant process with a
strong impact on the global C cycle and budget. Indeed, accelerated soil erosion, both
by water and wind, affect properties of the land, atmosphere, and rivers (Figure 2), and
erosional risks must be minimized through the adoption of judicious land use and of
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site-specific best management practices (BMPs). Climate change and the ever-increasing
demands of the growing and progressively affluent human population will aggravate the
soil erosion hazard. Globally, between 0.57 and 1.33 Pg C may already be transported by
inter-rill soil erosion [8] because of its selectivity. Indeed, soil erosion leads to a preferential
removal of the SOC fraction because it has a low bulk density (0.6–0.8 Mg/m3), and it is
concentrated in the vicinity of the soil surface [9,10].

Figure 2. The soil erosion process impacting the exchange of Carbon (C) between the land, atmo-
sphere, and rivers after the global C budget, which must be duly accounted for.

It is widely recognized that sediments have a high SOC enrichment ratio (SOC-ER)
and soil organic nitrogen enrichment ratio (SON-ER), and thus are enriched in SOC/SON
contents and other light fractions, which are selectively transported by hydric and aeolian
processes. Based on a study of a grazed watershed of South Africa, Juarez et al. [11]
observed that eroded sediments were enriched in SOC by a factor of 1.85 and in lignin
by a factor of 3.7. The high lignin concentration indicated that it was less decomposed in
eroded sediments than in the original soils. Further, a negative relationship was observed
between the C:N ratio of eroded sediments and soil CO2 production, indicating that the
microbial biomass could be N-limited. Juarez et al. [11] concluded that the SOC in eroded
sediment consists primarily of undecomposed plant material, and it is mineralized to
a greater extent, regardless of the landscape position. This is an important observation
indicating the mineralization of eroded SOC and the emission of GHGs.

For dryland calcareous soils, Cunliffe et al. [12] observed that eroded sediment was
significantly enriched in SOC. For a study located in the Tertiary Hills, about 40 km north
of Munich, Germany, Wilken et al. [13] observed that sediments are highly enriched in
SOC compared to the parent soil. In northeast China, Wei et al. [14] also observed that
SOC was enriched in sediments, indicating a high selectivity of the erosion processes.
Holz and Augustin [15] also observed that eroded sediments were enriched in C and N
by 51.3% and 50.6%, respectively, and that both elements are stored in soil fractions that
are selectively eroded. Both SOC-ER and SON-ER are affected by slope gradient and soil
texture. However, the C:N ratio increased by 9.9%, indicating the preferential movement of
C-rich particulate organic matter (POM) compared to N-rich mineral-associated organic
matter (MAOM).
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4. Enrichment Ratio for Rill versus Inter-Rill Erosional Processes

Despite the overall selectivity of hydric erosion, rill and inter-rill processes may have
contrasting impacts on the SOC-ER of sediment. In general, inter-rill erosion (or soil splash)
may indicate preferential removal over the rill process. Based on a laboratory rainfall and
flume experiment, Schiettecattle et al. [16] observed that SOC-ER was not affected by rill
erosion but varied between 0.9 and 2.6 for inter-rill (splash) erosion, and it was inversely
related to the unit sediment discharge. In addition, physicochemical differences between
the liberated and mobilized material and the residual raindrop-stable soil aggregates can be
an important determinant of the composition of sediments. Moreover, based on a rainfall
simulation study, Hou et al. [17] observed that liberated particles in all tilled (plowed)
soil contained higher a concentration of oxidized lignin phenols, a lower proportion of
cinnamyl to vanillyl lignin, and a trend toward a higher proportion of microbially processed
N, which indicates a more decomposed microbial processed SOC. These characteristics
indicate the preferential removal of some constituents by inter-rill erosion.

The water repellency of aggregates, caused by SOC content, may also affect aggregate
stability [18] and thus, the properties of the liberated and mobilized materials during
different erosional stages. For an oxisol from Hawaii, Sutherland et al. [19] observed the
preferential detachment and transport of splashed aggregates within the size range of 250
to 2000 μm. They also observed that the kinetic energy required to detach 1 g SOC varied
from a median of 1870 J for the 2000–4000 μm fraction to 120 J for the 425–850 μm fraction.
Crust formation by the raindrop impact is another factor that affects SOC-ER [8], and the
loss of biocrust can increase the loss of SOC by erosion [20]. The SOC loss by inter-rill
erosion is also affected by the initial SOC content, rainfall pattern, and the primary particle
size distribution [21].

5. Soil Carbon Dynamics at Different Stages of Soil Erosion and the Attendant
Emission of Greenhouse Gases

The multi-stage process of soil erosion has a variable effect on the properties and the
fate of the liberated and mobilized constituents.

5.1. Stage I: Detachment and Disruption of Soil Aggregates

Raindrop-induced disruption of soil aggregates, the first stage of the erosional process
(Figure 1), is the dominant cause of splash, or inter-rill soil erosion. The SOC entrapped
within the aggregates is exposed to microbial processes by the disruption of aggregates and
the liberation of some materials. Change in pore-size distribution and soil–water matric
potential may also affect microbial activity and thus, the vulnerability of the liberated
material to decomposition and emission of GHGs. Mordhorst et al. [22] indicated that
the mechanical disturbance of the soil structure can alter pore systems and thus, the
CO2 effluxes. Physical influences may be overlapped by biological effects due to the
higher energy supply to the microbes. Thus, the susceptibility of physical protection
mechanism to SOC by the disruption of aggregates (structure) may also aggravate CO2
effluxes [22]. Wilken et al. [23] used the event-based multi-class sediment transport model
regarding a 100-year time series of rainfall observation on a 3-ha agricultural catchment
in Belgium. Based on the modeling analysis, Wilken et al. [23] concluded that: (a) inter-
rill erosion is a selective process which erodes primary particles, (b) rill erosion is non-
selective and erodes secondary particles (aggregates), (c) particulate organic carbon (POC)
is mostly encapsulated within aggregates, and (d) the export of SOC-ER is the highest in
events comprised primarily of inter-rill erosion. Holz and Augustin [15] observed that the
breakdown of aggregates by rainfall energy may release POM, which is then preferentially
eroded. Thus, SOC and plant nutrients are selectively moved during erosion.

5.2. Stage II: Redistribution over the Landscape

The second stage, involving redistribution of sediments over the landscape, depends
on physiography and the slope-based flow patterns. In the Loess hilly-gully catchment
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of China, Liu et al. [24] observed that although check dams served as C and N storage
and sequestration structures in the Loess hilly-gully region, erosion-induced C and N
redistribution may be a major source of atmospheric CO2 and N2O. Based on an 11.3 m
check dam sediment profile in the Loess Plateau region of China, Wang et al. [25] observed
that check dams intercepted 98.5 Gg of eroded soil and 172.6 Mg of SOC. Between 1960
and 1990, a total of 89.7 Mg of SOC were lost during the soil erosion process at a rate of
0.17 Mg/ha. y, and accounted for approximately 30% of the total eroded SOC exported
from the eroding areas. Wang et al. [25] concluded that the soil erosion process is an
important net source of GHGs. In a Mediterranean catchment, Nadeu et al. [26] observed
that over a 28-year period, 26% of the eroded C remained within the catchment’s hill slopes
and was not homogenously distributed over the landscape. A modeling study conducted
in the Nelson Farm watershed in Mississippi by Liu et al. [27] documented that those
soils were consistently indicated as C sources to the atmosphere at all landscape positions.
Nadeu et al. [26] observed that between 1870 and 1950, the lowest source strength was
located at the eroding sites (13 to 24 gC/m2. y), the intermediate was at ridge-top (34 gC/m2.
y), and the highest was at the depositional sites (42 to 49 gC/m2. y). Between 1950 and 1997,
the soils at all landscape positions became C sinks because of the changes in management
practices (e.g., genetic improvement, fertilization). The sink strengths were the highest at
eroding sites (42 to 44 gC/m2. y), intermediate at the ridge top (35 gC/m2. y), and the
lowest at the depositional site (26 to 29 gC/m2. y).

5.3. Stages III to V: Deposition, Deep Burial, and Re-Aggregation of Dispersed Soil

The discussions on the fate of C in stages III to V are combined because these involve
inter-dependent processes of deposition, deep burial, and reaggregation of dispersed
soil through the formation of organo-mineral complexes. The SOC-laden sediments are
deposited on depressional sites, concave slopes, and foot slopes. The fate of SOC deposited
on these sites depends on a range of factors such as soil temperature and moisture regimes,
burial in the subsoil, and the degree of re-aggregation and the attendant formation of
organo-mineral complexes or soil aggregates. The burial of transported C at the depositional
sites is of critical importance. In the Yellow River Basin of China between 1950 and 2010,
134 ± 24.7 Pg of soil and 1.07 ± 0.15 Pg of SOC have been eroded. Approximately 63% of
eroded soils were deposited in the river system and 37% were discharged into the ocean [28].
For SOC, approximately 0.53 ± 0.21 Pg (49.5%) was buried in the river systems, 0.25 ± 0.14
Pg (23.5%) was delivered into the ocean, and the remaining 0.289 ± 0.294 Pg (27%) was
decomposed during the erosion/transport processes. Thus, Ran et al. [28] concluded that
20–40% of eroded SOC is oxidized after erosion, that the erosion-induced redistribution
of soil is a significant source of SOC, and that human activities have and are altering its
redistribution pattern.

Understanding the fate of the buried SOC is critical to compiling a credible and
accurate global C budget. Wang et al. [29] used a numerical model to simulate long-term C
dynamics in colluvial soils and observed that the C-burial efficiency (the ratio of current C
content of the buried sediments to the original C content at the time of sedimentation) of
deposited sediments may decrease over time, reaching a level of equilibrium. Half of the
buried C at depositional sites may be lost over ~300 y, and the rate of depletion of SOC at the
depositional site may be accelerated by agricultural management [29]. He et al. [30] studied
the fate of SOC across two topo-sequences (convex and concave) over a long gentle slope in
the northeast China. He et al. [30] observed that the net loss of surface soil along the eroding
convex segment resulted in a greater depletion of SOC than that along the depositional
concave segment. Soil re-aggregation at the deposition site can transform highly mobile-
C rich fine primary particles into rather immobile soil aggregates [23]. Wang et al. [29]
observed that buried SOC in colluvial profiles was more stable with a turnover time at
the centennial scale. However, Ma et al. [31] observed that SOC at the depositional sites
may be vulnerable to severe losses due to change in environmental factors. For example,
a study in the karst graben basin of China by Lan et al. [32] showed that there was a
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higher concentration of SOC at the depositional sites relative to the upland soils. However,
there was also a higher decomposition rate of SOC at the depositional sites than at the
eroding sites, particularly under the farmland conditions. Similarly, Mao et al. [33] also
observed that deposition increased C emission under both drying and wetting conditions
for Ultisol and Entisol. In a Mollisol, however, C emissions increased under drying, but
decreased under wetting conditions. Therefore, the effects of deposition on C emissions are
regulated by soil texture and moisture regimes, and the development of macropores due to
shrinkage in depositional soils increased both soil water evaporation and the attendant C
emissions [33].

5.4. Stage VI: Fate of Soil Carbon in Aquatic Ecosystems

There are several factors that affect CO2 emission from reservoirs or aquatic ecosystems.
Important among these are temperature, oxygen level, properties of SOM and sediments,
primary production, etc. For a study in a sub-tropical hypoxic reservoir in southeastern
China, Yan et al. [34] observed that an increased supply of organic matter from storm
runoff and to a lesser extent, primary production in summer, enhanced subsequent oxygen
consumption. Yan et al. [34] also observed that the surface reservoir was usually a source
of CO2, except in summer, due to high primary productivity. The anaerobic respiration of
OM can lead to CH4 emission. Townsend-Small et al. [35] estimated that Lake Erie emits
1.3 ± 0.6 × 105 kg CH4 -C/d in late summer, with 30% of CH4 derived from natural gas
infrastructure. In addition to O2 availability, other factors included sub-surface currents
and high winds, which may also affect CH4 efflux. The potential increase in precipitation,
algal biomass, and the attendant incidence of hypoxia may aggravate the efflux of CH4,
leading to positive climate change feedback [35].

River ecosystems have also been reported to generate N2O efflux. A study in the
Yellow River of China by Ma et al. [31] indicated N2O concentrations in the lower reaches
of 8.78 to 24.26 nmol/L. Total N2O flux from the Yellow River to the Bohai Sea was about
2.27 × 105 mol/y. Ma et al. [31] observed an 8-fold increase in N2O flux at the beginning of
the water sediment regulation, and the increase may be due to stimulation of nitrification
in the water column.

Crawford et al. [36] measured CO2 and CH4 concentrations and emissions in a head-
water stream network of interior Alaska and identified consistent areas of elevated CO2
and CH4. Likewise in Alaska, Ko et al. [37] also observed that watershed slope and pre-
cipitation interact to control gaseous C fluxes from the stream, reporting the highest efflux
from low-gradient watersheds following rainstorms.

Riparian ecosystems and flood plains also impact the global C cycle. A study in
a Thur River flood plain (northeastern Switzerland) by Shrestha et al. [38] showed that
soil–water content and C availability were the key determinants controlling N pools and
processes. These two factors strongly depended on the sedimentation and inundation
dynamics. Shrestha and colleagues also observed locally high N2O efflux. A study in the
Prairie Pothole Region of Manitoba, Canada, by Gao et al. [39] showed that spring thaw
increased the concentrations and contents of N2O at 15 to 35 cm in the lower and riparian
area before reaching the soil surface. Furthermore, the riparian area consistently exhibited
the highest CH4 emissions. Gao et al. [39] observed that these spikes in CH4 occurred
after the spring thaw N2O emissions, with the accumulation of CH4 and a decline in O2
concentration. Whereas lakes are considered as sinks for sediment-laden C, Yang et al. [40]
reported that lakes can be super-saturated with CO2 and CH4, thus emitting these GHGs.
The ratio of C emission into the atmosphere to C burial into the sediment was 0.08 for Lake
Donghou, China. Yang et al. [40] estimated that gaseous C emission accounted for 15% of
the total C output.
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6. General Discussion on the Fate of Soil Organic Carbon Transported by
Hydric Erosion

The review presented indicates that the impact of erosion on SOC dynamics differs
among sites of erosion and deposition, as well as during transport, along with the confound-
ing effects of soil and crop management practices (Table 1). The important determinants
of the fate of SOC being transported by erosional processes on a landscape are: (a) the
detachment of sediments and SOC, (b) the net primary production at the eroding site, and
(c) the changes in mineralization upon transport and deposition because of aggregate break-
down and deep burial, respectively. Thus, Kirkels et al. [41] proposed an eco-geomorphic
approach. The latter includes a physical and biological approach to understand the fate of
SOC transported by erosion.

Table 1. Research studies which indicate the efflux of CO2 and other greenhouse gases at different
stages of hydric erosion.

Stage Pedological Process References

I. Detachment Increased access of SOC to microbial processes.
• Mordhorst et al. [22]
• Wilken et al. [23]
• Holz and Augustin [15]

II. Redistribution GHG emission is affected by physiography and slope-based
flow patterns.

• Liu et al. [24,27]
• Nadeu et al. [26]
• Wang et al. [25]

III–V. Deposition
Efflux of gases is controlled by soil temperature and
moisture regimes, burial of SOC in subsoil, and
re-aggregation.

• Ran et al. [28]
• Wang et al. [25,29]
• He et al. [30]
• Ma et al. [31]
• Mao et al. [33]

VI. Aquatic Ecosystems
O2 levels, CO2 and CH4 concentration, temperatures,
properties of sediments and SOM, watershed slope,
supersaturation of lakes.

• Townsend-Small et al. [35]
• Crawford et al. [36]
• Ko et al. [37]
• Gao et al. [39]
• Yang et al. [39]

The sink/source phenomena depend on which mechanisms are dominant during
different stages (Figure 1). Thus, understanding SOC dynamics during specific stages of
soil erosion is essential to accurately assess the net effect of erosion on the soil C budget.
There is a strong knowledge gap regarding the fate of SOC between the disruption of
soil aggregates from the eroding site (stage I) through the transport and redistribution
stage (stage II) and depositional/burial site (stage III). The transport of SOC subjects it
to changing moisture and temperature regimes (environmental conditions) which alter
the protective mechanisms (physical, chemical, biological, ecological). Thus, a thorough
understanding of the fate of SOC during the transport and redistribution stages is critical
to assessing the source/sink phenomena [42].

Re-aggregation at the depositional sites may also enhance the stabilization of SOC.
In the Belgian Loess Belt, for example, Wang et al. [43] observed that the deposition of
eroded soil material significantly increased SOC content, as well as the microbial biomass
C, throughout the 2 m depth of the soil profile. Wang et al. [43] also reported reduced
C mineralization that contributed to C accumulation, as was observed in depositional
sites. They attributed the reduced C mineralization to the composition of the microbial
community after burial of the SOC-rich material. Reduced mineralization may partly be
due to encapsulation of SOC within stable aggregates, thereby reducing physical access to
microbial processes [44,45].

Vandenbygaart et al. [46] reported significant effects of erosion on both the lateral and
vertical distribution of soil in agricultural landscapes in different agroecosystems across
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Canada over a 50-year period. The deepest aggraded profile was observed in potato fields,
which contained more than 70 cm of deposited soil, accounting for 152 Mg/ha. y. The rate
of deposition in some fields was as much as 4090 Mg/ha. y. Vandenbygaart et al. [46] also
reported the largest stock of SOC at a 463 Mg/ha. y. to 60 cm depth, and the attendant SOC
deposition rate was 2 to 4 Mg C/ha. y. across all sites. Furthermore, a large increase was
observed in SOC concentration near the bottom of the A horizon, and there was also some
evidence of the dynamic replacement of SOC in eroded soils. Analytical data show that the
mineralization of buried SOC has been constrained since burial.

The buried SOC in alluvial depositional zones, accounting for 75% of the total SOC
pool, may serve as a centennial to a millennial time scale C sink [47]. Soil alkalinity may
be another factor affecting the resilience of buried SOC against microbial activities [47].
However, the quality rather than quantity of SOC is an important determinant of soil
biological properties and the fate of C after its burial in depositional sites [48]. Furthermore,
the time lag between burial and the subsequent loss of SOC can be an important factor
affecting the mean residence time (MRT) of the deposited SOC.

Van Oost et al. [49] reported that the C buried in eroded terrestrial deposits during
the agricultural expansion of the last 150 y. cannot be assumed to be inert to further
destabilization, and thus, it may become a significant C source. Indeed, the buried SOC
may be vulnerable to future loss by land use, management, alkalinity or pH, the time lag
between burial and subsequent loss, mineralogical properties, and global warming. Miner-
alogical attributes of sediments are also important because of their effects on continuous
soil weathering, along with mineral alterations and the breakdown of aggregates, which
temporarily limit the protection of SOC by minerals and within aggregates. Continuous
soil weathering can weaken the protection mechanisms and render the deposited SOC a
source of emission [45]. Thus, the best option is to minimize the risks of the accelerated soil
erosion of agroecosystems through the adoption of conservation-effective practices.

7. Fate of Soil Carbon Transported by Aeolian Processes

Aeolian processes are dominant in arid regions, but both hydric and aeolian processes
are causes of accelerated erosion in semi-arid regions. Globally, wind erosion may affect
0.6 B ha of land [50]. Wind erosion also involves different stages: detachment, saltation,
wind-blown dust, and deposition. Similar to hydric erosion, wind erosion is also a selective
process which leads to a significant lateral transport of C and fine clay fraction. Wind-blown
dust leads to a long-range transport on an inter-continental scale. Examples include North
African dust plumes over the Atlantic Ocean, summer dust plumes from the Arabian
Peninsula over the Arabian Sea and the Indian Ocean, and spring dust plumes from East
Asia over the Pacific Ocean [51]. These dust plumes strongly affect the radiation budget,
the hydrologic cycle, and the global C budget. Depending on the magnitude of C being
transported, distributed, and deposited/buried, a significant amount may be emitted as
CO2 (and other GHGs) into the atmosphere.

SOC stocks are strongly reduced in soils prone to wind erosion. In Western Aus-
tralia, Chappell and Baldock [52] estimated that the mean net SOC erosion was up to
0.2 Mg C/ha. y for the period of 1990 to 2013. Moreover, in southwestern Australia, wind
erosion resulted in the loss of up to 3% of the total stock of C to 1-m depth or 3.6 Mg C/ha
for the eroded soils. In the Texas High Plains, McDonald et al. [53] observed that a greater
amount of CO2-C was being assimilated by the wheat cover crop from the atmosphere
than was lost from the soil, which reduced the net C losses from the soil. However, the
erosion-related loss of SOC from wind erosion could be more severe during the fallow
phase of the rotation cycle. Thus, farmers must be especially judicious in protecting the soil
against SOC loss by wind erosion during the fallow phase in the Pacific Northwest region
of the U.S. [54]. Similar to the high risks of wind erosion from croplands on plowed fields
during the fallow phase, overgrazing can also reduce SOC content in the long term.

The loss of nutrients (N, P, K, and C) by wind erosion is mostly attributed to losses by
suspension, because suspension preferentially removes the finest—and thus the lightest—
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fractions. However, the greatest mass of the sediment is removed by saltation. Thus, the
majority of the nutrients and C may also be moved by saltation. Visser and Sterk [55]
observed that nutrient losses from one field during one event in the Sahel realm of Africa
can be as much as 73% of the N and 100% of the P requirements of crop production. A study
conducted in a desert grassland of Southern New Mexico, USA, by Li et al. [56] showed
the dramatic increase in wind erosion between 75% grass cover reduction and 100% grass
cover reduction, suggesting that sparsely distributed mesquites are rather ineffective at
reducing wind erosion and nutrient loss compared to grasses.

8. Selectivity of the Aeolian Process

Similar to hydric erosion, gaseous emissions are also affected at different stages of wind
erosion (Table 2). Lighter fractions (SOC, clay, and fine silt) are also selectivity removed in
wind-blown dust. Towards an attempt to understand the magnitude and mechanism of
SOC-ER in dust, using Big Spring Number Eight (BSNE) wind-vane samplers across five
land types in rangelands of Western Queensland, Australia, Webb et al. [57] observed that
sandy soils and finer particulate quartz-rich soils are more efficient at SOC emission and
have larger SOC-ER in dust than that in clay-rich aggregated soils.

Table 2. Gaseous emissions at different stages of aeolian erosion processes.

Stage Processes References

I. Detachment Sandy and particulate quartz-rich soil, local
topography, wind velocity.

• Webb et al. [57]
• Munch et al. [58]
• Stovern et al. [59]
• Touré et al. [60] Li et al. [56]

II. Saltation Mobile sand dunes, vegetation cover, soil temperature. • Wang et al. [61]

III–V. Deposition, Deep Burial,
and Re-Aggregation

Buried SOC; climate change, anthropogenic
perturbations, fallow phase of the rotation cycle.

• Chaopricha et al. [62]
• Sharratt and Schillinger [54]

The SOC-ER of dust originating from sand-rich soil ranged from 2–41. Webb et al. [57]
observed that two dust samples from regional transport events contained 15–20% SOC.

In addition to texture, wind speed also affects SOC-ER. Using a wind tunnel on a
manured sandy soil, Munch et al. [58] observed that wind erosion caused a preferred
release of manure particles at wind speeds close to the threshold of 7 m/s, with the greatest
sorting effects in size, shape, and density the of particles. Munch and colleagues concluded
that wind erosion immediately leads to the loss of added organic material. At higher wind
speeds, Munch et al. observed that the sediment composition corresponds to the entire soil
or soil-manure mixture. Depending on the wind speed and the magnitude of erosion, the
loss of manure ranged from 1.7–14% of the fertilization rate.

Wind velocity interacts closely with the local topography, as a factor affecting sediment
transport by wind erosion. Based on studies involving simulation or dust transport from a
mine tailing using a computational fluid dynamics model, Stovern et al. [59] observed that
local topography and wind velocity profiles are the major factors that influence deposition.

In a study involving sandy dunes in Southeastern Niger, Touré et al. [60] observed
that saltation flux on the bare mobile dune was 2–40 times higher than that observed from
cultivated fields and rangelands. Touré and colleagues measured the annual fluxes on the
dune to be from 2000 to 6000 kg/m2, due to the variability of the wind from year to year.

Soil temperature is also among the major factors controlling desert soil CO2 flux [61]. In
the Horqin Sandy Land, northeastern China, Luo et al. [63] observed that soil temperature
at a depth of 20 cm was significantly correlated with soil respiration. The autotrophic
respiration (Ra) was more sensitive to soil temperature than the heterotrophic respiration
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(Rh), and the temperature-sensitivity coefficients (Q10) were 3.39, 2.52, and 2.79 for Ra, Rh,
and Rt, respectively.

Vegetation cover plays an important role in wind erosion and loss of SOC by dust-
blown sediments. In a desert grassland of southern New Mexico, USA, Li et al. [56]
observed that wind erosion rates and loss by dust emissions (nutrients including C) are
strongly affected by plant cover. The observed dramatic increase in wind erosion between
75% grass cover reduction and 100% grass cover reduction may be due to the ineffectiveness
of sparsely distributed mesquites in reducing wind erosion and nutrient loss. Over three
windy seasons (March 2004 to July 2006), wind erosion removed up to 25% of total organic
C (TOC) and total N (TN) from the top 5 cm of soil, and about 60% of TOC and TN during
the first windy season (March–July 2004). They estimated that the lifetime of surface soil
TOC and TN was about 10 y on these plots because of the 100% grass cover reduction. This
drastic impact indicates the disastrous effects of accelerated wind erosion on soil resources
which can occur even over short times periods [56]. Belnap et al. [64] estimated that aeolian
deposition can provide up to 75% of essential plant nutrients (N, P, K, Mg, Na, Mn, Cu,
Fe) through the mineralization of the deposited SOC. Therefore, understanding fate of
deposited/buried SOC is critical.

9. Fate of Buried Soil Organic Carbon

Understanding the fate of C buried at depositional sites during stages III to V of
the erosional process is important for determining the fate of C transported by erosional
processes driven by water and wind. Knowing whether the buried soil C is a source or
sink and determining the dominant processes which govern its turnover time is critical to
understanding the fate of C transported by erosional processes. Despite being a globally
important process, its fate under site-specific conditions is not widely understood. Chao-
pricha et al. [62] observed that the buried SOC concentration on a global scale can rival
those of surface soils. Indeed, buried soils can contain significant regional SOC reservoirs
which are not accounted for in current inventories and biogeophysical or biogeochemical
models. Chaopricha et al. [62] hypothesized that buried SOC stocks may cycle biologically
on annual to decade timescales because of the alteration of processes that contribute to
their protection. Buried SOC can be vulnerable to emissions because of climate change and
anthropogenic perturbations. The fate of buried SOC must be duly considered in terms of
its role in creating positive feedback to climate change.

10. Conclusions

Accelerated erosion is among the most dominant soil degradation processes globally.
It is a selective process involving preferential removal of SOC along with fine particles.
Thus, erosion leads to the lateral transport of SOC over the landscape, which may be
vulnerable to decomposition and the attendant gaseous emissions (CO2, CH4, N2O), with
positive feedback to climate change. The synthesis of the literature supports the following
conclusions.

The synthesis of the literature presented herein proves the specific hypotheses that the
SOC transported during stages I to III is a major source of GHGs, and the magnitude of
the emission depends on site-specific temperature and moisture regimes and other physio-
graphic and pedological conditions. The deep burial and reformation of aggregates (stages
IV and V)can reduce the rate of mineralization. However, the prevalence of anaerobic
conditions at depositional sites may aggravate methanogenesis, leading to the emission of
CH4 and the nitrification and denitrification processes leading to the emission of N2O. The
net effect of the erosional process, from stage I through the transport in aquatic ecosystems
(stage VI), may lead to the emission of GHGs. Despite the local and global significance,
the magnitude of soil C being transported by the erosional processes is not currently be-
ing accounted for in local, regional, national, and global C budgets, but it must be duly
accounted for. Furthermore, the re-distribution of C over the landscape and its deep burial
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does not indicate a sequestration of new C within the landscape. Any redistribution of SOC
or SIC over the landscape is not to be confused with sequestration.

Key conclusions from the review are as follows:

a. Sediment transported by the hydric and aeolian process are enriched with SOC and
have a high SOC-ER and SON-ER;

b. Whereas erosion-induced transport of SOC is prone to mineralization and exposure
to microbial processes, emissions are relatively high at stages I to III of the hydric
processes;

c. Gaseous emissions are also observed at the depositional sites and in the aquatic
ecosystems (e.g., river, riparian zone, lakes, and oceans, stage VI);

d. Loess deposits are also prone to mineralization and GHG emissions;
e. Re-carbonatization and deep burial of SOC may limit mineralization of SOC;
f. Lateral transport of SOC by erosional processes to deposition and burial in depres-

sional sites (stages III to V)and aquatic ecosystems(stage VI) is redistribution rather
than a new sequestration of atmospheric CO2;

g. Buried SOC may be vulnerable to decomposition because of the climate change and
other anthropogenic activities, leading to the emission of CO2, CH4, and N2O;

h. Thus, a prudent strategy is to minimize the risks of soil erosion through the adoption
of judicious land use and site-specific BMPs.
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Abstract: Since ecological phenomena and patterns vary with scale, scalar analysis is a developing
practice in ecology. Scalar analysis is most valuable in heterogeneous environments, since habitat
heterogeneity is a key factor in determining biodiversity. One such case can be seen in the changes
in annual vegetation in coastal sand dune systems. Most studies in these environments are carried out
at the dune scale, comparing dunes at different stabilization states. However, a broader understanding
of dune stabilization processes requires analyses at the finer scales of dune slope aspects (directions
of exposure to wind) and patches (under and between woody perennial species). Here, we present
the results of a study that combines the three scales (dune, slope, and patch) in the Mediterranean
coastal dune systems in Israel. Through this multi-scalar analysis, we are able to describe processes
at the finer patch and aspect scale and explain how they shape patterns at the dune scale. The results
indicate that the dune scale exposes the differences in annual plant characteristics between mobile
and fixed dunes, their slopes and patches and the reorganization and spatial distribution of annual
plants within mobile and fixed dunes during the stabilization process.

Keywords: annual plants; coastal dunes; fixed dunes; mobile dunes; dune stabilization; Mediter-
ranean; open and shrub patches; slope aspects

1. Introduction

As a science that discusses spatial and temporal variations and dynamics, ecology
is sensitive to differences in spatial and temporal scales [1]. Since some phenomena
and mechanisms are observable only at certain scales, while others may exhibit contrasting
patterns at various scales, scale is a fundamental theoretical and methodological issue
(e.g., [2–6]). Wiens [2] has emphasized the importance of understanding processes at finer
scales for understanding patterns at broader scales. McGill [7] has demonstrated how the
abundance and distribution of species are determined by variables of different spatial scales,
and thus how multi-scalar analysis is sometimes essential for understanding ecological
phenomena. The issue of scale becomes more important when biodiversity and landscape
ecology are discussed. Biodiversity is partly maintained by habitat heterogeneity [8], which
is manifested in differences between habitats at different scales, from larger scales such
as climatic gradients to smaller scales such as the immediate environment of a single organism.

Wheatley and Johnson [5] have distinguished between spatial and scalar analyses.
Spatial analysis deals with the locations of entities and distances between them and is in-
dependent of sizes of observational units (grains). On the other hand, scalar analysis
deals with changes in the observations at different grain sizes. We suggest that scalar
analysis should be further subdivided into size and entity-defined scalar analyses. In a size-
defined scalar analysis, grains are defined according to their sizes (e.g., 2 or 0.5 m scales),
with less regard to the entities that construct landscape heterogeneity (i.e., what is inside
the grain measurement unit). In an entity-defined scalar analysis, grains are defined first
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based on their identity and the entities inside them (e.g., the patch or community scales;
see also [2,6,9]), and less by their sizes, so measurement units at different scales may be
of the same size (i.e., nested structure of plots of the same size). Intermediate designs,
in which equal or almost equal emphasis on both size and entity is given, may also exist.

Sand dunes are an environment in which multiple scales of habitat heterogeneity
are very obvious (e.g., [10]). Wind drift potential and vegetation cover determine sand
mobility [11], and thus the percentage of vegetation cover and the stabilization state of
dunes are most commonly discussed as the key independent variables [11–20]. Dunes
at different stabilization states also differ in terms of their vegetation composition. Mo-
bile dunes usually support psammophilous species, while fixed dunes usually support
non-psammophile species (such as generalist species) [12,13,21]. Since variation in dune
stabilization states is currently a pressing issue [16,19–31], most studies have focused on
the dune scale. Studies at the dune scale commonly describe differences among dune stabi-
lization states and discuss the processes dunes undergo as they stabilize. Ecologically, these
include an increase in species richness following the establishment of non-psammohile
species, and usually the loss of psammophilous species [15,18,20].

Barchans and parabolic dunes are common types of dunes in regions where the com-
mon wind blows in one direction [32]. They are comprised of three slopes that differ in their
abiotic conditions: the windward, that is exposed to wind erosion; the crest, with zero
net sand erosion deposition but with greater exposure to wind; and the leeward slip face
subjected to sand deposition [32]. The differences in wind activity and erosion-deposition
balance among the three dune aspects affect plants’ ability to establish and survive. Thus,
there are also apparent differences in geomorphic and ecological processes at the slope
scale [14,23,28,33,34]. Consequently, plant species are not homogeneously distributed on
dunes or among slopes; on fixed dunes, vegetation cover is distributed more homoge-
neously among slopes compared to mobile dunes [14,23,33–38].

Vegetation patches constitute a finer scale. Wind activity in mobile dunes constrains
plant establishment, usually resulting in the formation of small vegetation patches (hereafter
referred to as shrub patches) in an otherwise barren open matrix (open patches). The shrub
patches themselves reduce wind drift potential and can facilitate the establishment of more
vegetation, mainly on mobile and semi-fixed dunes [11,39,40]. The patchy distribution of vege-
tation is also maintained on the fixed dunes [35,41]. Studies at the patch scale usually focus on
shrub patches, the effects of woody perennial plant species on their immediate surroundings
and on vegetation (often annual plants) under shrub canopies [42–48]. The matrix in the open
patches between perennial vegetation patches was once thought to be hardly affected by
the woody perennial vegetation, but it is now evident that the effects of perennial plants
can exceed the limits of their canopies and that the effects of shrubs on the vegetation differ
between shrub and open patches [13,23,33,35,47,49].

Therefore, entity-defined multi-scalar analysis has the potential to reveal the complex-
ity behind the general term “dune stabilization”, providing a broad perspective of the pro-
cesses that dunes undergo during stabilization at different scales, elucidating the effects
of the establishment of perennial species on their immediate environment (shrub patches)
and surroundings (open patches) in different dune slope aspects and stabilization states.
In this paper, we demonstrate the importance of studying vegetation at multiple entity-
defined scales through analyses of the annual vegetation on coastal Mediterranean sand
dunes. Our baseline for analysis is the commonly discussed dune scale. We then turn to
the finer scales of the slope and patch types. We demonstrate that different information
is acquired from analyses at each scale and show how the information contributes to
the overall description of the annual vegetation at the study site, its variability, dynamics
and possible governing processes.

32



Appl. Sci. 2021, 11, 2821

2. Materials and Methods

2.1. Study Site

The study was conducted at the Nizzanim Long-Term Ecological Research (LTER)
site in Nizzanim Dunes Nature Reserve, located at the southern part of the Mediterranean
coastal plain, Israel (31◦42′–31◦44′ N, 34◦35′–34◦36′ E), covering an area of 20 km2 (Figure 1).
The site consists of mobile, semi-fixed and fixed dunes, separated by densely vegetated
inter-dune depressions [16,18]. In the present study, we focused on the mobile (hereafter M)
and fixed dunes (hereafter F)—the two extreme states. The climate is Mediterranean with
an annual average temperature of 20 ◦C and annual rainfall of 400–500 mm falling mainly
during winter (November–April). The common wind direction is south-west with a very
low drift potential index (147) [38].

Figure 1. A map of Israel, indicating the location of Nizzanim Long-Term Ecological Research (LTER)
Nature Reserve.

The mobile parabolic dunes have 5–15% perennial vegetation cover, which is mainly
distributed on the dune crest and the slipface (windward vegetation cover is 3%, crest—
20%, and slipface—32%, when normalized by the slope length resulting in 5–15% total
cover). Maritime grass (Ammophila arenaria) is characteristic only to the mobile dunes and is
the dominant perennial species along with wormwood (Artemesia monosperma). Fixed
dunes have 31–50% perennial plant cover, which is distributed almost evenly across all
slopes (38%, 44% and 46%, respectively). They are dominated by desert broom (Retama rae-
tam) and wormwood and have higher perennial plant species richness. They are the only
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dune state to have Mediterranean perennial species such as Prasium majus and Asparagus hor-
ridus [49].

2.2. Study Design and Fieldwork

The study was of a nested design: the patch scale was nested in the slope scale, which
was nested in the dune scale. Six dunes were studied: three mobile dunes and three fixed
dunes. We focused on annual plants as they are more susceptible to a wide spatial range of
changes in soil and micro-climate properties compared to the woody perennial plants [50].

Annual plant observations were conducted during spring (March–April) in the years
2006, 2007, 2009, 2014, 2015 and 2016. For each dune, 72 quadrats of 40 × 40 cm were
sampled per year, with 24 quadrats per slope aspect, 12 under the shrub and 12 in the open,
adjacent to the observed shrubs. Quadrats were placed randomly but alternately into peren-
nial bush or open patches within a 100 m2 zone at the middle of each slope. The quadrats
in the fixed dunes were placed only under Artemisia monosperma, a key species of the coastal
sand dunes in the Levant [51], and in mobile dunes only under Artemisia monosperma
and Ammophila arenaria, since these were the most common perennial species in the respec-
tive dunes. Annual plants were identified to species level, when possible, and their relative
percentage cover was recorded at each quadrat.

2.3. Statistical Analysis

The effects of the environmental conditions (dune type, slope type and patch type) on
total vegetation cover, species richness (i.e., number of observed species), beta diversity
(i.e., distance to group centroid in ordination) and species assemblages were evaluated
as follows:

1. Environmental effects on vegetation cover (first row in Figure 2) were evaluated
by fitting mixed effects linear models with random effects of the dune identity
(e.g., M1 = mobile dune #1, etc.) and sampling year (e.g., 2007) to take into ac-
count unmeasured sources of variation affecting plant cover across spatial locations
and sampling time periods. Significance levels of differences between estimated
marginal means of the groups were corrected using the Bonferroni method.

2. Environmental effects on species richness (i.e., count of unique species) (second row
in Figure 2) were evaluated with the same approach as in case (1), only using mixed
effects generalized linear models, with a Poisson distribution, instead of mixed effects
linear models, since the dependent variable was the species count. Significance levels
of differences between estimated marginal means of the groups were corrected using
the Bonferroni method.

3. Environmental effects on beta diversity (third row in Figure 2) were evaluated using
Anderson’s PERMDISP2 procedure for the analysis of multivariate homogeneity of
group dispersions [52], where the distances of group members to the group centroid
are subject to ANOVA. Samples were placed in multivariate space using the βt [53,54]
measure of dissimilarity. Significance levels of differences between group means were
corrected using Tukey’s “Honest Significant Difference“ method.

4. Environmental effects on species composition were evaluated using redundancy Anal-
ysis (RDA) ordination (Figure 3), separately for each pair of groups being compared,
followed by a permutation test to assess the significance of the constraints, corrected
using the Bonferroni method.
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Figure 2. Distribution of vegetation cover, species richness and beta diversity among samples,
separately for each dune type (“Type”), dune type and slope combination (“Type + Slope”), and dune
type and patch combination (“Type + Patch”) (M = mobile dune; F = fixed dune; W = windward;
C = crest; S = slipface; O = open; B = bush).

Figure 3. Redundancy analysis (RDA) of species composition, constrained by dune type (top), dune
type and slope type combinations (middle), or dune type and patch type combinations (bottom).
Species scores are shown in red, site scores are shown in black. Sites belonging to each of the two
groups being compared are marked with a convex hull polygon (M = mobile dune; F = fixed dune;
W = windward; C = crest; S = slipface; O = open; B = bush, *** p < 0.001, ** p < 0.01, * p < 0.05,
NS = not significant).
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The latter four types of models, where the dependent variables were either (1) cover,
(2) richness, (3) beta diversity, or (4) plant assemblage, were fitted separately for three
“levels” of observation:

1. Comparing dune types,
2. Comparing dune type/slope combinations, and
3. Comparing dune type/patch combinations.

The results regarding the environmental effects on cover, richness, beta diversity
and plant assemblages are summarized in Table 1 and visualized in Figure 2 (cover, richness
and beta diversity) and Figure 3 (plant assemblages).

Table 1. Estimates and significance levels when comparing vegetation cover, species richness, species
assemblages (i.e., species composition) and beta diversity, among dune types (“Type”), dune type
and slope combinations (“Type + Slope”), and dune type and patch combinations (“Type + Patch”).
The “Effect” column specifies the pairwise comparisons; for example, an M-F cover estimate of
−10.43 means that vegetation cover was higher by 10.43, on average, for fixed dunes compared to
mobile dunes (M = mobile dune; F = fixed dune; W = windward; C = crest; S = slipface; O = open;
B = bush). (*** p < 0.001, ** p < 0.01, * p < 0.05, NS = not significant).

Level Effect Cover Richness Assemblages Beta

Type M-F −10.43 ** −0.90 *** *** 0.01 NS

Type + Slope MW-FW −8.85 ** −0.95 *** * 0.04 NS
Type + Slope MC-FC −10.77 *** −1.01 *** * −0.01 NS
Type + Slope MS-FS −11.63 *** −0.75 *** * −0.02 NS
Type + Slope MW-MC −0.52 NS −0.14 NS NS 0.02 NS
Type + Slope MW-MS −1.32 NS −0.44 ** NS 0.04 NS
Type + Slope MC-MS −0.81 NS −0.30 NS NS 0.03 NS
Type + Slope FW-FC −2.44 NS −0.20 NS NS −0.04 NS
Type + Slope FW-FS −4.11 NS −0.23 * NS −0.02 NS
Type + Slope FC-FS −1.67 NS −0.04 NS NS 0.02 NS

Type + Patch MO-FO −15.26 *** −0.81 *** ** 0.00 NS
Type + Patch MB-FB −5.66 NS −1.03 *** ** 0.01 NS
Type + Patch MO-MB 1.08 NS 0.41 *** NS −0.02 NS
Type + Patch FO-FB 10.68 *** 0.18 * ** −0.02 NS

Species turnover, when moving from mobile to fixed dunes, was calculated at three
levels: considering the species assemblage in all samples combined, separately for samples
from each slope type and separately for samples from each patch type (Figure 4). Species
turnover was defined using the βt index, contrasting the complete list of species in mobile
vs. fixed dunes [53].
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Figure 4. Species turnover (βt) of the transition from mobile to stabilized dunes, when considering
the species composition in all samples combined (“Type”), separately in each slope type (“Slope”)
or separately in each patch type (“Patch”) (M = mobile dune; F = fixed dune; W = windward; C = crest;
S = slipface; O = open; B = bush).

Indicator species were identified using the indicator value method [55], using three
levels of grouping of samples: by dune types, by dune type and slope type combinations
and by dune type and patch type combinations (Table 2).

Table 2. Significant (p < 0.05) indicator species of dune types (“Type”), dune type and slope type
combinations (“Type + Slope”), and of dune type and patch type combinations (“Type + Patch”)
(M = mobile dune; F = fixed dune; W = windward; C = crest; S = slipface; O = open; B = bush).

Level Ind. Species

Type M Trisetaria koelerioides

Type F

Anagallis arvensis, Arenaria leptoclados, Asphodelus tenuifolius, Avena
barbata, Brassica tournefortii, Bromus rigidus, Bromus sterilis, Cam-
panula sulphurea, Daucus glaber, Erodium laciniatum, Galium aparine,
Geranium robertianum, Hormuzakia sp., Lagurus ovatus, Lotus
halophilus, Lupinus angustifolius, Lupinus palaestinus, Maresia pul-
chella, Ononis serrata, Phleum exaratum, Plantago sarcophylla, Rumex
bucephalophorus, Rumex pictus, Torilis arvensis, Urospermum picroides

Type + Slope MW Crepis aculeata, Cutandia memphitica, Trisetaria koelerioides

Type + Slope MC Cutandia memphitica, Trisetaria koelerioides

Type + Slope MS Corynephorus articulatus, Crepis aculeata, Launaea fragilis, Lotus
halophilus, Trisetaria koelerioides

Type + Slope FW

Asphodelus tenuifolius, Avena barbata, Brassica tournefortii, Bromus
rigidus, Corynephorus articulatus, Crepis aculeata, Daucus glaber, Gal-
ium aparine, Hormuzakia sp., Lotus halophilus, Maresia pulchella,
Rumex bucephalophorus, Rumex pictus
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Table 2. Cont.

Level Ind. Species

Type + Slope FC

Anagallis arvensis, Asphodelus tenuifolius, Avena barbata, Brassica
tournefortii, Bromus rigidus, Campanula sulphurea, Corynephorus
articulatus, Crepis aculeata, Cutandia memphitica, Daucus glaber,
Erodium laciniatum, Galium aparine, Geranium robertianum, Hor-
muzakia sp., Lotus halophilus, Lupinus palaestinus, Maresia pulchella,
Plantago sarcophylla, Rumex bucephalophorus, Rumex pictus, Trisetaria
koelerioides, Urospermum picroides

Type + Slope FS

Anagallis arvensis, Arenaria leptoclados, Asphodelus tenuifolius, Avena
barbata, Brassica tournefortii, Bromus rigidus, Campanula sulphurea,
Corynephorus articulatus, Crepis aculeata, Daucus glaber, Erodium
laciniatum, Galium aparine, Geranium robertianum, Hormuzakia sp.,
Lotus halophilus, Lupinus palaestinus, Ononis serrata, Rumex bu-
cephalophorus, Rumex pictus, Trisetaria koelerioides, Urospermum pi-
croides, Vicia sativa

Type + Patch MO Crepis aculeata, Ifloga sp., Lotus halophilus, Polycarpon succulentum,
Trisetaria koelerioides

Type + Patch MB Launaea fragilis, Trisetaria koelerioides

Type + Patch FO

Anagallis arvensis, Arenaria leptoclados, Asphodelus tenuifolius, Bras-
sica tournefortii, Bromus rigidus, Bromus sterilis, Campanula sulphurea,
Crepis aculeata, Daucus glaber, Erodium laciniatum, Galium aparine,
Hormuzakia sp., Ifloga sp., Lotus halophilus, Lupinus angustifolius,
Lupinus palaestinus, Maresia pulchella, Neurada procumbens, Ononis
serrata, Phleum exaratum, Plantago sarcophylla, Polycarpon succulen-
tum, Rumex bucephalophorus, Rumex pictus, Torilis arvensis, Trifolium
tomentosum, Trisetaria koelerioides, Urospermum picroides

Type + Patch FB

Anagallis arvensis, Asphodelus tenuifolius, Avena barbata, Brassica
tournefortii, Bromus rigidus, Campanula sulphurea, Crepis aculeata,
Daucus glaber, Erodium laciniatum, Galium aparine, Geranium rober-
tianum, Hormuzakia sp., Lagurus ovatus, Lotus halophilus, Maresia
pulchella, Plantago sarcophylla, Polycarpon succulentum, Rumex bu-
cephalophorus, Rumex pictus, Sonchus tenerrimus, Urospermum pi-
croides

2.4. Software

All analyses were done using R [56]. Mixed effects linear models and mixed effects
generalized linear models were fitted using the package lme4 [57]. Marginal means were
estimated and pairwise-compared using the emmeans package [58] (Table 1). Beta diver-
sity (Figure 2) was estimated through the βt index [53], using the function betadiver
in the R package vegan [59]. Comparisons of beta diversity between dune types, be-
tween type/slope combinations and between type/patch combinations were done using
the function betadisper in the R package vegan [59] (Table 1, Figure 2). Species turnover,
also using the βt index via the betadiver function, was estimated when combining all
samples from each dune type into a collective species list (Figure 3). Permutation tests on
redundancy analysis (RDA) ordination were done using the package vegan [59]. Pairwise
comparisons of groups in RDA were done using the function multiconstrained in the R
package BiodiversityR [60] (Table 1, Figure 3). Indicator species identification (Table 2)
was done using the package indicspecies [61].

3. Results

3.1. Overview

Overall, 77 annual plant species were identified across all samples. Out of the 77
species, three species were observed only in mobile dunes, 40 species were observed only
in fixed dunes and 34 species were observed in both mobile and fixed dunes. We refer to
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each scale separately, comparing the differences among the studied landscape units within
each scale. Thus, the contribution of each scale can be addressed separately to understand
the process of dune stabilization from mobile dunes to stabilized dunes.

3.2. Dune Scale

Annual plant cover and species richness were significantly higher for fixed dunes
compared to mobile dunes (Table 1, Figure 2). The plant assemblages also differed signifi-
cantly between the two dune types (Table 1, Figure 3). Beta diversity did not significantly
differ between dune types (Table 1, Figure 2).

The species turnover (βt) value for the transition from mobile to fixe dunes was 0.39,
given possible values between 0–1, where 0 indicates full similarity between two habitats
and 1 indicates full dissimilarity (Figure 4).

Trisetaria koelerioides was classified as a significant indicator of mobile dunes, while 25
different species were classified as significant indicators of fixed dunes (Table 2).

3.3. Slope Scale

There were no significant differences between the slopes of the same dune type consid-
ering vegetation cover, species richness, assemblages and beta diversity, excluding a signif-
icant difference in species richness between the S (slipface) slope aspect and the W (wind-
ward) slope aspect of the two dune types. However, there were significant differences
in cover, richness and assemblage composition between mobile dunes and the fixed dunes
in each of the three slope aspects (Table 1, Figures 2 and 3). Beta diversity among samples
did not significantly differ between any of the dune types and slope aspects combinations
(Table 1).

The species turnover (βt) for the transition from mobile dunes to fixed dunes, consid-
ering samples from each of the slope types, ranged between 0.42 to 0.44 (Figure 4).

When considering dune type and slope type combinations, 13 indicator species were
identified for W slopes, 22 species for C (crest) slopes and 22 for S slopes on fixed dunes,
while only three, two and five species were identified as indicators of W, C and S slopes on
mobile dunes, respectively (Table 2).

3.4. Patch Scale

Open patches were significantly different from patches beneath the shrubs in terms of
vegetation cover (only in stabilized dunes), species richness (in both dune types) and as-
semblage composition (only in fixed dunes) (Table 1, Figures 2 and 3). Fixed dunes differed
from mobile dunes in terms of vegetation cover, species richness and assemblage composi-
tion (Table 1, Figures 2 and 3). Beta diversity among samples did not significantly differ
between any of the dune types and patch type combinations (Table 1, Figure 2).

The species turnover (βt), for the transition from mobile to stabilized dunes, was 0.47
when considering samples from bush patches and 0.42 when considering open patches
(Figure 4).

When considering dune type and patch type combinations, 28 indicator species were
identified for open patches and 21 species for bush patches on fixed dunes, while only five
and two species were identified as indicators of open and bush patches on mobile dunes,
respectively (Table 2).

4. Discussion

4.1. Overview

Most studies on the dune stabilization process have focused on the dune scale, using
the changes in perennial vegetation cover and its spatial pattern. These two measures have
a significant direct correlation with dune stabilization [18,35,41]. The increase of perennial
vegetation cover is followed by changes in soil properties, namely a decrease in sand
mobility [33,47] and increase in soil silt and clay content [14,62], soil organic matter [13,23],
soil nutrients [36] and soil moisture [13]. Therefore, the perennial plants are considered
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as ecosystem engineers that are responsible for the changes in the physical and geomorphic
dune state from a mobile to a fixed state, thus increasing spatial heterogeneity [19]. Annual
plants are facilitated by the perennial plants, which determine their composition and spa-
tial distribution [13,49,50]. In contrast to perennial plants, annuals are more sensitive to
micro-spatial and temporal changes. Annual plant compositions and their morphological
and phonological properties change over small distances, sometimes even of a few cen-
timeters, due to micro environmental changes. Perennial plants have strong impacts on
the adjacent open patches, as well as the area under their own canopy—especially on sand
dunes where the substrate mobility is very crucial for the plants’ micro-scale [13,50,63].
Thus, annual plants represent the fine grain of the plant community scale.

4.2. Dune Scale

The transition from mobile dunes to fixed dunes is followed, as expected, by a sig-
nificant increase in annual vegetation cover and species richness and a significant change
in plant assemblages. The βt species turnover, which indicates the percentage of simi-
larity between the assemblages based on species presence/absence, was only 0.39. Only
one species, Trisetaria koelerioides, was found to be an indicator species for mobile dunes.
The Sandiness Index [41] of this species is 0.91, with index values ranging between 0 and 1,
where 1 indicates the highest affinity of an annual (organism) species to mobile sand dunes.
In turn, 25 indicator species were identified for fixed dunes, whereas the Sandiness Indexes
for 19 species were very low due to the fact that these species can also be found in other
Mediterranean habitats and not only on sandy soils. In order to assess the assemblage
affinity towards mobile dunes or the similarity to mobile dune assemblages, we developed
the Dune Assemblage Index (DAI) [41]. This index, calculated per dune, ranges between
0–1, where a DAI of 0 represents an assemblage in which the species are restricted to fully
fixed dunes and a DAI of 1 represents an assemblage in which the species are restricted
to fully mobile dunes. The average of the Dune Assemblage Index for mobile dunes at
the present research site, based on annual plants, was found to be 0.66, and a score of 0.36
was found for the fixed dunes. To summarize, observations on the dune scale suggest that
the transition from mobile to fixed dunes is followed by significant changes in annual plant
cover, richness and composition.

4.3. Slope Scale

There were no significant differences in plant cover and assemblages between the dif-
ferent slope types within both dune types. The only detected difference was in the number
of species, which was significantly higher in the slipface slopes compared to the windward
slopes. The environmental conditions at the mobile dunes are harsh [14,17,38]: the wind-
ward slope is subject to sand erosion while the slipface is affected by sand deposition.
The perennial plant cover is very low and distributed mainly at the crest and slipface slopes
in a clumped pattern [35,39]. The perennial plant cover of the fixed dunes is higher than
that of the mobile dunes, but almost uniform across all the slope aspects due to the improve-
ment in the physical environmental conditions [12,50]. Still, the cover on the windward
side is slightly lower compared to the other two slope aspects, probably because there
is still some sand movement at the windward slope.

Comparing dune types separately for samples taken from each of the three slope types
indicated that the annual plant cover, the number of species and the plant assemblages
significantly differ between dune types. The βt species turnover ranges between 0.42–0.44;
i.e., there was a similarity level of about 40% among dune types, considering the various
slope types.

4.4. Patch Scale

One of the most limiting factors for annual plants in the Mediterranean is light [64].
Therefore, we expect to find these plants mostly at the open patches. Moreover, the hy-
draulic conductivity at the dune open patches is much higher (in our case five times
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higher) than beneath the shrub due to the coarse texture, and absence of organic matter
and allelopathy effect [35]. Therefore, higher soil moisture is available for annual plants at
the first 30 cm of soil depth during the rainy season [50].

In both dune types, the number of species in the open patches was significantly higher
than beneath shrubs. However, only on the fixed dunes was the difference also expressed
by higher cover and different species assemblages.

4.5. Synthesis

Combining the dune, slope aspect and patch scales provides a more complete picture
of the processes underlying changes in annual vegetation during dune stabilization, since
different processes take place at different scales and stages. The transition from mobile
to fixed dunes is characterized by the expansion of annual vegetation mainly in the slip-
faces, which are relatively protected from the wind, and by the re-equalization of annual
vegetation cover and species number at the patch scale. The annual vegetation cover
and species number increase in both shrub and open patches, but in the latter more than
in the former. The perennial plants have a stronger net facilitative effect within some
distance from their canopies due to wind sheltering, while under their canopy, they have
a stronger net negative effect due to competition for water and allelopathy, among other
factors [40,65–71].

4.6. Implementation for Biodiversity Conservation

The dune stabilization process under a Mediterranean climate in the Eastern Mediter-
ranean Basin, with a low drift potential, is characterized by significant geomorphological
and ecological changes taking place over a period of 40–60 years [16,17]. These changes
comprise the transition from parabolic dunes to fixed dunes and from perennial and annual
plant assemblages composed of psammophile, desert and endemic plant species to assem-
blages characterized by species with high Eastern Mediterranean affinity [13,50]. In order
to conserve the spatial heterogeneity simultaneously composed of mobile and stabilized
dunes, it is necessary to manage the dune ecosystem by the remobilization of a certain part
of the stabilized dunes. Principally, the idea sounds simple and coincides with conclusions
obtained in numerous studies regarding plant succession in sand dunes (for example, [12]).
However, practically, the situation is much more complicated. A study conducted on the
dunes studied here for 12 years, tracking plant re-establishment on fixed dunes, from which
the perennial plants were removed, showed that treatment had very little effect on the plant
community. Stronger response was found in semi-fixed dune treatments, in particular
for mobile dune indicator species, which showed evidence of recolonization within a few
years following treatment. However, it was concluded that only long and continuous
disturbance pressures, such as grazing or even controlled 4 × 4 vehicle activity, could lead
to the desired impact [20].

5. Conclusions

We have demonstrated how entity-defined multi-scalar analysis can promote ecolog-
ical understanding by integrating the unique data and knowledge that can be acquired
at each scale. In this study, we followed the changes in the annual vegetation during
dune stabilization on three distinct scales. Starting with the dune scale, which is the most
commonly studied, we identified the general trend of increasing annual vegetation cover
and species number and the change in plant assemblages during dune stabilization. When
making observations on the dune scale, little could be said about processes, except for
postulating that annual plants establish more successfully when perennial vegetation cover
increases and wind drift potential decreases. Analysis at the slope scale revealed that
stabilization does not occur evenly among the morphological units of the dune. Since
annual vegetation patterns are known to be associated with exposure to wind, these pat-
terns served as concrete evidence for the facilitative effects of perennial plants in reducing
exposure to wind. Analysis at the patch scale revealed that the perennial plants also have
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negative effects on the annual vegetation, but that these negative effects operate at different
scales, magnitudes and spatial distribution than the facilitative effects. Integrating these
three scales provided a more detailed, complex and realistic picture of the processes that
annual vegetation undergoes during dune stabilization.
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Abstract: Substantial evidence now suggests that a positive diversity–stability relationship exists.
Yet few studies examine the facets of biodiversity that contribute to this relationship, and empirical
research is predominantly conducted on grassland communities under controlled conditions. We
investigate the roles of species richness, environmental condition (vegetation cover), asynchrony, and
weighted population stability in driving community stability across multiple taxa. We used data from
a Long-term Ecological Research project to investigate temporal stability of annual plants, beetles,
reptiles, and rodents in Nizzanim Coastal Sand Dune Nature Reserve in Israel. All four taxa had a
strong positive relationship between asynchrony and community stability. Only rodents showed
a positive richness–stability relationship. Perennial plant cover had a significant relationship with
community stability for three taxa, but the direction of the correlation varied. Asynchrony had a
stronger relationship with perennial plant cover than it did with richness for both plants and beetles.
We suggest that community stability is driven by asynchrony for flora as well as fauna. Stability
appears to be determined by species’ interactions and their responses to the environment, and not
always by diversity. This has important consequences for understanding the effects of environmental
degradation on ecosystem stability and productivity, which have destabilizing consequences beyond
biodiversity loss.

Keywords: community stability; covariance effect; biodiversity; population stability; species richness;
species synchrony; diversity–stability relationship; coastal dunes; multi-taxa; cross-taxa congruence

1. Introduction

Substantial evidence has demonstrated that diversity stabilizes ecosystem function-
ing over time [1–7]. Meanwhile, the current degradation of ecosystems and resultant
losses of biodiversity reported globally could be reducing the capacity of ecosystems to
maintain stable levels of function and productivity [4,8–11]. Thus, understanding the
drivers of temporal stability has become critically important for conserving biodiversity
and ecosystem function.

Diversity–stability relationship (DSR) theories suggest that species richness can con-
tribute to community stability through various mechanisms, such as statistical averag-
ing [12], overyielding [4], species asynchrony and other species interactions [3,4,13–18].
Nevertheless, species-rich communities may be more susceptible to disruption of key
interactions and could, therefore, be less stable at the population level [7,19,20].

Community stability can be modelled as a function of species population stability
weighted by their dominance, and the covariance (synchrony) between species [18]. The
relative importance of different facets of biodiversity underlying the diversity–stability
relationship remains unclear [21]. Asynchrony has played a key part in theoretical studies
to predict DSR in modelled communities [4,18,21–24]. Yet only a handful studies have
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investigated the relationship between asynchrony and stability empirically [21,25–27]. The
dominance of a species is also likely to affect its contribution to overall stability [26,28,29].
Weighted population stability and asynchrony should therefore both affect community
stability. We investigate the balance between them in the context of DSR.

Stability cannot be understood outside the context of the environmental condition,
and examining DSR in real -world ecosystems has been recognized as a key research need
in ecology [30–32]. Yet most empirical studies of DSR focus on controlled, short-term,
and small-scale experiments, under standardized environmental conditions with constant
community composition, often only considering the role of species richness in driving
community stability [27,33].

Empirical support for the DSR in natural terrestrial ecosystems comes overwhelmingly
from plants in grasslands and trees in mixed forests, due to the relative simplicity of the
communities in these habitats [8,32,34–37]. The insights gained in considering cross-
taxon congruence have been highlighted in a range of studies, from the effect of spatial
heterogeneity on species distributions (e.g., [38,39], to anthropogenic disturbance and
fragmentation on species composition [40–42], and functional diversity [43]. Nevertheless,
few studies examine multiple taxa in natural systems in the context of DSR [27].

Studying stability in natural systems and across multiple taxa is challenging. Data
from Long-Term Ecological Research (LTER) networks (see https://www.ilter.network/
accessed on 28 June 2021) help to overcome this challenge [8,36,44,45]. We take advantage
of a multi-taxa coastal dune LTER site with a natural gradient of increasing perennial vege-
tation to examine the mechanisms through which environmental condition and richness
could affect the community stability of four taxonomic groups.

Coastal dune systems provide a convenient system for studying the impact of envi-
ronmental gradients on DSR because they are highly dynamic, relatively simple in terms
of species diversity and complexity, and for Mediterranean coasts, most species are well
documented [46]. In addition, coastal dunes are subject to a gradient of disturbance and
stress, coupled with increasing Perennial Plant Cover (PPC), and disturbance has been
shown to affect plant and animal community stability [47–50].

Given that shrub encroachment is a major issue for biodiversity loss in coastal systems
across the world [51–53], an investigation of the impact of perennial plant cover on stability
is important. Dunes with greater PPC are expected to have greater species diversity and
therefore, create more stable communities [54,55]. Conversely, shrub encroachment can
reduce species diversity and community stability in sand dune habitats [56,57]. Alterna-
tively, intermediate levels of plant cover could confer the highest levels of diversity [58,59],
and therefore, could be the most stable.

Only two research groups have explicitly investigated stability in relation to diversity
within coastal dunes [60–62], and both found evidence for a positive DSR for plant commu-
nities (dominated by perennial species with >10% annuals). However, the taxonomic scope
in these studies was limited to plants only. Moreover, these studies did not investigate the
underlying mechanisms of stability, such as asynchrony among species.

In this article, we empirically investigate the roles of species richness and environ-
mental condition (vegetation cover), and compare asynchrony and weighted population
stability in driving the community stability across multiple taxonomic groups.

2. Materials and Methods

2.1. Study Site

Biodiversity trends in Nizzanim coastal sand dune Nature reserve (NDNR) in Israel
have been monitored across four major taxonomic groups as part of a Long-Term Ecological
Research (LTER) project since 2004. The Nizzanim LTER is an ongoing collaborative
project that monitors plant, arthropod, rodent, and reptile diversity [53,57,63–67], and their
responses to restoration practices [57,63]. NDNR (31◦42′–31◦44′ N, 34◦35′–34◦36′ E) is the
largest remaining natural coastal dune system in Israel, covering an area of 20 km2. The
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climate is Mediterranean, with an annual average temperature of 20 ◦C and annual rainfall
of 450 mm falling almost exclusively between November–April.

The LTER site consists of coastal sand dunes classified into three categorical states:
mobile, semi-fixed, and fixed dunes, which are separated by densely vegetated inter-
dune depressions [68–70]. The classification of fixation states is based on perennial plant
cover (PPC), sand movement, and visual indicators such as dune geomorphic structure,
perennial plant distribution, dominant perennial species, and soil characteristics [68,71–75].
Fixation state is a stronger explanatory variable than perennial plant cover alone [53,66]
likely due to these local scale factors [76]. However, PPC can be used as a continuous
environmental gradient that may affect stability dynamics, and so was the preferred
parameter for this study.

2.2. Collection Methods

The Nizzanim LTER has been monitoring 10 undisturbed dunes, including three
mobile, four semi-fixed, and three fixed, since 2005 (here we present 2006–2017). Each
dune was sampled yearly for all taxa (dunes for plants, beetles, reptiles, and rodents) using
various methods [57]: perennial plants were sampled using 100 m transects, annuals were
sampled in 40 × 40 cm quadrats, beetles were sampled with dry pitfall traps, rodents
were mark-recaptured using Sherman traps and their abundance was estimated using the
Lincoln–Petersen Index [77], and reptiles were sampled using a combination of methods
and later combined to give a rank abundance measure between 1 and 5. Full sampling
methods are described in Supplementary Materials in Section S1.

There may be heterogeneity within dunes themselves; however, we did not consider
intra-dune differences here and all the data within a dune were pooled to provide a single
measure of stability/richness for each dune per taxa. Herewith, a “sample” refers to the
monitoring of a single dune in one year for a given taxa.

2.3. Measures of Stability

The most commonly used measure of community stability is temporal
variability [2,13,32,78–80]. A frequently used measure for temporal variability is the Coeffi-
cient of Variation (CV). This is the temporal standard deviation over the temporal mean
of abundance, such that a higher CV implies lower stability [81]. We used Community
variability (CVcomm) as an inverse measure of stability for each dune separately, referring to a
community as the assemblage of species in a single taxonomic group found on a single dune.

CVcomm ranges from 0 to 1 and is a measure of the standard deviation (s.d.) over the
mean (μ):

CVcomm = s.dcomm/μcomm (1)

CVcomm can also be derived using Thibaut and Connolly’s [18] function:

CVcomm =
√

φ ∗ CVpop_av.weighted (2)

where φ (or Phi) is Loreau’s synchrony [14] and CVpop_av.weighted is the CV for each
species, weighted by its relative abundance and averaged across all species [18]. Synchrony
(φ) measures covariance among species within a community and ranges from 0 (highly
asynchronous) to 1 (complete synchrony) [14]. Note that a value of φ = 0.5 suggests that
any synchrony between species is random.

Dominant species contribute to CVpop_av.weighted, and dominance has been shown
to have an important role in regulating community stability [8,26,35,36,82]. Meanwhile,
communities with high levels of asynchrony could have higher community stability, irre-
spective of the stability of individual populations. Unless species abundances are perfectly
synchronous, CVcomm must be always be smaller than CVpop_av.weighted [27].

We tested the relationships between parameters using CVcomm, synchrony, and
CVpop_av.weighted as the inverse measures of community stability, asynchrony, and weighted
population stability, respectively, in order to maintain the calculations given in Equations (1)
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and (2). However, when discussing the significance of relationships, we refer to stability and
asynchrony, because conceptually they are easier to understand in relation to DSR theory.
Community stability is considered CVcomm−1, population stability is CVpop_av.weighted−1,
and asynchrony equates to 1 − φ.

To exemplify the relationship between the various measures of stability, Figure 1 rep-
resents the simulated data for simple two-species communities, showing how community
stability can be affected by the balance between population stability and asynchrony (mod-
elled data is provided in Supplementary Materials Table S1). The temporal mean for overall
(community) abundance was μ = 45 in all cases. Low population stability coupled with
low asynchrony (when species fluctuations are synchronized) created the most unstable
community (Figure 1a). The combination of high population stability coupled with low
asynchrony (Figure 1b) achieved the same degree of community stability as low population
stability coupled with high asynchrony (Figure 1c). High population stability together
with high asynchrony produced the most stable community in terms of overall abundance
(Figure 1d).

Figure 1. Modelled abundances of two species (in red and blue) and their combined “community abundance” (in green),
showing how community stability can be affected by the balance between population stability and asynchrony. (a) Low
population stability and low asychrony, (b) high population stability and low asynchrony, (c) low population and stability
high asynchrony, (d) high population stability and high asynchrony. CVcomm can range from 0 to 1 and is the inverse of
community stability. The Temporal mean for each community (μ, pooled abundance) was 45. The Standard deviation
ranged between 3.0 and 3.5 for high population stability and between 9.50 and 10.0 for low population stability. Asynchrony
is measured as 1 − φ, with high asynchrony ranging between 0.8 and 0.9 and low asynchrony ranging between 0.1 and 0.2.
Data used for these models can be found in Supplementary Materials Table S1.

2.4. Statistical Analysis

We used R version 3.4 [83] for all analyses. We ignored rare (low-abundance) species,
because they can create artefacts in the analyses despite not contributing a lot to community
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stability. Species that were sampled less than five years across the entire data set were
removed. Second, we only selected species that were present in any given dune at least
five times consecutively, or where any absences were not consecutive.

Due to the fact that stability is a single measurement across many years, our large
dataset was reduced to a single data point for each dune. This precluded the use of
structural equation models for our data. Instead, we used a series of linear regressions of
Y~X, where Y is dependent on X, using the stats package [83]. For annual plants, we found
that the relationships appeared unimodal for most parameters, so we also tested Y~X2,
where Y~X was not significant. Regression lines and standard error ranges for graphs
were plotted with a linear model smoothing function using ggplot2 [84].. We compared
the adjusted R2 of each linear regression across different independent (X) parameters for
each given dependent (Y) parameter for each taxon. We did not compare the relative
contribution of X parameters to Y; rather, the X parameter with the highest adjusted R2 for
a given Y was regarded as the parameter that explained the most variation of Y, and was
therefore considered the strongest predictor of Y.

3. Results

In total, data points were collected in 4176 quadrats for annuals, 4140 pitfall trap-nights
for beetles, and 5022 Sherman trap-nights for rodents, as well as 704 activity-transects,
352 track-transects, and 1760 pitfall trap-nights for reptiles. Overall, species richness was
highest for annual plant species (n = 63), of which 41 species were included in the analysis
after the exclusion of rare species. Beetles were the second most diverse group across all
dunes (n = 48 morphospecies), of which 32 were included in the analysis. Twenty reptile
species were recorded, of which 15 were included. Finally, a total of five rodent species
were found in Nizzanim LTER, of which three species were included.

Figure 2 shows the regressions for PPC and Average species richness (Richness)
against CVcomm for each taxon. Richness was not significantly correlated to community
variability (CVcomm) for any taxon except rodents (Figure 2c), such that increased richness
was associated with a decrease in CVcomm (an increase in community stability). Annual
plants also showed a unimodal trend for PPC, with intermediate cover associated with
the highest degree of community variability (Figure 2e). CVcomm for both rodents and
beetles significantly increased with increasing PPC (Figure 2f,g). Reptile stability showed
no correlation with either parameter (Figure 2d,h).

Plots of the regressions of CVpop_av.weighted and synchrony against community vari-
ability are given in Figure 3. As can be seen above, only beetles had a positive relationship
between Cvpop_av.weighted and CVcomm (Figure 3b), while all four taxa had a significant
positive relationship between synchrony and CVcomm (Figure 3e–h).

Since there were many correlations between all the different variables across four
taxonomic groups, we provide a summary for each taxa in Figure 4, showing all signif-
icant correlations between parameters (including those shown in Figures 2 and 3), with
directionality depicted as arrows from the independent (X) to the dependent (Y) parameter
Regression outputs for all taxa are reported in Supplementary Materials Table S2. As
seen in Figure 4, each taxonomic group showed different strengths and directions for the
relationships among parameters.
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Figure 2. Regressions of (a–d) average species richness and (e–h) of perennial plant cover (PPC) against community
variability (CVcomm) for each taxon. Standard error ranges are shown for all significant regressions. Regression lines were
plotted using a linear model smoothing function. NB: an increase in CVcomm equates to a reduction in community stability.
Explained variation (R2) can only be compared across parameters within each taxon. ** p < 0.01.

Overall, no two taxa shared the same directionality in relationships across all parame-
ters. PPC had little effect on weighted population variability (CVpop_av.weighted) except
for annuals, where a unimodal bell-shaped curve was observed. For annuals, richness also
presented a bell-shaped relationship with CVpop_av.weighted, and the latter had a similar
bell-shaped curve with CVcomm.

Perennial plant cover (PPC) had a different relationship with synchrony depending on
the taxon. A positive relationship was found for beetles and rodents, whereas a U-shaped
response was present for annual plants, with intermediate cover associated with the lowest
degree of synchrony. Reptiles did not show any significant relationship between synchrony
and PPC; synchrony remained relatively high across all dunes, ranging between 0.7 and 0.8.

All four taxa were found to have a significant relationship between synchrony and
richness, but the directionality differed between taxa; a negative relationship was found
for beetles and reptiles, a positive correlation for reptiles, and a U-relationship for annuals.

Within each taxon, the adjusted R2 (adj.R2) values for each regression were used as an
indication of which parameter explained the most variation for a given dependent variable.
Thus, PPC explained more variation than richness for asynchrony of annuals (adj.R2 =
0.75 and adj.R2 = 0.56, respectively), and beetles (adj.R2 = 0.67 and 0.55, respectively).
However, PPC explained less than richness for rodent synchrony (adj.R2 = 0.70 and 0.91,
respectively) and reptile synchrony (adj.R2 = 0.01 and 0.56, respectively).
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Beetles were the only taxon to show a significant positive correlation between CVpop_av.
weighted and CVcomm, but even for this taxon, there was a stronger adjusted R2 for syn-
chrony and CVcomm.

All taxa displayed different relationships and directionality among parameters, except
for the relationship between synchrony and CVcomm. The key finding in our study was
that despite the differences in strengths and directions of relationships between other
parameters, the strongest positive relationship for all four taxa was consistently between
synchrony and CVcomm (as shown by the highest adj.R2 for a positive correlation in a given
taxon as depicted by the star � in Figure 4a–d, and see Figure 3e–h). In other words, a
high degree of asynchrony was associated with the highest levels of community stability.

 
Figure 3. Regressions of (a–d) weighted average population Coefficient of Variation (CVpop_av.weighted), and (e–h) Syn-
chrony (φ), against community variability (CVcomm) for each taxon. Standard error ranges are only shown for significant
regressions. Regression lines were plotted using a linear model smoothing function. Note an increase in CVcomm equates to
a reduction in community stability. Explained variation (adjusted R2) can be compared across parameters within each taxon.
** p < 0.01, *** p < 0.001.
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Figure 4. Linear regressions lm(Y~X2) for (a) annual plants, and lm(Y~X) for (b) beetles (c) rodents and (d) reptiles. Arrows
are drawn from independent (X) to dependent (Y) for all significant regressions (* p < 0.05, ** p < 0.01, *** p < 0.001);
Adjusted R2 values are given and patterns depict directions of correlation: Solid = positive-linear, dashed= negative-linear,
dotted = U shaped unimodal, double-dashed = bell-shaped unimodal. Full regression outputs are given in Supplementary
Materials Table S2. � Depicts the strongest (highest R2) positive correlation for each taxon and is presented in full in
Figure 3e–h.

4. Discussion

Diversity–stability relationship studies often focus exclusively on richness and stabil-
ity, without considering the environmental factors or interspecific relationships that may
drive stability [21]. We investigated the roles of species richness, environmental condition
(perennial vegetation cover), synchrony, and weighted population variability in driving
community variability across multiple taxonomic groups. Our empirical data consistently
presented synchrony as the most strongly and positively correlated parameter for commu-
nity variability (CVcomm) for all taxa. In addition, synchrony was a better predictor from
community variability than weighted population variability, despite both parameters being
mathematically linked to community variability [18]. In stability terms (as the inverse
of variability), the asynchrony–community stability relationship was always significant
and positive across all taxa; a high degree asynchrony appeared to confer more stable
communities no matter which taxon and despite the different directionalities and strengths
in the relationships among all other parameters. In contrast, a positive diversity–stability
relationship (DSR) was only supported in rodents (a negative richness–CVcomm correlation
equates to a positive richness–community stability relationship).

52



Appl. Sci. 2021, 11, 6214

Asynchrony has been recognized as a key driver in theoretical and modelled DSR [18,24,85].
In empirical studies, asynchrony can play a key role in stabilizing real plant communities
in grasslands, but other studies had conflicting results [8,21,25,26,29,86,87]. Despite some
of the founding theory of DSR being focused on fluctuations of animal populations [88,89]
few studies have looked at animal stability in relation to asynchrony. Blüthgen et al. [27]
considered asynchrony in relation to community stability for plants, arthropods, birds, and
bats, and found (as we did) a consistent positive relationship between asynchrony and
community stability for animal and plant taxa in both grassland and forest systems. As
with our findings, they too suggest that asynchrony was a stronger driver of community
stability than richness directly.

In terms of asynchrony and richness, several empirical studies have also reported a
positive relationship in experimental [85] and naturally assembled grasslands [90], whereas
Blüthgen et al. [27] reported the opposite for grassland plants. We found support for a pos-
itive asynchrony–richness relationship for beetles and rodents (i.e., a negative synchrony–
richness correlation), whereas the asynchrony–richness relationship was negative for rep-
tiles and unimodal for annuals.

Asynchrony could be expected to increase with increasing richness due to processes
such as niche partitioning at the evolutionary scale or competitive exclusion at the ecological
scale [14,18,91]. The mechanisms for this relationship thus remain unclear. Asynchrony can
reflect either heterogeneity in species (functional) responses to environmental conditions
(response diversity), or simply their demographic stochasticity [8,12,27,29,32].

The degree to which asynchrony is linked to diversity has been shown to be influ-
enced by environmental condition in both empirical [86,90] and modelled [29] systems.
Disturbance and stochastic environments are known to have direct as well as indirect
effects on the DSR via the changes they create in species richness, community composition,
and species traits [92,93]. Spatial heterogeneity in natural systems increases species diver-
sity and stability of birds [94], and riverine fish [95]. In our findings, the direction of the
relationship between asynchrony and PPC was dependent on the taxon, but all taxa had a
positive asynchrony–community stability relationship.

Environmental conditions can also be more important than richness in predicting
community stability across a range of ecosystems [33]. Eutrophication weakened the
stabilizing effect of richness on a grassland community by increasing the temporal variation
of productivity and decreasing species asynchrony in more diverse communities, rather
than by reducing diversity per se [34]. It is perhaps not surprising, then, that the DSR
was not supported in our findings for most taxa, whereas a significant effect of PPC on
community stability was found for three out of four taxa (all except reptiles).

The species richness gradient of annuals in the Nizzanim dunes was similar to other
sites along the coast of Israel, with the highest richness in fixed dunes, where the PPC
was also highest [57]. PPC had a significant U-shaped relationship with annuals’ commu-
nity stability (depicted as a bell shape with CVcomm in Figures 2e and 3a), whereas the
richness–stability relationship was weak. Species asynchrony was also found to have a
unimodalrelationship with PPC, such that the lowest levels of asynchrony and stability
were found in semi-fixed dunes. Kuiters [62] found that plant stability in coastal dunes
was largely explained by diversity rather than by abiotic factors, but he mostly considered
perennial plants, which are not as vulnerable to environmental conditions.

Rodents were the only taxon to show a significant positive DSR in Nizzanim, and
it was a stronger predictor than PPC. It is apparent that the stabilizing effect operated
through the effect of richness on asynchrony; rodent communities in Nizzanim Dunes
Nature Reserve have very low overall richness and are almost exclusively dominated
by two species: the Greater Egyptian gerbil, Gerbillus pyramidum, and Allenby’s gerbil,
Gerbillus andersoni allenbyi, comprising 98.5% of rodent captures (with three other species
presenting 1.5% of the captures). An increase from one to two species was positively
associated with a significant increase in rodent community stability. These species are
known to have low covariance due to spatio-temporal niche differentiation [96,97].
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Reptiles did not appear to be as influenced by PPC as other taxa, both in terms of
asynchrony and stability. Asynchrony was in general quite high across all sites for reptiles,
which could infer a high degree of niche differentiation for this taxon irrespective of plant
cover. Alternatively, there may be some dampening of the range of values for covariance
due to the ranking methodology that was applied.

Dominance of species in their communities has been shown to be an important
role in regulating population and community stability [8,26,35,36,82]. Surprisingly, we
found no support for any effect of weighted population stability (CVpop_av.weighted−1)
on community stability except for beetles. For the latter, a positive relationship between
population stability and community stability was found despite the theoretical expectations
of a negative relationship [7,18,98]. Nevertheless, for beetles the asynchrony–community
stability relationship was stronger than population stability–community stability, consistent
with other taxa.

5. Conclusions

Our findings suggest that in sand dunes, community stability is driven by asynchrony
rather than population stability. Furthermore, our results provided only equivocal evidence
for a relationship between diversity and stability in coastal dune systems. Each of the
four taxonomic groups in this study appeared to operate under a different mechanism in
terms of the community’s response to richness and plant cover (a proxy for environmental
condition), yet consistently demonstrated a positive asynchrony–stability relationship.

If this pattern is applicable to other systems, this would suggest that the emergent
property of the community is the interactions among species (asynchrony), rather than
the number of species present. This in turn infers a deterministic formation of community
assemblages, rather than random stochasticity [99–101]. Hence, although individual popu-
lations may fluctuate, competition and niche differentiation allow species to fluctuate in
complementary ways, maintaining certain characteristics of stability. From a generalist
predator’s point of view (or an anthropocentric view of ecosystem services), resource
availability remains stable as the decline of one species is compensated by an increase in
another. This could also explain the contradictory theories of stability (e.g., [7,88,102,103];
diversity can beget stability [88], even if population stability is negatively correlated to
diversity [102] when the community is highly asynchronous.

Understanding how biotic mechanisms confer stability in variable environments is a
fundamental quest in ecology, and one that is becoming increasingly urgent due to global
change [36]. If stability can be determined by collective responses of species to each other
and to their environment, rather than by the richness or dominance of species present, this
has important consequences for understanding the effects of environmental degradation
on ecosystem function and productivity. Anthropogenic changes to our planet may be
having a two-fold impact on ecosystems, by diminishing ecosystem stability in addition to
the direct effects on biodiversity (species) loss.

More attention is needed to bridge our understanding of ecological theory with con-
serving ecosystem function [104]. Long-term studies such as those within the International
LTER network are particularly well suited to a metadata analysis, which could examine
DSR in natural systems and across multiple taxa. We need to better understand the drivers
and effects of asynchrony among species both theoretically and with empirical data in
natural systems; interspecific interactions and mechanisms that determine asynchrony and
stability are far more complex in natural systems than under controlled conditions. A focus
on asynchrony as a stabilizing mechanism could better inform conservation management
regarding the risk of environmental degradation on ecosystem function.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/app11136214/s1, Section S1: Sampling methods for data collection across 5 taxonomic
groups, Section S2: Supporting data, Table S1: Modelled data for demonstrating the combine effects
of population stability and asynchrony on community stability as depicted in Figure 1, Table S2:
Regression results for all parameters summarized in Figures 2–4.
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Abstract: Wind-break walls along Lanxin High-Speed Railway II were studied and approved as
effective measures to reduce strong wind damage to the high-speed trains. The results show that
sand sedimentation on the leeward sides of wind-break walls along the railway within Gobi Desert
could significantly threaten the operation safety of running trains. Different from the current sand
sedimentation prevention measures without adequate consideration of the deposition process of
airborne sand particles, this study revealed the mechanism of sand sedimentation on the leeward
sides of three wind-break walls within different terrains. A series of wind-tunnel experiments were
carried out to measure the horizontal velocity, number density, transport flux, and deposition rate
of sand particles, and it was found that the horizontal speed of sand particles was first increased
and then decreased on the railway track, and the peak speed over the concave subgrade was much
smaller than those over convex and flat subgrades. The number density and horizontal sand flux
were largest over the concave subgrade, and were the smallest over the convex subgrade. The
sand particle deposition rate and distribution were also the largest within the concave subgrade,
and some measures were also proposed to prevent sand sedimentation on the leeward sides of
wind-break walls.

Keywords: sand particle; wind-break wall; terrain; railway; wind-tunnel experiment

1. Introduction

Within China’s extensive high-speed railway system, the Lanxin High-Speed Railway
II from Lanzhou to Xinjiang in western China is the first known high-speed railway
crossing a long wind area (more than 462.4 km) with extremely high wind speeds [1–3].
Because there are 208 days every year with wind speeds of higher than 20 m/s and the
highest wind speed is over 60 m/s [4,5], strong wind will cause train overturning, vehicle
runaway, window glass shattering, power supplying equipments damage, etc., which
further leads to the loss of safety in train operation, maintenance, and transportation [6–9].

In order to prevent damage to trains from strong winds, many wind-proof construc-
tions, such as subgrade wind-break walls, bridge windscreens, and wind-proof tunnels,
were built along Lanxin High-Speed Railway II [2]. Because wind-break walls are the
most common wind-proof structure with low cost and simple construction [10], many
wind-break walls with a height of 2.0 to 4.3 m have been built in wind zones to significantly
reduce both the wind speed and the overturning force to vehicles.
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However, as shown in Figure 1c,d, wind-break walls can easily cause sand sedimen-
tation around railway tracks, which threatens the safe operation of high-speed trains.
For example, in the Gobi Desert with dry loose soil and abundant surface particles [11–13],
strong wind is usually accompanied by sand and dust flow, which will be deposited on the
railway track [14]. Therefore, the high-speed train can only cross Lanxin High-Speed Rail-
way II during the daytime in order to clear the deposited sand during the night [15]. The
mechanism of sand sedimentation on the leeward sides of wind-break walls has recently
been given serious attention. Cheng analyzed the characteristics of sand accumulation
of three different types of wind-break walls by three-dimensional numerical simulations
and wind-tunnel experiments and found that the wind-break wall with bottom-openings
achieved improved sand dredging at high wind speeds [16]. Huang explored the char-
acteristics of wind-blown sand flow around the wind-break wall and the causes of sand
accumulation by setting up a turbulent flow-sand particle-terrain coupling model using
the Lagrangian particle-tracing model and found that sand particles will be blown up and
rolled back to the subgrade under the effect of vertical wind velocity and reflux [15]. Similar
phenomena had been found in highways and civil constructions in arid and semi-arid
regions [17–19].

Figure 1. (a) Convex subgrade and (b–d) concave subgrades. Note: The wind-break wall is different
from the sand fence (see Appendix A).

Up to present, the sand accumulation around the wind-break wall is mainly cleared
manually with very low efficiency. The current measures to prevent sand deposition
are practiced without adequate consideration of the deposition process of airborne sand
particles and topographic factors. However, the varied terrain along the Lanxin High-Speed
Railway II includes convex, flat, and concave topography as shown in Figure 1a (convex)
and Figure 1b (concave). Therefore, studies and optimization on the original wind-break
wall structures within different terrains to reduce sand sedimentation are essentially urgent.

In this study, according to the sand sedimentation caused by wind-break walls and dif-
ferent terrain and railway track characteristics of Lanxin High-Speed Railway II, three
models of wind-break walls were established and examined through the wind-tunnel
experiment with the reproduced movement process of windblown sand. In the wind-
tunnel experiments, the particle image velocimetry (PIV) system was used to collect sand
movement images on the leeward side, and PTV technology was employed to obtain the
sand particle movement laws. The changes in wind speed, sand particle speed, sand
particle number density, sand transport flux, and sand particle deposition rate on the
railway track as well as the flow field around wind-break walls (numerical simulation)
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were analyzed systematically to understand the sand sedimentation around wind-break
walls under different terrain, which will provide an excellent reference for train-running
safety in strong wind areas with sand damage.

2. Experimental Setup and Methods

2.1. Wind-Tunnel Experiment

All wind-tunnel experiments were carried out in a blow-down wind tunnel at Lanzhou
University. The wind tunnel was 55 m long and included a powerful fan system, a rectifica-
tion section, a working section, and a diffuser. The length of its working section was about
22 m, and the cross-sectional area of its working section was 1.3 m (width) × 1.45 m (height).
The wind tunnel was controlled by a computer, and the wind speed could be adjusted
between 3 and 40 m/s as the normal wind speed in nature [20,21].

As shown in Figure 2, in the experimental setup, roughness elements were in the front
of the work section to generate a turbulent boundary layer with a thickness of 0.3 to 0.4 m.
A monitoring Pitot tube was used to measure the inlet wind speed. A measuring Pitot tube
was fixed to a frame to measure wind speeds around three models at the 17 points of 2.0,
4.0, 7.0, 10.0, 15.0, 20.0, 30.0, and 45.0 cm above the surface. The obtained data were used to
analyze the spatial and temporal distributions of the wind speed. Particle image velocimetry
(PIV) was used to measure the speed of sand particle on the railway track.

Figure 2. Configuration of the wind-tunnel experiment, in which downstream of the roughness-
element is the test surface, the model (100 cm wide and 100 cm long) is 9 m away from the sand bed,
the sand bed (130 cm wide, 300 cm long and 5 cm deep) is placed after the roughness elements, A
is the convex wind-break wall with P1 and P2 as its two slopes, B is the flat wind-break wall, C is
the concave wind-break wall with P3 and P4 as its two slopes, and the coordinate origin (0, 0) of the
camera view is as shown in the figure. Turbulence intensity is 0.05.

The PIV system had a laser and transmitter, a high-resolution charge coupled device
(CCD) camera, a synchronizer, and a computer with an image acquisition card. The laser
emitter was on the top of the wind tunnel, and its laser beam coincided with the axis
section of the model. The frequency of the laser was 5 Hz and the pulse energy was 120 mJ.
The high-resolution CCD camera and the pulsed laser were synchronized with a pulse
delay generator. Two CCD cameras with a pixel resolution of 2048 × 2048 and a sampling
rate of 500 frames per second were at the side of the wind tunnel. The field of these
two cameras was about 21 cm (height) × 42 cm (width). The images of particle tracking
velocimetry (PTV) were processed to obtain the sand particle velocity and number density.

Although there are many similarity requirements in wind-tunnel experiments, such
as geometric, motion, dynamic, and thermodynamic similarity [22,23], with sand flow
it is difficult to perfectly simulate the shrinkage ratio of the model size, boundary layer
size, and particle size in the real environment. Therefore, in this study, some compromises
must be adopted [24]. Only the geometric similarity of the model, the motion similarity
and dynamic similarity of the wind field, and the corresponding wind-tunnel results were

61



Appl. Sci. 2021, 11, 5989

mainly used in the mechanical studies as a key problem to be solved in current wind-sand
physics [23,25,26].

2.2. Numerical Simulation

Due to the complicated structure of the flow field in the leeward side of wind-break
walls, it is difficult to obtain flow information accurately with a Pitot tube as the only one-
dimensional and unidirectional speed measuring device. Therefore, numerical simulation
on computational fluid dynamics (CFD) was used to study the wind field information
under the corresponding conditions of the wind-tunnel experiments (Figure 3). Meanwhile,
the wind speed comparison between the wind-tunnel experiment and the numerical
simulation was used to verify the reliability of the numerical simulation. Results show that
the three-dimensional channel size of the numerical simulation was consistent with the
working section of the wind tunnel. The wind speed profiles of wind-tunnel experiments
were collected at the inlet with the velocity-inlet as the inlet boundary condition, the outflow
as the outlet boundary, and the walls as other boundaries [27–29].

Figure 3. Configuration of numerical simulation. The dimensional channel size of the numerical
simulation was consistent with the working section of the wind tunnel.

2.3. PTV Image Processing

The PTV is a non-contact, transient whole-field particle velocity measuring method to
identify the movement of sparse particles [30,31]. Figure 4 shows the post-processing process
of particle motion caught by the PIV system [32]. Within the square region (0.01 m × 0.01 m)
of the PIV image, the number of sand particles was counted to calculate the velocity and
number density of sand particles according to the following Equations (1) and (2).

vi =
min(

√
(x2i − x1i)2 + (y2i − y1i)2)

Δt
, (1)

S2i
S1i

≤ 3, (2)

where min(
√
(x2i − x1i)2 + (y2i − y1i)2) represents the minimum distance between all

particles in the second frame and the i th particle in the first frame, vi represents the
velocity of the i th particle in the first frame image, Δt represents the time interval between
two frames, S1i is the sand particle area in the first frame, and S2i is the sand particle area
in the second frame.

The sand particle number density Nz, horizontal particle velocity vx, and horizontal
sand flux Qx around the three wind-break walls were calculated out from the obtained
images according to the following Equations (3)–(5) [33].

Nz =
nz

ΔxΔyΔz
, (3)

vx =
Lx

Δt
, (4)

Qx =
π

6
ρd3Nzvx, (5)
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where Lx is the moving distance of a particle along x-direction; Δt is the time interval of
110 μs (u∗ = 0.9701 m/s), 170 μs (u∗ = 0.6595 m/s) and 250 μs (u∗ = 0.4756 m/s) between
two laser pulses; nz is the total number of sand particles in a cuboid; Δx, Δy, and Δz are
the three sides of the cuboid, in which both Δx and Δy are 0.01 m, and Δz (1 mm) is the
depth of the laser; d (∼160 μm) is the average sand particle diameter in the railway track;
and ρ is the particle density (2650 kg · m−3).

Figure 4. The post-processing procedure.

After the sedimentation of sand particles within I, II, and III on the railway track was
weighed, the sand deposition rate was determined according to the following Equation (6).

λ =
mzi
t · si

, (6)

where λ is the deposition rate, m is the total sedimentation of sand particles, t is the
experimental time, and si is the area of I, II, and III.

3. Results

3.1. Wind Profiles and Size Distribution of Sand Particles

Figure 5 shows the size distribution of sand particles in the wind-tunnel experi-
ment. The sand particle size followed a normal distribution, and the mean particle size
was about 220 μm.

Figure 6 shows the horizontal wind speeds at different heights over the surface without
the Pitot tube. The fitting parameters of the wind profiles, such as the friction velocity (u∗)
and the roughness length (z0), are shown in the label of Figure 6. The results show that the
wind profiles perfectly obey a logarithmic distribution.
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Figure 5. The size distribution of sand in the sand bed.

Figure 6. Wind profiles with experimental data and the profile curves fitted to the logarithmical law.

3.2. Wind Field around Three Wind-Break Walls

The horizontal wind speeds in different terrains around three wind-break walls mea-
sured with the Pitot tube are shown with black, blue, and red lines in Figure 7. The wind-
break wall is located at the zero point of the x-axis, and the measuring height in Figure 7a
is 15 cm, and 30 cm in Figure 7b. A wind speed of u∗ = 0.9701 m/s was utilized as an
example to analyze the wind speed variation. As shown in Figure 7, the horizontal wind
speeds in three terrains were decreased then increased with x distance. The horizontal
wind speed reached its peak on the leeward side and was gradually increased with x
distance, and the peak of the concave subgrade was much lower than that of the convex
and flat subgrade. Meanwhile, as shown in Figure 7a, the minimum speed of convex,
flat, and concave subgrade on the leeward side was 2.73, 2.23, and 0 m/s, respectively.
Although, according to numerical simulations, the speed on the leeward side of the concave
subgrade should be negative at the height of 15 cm, the speeds of convex and flat were both
positive because the Pitot tube measurements were all positive and could not be negative in
wind-tunnel experiments. Therefore, the numerical simulation was applied to supplement
the complete flow field information around wind-break walls.
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Figure 7. Wind speeds around three wind-break walls (u∗ = 0.9701 m/s), and the measuring heights
are: (a) 15 cm and (b) 30 cm.

In order to verify the reliability of numerical simulations in this study, numerical wind
speeds of the convex wind-break wall at different heights were compared with those from
the wind-tunnel experiments, as shown with the pink line in Figure 7. The results show
that all simulation results are basically consistent with those collected in the wind tunnel.

The major stream-wise wind fields around these three wind-break walls under dif-
ferent terrains are shown in Figure 8a–c (symmetry plane in x-z direction). The results
show that the acceleration and vortex zone appear successively, and a large vortex zone
was formed on the leeward side of the wind-break walls, which is consistent with reported
results [28]. As shown in Figure 8, when the wind rolled back to the track under the action
of the vortex zone, the wind speed was reduced due to the obstruction of convex slope
P2. However, concave slope P4 could increase the wind speed towards the railway track,
and slope P3 could slow down the wind speed that carried away a lot of sand particles, in-
dicating that a large number of sand particles would be deposited in the concave subgrade.
The wind speed on the leeward side of the flat subgrade was between those of concave
and convex terrains.

Figure 8. Wind fields around wind-break walls (u∗ = 0.9701 m/s): (a) convex subgrade,
(b) flat subgrade, and (c) concave subgrade.
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3.3. Horizontal Speeds, Number Density, and Fluxes of Sand Particles

Figure 9 shows the changes in horizontal speeds of sand particles along the x-direction
on the leeward side with different terrains when the incoming wind speed u∗ is 0.9701 m/s.
The results show that the horizontal speeds of sand particles were increased first and then
decreased negatively with x distance on the leeward side. The speeds reached their peaks
within 0.4–0.5 m and were gradually decreased after 0.5 m. The increase of horizontal speed of
sand particles was the largest in the case of C, which were −11.2 m/s at 0.05 m and −10.2 m/s
at 0.1 m, respectively. Compared with that in case of C, in the cases of A and B the horizontal
speeds of sand particles were respectively reduced by 33% and 13% at 0.05 m, and by 22%
and 8% at 0.10 m, because the horizontal speeds of sand particles within 0.4–0.5 m were
affected by the vortex zone, and the negative feedback effect on sand particles was significant.
Moreover, the horizontal speeds of sand particles were reduced due to the obstruction of
convex slope P2 and increased due to the concave slope P4. Therefore, the horizontal speed of
sand particles in the case of C was higher than that in A or B.

Figure 9. Sand particle’s horizontal speed along the leeward side (u∗ = 0.9701 m/s). (a) H = 0.05 m
(above the track). (b) H = 0.10 m (above the track).

Figure 10 shows the change in sand particle number density along the x-direction
at different heights. The results show that the sand particle number density of the three
wind-break walls was first increased and then decreased. The sand particle number
density of case C was the highest. Compared with that in case C, the peaks of case B
were decreased by 21% and 47% at heights 0.05 and 0.10 m, respectively; and those of
case A were decreased by 50% and 65% at heights 0.05 and 0.10 m, respectively. With the
increase in height, the sand particle number density was gradually decreased and the
amplitude of these changes was increased, indicating that the sand particle concentration
was larger at a lower height and smaller at a higher location. Additionally, the sand particle
number density was smaller on the side than that in the middle because the laser intensity
on both sides was weaker, and the corresponding sand particle information captured
by PIV was reduced.

Figure 10. Number density of sand particles (u∗ = 0.9701 m/s). (a) H = 0.05 m (above the track).
(b) H = 0.10 m (above the track).

As shown in Figure 11, the horizontal sand flux in case C on the railway track was
the largest, that in case A was the smallest, and that in case B was between the two.
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The horizontal sand flux at different heights showed a wave-like change. At the height of
0.05 m, the maximum horizontal sand flux in cases of A, B, and C all appeared at 0.39 m
along the x-direction. The horizontal sand flux in case C was the largest, and those in
cases of A and B were lower by 70% and 47%, respectively, than that in case C. At the
height of 0.10 m, the horizontal sand flux in cases of A and B were lower by 76% and 52%,
respectively, than that in case C.

Figure 11. Horizontal sand flux (u∗ = 0.9701 m/s). (a) H = 0.05 m (above the track). (b) H = 0.10 m
(above the track).

3.4. Sand Particle Deposition Rate on Railway Track

As shown in Figure 12a, the sand particle deposition rate of I was the highest. On the
whole railway track, the sand particle deposition rate in case C was higher by 89% and
87% than those in cases of A and B subgrades, indicating that the sand sedimentation
in case C on the railway track was the largest. Figure 11b shows the total sand particle
deposition rate on the leeward side of three wind-break walls at different wind speeds.
As the incoming wind speed was increased, the total sand particle deposition rate was
gradually increased, and the increase rate in case C was higher.

Figure 12. Sand particle deposition rates along three wind-break walls: (a) deposition rates at
different locations and (b) total deposition rates at different wind speeds.

Figure 13 shows the sand particle distribution on the leeward sides of three wind-
break walls, and the wind direction is shown with arrows. The results show that the final
sand particle distribution was consistent with all obtained results.
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Figure 13. Sand particle sedimentation on the leeward sides of three wind-break walls: (a) convex
subgrade, (b) flat subgrade, and (c) concave subgrade.

4. Discussion

In this study, the results show that sand sedimentation on the railway track of the
concave subgrade was the most serious, and was about 10.7 and 4.4 times (u∗ = 0.9701 m/s)
that of convex and flat subgrade. However, the tall length of concave wind-break wall
was shorter than that of convex wind-break wall that was most of the 462.4 km wind
zone railway of Lanxin Railway II. Therefore, in order to balance the influence of sand
sedimentation on the whole railway track, it was necessary to take measures to reduce
sand sedimentation along convex wind-break walls with the longest mileage and concave
wind-break walls with serious sand sedimentation harm.

According to the flow field and sand sedimentation, some of the sand particles were
carried back to the subgrade due to the existence of the backflow vortex. Therefore,
in addition to setting up sand-fixing and sand-fence measures on the windward side of
wind-break walls, it might be an effective measure to optimize the structure of wind-break
walls or set up corresponding measures in the leeward backflow areas to reduce the sand
deposition caused by backflow.

Along convex and flat wind-break walls, a second retaining wall at the top of slope P2
could be added in order to block the backflow of sand particles and make sand deposit
behind the second retaining wall (Figure 14a,b). Because the distance between the wind-
break walls and railway track is long (8.5 m) along concave wind-break walls, an inclined
board could be set at a certain angle with the wind direction on top of the existing wind-
break wall to make the original backflow area move backwards. A second retaining wall
could then be added on top of slope P4 (Figure 14c). However, the inclined board could
not be applied to convex and flat wind-break walls because the distance between the
wind-break wall and railway track was short (4.5 m), and it would affect the overhead
catenary system and other power supplying equipment of the high-speed train, such as
the overhead contact line and cantilever structures [8,9].

Through this study, the distribution laws of flow field and sand sedimentation on the
leeward sides of three wind-break walls under different terrains were established, and
some preliminary protective measures were accordingly proposed. Further studies on
protective measures of wind-break walls within different terrains, such as the angle of the
inclined board and the physical parameters of the second retaining wall, are continued and
will be reported in the near future.
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Figure 14. Sand sedimentation prevention measures along wind-break walls: (a) convex subgrade,
(b) flat subgrade, and (c) concave subgrade.

5. Conclusions

In this study, three wind-break walls in different terrains, including convex, flat,
and concave, were examined in a wind tunnel to determine the flow field, sand particle
horizontal velocity, number density, sand flux, and deposition rate on the railway track.

The results show that the horizontal wind speeds along the three wind-break walls
were first decreased and then increased with x distance at different heights, and the
peak wind speed of concave subgrade was much lower than those of convex and flat
subgrades. The horizontal speed of sand particles was first increased and then decreased
with x distance on the leeward side at heights of 0.05 and 0.10 m. The number density
and horizontal sand flux along three wind-break walls showed that they were the largest
in concave subgrade and the smallest in convex subgrade, with that in the flat terrain
being between these two, indicating that the sand sedimentation of concave subgrade
on railway tracks was the largest, which could be additionally confirmed with the sand
deposition rate.

Meanwhile, some preliminary sand sedimentation prevention measures along the
three wind-break walls were suggested according to the experimental results. Although
these measures did not change the structure of existing wind-break walls and facilitate
construction, they could effectively reduce the sand sedimentation on railway tracks and
ensure the operation safety of high-speed trains in the strong wind area.

Not limited to wind-tunnel experiments and numerical simulations, more real-size
field experiments should be carried out to verify theoretical assumptions in the future.
Sand sedimentation caused by strong wind is widely distributed around the globe, and our
research methods and results can be extended to highway and civil construction regions to
resist sand sedimentation.
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Appendix A

This study was mainly focused on the wind-break wall rather than the sand fence,
because the sand fence was mainly used to reduce the sand particles from passing through
the railway line and control the sand accumulation in the leeward sand-fixing barriers.
As shown in Figure A1a–g, the sand fence with a porosity of about 30–60% and a height
of about 1.5–2.0 m was set at about 100–150 m away from the railway line on the wind-
ward side.

However, the wind-break wall was mainly used to prevent damage to trains from
strong winds. As shown in Figure A1h and Figure 1, the wind-break wall with no holes,
but with a height of about 3.5–4.3 m, was generally set at 4–5 m away from the railway
tracks. Initially, the wind-break wall was not believed to cause the sand particles to
accumulate on the railway tracks. After the construction, it was found that the wind-break
wall could reduce the speed of sand particles and cause sand particles to accumulate on
the railway tracks (Figure A1c,d). The deposited sand particles would seriously affect the
wheels, bogies, and electric motors of high-speed trains.

Up to the present, there have been a large number of reports on sand fences, but studies
on sand accumulation caused by wind-break walls and the corresponding prevention
measures are rarely reported.

Figure A1. (a–c) Sand fences, (d–g) sand-fixing barriers, and (h) wind-break walls.
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Abstract: An accidental radiological release or the operation of a radiological dispersal device (RDD)
may lead to the contamination of a large area. Such scenarios may lead to health and safety risks
associated with the resuspension of contaminated particles due to aeolian (wind-induced) soil erosion
and tracking activities. Stabilization technologies limiting resuspension are therefore needed to
avoid spreading contamination and to reduce exposures to first responders and decontamination
workers. Resuspension testing was performed on soils from two sites of the Negev Desert following
treatment with three different stabilization materials: calcium chloride, magnesium chloride, and
saltwater from the Dead Sea in Israel. Two and six weeks post-treatment, resuspension was examined
by inducing wind-driven resuspension and quantitatively measuring particle emission from the
soils using a boundary-layer wind tunnel system. Experiments were conducted under typical wind
velocities of this region. Treating the soils reduced resuspension fluxes of particulate matter < 10 μm
(PM10) and saltating (sand-sized) particles to around background levels. Resuspension suppression
efficiencies from the treated soils were a minimum of 94% for all three stabilizers, and the Dead Sea
salt solution yielded 100% efficiency over all wind velocities tested. The impact of the salt solutions
(brine) was directly related to the salt treatment rather than the wetting of the soils. Stabilization
was still observed six weeks post-treatment, supporting that this technique can effectively limit
resuspension for a prolonged duration, allowing sufficient time for decision making and management
of further actions.

Keywords: soil resuspension; stabilization material; soil contamination; Dead Sea saltwater; dust
emission; soil erosion

1. Introduction

An accidental radiological release or the operation of a Radiological Dispersal Device
(RDD) may lead to the contamination of a large area with radioactive materials. During the
immediate emergency phase of a response, life-saving operations and securing of critical
infrastructure must be conducted for the safety of the public and first responders [1,2].
During the operations, emergency responders, as well as decontamination workers assisting
with the response, may be further exposed due to inhalation of resuspended particles and
direct contact, owing to the tracking of contamination from the contaminated areas, i.e.,
roads, other construction materials and soils. Containment of the contaminated area to
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prevent resuspension could reduce the overall exposure for emergency responders and
decontamination workers and also reduce the spread of contamination. Hence, stabilization
technologies and methodologies to minimize this exposure are needed [1,2].

Aeolian (wind-induced) soil erosion, and the following process of dust emission, re-
sults in the resuspension of soil-derived particles to the atmosphere and air pollution [3–5].
Stabilization technologies are designed to prevent the spread of particles (such as by resus-
pension) and are routinely used in industries, such as road constructions and mining sites,
for dust control [2]. The application of rapidly available and easily applied stabilization
technologies has the potential for accomplishing multiple goals following the release of
radioactive particles from a radiological contamination event. Primarily, the application of a
stabilization material may reduce exposures to first responders and decontamination work-
ers assisting with the response due to tracking. In addition, such technologies would limit
the wind-induced spread of contamination to other non-contaminated, less-contaminated,
or recently decontaminated areas, subsequently reducing the time and resources needed
for additional decontamination operations [2].

The United States Environmental Protection Agency (EPA) previously conducted work
on stabilization technologies [1,2,6,7]. From these studies, the list below presents some
options recommended by stakeholders and experts that may be suitable for stabilization:

• Soil2O®1 dust control wetting agent (available in the US);
• Calcium chloride (CaCl2);
• Phos-Chek®MVP-F3 fire retardant (available in the US);
• Locally available firefighting foam;
• Capping with locally available gravel, mulch, sand or clay;
• Misting with water or saltwater (brine), with the possible addition of additives;
• Application of a polymer coating/gel.

There is a lack of fundamental research examining the applicability of stabilization
materials required in an event leading to the contamination of a large area with radioactive
materials. Stabilization materials suitable for large areas of contaminated soils are expected
to be cheap, easily applied and highly effective in limiting wind-induced contamination
dispersal. Previous works showed the potential of specific brines to reduce dust emis-
sion from unpaved roads of different soils [3,8,9], with low environmental salinization
risk [10]. The current study aimed to test the effectiveness of different brines to stabilize
arid soils that may be subjected to soil contamination and are already associated with
natural dust emission.

2. Materials and Methods

2.1. Soil Sampling and Physicochemical Characterization

Soils were sampled from two sites that are undisturbed and associated with dust emis-
sion in the field: Ze’elim sandy area (31.16◦ E/34.53◦ N) at the western Negev Desert [11],
and the Yamin plateau (31.04◦ E/35.08◦ N) at the northeastern Negev Desert in Israel [12].
The soil samples were analyzed for elemental composition by X-ray fluorescence (XRF)
using an Axios spectrometer (PANanalytical, Malvern, UK). Mineralogical phase identi-
fication was performed by X-ray powder diffraction (XRPD) using an Empyrean Philips
1050/70 diffractometer (PANanalytical, Malvern, UK). Particle size distribution (PSD) was
performed by laser diffraction using Analysette 22 MicroTec Plus (Fritsch International,
Idar-Oberstein, Germany). XRF, XRPD and PSD analyses were performed at the Ben-Gurion
University of the Negev in Beer-Sheva. pH was measured using a Metrohm pH meter
(Metrohm, Herisau, Switzerland). Water content in soils was measured gravimetrically.
Total organic content (TOC) was determined by titration of the dissolved organics with
ammonium iron sulfate using an 848 Titrino plus (Metrohm, Herisau, Switzerland) at the
Geological Survey of Israel.

74



Appl. Sci. 2022, 12, 2463

2.2. Soil Stabilization
2.2.1. Stabilization Materials

Three brine solutions were tested in this study: magnesium chloride (MgCl2), calcium
chloride (CaCl2) and a solution sampled from the Dead Sea in Israel. MgCl2 and CaCl2 salts
were purchased from Carlo Erba Reagents, Italy. MgCl2 and CaCl2 solutions were freshly
prepared in deionized water at concentrations of 30% w/v and 35% w/v, respectively,
with similar concentrations reported previously [2,3]. Samples of Dead Sea solution were
collected in 3 L containers a few days prior to the experiments (Figure 1). Samples were
analyzed for Na, K, Ca, Mg and Sr by ICP-AES (Optima 3300, Perkin Elmer, Seer Green,
UK) and Br by ICP-MS (NexION 300D, Perkin Elmer, Seer Green, UK). Cl concentrations
were calculated by subtracting Br concentrations, analyzed by ICP-MS, from the total Br
and Cl concentrations obtained using AgNO3 titration. Titrations were performed using an
848 Titrino plus (Metrohm, Herisau, Switzerland). Chemical analysis was performed at
the Geological Survey of Israel. The chemical composition of the Dead Sea salt solutions is
presented in Table 1.

Figure 1. Samples of Dead Sea salt solutions collected in 3 L containers (left side) and trays of Ze’elim
soil treated with different brines (surface area of 0.5 m × 1.0 m and height of 0.02 m).

Table 1. Chemical composition of the stabilization solutions.

Ion/Element
Stabilization Material

CaCl2 MgCl2 Dead Sea Salt Water

Na+ - - 8700
K+ - - 13,600

Ca++ 127,000 - 28,800
Mg++ - 76,600 74,000
Cl− 223,000 223,000 291,000
Br− - - 8400

2.2.2. Application of Stabilizers

Soils were placed in trays customized to fit the wind tunnel dimensions (surface area
of 0.5 m × 1.0 m and height of 0.02 m) (Figure 1). Brine solutions were applied to the soils
by spraying the soil using a sprayer at equal volume to surface area ratios (1.5 L m−2).
As controls, soils were either untreated or sprayed with tap water (clean drinking water).
After applying the solutions and prior to the wind-tunnel experiments, the trays were left
in the laboratory in order to avoid any environmental effect on the soils (e.g., wind-induced
resuspension). Table 2 summarize the stabilization experimental matrix.

75



Appl. Sci. 2022, 12, 2463

Table 2. Stabilization experimental matrix.

Soil
Non-Stabilized

Control (Untreated)
Tap Water

Stabilization Material

CaCl2 MgCl2 Dead Sea Salt

Yamin A B C C C
Ze’elim A B C C C

A Testing of untreated soils; B Testing of soils 2 weeks post-treatment; C Testing of soils 2 weeks and 6 weeks
post-treatment.

2.3. Boundary-Layer Wind Tunnel Experiments: Resuspension Testing and Calculations

Resuspension testing was performed at the Aeolian Simulation Laboratory, Ben-
Gurion University of the Negev, using a boundary-layer wind tunnel [13]. Untreated
and treated soils were tested following either 2 weeks or 6 weeks beginning from the
day of treatment. The different times were chosen to represent different periods of aging
following an incident. Experiments were conducted under four wind velocities, 5.3, 6.8,
8.1, and 9.6 m s−1, representing typical natural winds associated with dust emission in
this region. PM10 dust concentrations were recorded by light-scattering laser photometers
DustTrak DRX 8534 (TSI Inc., Shoreview, MN, USA) placed 25 cm above the tunnel bed.
Before placing the soil trays in the wind tunnel, PM10 background levels of up to 20 μg
m−3 were recorded. Background levels were subtracted from the PM10 measurements,
which were taken at different wind velocities. Each sample was measured for a duration of
30 s, at 1 s intervals. This short duration is enough to determine the dust emission patterns
in controlled experiments [3,5]. Mass flux values of PM10 resuspended from the ground
(g m−2 s−1), expressed as F(PM10), were calculated according to the following [13]:

F(PM10) =
C(PM10)× Vt

Ap × t
(1)

where C(PM10) is the recorded PM10 concentration (μg m−3), Vt is the air volume in the
wind tunnel (3.43 m3), Ap is the area of the experimental plot (0.25 m2) and t is time
(in seconds).

Mean mass flux values of PM10 (F(PM10)) were calculated by averaging all FPM10
results per sample, i.e., 30 calculated flux values obtained over 30 s per wind velocity.

Saltating particles associated with the initiation of the dust emission process from
soils [4,5] were collected by traps placed 2.5 to 10.5 cm above the tunnel bed and along the
wind direction. Collected particles were weighted at the end of each experiment. Mean
mass flux values of saltating particles (g m−2 s−1), expressed as F(saltation), were calculated
according to the following:

F(saltation) =
m(saltation)

Ap × t
(2)

where m(saltation) is the measured weight of the saltating particles (g), At is the cross-
sectional area of the traps (0.02 m−2) and t is time (in seconds).

Suppression efficiencies (SE) of PM10 or saltating particles (in percentage) were calcu-
lated for each stabilizer and soil type at each wind velocity according to the following:

SE =

(
1 − F

F(control)

)
× 100 (3)

where F is the mean mass flux values of PM10 or saltating particles (see above) and F(control)
is the mean flux of the control sample (untreated) for the same wind velocity and soil type.
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3. Results

3.1. Physicochemical Characteristics of the Soils

Soils were collected from two sites. The first sampling site was the Yamin plateau at
the northern Negev Desert in Israel, and the second site was the Ze’elim sandy area at the
western Negev Desert in Israel. Both soils are mainly composed of quartz (SiO2), silicate
minerals (anorthite (CaAl2Si2O8), sanidine (CaAl2Si2O8)), carbonate minerals (dolomite
(CaMg(CO3)2) and calcite (CaCO3)) and clay-sized minerals (hematite (Fe2O3)), as charac-
terized by XRF and XRD analyses (Table 3, Figure 2). Additional analysis showed the soils
were alkaline and contained low water and organic matter contents (Table 4), which are
typical characteristics of desert soils.

Table 3. X-ray fluorescence (XRF) measurements of soils from the Ze’elim area and the Yamin Plateau
in Israel.

Compound
Ze’elim Soil

(wt%)
Yamin Soil

(wt%)

SiO2 89 84
Al2O3 5 3
CaO 2 8

Fe2O3 2 2
K2O 1 1
SiO2 89 84

Figure 2. X-ray diffraction (XRD) patterns of the Ze’elim (left side) and Yamin soils (right side).

Table 4. Soil properties of the Ze’elim and the Yamin soils in Israel.

Properties
Ze’elim Soil

(wt%)
Yamin Soil

(wt%)

pH 7.9 7.8
Water content (wt%) <1 <1

Total organic content (wt%) <0.3 <0.3

PSD analysis showed different characteristics in grain size, whereas the Ze’elim soil
was classified as sand, the Yamin soil was classified as silt loam (Figure 3). The Ze’elim
soil demonstrated a higher mean grain size (170 μm vs. 50 μm) and a lower PM10 content
(3% vs. 28%) than the Yamin soil (Table 5). It was found that the Ze’elim soil is mainly
composed of fine and medium sand fractions, while silt and fine sand are the main fractions
in the Yamin soil.
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Figure 3. Particle size distribution of the Ze’elim and the Yamin soils in Israel.

Table 5. Particle size fractions of the Ze’elim and the Yamin soils in Israel.

Size Fraction
Ze’elim Soil

(%)
Yamin Soil

(%)

Clay (<0.002 mm) 1 7

Silt (0.002–0.063 mm) 6 51

Sand
Fine (0.063–0.25 mm) 37 41

Medium (0.25–0.5 mm) 39 1
Coarse (0.5–2.0 mm) 17 0

PM10 (<0.01 mm) 3 28

3.2. Effectiveness of Brine Stabilizers on Resuspension Suppression from the Ze’elim Soil

To test the impact of the brine stabilizers on the resuspension from the soils, soils
were treated with different stabilizers, left to dry for two weeks, and then tested for wind-
induced dust emission. Untreated soils served as non-stabilized controls (NSCs). Soils
were treated with either of the following stabilizers: CaCl2, MgCl2 and saltwater from the
Dead Sea in Israel. Soils were also treated with tap water in order to control for the impact
of wetting (Table 2).

PM10 concentrations recorded during the wind tunnel experiment, representing wind-
induced dust emissions from the Ze’elim soil, are presented in Figure 4. Higher wind
velocities resulted in higher PM10 resuspension levels from the untreated soil (control).

Resuspension was slightly reduced from soils sprayed with tap water (followed by
drying) at all wind velocities tested, with a significant reduction at the lowest wind velocity.
Extremely low resuspension levels were detected in brine treated soils, demonstrating
that the soils were effectively stabilized following the treatments. The most effective dust
suppressor was the Dead Sea salt treatment, yielding average PM10 concentrations similar
to background levels (~20 μg/m3).

Based on the PM10 concentrations recorded during the wind tunnel experiment and
the mass measurements of the collected salting particles, mean PM10 fluxes and mean
saltation fluxes were calculated, respectively. Figure 5 show the mean PM10 fluxes and
mean saltation fluxes from the Ze’elim soil under different treatment conditions, tested
under four wind velocities. From these results, it was evident that the resuspension
fluxes of saltating particles were significantly lower (by at least an order of magnitude)
than dust particles, supporting that PM10 are the major resuspension contributors under
natural conditions.
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Figure 4. Wind-driven PM10 emissions from the Ze’elim soil two weeks following treatment with
stabilizers. Note the differences in the values of the Y-axis between Control and Water to the brines.

Figure 5. Winddriven PM10 and saltation fluxes from the Ze’elim soil treated with stabilizers.

To quantitatively evaluate the impact of the treatments on the resuspension of PM10
and saltating particles, suppression efficiencies were calculated (Tables 6 and 7). Treating the
Ze’elim soil with brine solutions resulted in effective stabilization, as shown by significantly
reduced fluxes compared to the control and high resuspension suppression efficiencies of
>97% (Figure 5, Tables 6 and 7) for all experimental conditions. The impact of the brine
solutions was directly related to the salt treatment, as slightly reduced PM10 fluxes and
unchanged saltation fluxes were observed in soils misted with tap water only.
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Table 6. Suppression efficiencies of wind-driven PM10 emission from the Ze’elim soil treated with sta-
bilizers.

Wind Velocity/
Treatment

5.3 m/s 6.8 m/s 8.1 m/s 9.6 m/s

Tap Water 92% 56% 66% 81%
CaCl2 97% 99% 99% 100%
MgCl2 97% 99% 100% 100%

Dead Sea salt 100% 100% 100% 100%

Table 7. Suppression efficiencies of wind-driven saltating particle emission from the Ze’elim soil
treated with stabilizers.

Wind Velocity/
Treatment

5.3 m/s 6.8 m/s 8.1 m/s 9.6 m/s

Tap Water 0% 0% 4% 0%
CaCl2 100% 100% 100% 100%
MgCl2 100% 100% 100% 100%

Dead Sea salt 100% 100% 100% 100%

While all salt solutions efficiencies may be operationally relevant, interestingly, the
most effective suppression effect on overall resuspension was achieved by the Dead Sea
salt treatment, yielding 100% suppression efficiency over all wind velocities tested. For
the prepared calcium and magnesium salt solutions, the efficiencies were less for lower
wind speeds.

To evaluate the durability of the stabilization technique, re-testing was performed
four weeks following the wind tunnel experiments described above (six weeks from the
day of treatment). These time points were chosen because while operations may start
immediately, they may continue over several weeks, so it is necessary to study the longer-
term effectiveness. Re-testing resuspension of PM10 concentrations from the Ze’elim soil is
presented in Figure 6. Treatment with all three stabilizers resulted in low average PM10
concentrations similar to background levels (~20 μg/m3). Resuspension levels of saltating
particles were undetected (no particles were collected). These results demonstrated that
treating the Ze’elim soil with brine solutions resulted in effective stabilization six weeks
post-treatment.

 

Figure 6. Wind-driven PM10 emissions from the Ze’elim soil six weeks following treatment with
stabilizers.

3.3. Effectiveness of Brine Stabilizers on Resuspension Suppression from the Yamin Soil

Yamin soil was subjected to treatments and resuspension testing similar to those
performed on the Ze’elim soil. Soils were treated with different stabilizers, left to dry for
two weeks, and then tested for particle emission in the wind tunnel. PM10 concentrations
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recorded during the experiment, representing wind-induced dust emission from the Yamin
soil following different treatments, are presented in Figure 7.

 

Figure 7. Wind-driven PM10 emissions from the Yamin soil two weeks following treatment with
stabilizers. Note the differences in the values of the Y-axis between Control and Water to the brines.

As shown for the Ze’elim soil, higher wind velocities resulted in higher PM10 resus-
pension levels from the untreated Yamin soil (control). In contrast, significantly lower (by
at least an order of magnitude) resuspension levels were observed from this soil when
compared with the Ze’elim soil, as demonstrated by lower PM10 concentrations recorded
under identical conditions (Figures 4 and 7, control).

As shown in Figure 7, extremely low resuspension levels were detected in brine treated
soils, demonstrating that the soils were effectively stabilized following the treatments. The
Dead Sea salt treatment was the most effective dust suppressor for the Yamin soil, similar
to the results obtained for the Ze’elim soil.

Figure 8 show the mean PM10 fluxes and the mean saltation fluxes from the Yamin soil
under different treatments, tested under four wind velocities. As shown for the Ze’elim
soil, the resuspension fluxes of saltating particles from the Yamin soil were significantly
lower (by at least an order of magnitude) than dust particles, supporting that PM10 are the
major resuspension contributors under untreated conditions.

Tables 8 and 9 present the calculated suppression efficiencies of PM10 and saltating
particle resuspension from the Yamin soils. Suppression efficiencies could not be calculated
under the lowest wind velocity because PM10 measurements were low (around background
levels), and no saltating particles could be collected and measured (noted NA). Treating
the soil with brine solutions resulted in effective stabilization, as shown by significantly
reduced fluxes compared to the control, along with resuspension suppression efficiencies
(>94%). The most effective suppression effects on overall resuspension were achieved by
the MgCl2 and Dead Sea salt treatments, yielding 100% suppression efficiency over all
wind velocities tested.

81



Appl. Sci. 2022, 12, 2463

Figure 8. Wind-driven PM10 and saltation fluxes from the Yamin soil treated with stabilizers.

Table 8. Suppression efficiencies of wind-driven PM10 emission from the Yamin soil treated with
stabilizers.

Wind Velocity/
Treatment

5.3 m/s 6.8 m/s 8.1 m/s 9.6 m/s

Tap Water NA 1 22% 61% 21%
CaCl2 NA 1 100% 100% 100%
MgCl2 NA 1 100% 100% 100%

Dead Sea salt NA 1 100% 100% 100%
1 Not available (NA) means values could not be calculated because the mean mass of flux of the control sample
was zero.

Table 9. Suppression efficiencies of wind-driven saltating particle emission from the Yamin soil
treated with stabilizers.

Wind Velocity/
Treatment

5.3 m/s 6.8 m/s 8.1 m/s 9.6 m/s

Tap Water NA 1 NA 1 19% 81%
CaCl2 NA 1 NA 1 94% 96%
MgCl2 NA 1 NA 1 100% 100%

Dead Sea salt NA 1 NA 1 100% 100%
1 Not available (NA) means values could not be calculated because the mean mass of flux of the control sample
was zero.

Analogous to the Ze’elim soil, the durability of the stabilization technique was eval-
uated on the Yamin soil by retesting resuspension from the treated trays following four
additional weeks. Figure 9 present the PM10 concentrations recorded during the wind
tunnel experiment from the Yamin soil. Treatment with all three stabilizers resulted in aver-
age PM10 concentrations similar to background levels (~20 μg/m3). Resuspension levels
of saltating particles were undetected (no particles were collected). These results demon-
strated that treating the Yamin soil with brine solutions resulted in effective stabilization
even six weeks post-treatment.
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Figure 9. Wind-driven PM10 emissions from the Yamin soil six weeks following treatment with
stabilizers.

4. Discussion

Treating the two soils with salt/brine solutions resulted in reduced particle resus-
pension, as shown by extremely low PM10 fluxes (equivalent to background levels) and
high resuspension suppression efficiencies (>94%). The impact of the brine solutions was
directly related to the salt treatment rather than the wetting of the soils since similar particle
resuspension fluxes were obtained from untreated soils or soils sprayed with tap water
only. Brine solutions are, therefore, effective stabilizers, leading to reduced resuspension of
soil particles. These results are consistent with previous work performed by Katra et al. [3],
which tested the impact of diverse dust control products of synthetic and organic polymers
(Lignin, Resin, Bitumen, PVA, Brine) on unpaved roads. The authors showed that some
products significantly reduced dust emission from quarry roads, especially when using
magnesium chloride (Brine).

All three salt\brine solutions tested in this study function primarily by helping cement
small particles into larger ones that are more difficult to resuspend [2]. Their capability
to enhance the cohesion of smaller particles is expected to vary with the composition of
the salt solution, as well as the specific particles involved. Aiding in this cohesion is the
fact that salts such as CaCl2 and MgCl2 are hygroscopic, so when they dry out after being
applied (usually by spraying an aqueous solution), some water may be present, which helps
enhance cohesion [2]. The effectiveness of the stabilizers is expected to occur immediately
after the applied solutions dry, which in desert climates is expected to not take long, as
shown in this work. While all salt solutions have operational relevance, the most effective
stabilizer was the Dead Sea salt solution, yielding 100% resuspension suppression efficiency
of PM10 and saltating particles over all wind velocities tested. The motivation to test the
Dead Sea salt solution as a stabilizer was it being an easily available, natural resource of
salts. Saltwater from the Dead Sea can be derived directly from the sea or procured locally.
MgCl2 and CaCl2 were also highly effective but slightly less effective than the Dead Sea
salt in limiting PM10 resuspension from the Ze’elim soil (>97%). CaCl2 was also slightly
less effective in limiting the resuspension of saltating particles from the Yamin plateau
(>94%). The Dead Sea solution is expected to contain other substances, such as specific
ions and humic substances that help retain hydration, which may enhance the cohesion of
small particles.

Significantly lower resuspension levels were observed from the Yamin soil when com-
pared with the Ze’elim soil (>10-fold difference), indicated by lower PM10 concentrations
recorded under identical conditions (Figures 6 and 9). This may result from differences in
the cohesiveness of the soil particles between the two soil types, rather than the content of
the PM10 in the soil (Table 5), which is significantly higher in the Yamin than the Ze’elim soil
(28 wt% and 7 wt%, respectively). It demonstrates the role of sand transport in dust-PM10
emission from sandy soils [14].

Resuspension fluxes of saltating particles from the two soils were >10-fold lower
than dust particles, demonstrating that PM10 are the major resuspension contributors
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under natural conditions. This result confirms that dust emission is expected to cause
the major spread of the contamination in the case of an emergency event in the Negev
desert, highlighting the importance of limiting resuspension of contaminated dust. Treating
the soils with brine solutions resulted in effective stabilization six weeks post-treatment,
supporting that this technique can effectively limit resuspension of contaminated soil after
an emergency event for a prolonged duration, allowing sufficient time for decision making
and management of further actions. This is particularly important in desert environments
where continued drying could otherwise lead to increased resuspension.

Our results highlight the importance of considering the soil properties at a specific site
when considering the impacts and mitigation of resuspension. The two soils in this study
have characteristics that contribute to their ability to be resuspended, e.g., small organic
content and low moisture content. Therefore, they may be considered “worst cases”, such
that the results may also be applicable to many other types of soils for which resuspension
may be inherent less favored.

While the salt solutions appear to increase the cohesiveness of small particles and thus
reduce wind-induced resuspension, complex mechanisms appear to govern the disinte-
gration of the cohesive/cemented particles and their subsequent resuspension. Therefore,
to validate the applicability of stabilization techniques, it is essential to test the impact
of stabilizers in specific situations which induce different types of physical stresses other
than wind. Two operationally relevant cases are the movement of vehicles and foot traffic.
EPA investigated simulated vehicle and foot traffic in controlled laboratory studies [15].
Together, the results of the present study, along with the EPA study, suggest the rele-
vancy and urgency of testing stabilization techniques on a larger scale area under natural
environmental conditions.
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Abstract: The application of stabilization technologies to a radiologically contaminated surface has
the potential for reducing the spread of contamination and, as a result, decreasing worker exposure
to radiation. Three stabilization technologies, calcium chloride (CaCl2), flame retardant Phos-Chek®

MVP-Fx, and Soil2OTM were investigated to evaluate their ability to reduce the resuspension and
tracking of radiological contamination during response activities such as vehicle and foot traffic.
Concrete pavers, asphalt pavers, and sandy soil walking paths were used as test surfaces, along with
simulated fallout material (SFM) tagged with radiostrontium (Sr-85) applied as the contaminant.
Radiological activities were measured using gamma spectrometry before and after simulated vehicle
operation and foot traffic experiments, conducted with each stabilization technology and without
application as a nonstabilized control. These measurements were acquired separately for each
combination of surface and vehicle/foot traffic experiment. The resulting data describes the extent
of SFM removed from each surface onto the tires or boots, the extent of SFM transferred to adjacent
surfaces, and the residual SFM remaining on the tires or boots after each experiment. The type of
surface and response worker actions influenced the stabilization results. For instance, when walked
over, less than 2% of particles were removed from nonstabilized concrete, 4% from asphalt, and
40% of the particles were removed from the sand surface. By contrast, for vehicle experiments,
~40% of particles were again removed from the sand, but 7% and 15% from concrete and asphalt,
respectively. In most cases, the stabilization technologies did provide improved stabilization. The
improvement was related to the type of surface, worker actions, and stabilizer; a statistical analysis of
these variables is presented. Overall, the results suggest an ability to utilize these technologies during
the planning and implementation of response activities involving foot and vehicle traffic. In addition,
resuspension of aerosolizable range SFM was monitored during walking path foot traffic experiments,
and all stabilizing agents decreased the measured radioactivity, with the Soil2OTM decrease being
3 fold, whereas the CaCl2 and Phos-Chek MVP-Fx surfaces generated no detectable radioactivity.
Overall, these results suggest that the stabilization technologies decrease the availability of particles
respirable by response workers under these conditions.

Keywords: stabilization; containment; radiological contamination; cesium; strontium
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1. Introduction

Discharge of a radiological dispersal device (RDD) or an accidental radiological release
may cause contamination over a wide area. During response and recovery, emergency
responders, recovery workers, and the general public may be exposed to radioactivity
due to direct contact and inhalation. Direct contact results from “hands-on” activities
with contaminated material or exposure to unshielded radiation sources. Inhalation ex-
posure could originate from dust generated by the release incident or during demolition
or decontamination work [1], as well as from the resuspension of such dust during work
activities. The risk of tracking contamination via vehicle or foot traffic is of significant
concern. Tracking can lead to contaminant spread which enlarges the contaminated area,
potentially increasing the time and expense of decontamination efforts.

Control of the contamination source area to prevent resuspension and tracking could
both reduce radioactivity exposure and reduce the spread of contamination. Hence, there
is a need for technologies and methodologies to limit exposure, reduce resuspension, and
limit the tracking of radioactive materials. Such technologies have been widely investi-
gated for nonradioactive materials due to the importance of controlling urban particulate
matter and its associated human health effects. These technologies broadly fall into two
categories: physical removal and stabilization [1–4]. Physical removal approaches include
sweeping, washing, wiping, and vacuuming. Stabilization technologies prevent particles
from spreading by resuspension or tracking, and such technologies are routinely used for
dust control in industries such as road construction, and at mining sites.

Technologies for preventing secondary transport of soluble and particulate radiologi-
cal contamination from roadways, roadside vegetation, and adjacent soils have recently
been reviewed by Saito [5]. Although the focus of the review was preventing resuspension
associated with decontamination activities, not necessarily resuspension arising directly
from vehicle and foot traffic, it suggests that widely available and easily applicable stabiliza-
tion technologies have the potential to minimize worker exposure by reducing the spread
of contamination. These technologies may also minimize the resuspension of radioactive
particles from surfaces, thus reducing the time and resources needed for additional de-
contamination operations [5]. Technologies for minimizing resuspension are an active
research area because of keen interest in controlling dust and other particulate matter from
anthropogenic sources due to its potential impact on human health [3,6–12].

In a previous study, the U.S. Environmental Protection Agency (EPA) assembled stake-
holders with expertise in radiological stabilization and performed a downselection exercise
to prioritize experimental testing of stabilization technologies (e.g., water, fire retardants,
gels, foams, and clays) based on literature searches and the personal experience of the stake-
holders [13]. Twenty-four technologies were identified, and, based on stakeholder ranking,
a fire retardant (Phos-Chek MVP-F) and two dust suppression technologies (Soil2O and
CaCl2) were downselected to evaluate the efficacy of particle stabilization during vehicle
and foot traffic. This evaluation determined that cesium (Cs)-137 quantitatively bound to
both Phos-Chek MVP-F and Soil2O, while CaCl2 application increased sorption of aqueous
Cs-137 onto the surface matrix, Arizona road dust. During driving activities, the transfer of
particles from treated surfaces was least for Phos-Chek MVP-F fire retardant, followed by
Soil2O. The transfer of particles was greatest for surfaces treated with CaCl2. An evaluation
of the impacts on decontamination processes, waste generation, and the environment fol-
lowing stabilization suggested that Phos-Chek MVP-F, CaCl2, and Soil2O demonstrated the
feasibility of using these materials, traditionally used for other purposes, for radiological
stabilization [13]. A second EPA project evaluated the same technologies qualitatively, and
the results indicated that the Phos-Chek MVP-F was more effective at particle stabilization
than Soil2O and CaCl2 [14].

A recent collaborative effort between the EPA and the Nuclear Research Centre Negev
(NRCN) studied wind-induced resuspension. It highlighted the need to validate stabi-
lization technologies for the physical stresses from specific resuspension processes other
than wind because these physical stresses lead to the disintegration of stabilized particles
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and, ultimately, resuspension [15]. This paper builds on that collaboration and includes
the Irregular Warfare Technical Support Directorate [16]. This paper uses pilot-scale ex-
periments with radiolabeled simulated fallout material (SFM) to investigate stabilization
efficacy against specific stresses related to vehicle and foot traffic on surfaces of interest for
resuspension and tracking, especially during urban response and recovery. The tests are
designed to describe the extent of particle removal from each surface onto the tires of vehi-
cles or the boots of responders, the extent of SFM transferred to adjacent surfaces, and the
residual SFM remaining on the tires or boots after each experiment. Other tests investigate
the resuspension of aerosolizable range particles potentially subject to inhalation during
foot traffic.

2. Materials and Methods

2.1. Description of Stabilization Materials

CaCl2 (CESCO Solutions Inc., Bellingham, WA, USA), Phos-Chek MVP-Fx (Perimeter
Solutions, Rancho Cucamonga, CA, USA), and Soil2O (Geltech Solution, Jupiter, FL, USA)
were investigated in this study. The Supplemental Information includes information
sheets that summarize operationally important aspects of these materials. Briefly, CaCl2
(Table S1) is a hygroscopic material attracting moisture from the air that works to increase
the moisture level on surface particles, decreasing particle resuspension and transfer. CaCl2
is applied as a solution, which, upon drying, creates a weak cementation effect by binding
fine particulates together. This moisture binds fine aggregate particles to decrease particle
resuspension and transfer. CaCl2 is extensively used for dust control during construction
projects and on unpaved roads, as it is easy to use and widely available. Phos-Chek MVP-
Fx (Table S2) is a gum-thickened, medium viscosity fire retardant that provides accurate
aerial drops for wildland fire control in forest, bush, or grassland. With added colorant,
Phos-Chek MVP-Fx is a high visibility powder concentrate that can readily be mixed with
water. Soil2O (Table S3) is a dust control agent that can effectively suppress particulate
matter from entering the air. Soil2O is a copolymer intended to maintain the moisture level
in the soil by preventing evaporation, thus decreasing the propensity of particles to be
available for dust formation.

2.2. Experimental Procedure
2.2.1. Preparation of Simulated Fallout Material (SFM) Containing Radiostrontim (Sr-85)

Arizona test dust with a particle size ranging from a few micrometers (μm) to a few
hundred μm (Powder Technology Inc., Arden Hills, MN, USA) was selected to be used in
the evaluation testing since the particles in selected particle size ranges were susceptible
to resuspension and tracking. To prepare the mixture of particles, equal amounts of
ultrafine test dust (ISO 12103-1, A1) and coarse test dust (ISO 12103-1, A4) were mixed.
To make radioactive Sr-85 contaminated particles, an aqueous solution that contained
500 microcuries (μCi) Sr-85 (strontium chloride in 0.5 M HCl, Eckert & Ziegler Isotope
Products, Valencia, CA) was added to ~250 g (g) of substrate particles using a sprayer
(BS-3 3 oz Locking Personal Sprayer, Sprayco, Liwnia, MI, USA). The particles were well-
mixed by manually shaking the container side to side for approximately 10 s and then
manually rotating the container for approximately 30 s. This process was repeated until
the required volume of aqueous Sr-85 was added to the particles. After being allowed to
dry overnight in a well-ventilated exhausted box in a fume hood (T: 22.0 ± 0.7 ◦C; RH:
24.9 ± 0.5%), the spiked substrate particles were mixed again for approximately 10 min
to ensure a homogenous mixture. Then, the dry particles were transferred to saltshakers
(Tablecraft Products Company, 3-oz glass with stainless steel top, UNSPSC# 52152013), used
for application. For simulated vehicle experiments and walking experiments on concrete
and asphalt surfaces, ~3 g of particles were transferred from each saltshaker to contaminate
one testing surface. For walking experiments on the soil walking path surface, ~40 g of
particles were transferred from each saltshaker for one experiment.
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To characterize the particle size of the contaminated particles and confirm the lack
of particle clumping during contamination, an identical particle mixture was prepared,
and one aliquot was wetted with non-radiological aqueous solvent and then dried using
a procedure similar to the procedure for the preparation of radiological particles. The
particle size was determined for both aliquots using a standard test method for particle-size
analysis of soils, ASTM D422-63. The analytical results of the particle sizes are listed in
Table 1, and the wetted and nonwetted samples produced similar results.

Table 1. Particle size distribution of wetted and nonwetted simulated fallout material.

Particle Size Analysis Wetted Nonwetted

Clay (%) 24.00 28.00

Silt (%) 59.90 56.70

Sand (%) 16.10 15.30

Organic Matter (%) 0.43 0.25

Fine Gravel (%) 0 0
Sand Fractions (%)

1 mm 0.10 0.00

0.25 mm 1.10 0.00

0.15 mm 0.60 0.20

0.05 mm 14.30 15.10

2.2.2. Preparation of Surfaces for Testing

The contaminated fallout material was applied to three surfaces for the simulated
vehicle-rolling and foot-traffic experiments. These surfaces included asphalt pavers
(6′′ × 12′′ × 1.75′′, Asphalt Products, Hanover, PA, USA), concrete pavers (12′′ × 12′′ × 1.75′′,
Pewter Square Concrete Step Stone, The Home Depot, Atlanta, GA, USA), and sand (Garick
premium play sand, Garick LLC, Cleveland, OH, USA) loosely placed on vinyl fabric
(80 Vinyl Military Spec Fabric, Herculite Products Inc., Emigsville, PA, USA) covering the
floor of a tent. All the pavers were purchased in bulk and used in as-received condition.
The soil bags were opened in the laboratory a few days before use; thus, the soil was
equilibrated to laboratory conditions (T: 21.9 ± 0.7 ◦C and RH: 54 ± 7%).

The Garick sand utilized was selected as follows: Two (2) Israeli sandy soil samples,
including “Ze’elim” and “Rotem”, were received and characterized. Two (2) local soil
samples, including Ohio mulch (Ohio Mulch, Columbus, OH, USA) and the Garick sand
with similar particle sizes, were characterized and compared at the same time. The test
results are listed in Table 2.

Table 2. Particle Size Distribution of Different Soils.

Israel Soil Samples Experimental Bulk Soil
Particle Size Analysis

Ze’elim Rotem Ohio Mulch Garick

Clay (%) 4 2 1.5 2

Silt (%) 4 1.2 1.6 0.8

Sand (%) 92 96.8 74.4 97.2

Organic Matter (%) 0.08 0 0.87 0.05

Fine Gravel (%) 0 0 22.5 0
Sand Fractions (%)

1 mm 0.1 1 12.6 1.4

0.25 mm 28.9 87.3 59.6 74

0.15 mm 10.6 5.8 1.4 12.3

0.05 mm 52.4 2.7 0.08 9.5
Texture Class Sand Sand Sand Sand
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Garick sand was selected for the study because of its particle sizes in the sand fraction,
similar to Rotem particle sizes. While this sand is technically a “soil”, the material will be
referred to throughout this document as a “sand surface” because the surface is primarily
sand and also because one of the stabilization products is called “Soil2O” which tends to
cause some linguistic confusion.

2.2.3. Preparation of Stabilization Technologies

Based on manufacturers’ instructions and previous studies [13,14], aqueous solutions
were prepared for each stabilization technology for the dry runs, and the concentrations
were finalized for actual testing. The preparation procedure for each stabilization technol-
ogy is summarized below. The deionized (DI) water was from a Barnstead DI water system
(D12681, Barnstead International, Dubuque, IA, USA).

CaCl2 solution was prepared by weighing 100 g of CaCl2 pellets and transferring them
to a 2 L volumetric flask. The flask was partially filled with DI water and mixed until solids
were completely dissolved. Then, the flask was filled to the volume of 1600 mL with DI
water and mixed again until the solution was homogenous. Soil2O (5 g) was weighed and
transferred to a 2 L volumetric flask. The flask was partially filled with DI water and mixed
until the powder was dissolved. Then, the flask was filled to a volume of 1600 mL with DI
water and mixed again until the solution was homogenous. Phos-Chek MVP-Fx (110 g)
was weighed and transferred to a 1 L volumetric flask. The flask was filled partially with
DI water and mixed until solids were completely wet, and then the flask was filled to the
1 L volume with DI water and mixed well.

2.2.4. Radiological Contamination and Stabilization of Surfaces

In an actual fallout event, the material loading level would vary greatly depending
on the height of a possible explosion, ground characteristics below a possible explosion,
distance from the release point, meteorological conditions, and ventilation of residences or
offices. Previous fallout decontamination research [17,18], mostly outdoor, has used surface
densities of approximately 20 mg/cm2, so a similar density was used as the surface loading.
To apply contaminated particles to the testing surface, approximately 3 g of particles were
measured and transferred into a saltshaker and rotated to mix well. One shaker was
emptied onto each target area, where foot or tire contact was made of the simulated traffic
surface (12.5 cm by 15 cm) corresponding to 16 mg/cm2 and 5 to 6 μCi of Sr-85. For walking
experiments on the sand walking path surface, 40 g of contaminated particles was applied
to each target area (45 cm by 45 cm), corresponding to 20 mg/cm2 and 80 μCi of Sr-85. The
contaminated concrete, asphalt, and sand walking path surfaces are shown in Figure 1.

 

Figure 1. Application of simulated fallout material (SFM) to tested surfaces. (A) Use of stencil to
define target area; (B) Concrete; (C) Asphalt; (D) Sand.

2.2.5. Measurement of Sr-85 Activity

The measurement of gamma radiation of Sr-85 from the testing surfaces was per-
formed using a sodium iodide (NaI) spectrometer (Canberra InSpector 1000, Canberra
Industries, Inc., Meriden, CT, USA) with different customized stand frames (Figure 2)
made of Plexiglass® to ensure a constant distance (1.27 cm) between the detector and
the measured surfaces. After applying Sr-85 contaminated particles to the testing surface
or following the application of stabilization technologies on the contaminated surfaces,
the center of the contaminated area was measured for the activity of Sr-85. To track the
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transfer of Sr-85 as the result of the movement of simulated vehicles and walking, the con-
taminated/stabilized surfaces, transferred surfaces that were previously uncontaminated
surfaces, and the tires/boots were measured for the activity of Sr-85 after rolling simulated
vehicle/walking across the surfaces. The instrument performance testing of Canberra
InSpector 1000 was conducted daily and met the acceptance criteria. Specifically, the instru-
ment’s accuracy was monitored through daily performance checks, which included analysis
of a sealed sample of 1 μCi Sr-85. The sealed sample was analyzed in the same geometry
with respect to the probe with a 100-s acquisition time. The instrument performance was
considered consistent if the relative percent difference (RPD) of the measured activity and
the theoretical value of Sr-85 prepared due to decay were within 10% throughout the testing.
Based on the half-life of Sr-85 (64.8 days), the theoretical values were calculated on each
experiment day. Across the two months of testing, the RPD ranged from -2.4% to 2.5%,
indicating the consistency of instrument performance.

 

Figure 2. Activity Measurement Using Frames Customized to (A) Tires; (B) Surfaces; and (C) Boots.

2.2.6. Evaluation of Stabilization Technologies

The stabilization technologies were applied to the surfaces studied as described below,
and the exact application varied with the type of experiment and the specific surfaces
involved. As an example, Figure 3 shows the stabilization technologies for treated surfaces
before and after drying. Figure 3 is intended to highlight the appearance of the technologies,
whereas later figures illustrate the steps of evaluating the technologies.

 

Figure 3. Surfaces Treated with Stabilization Technologies (Left: Wet; Right: Dry).

Simulated vehicle experiments and walking experiments were conducted on the three
surfaces treated with three stabilization technologies on each surface. Quality control (QC)
samples included background and nonstabilized controls (NSCs). All the radiological
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stabilization technology testing experiments were performed in a containment tent (Dual
Chamber Tent, LANCS Industries, Kirkland, WA, (15 ft long × 8 ft wide × 7 ft high)
as shown in Figure 4, which was located in a laboratory. The temperature and relative
humidity (RH) were continuously monitored in the tent, and the data were stored in
a HOBO data logger. Throughout stabilization technology evaluation experiments, the
average temperature and RH in the tent were 21.9 ± 0.7 ◦C and 53.5% ± 6.6%, respectively.

 

Figure 4. Radiological Containment Tent.

The radiological testing technicians wore personal protective equipment (PPE) that
included protective coveralls, gloves, shoe covers, boots, powered air-purifying respirators,
and a personal air sampler (AirChek 52, SKC Inc., 863 Valley View Road, Eighty-Four,
PA, USA). The AirChek 52 personal air sampler collected particulates on a glass fiber
filter during each experiment. The filters were analyzed for Sr-85 activity to monitor for
possible inhalational exposure to the radiological testing technician (all results were below
background levels). The tent was connected to a high-efficiency particle air filtration system,
and two air sampling systems (LV-10, F&J Specialty Products Inc., Ocala, FL, USA) were
operated at 3 cubic feet per minute (cfm) to collect air samples on 47 mL round quartz
fiber filters within the radiological containment tent during experiments. As shown in
Figure 5, an additional air sampling system (HV-1, F&J Specialty Products, Inc., Ocala,
FL, USA) operating at approximately 5 cfm was used during walking experiments on the
sand walking path surfaces at low height (~30 cm above the contaminated sand surface) to
collect air samples and characterize particle resuspension of aerosolizable range particles.
The sampling system utilized 47 mm FP-XM glass fiber filters (F&J Specialty Products, Inc.,
Ocala, FL, USA).

 

Figure 5. Schematic Diagram of High-Volume Sampler and Filter Sample Setup (left); with pic-
tures of the pump (right) and tubing and sampling head (middle) to show a relationship to the
containment tent.
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2.2.7. Simulated Vehicle Experiments

For simulated vehicle experiments, approximately 3 g of Sr-85 contaminated particles
was applied to each testing surface with a surface area of 12.5 cm × 15 cm (using a template
to maintain repeatable particle coverage). Four (4) contaminated surfaces without the
application of any stabilization technologies were prepared for each testing surface as NSCs.
Uncontaminated surfaces served as blanks for background measurements. After the surface
was contaminated with Sr-85, a stabilization technology solution was sprayed onto the
contaminated surfaces (Figure 6A) and allowed to dry in the tent (drying time ranged from
overnight to 3 days, as the surfaces did not all seem to dry completely overnight). CaCl2 and
Soil2O solutions were sprayed using a two-gallon multipurpose pump-up Scotts sprayer
with the cone spray setting (Item 190498, https://www.scotts.com, accessed on 9 April
2022). Phos-Chek MVP-Fx solution was sprayed using a 0.5-gallon multipurpose handheld
pump-up sprayer (Item 56167, http://www.harborfreight.com, accessed on 9 April 2022)
because the other sprayer would quickly clog while using Phos-Chek MVP-Fx. Four (4)
contaminated surfaces with each stabilization technology were prepared for each testing
surface material. A small wagon (Model # H-2547; deck size: 24′′ × 48′′, load capacity:
3000 lb; wheel type: 16′′ pneumatic; https://www.uline.com/, accessed on 9 April 2022)
fitted with pneumatic tires with tread comparable to applicable vehicle tires (Figure 6B)
was loaded with 800 lb of concrete pavers that generated a contact pressure similar to
applicable vehicles with downforce of 2000 lb. The evaluation testing for one testing
surface material was set up under four tires simultaneously (Figure 6C). The wagon was
manually pulled to move across contaminated/stabilized surfaces, as shown in Video S1
in Supplemental Information. The radiological activities of the contaminated/stabilized
surfaces were measured before and after simulated vehicle rolling.

 

Figure 6. Sprayers Used in Study (A), Wagon Used to Simulate Applicable Vehicle (B), and Simulated
Vehicle Tire (C).

The contaminated surfaces were replaced with uncontaminated surfaces, and the
wagon was pushed backward across the uncontaminated transfer surfaces. The radio-
logical activities of the previously uncontaminated and post-traffic contaminant transfer
surfaces were measured to evaluate the magnitude of Sr-85 transfer. The radiological
activities of Sr-85 from the tires having contacted the center of the contaminated/stabilized
surfaces were measured to quantify the residual of Sr-85 contaminated particles on the
tire. All measurements were done using an NaI spectrometer with different customized
stand frames made of Plexiglass® to ensure a constant distance (1.27 cm) between the
detector and the measured surfaces. For testing experiments on sand surfaces, both con-
taminated/stabilized and transferred surfaces were prepared by filling a 25 cm × 25 cm
template on a piece of Herculite® plastic sheeting (Emigsville, PA, USA) with equal amounts
of premeasured sand. Then, the sand surfaces were contaminated/stabilized the same
way as the concrete and asphalt pavers. The same rolling procedures were applied to sand
surfaces, and the corresponding measurements were performed.
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2.2.8. Straight-Line Walking Experiments

For foot traffic experiments, similar testing was performed with technicians wearing
rubber boots (Item: Dunlog 86020, https://www.dunlopboots.com/, accessed on 9 April
2022) while walking across the testing surfaces. As with the simulated vehicle experiments,
approximately 3 g of Sr-85 contaminated particles was applied to each testing surface
with a surface area of 12.5 cm × 15 cm using a template. Four (4) contaminated surfaces
were prepared for each testing surface as experiment controls. For stabilization technology
testing experiments, the testing surfaces were dosed first with Sr-85 contaminated particles.
After the surface was contaminated, a stabilization technology solution was sprayed onto
the contaminated surfaces using a sprayer and allowed to dry (drying time ranged from
overnight to 3 days, as the surfaces did not all dry completely overnight). CaCl2 and
Soil2O solutions were also sprayed using a 2 gallon, multipurpose Scott’s sprayer with the
cone spray setting. Phos-Chek MVP-Fx solution was sprayed using the same 0.5 gallon,
multipurpose handheld sprayer as described above. Four (4) contaminated surfaces treated
with each stabilization technology were prepared for each testing surface. The Sr-85
contaminated surfaces treated with/without stabilization technologies were tested first
by walking across alternately placed contaminated surfaces, with one footstep on each
surface, and subsequently onto previously uncontaminated surfaces (Figure 7 and Video S2).
The boots were taken off and placed on a customized boot stand. The contaminated
surfaces were measured for activity before and after walking. The activity of previously
uncontaminated surfaces and Sr-85 transferred to the boots was measured.

 

Figure 7. Straight-line Walking Experiment.

2.2.9. Circuit Path Walking Experiments

For the sand circuit walking path surfaces, the walking path included a contaminated
sand surface (45 cm × 45 cm) connected with an uncontaminated surface (1st step and 2nd
step including transfer surfaces, 45 cm × 90 cm) and non-sand surface (3rd step to 8th step
and Start/Stop point). Figure 8 shows the post-walking condition of the control experiment
and the walking path schematic diagram, and Video S3 shows an example experiment.
To prepare the sand walking path, a premeasured amount of approximately 11 kg of
loose sand was evenly distributed onto the defined area, including the contaminated area
and the 1st step and 2nd step area. Approximately 40 g of Sr-85 contaminated particles
were applied to the contaminated area of the walking path. To stabilize the contaminated
surfaces, CaCl2, Phos-Chek MVP-Fx, and Soil2O solutions were sprayed using sprayers, as
mentioned previously. One NSC experiment was contaminated with Sr-85 particles but was
not sprayed with any stabilization technology. The other three experiments were performed
similarly, but the contaminated surfaces were treated separately with the three stabilization
technologies. The experiments were conducted to take the 1st step onto one-half of the
45 cm section of contaminated sand (with or without stabilization technologies). The next
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two steps were onto two (2) 45 cm sections of previously uncontaminated sand, followed
by the remainder of the loop on the previously clean Herculite surface. Each time the
walker stepped onto the contaminated surface, they alternated which foot they started
with to keep the potential transfer as similar as possible. The walking path experiment was
conducted for 5 continuous minutes (in the same direction) for approximately 36 passes.

 

Figure 8. Appearance of Circuit Walking Path (A) Pre- and Post- (B) Walking for (C) Schematic
Diagram for Circuit Walking Path Experiment. Panel (B) also depicts the use of the radiation detector
for this type of experiment.

The contaminated/stabilized surfaces were measured for activity before and after
walking. The transferred surfaces and boots were also measured for the activity of Sr-85 to
estimate the amount of transfer. All the measurements were accomplished by using an NaI
spectrometer with customized stands made of Plexiglass® to ensure a constant distance
(1/2′′) and geometry between the detector and the measured surfaces (Figure 9). The areas
of each step where particles accumulated along the non-sand portion of the walking path
were also measured for the activity of Sr-85 to further evaluate the transfer. A filter sample
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was placed on the floor at the edge of the contaminated soil surface to monitor the spread
of Sr-85 contaminated particles, and an air sample with the sampling head deployed about
30 cm above the edge of the contaminated area was collected from each experiment using
the same type of filters (47 mm FP-XM glass fiber filter, F&J Specialty Products, Inc., Ocala,
FL, USA) to measure the resuspension of Sr-85 contaminated particles.

 

Figure 9. Customized stand for activity measurements from boots, shown for CaCl2. Also visible is
residue on boots from contaminated asphalt without stabilization technology, indicated as the control,
and with the labeled stabilization technologies. The use of the radiation detector is depicted for the
CaCl2 stabilizer; its use was similar for the other stabilizers and the nonstabilized control.

2.2.10. Calculation of Percent Removal, Percent Transfer, and Percent Residual

The efficacy of stabilization technologies was evaluated through the calculation of
percent removal (%R) after the application of stabilization technologies on different testing
surfaces. The efficacy was also evaluated by calculating the percent transfer (%T) of activity
from contaminated/stabilized surfaces to previously uncontaminated surfaces. These
metrics were calculated using the following equations:

%R = (1 − Ar/Ao) × 100% (1)

%T = At/Ao × 100% (2)

where Ao is the activity from the contaminated/stabilized surface before vehicle-rolling or
foot traffic, Ar is the activity from the contaminated/stabilized surface after vehicle rolling
or foot traffic, and At is the activity from the previously uncontaminated surface after foot
traffic or vehicle rolling experiments. The results were extrapolated by averaging to reflect
the transfer of the whole surface.

The percent residual (%Res) remaining on the tires and boots after each experiment
was calculated using the %T equation based on the residual activity of Sr-85 contaminated
particles on tires/boots as the final activity and the activity of Sr-85 contaminated/stabilized
testing surfaces as the original activity:

%Res = ARes/A0 × 100% (3)

where A0 is the activity from the contaminated/stabilized surface before vehicle-rolling or
foot traffic, and ARes is the residual activity from the tires/boots. All the calculations were
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completed using the activity data collected from the experiments. Since each experiment
lasted approximately 1.5 to 3 h, the data set for each experiment was used directly in the
above calculations without any correction for radioactive decay. An independent group
t-test at a 95% confidence interval was used to investigate differences in percent removal,
transfer, and residual on tires/boots among different stabilization technologies.

3. Results and Discussion

The efficacy of the stabilization technologies selected was measured for each testing
surface during simulated vehicle and foot traffic experiments. The %R of activity (from
Sr-85 tagged particles) from the contaminated surface, %T of activity to a previously
uncontaminated surface, and %Res activity remaining on the tire or boot after the vehicle
and foot traffic experiment were calculated using the equations mentioned previously. All
activities in the calculations were background-corrected.

3.1. Simulated Vehicle Experiments

The average %R, average %T, average %Res, and their corresponding standard devia-
tion (SD) for each stabilization technology and testing surface are shown in Table 3. Four
(4) replicates were conducted per stabilization technology and testing surface.

Table 3. Efficacy of stabilization technologies during simulated vehicle experiments, expressed as
average ± standard deviation.

Test Surface
Stabilizaiton
Technology

Initial CPS
(Average)

Removal
(%R)

Transferred
(%T)

Residual
(%R)

Asphalt

Control 1497 15 ± 1 8 ± 1 9 ± 1

CaCl2 1089 5 ± 4 1 ± 1 4 ± 2

MVP-Fx 1292 2 ± 1 0.2 ± 0.6 0.5 ± 0.4

Soil2O 1210 10 ± 5 5 ± 2 9 ± 7

Concrete

Control 1773 7 ± 3 5 ± 2 3 ± 1

CaCl2 1219 0.9 ± 0.7 1 ± 1 0.8 ± 0.9

MVP-Fx 1346 3 ± 1 1 ± 1 2 ± 1

Soil2O 1382 5 ± 1 4 ± 1 2 ± 1

Sand

Control 1363 41 ± 8 9 ± 3 20 ± 2

CaCl2 1303 17 ± 4 3 ± 2 5 ± 3

MVP-Fx 1312 16 ± 6 3 ± 1 2 ± 1

Soil2O 1325 25 ± 2 6 ± 2 11 ± 4

3.1.1. Percent Removal from Contaminated Surfaces

Figure 10 shows the average %R of Sr-85 contaminated particles from the NSCs and
the surfaces stabilized with CaCl2, Phos-Chek MVP-Fx, and Soil2O treated pavers. Table 4
lists the p-values from the t-tests performed. The p-values indicate the probability that the
groupings of data were from the same population, i.e., statistically similar at the 95% level.
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Figure 10. Percent Removal of Sr-85 Contaminated Particles for Vehicle Experiments.

Table 4. Statistical results (p-values) for simulated vehicle experiments percent removal. Gray shading
indicates a significant difference (p < 0.05).

Surface Stab. Tech. CaCl2 MVP-Fx Soil2O

Asphalt
Control 0.0172 <0.0001 0.1764
CaCl2 0.2535 0.1655

MVP-Fx 0.0475

Concrete
Control 0.0255 0.0394 0.2081
CaCl2 0.0133 0.0010

MVP-Fx 0.0322

Sand
Control 0.0017 0.0023 0.0251
CaCl2 0.6876 0.0101

MVP-Fx 0.0256

Generally, the potential for removal, indicated by the control %R, was highest for the
sand surface, followed by asphalt and concrete. Interpreting the efficacy values in the figure
in combination with the p-values reveals the following for specific surfaces.

Asphalt surfaces. CaCl2 (5 ± 4 %R) and MVP-Fx (2 ± 1 %R) resulted in significantly
decreased %R compared to the NSC (15 ± 1 %R), while Soil2O (10 ± 5 %R) did not. MVP-Fx
(2 ± 1 %R) demonstrated significantly lower %R than Soil2O (10 ± 5 %R), but no significant
difference from CaCl2 (5 ± 4 %R). CaCl2 (5 ± 4 %R) and Soil2O (10 ± 5 %R) generated %R
values that were not significantly different from one another.

Concrete surfaces. CaCl2 (0.9 ± 0.7 %R) and MVP-Fx (3 ± 1 %R) resulted in signifi-
cantly decreased %R compared to the NSC (8 ± 2 %R), while Soil2O (5 ± 1 %R) did not.
CaCl2 (0.9 ± 0.7 %R) demonstrated significantly lower %R than MVP-Fx (3 ± 1 %R) and
Soil2O (5 ± 1 %R). MVP-Fx (3 ± 1 %R) demonstrated significantly lower %R than Soil2O
(5 ± 1 %R), but significantly higher than CaCl2 (0.9 ± 0.7 %R). Soil2O (5 ± 1 %R) demon-
strated %R values that were significantly higher than CaCl2 (0.9 ± 0.7 %R) and MVP-Fx
(3 ± 1 %R).

Sand surfaces. CaCl2 (17 ± 4 %R), MVP-Fx (16 ± 6 %R), and Soil2O (25 ± 2 %R) resulted
in significantly decreased %R compared to the NSC (41 ± 8 %R). CaCl2 (17 ± 4 %R) and
MVP-Fx (16 ± 6 %R) generated %R values that were not significantly different from one
another. Soil2O (25 ± 2 %R) generated %R values that were significantly higher than CaCl2
(17 ± 4 %R) and MVP-Fx (16 ± 6 %R).

3.1.2. Percent Transfer to Uncontaminated Surfaces

Figure 11 shows the average percent transfer of Sr-85-contaminated particles from
the NSCs and from the surfaces that were stabilized with CaCl2, Phos-Chek MVP-Fx, and
Soil2O treated pavers to pavers that were previously uncontaminated. Table 5 shows the
p-values from the t-tests performed on the data. The p-values indicate the probability that
the groupings of data were from the same population, i.e., statistically similar.
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Figure 11. Percent Transfer of Sr-85 Contaminated Particles for Vehicle Experiments.

Table 5. Statistical results (p-values) for simulated vehicle experiments percent transfer. Gray shading
indicates a significant difference (p < 0.05).

Surfaces Stab. Tech. CaCl2 MVP-Fx Soil2O

Asphalt
Control <0.0001 <0.0001 0.0444
CaCl2 0.0802 0.0160

MVP-Fx 0.0065

Concrete
Control 0.0139 0.0072 0.2285
CaCl2 0.8527 0.0281

MVP-Fx 0.0073

Sand
Control 0.0070 0.0055 0.0759
CaCl2 0.9631 0.0411

MVP-Fx 0.0277

In general, the potential for transfer, indicated by the control %T, was similar for the
three surfaces, as the average %T values ranged from approximately 6% to 9%. Interpreting
the efficacy values in the figure in combination with the p-values from the table reveals the
following for specific surfaces.

Asphalt. CaCl2 (1 ± 1 %T), MVP-Fx (0.2 ± 0.6 %T), and Soil2O (5 ± 2 %T) resulted in
significantly decreased %T compared to the NSC (8 ± 1 %T); the statistical power of the
CaCl2 and MVP-Fx (p < 0.0001) were much higher than Soil2O (p = 0.04). CaCl2 (1 ± 1 %T)
and MVP-Fx (0.2 ± 0.6 %T) generated %T values not significantly different from one
another, and both produced %T values that were significantly less than Soil2O (5 ± 2 %T).

Concrete. CaCl2 (1 ± 1 %T) and MVP-Fx (1 ± 1 %T) resulted in significantly decreased
%R compared to the NSC (6 ± 2 %T), while Soil2O (4 ± 1 %T) did not. CaCl2 (1 ± 1 %T)
and MVP-Fx (1 ± 1 %T) generated %T values that were not significantly different from one
another, and both produced %T values that were significantly less than Soil2O (4 ± 1 %T).

Sand. CaCl2 (3 ± 2 %T) and MVP-Fx (3 ± 1 %T) resulted in significantly decreased
%R compared to the NSC (9 ± 3 %T), while Soil2O (6 ± 2 %T) did not. CaCl2 (3 ± 2 %T)
and MVP-Fx (3 ± 1 %T) generated %T values that were not significantly different from one
another, and both produced %T values that were significantly less than Soil2O (6 ± 2 %T).

3.1.3. Percent Residual Activity on Simulated Vehicle Tires

Figure 12 shows the average percent residual of Sr-85 contaminated particles that
remained on simulated vehicle tires after each experiment, including the NSCs and surfaces
stabilized with CaCl2, Phos-Chek MVP-Fx, and Soil2O. Table 6 shows the p-values from the
t-tests performed on the data. The p-values indicate the probability that the groupings of
data were from the same population, i.e., statistically similar.
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Figure 12. Percent Residual Activity of Sr-85 Contaminated Particles for Vehicle Experiments.

Table 6. Statistical results (p-values) for simulated vehicle experiments percent residual. Gray shading
indicates a significant difference (p < 0.05).

Surfaces Stab. Tech. CaCl2 MVP-Fx Soil2O

Asphalt
Control 0.0036 <0.0001 0.9709
CaCl2 0.0267 0.2282

MVP-Fx 0.0907

Concrete
Control 0.0089 0.1401 0.0743
CaCl2 0.0388 0.0404

MVP-Fx 0.7378

Sand
Control 0.0002 <0.0001 0.0056
CaCl2 0.1503 0.0601

MVP-Fx 0.0169

The potential for residual, indicated by the control %Res, was highest for the sand
surface, followed by asphalt and concrete. Interpreting the efficacy values in the figure in
combination with the p-values from the table reveals the following for specific surfaces.

Asphalt. CaCl2 (4 ± 2 %Res) and MVP-Fx (0.5 ± 0.4 %Res) resulted in significantly
decreased %Res compared to the NSC (9 ± 1 %T), while Soil2O (9 ± 7 %Res) did not.
MVP-Fx (0.5 ± 0.4 %Res) demonstrated significantly lower %R than CaCl2 (4 ± 2 %Res),
and both of those produced less %Res than Soil2O (9 ± 7 %Res). However, the difference
between MVP-Fx and Soil2O was not statistically significant (likely due to the relatively
high variability of the Soil2O result).

Concrete. Only CaCl2 (0.8 ± 0.9 %Res) resulted in significantly decreased %Res com-
pared to the NSC (3 ± 1 %Res), while MVP-Fx (2 ± 1 %Res) and Soil2O (2 ± 1 %Res) did
not. CaCl2 (0.8 ± 0.9 %Res) resulted in significantly lower %Res compared to both MVP-Fx
(2 ± 0.7 %Res) and Soil2O (2 ± 0.5 %Res), which were not statistically different.

Sand. CaCl2 (5 ± 3 %Res), MVP-Fx (2 ± 1 %Res), and Soil2O (11 ± 4 %Res) resulted in
significantly decreased %Res compared to the NSC (20 ± 2 %Res). MVP-Fx (2 ± 1 %Res)
demonstrated significantly lower %Res than Soil2O (11 ± 4 %Res) but was not significantly
different from CaCl2 (5 ± 3 %Res). CaCl2 (5 ± 3 %Res) and Soil2O (11 ± 4 %Res) generated
%Res that were not significantly different from one another.

3.1.4. Simulated Vehicle Experimental Observations and Conclusions

Clearly, the sand surface provided the largest potential for transfer based on the sand
having the largest %R and %Res during the NSC experiments. Overall, in most cases, the
stabilization technologies provided improved stabilization compared to the specific NSC
results, with CaCl2 and MVP-Fx generating lower average %R values and %T values in most
cases. Both CaCl2 and MVP-Fx reduced the %R by at least a factor of 2 for all three surfaces

101



Appl. Sci. 2022, 12, 3861

tested, while Soil2O had a milder impact, demonstrating a factor of 0.4. However, there
were a few instances in which one or more of the three stabilization technologies did not
demonstrate a statistically significant improvement at the 95% confidence level. It is a
limitation imposed by the radiological containment enclosure that vehicle speeds and
vehicles representative of what would be used on a response location could not be studied.
Airflow caused by the movement of vehicles and by the exhaust and fans coming from
within the vehicle is extremely difficult to be simulated within radiological containment.

For data interpretation purposes, the %R and %T results are more reliable than the
%Res results because of the nature of the measurement. Specifically, the %R and %T
measurements were made by locating the detector probe in pre-marked positions on pavers
with the same geometry with respect to the detector probe. For the %Res measurements,
the detector probe was held near the tire, which had a curved contour both vertically and
horizontally. In addition, the tires were measured at the center location of the expected
tire contamination when the tire was oriented perpendicularly to the floor. Therefore,
occasionally some particles, estimated < 10% in most cases, were observed to have fallen
off the tire before the measurement was made.

3.2. Simulated Foot Traffic Experiments

Simulated foot traffic (i.e., walking) experiments were performed wearing boots
with both straight-line walking on contaminated pavers and circuit walking on a path.
Contaminated/stabilized pavers were measured for Sr-85 activity before and after walking
to determine the %R. The transfer surfaces were measured for the activity of Sr-85 to
evaluate the %T, and the boots were measured to determine the %Res on the boots after
the experiment. The average %R, %T, %Res, and corresponding SD for each stabilization
technology and testing surface are provided in Table 7. Four (4) replicates were conducted
per stabilization technology and testing surface.

Table 7. Efficacy of stabilization technologies for simulated foot traffic experiments, expressed as
average ± standard deviation.

Test Surface
Stabilizaiton
Technology

Initial CPS
(Average)

Removal
(%R)

Transferred
(%T)

Residual
(%R)

Asphalt

Control 1918 4 ± 1 1 ± 0.6 2 ± 0.3

CaCl2 1283 1 ± 1 ND 0.8 ± 0.7

MVP-Fx 1671 ND ND ND

Soil2O 1688 2 ± 1 0.2 ± 0.2 0.2 ± 0.2

Concrete

Control 1869 2 ± 1 1 ± 0.1 1 ± 0.4

CaCl2 1794 1 ± 1 ND ND

MVP-Fx 1685 3 ± 1 0.9 ± 0.2 0.4 ± 0.2

Soil2O 1575 2 ± 1 1 ± 0.2 0.6 ± 0.1

Sand

Control 3401 40 ± 4 8 ± 2 3.0 ± 0.4

CaCl2 2683 38.0 ± 0.4 0.6 ± 0.6 3 ± 1

MVP-Fx 2544 14.0 ± 0.2 2.0 ± 0.2 0 ± 0

Soil2O 2968 24.0 ± 0.9 0.8 ± 0.2 2 ± 0

3.2.1. Percent Removal from Contaminated Surfaces for Straight-Line Walking

Figure 13 shows the average %R of Sr-85 contaminated particles from the NSCs and
the surfaces stabilized with CaCl2, Phos-Chek MVP-Fx, and Soil2O treated pavers. Table 8
shows the p-values from the t-tests performed on the data. The p-values indicate the proba-
bility that the groupings of data were from the same population, i.e., statistically similar.
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Figure 13. Percent Removal of Sr-85 Contaminated Particles for Straight-line Walking Experiments.

Table 8. Statistical results (p-values) for foot traffic experiment percent removal. Gray shading
indicates a significant difference (p < 0.05).

Surfaces Stab. Tech. CaCl2 MVP-Fx Soil2O

Asphalt
Control 0.0024 <0.0001 0.0009
CaCl2 0.0366 0.5490

MVP-Fx 0.0027

Concrete
Control 0.0429 0.5701 0.2801
CaCl2 0.0230 0.3127

MVP-Fx 0.1435

The potential for %R appears to be highest for the sand surfaces, followed by asphalt
and concrete, as indicated by the control %R values. However, the sand results were
determined from the 5 min continuous walking experiment, so the results are not exactly
comparable. Interpreting the efficacy values in the figure in combination with the p-values
from the table reveals the following for specific surfaces.

Asphalt. CaCl2 (1 ± 1 %R), Soil2O (2 ± 1 %R) and MVP-Fx (Not Detected [ND]) resulted
in significantly decreased %R compared to the NSC (4 ± 1 %R). MVP-Fx (ND) demonstrated
significantly lower %R than Soil2O (2 ± 1 %R) and CaCl2 (1 ± 1 %R). CaCl2 (1 ± 1 %R) and
Soil2O (2 ± 1 %R) had %R values not significantly different from one another.

Concrete. Only CaCl2 (1 ± 1 %R) resulted in significantly decreased %R compared
to the NSC (2 ± 1 %R) while MVP-Fx (3 ± 1 %R) and Soil2O (2 ± 1 %R) did not. CaCl2
(1 ± 1 %R) demonstrated significantly lower %R than MVP-Fx (3 ± 1 %R). CaCl2 (1 ± 1 %R)
did not demonstrate significantly different %R from Soil2O (2 ± 1 %R). MVP-Fx (3 ± 1 %R)
did not demonstrate significantly different %R from Soil2O (2 ± 1 %R).

Sand. Note: There was a single experiment for each stabilization technology, and the
SD was based on the right and left sides of the path [N = 2], so no p-values were calculated.
MVP-Fx (14 ± 0.2 %R) and Soil2O (24 ± 0.9 %R) resulted in decreased %R compared to the
NSC (40 ± 4 %R), while CaCl2 (38 ± 0.4 %R) did not. MVP-Fx (14 ± 0.2 %R) generated the
lowest %R.

3.2.2. Percent Transfer to Uncontaminated Surfaces for Straight-Line Walking

Figure 14 shows the average %T of Sr-85 contaminated particles from the NSCs and
from the surfaces stabilized with CaCl2, Phos-Chek MVP-Fx, and Soil2O treated pavers to
pavers that were previously uncontaminated. Table 9 shows the p-values from the t-tests
performed on the data. The p-values indicate the probability that the groupings of data
were from the same population, i.e., statistically similar.

103



Appl. Sci. 2022, 12, 3861

 

Figure 14. Percent Transfer of Sr-85 Contaminated Particles for Straight-line Walking Experiments.

Table 9. Statistical results (p-values) for foot traffic experiments percent transfer. Gray shading
indicates a significant difference (p < 0.05).

Surfaces Stab. Tech. CaCl2 MVP-Fx Soil2O

Asphalt
Control 0.0035 0.0121 0.0108
CaCl2 0.7594 0.0422

MVP-Fx 0.0010

Concrete
Control <0.0001 0.0407 0.1677
CaCl2 <0.0001 <0.0001

MVP-Fx 0.4502

The potential for %T appeared to be highest for the sand surface, as evidenced by the
control %T being more than four times larger than the other %T values. However, the sand
results were determined from the 5 min continuous walking experiment, so the results are
not exactly comparable. Interpreting the efficacy values in the figure in combination with
the p-values from the table reveals the following for specific surfaces.

Asphalt. CaCl2 (ND %T), MVP-Fx (ND %T), and Soil2O (0.2 ± 0.2 %T) resulted in
significantly decreased %T compared to the NSC (1 ± 1 %T). CaCl2 (ND %T) and MVP-Fx
(ND %T) generated %T values that were not significantly different from one another, and
both produced %T values that were significantly less than Soil2O (0.2 ± 0.2 %T).

Concrete. CaCl2 (ND %T) resulted in significantly decreased %T compared to the
NSC (1 ± 0.1 %T), while MVP-Fx (0.9 ± 0.2 %T) and Soil2O (1 ± 0.2 %T) did not. Soil2O
(1 ± 0.2 %T) and MVP-Fx (0.9 ± 0.2 %T) generated %T values that were not significantly
different from one another, and both produced %T values that were significantly higher
than CaCl2 (ND %T).

Sand. Note: There was a single experiment for each stabilization technology, and the
SD was based on the right and left sides of the path [N = 2], so no p-values were calculated.
CaCl2 (0.6 ± 0.6 %T), MVP-Fx (2 ± 0.2 %T), and Soil2O (0.8 ± 0.2 %T) resulted in decreased
%T compared to the NSC (8 ± 2%T).

3.3. Circuit Walking Path Results

For each stabilization technology, the average percent transfer of each step is provided
in Table 10 and Figure 15. See Figure 8 for the NSC results for transferred sand and experi-
mental schematic. The first step was always non-detect as the walker was always stepping
from the noncontaminated area, after 8 steps on the non-sand surface, onto that area. The
second step was taken from the contaminated area to the previously uncontaminated sand,
so this area was expected to have had the highest degree of transfer. However, for the NSC
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and CaCl2, the fourth step (i.e., the footstep from the second step area) had the highest
transfer. The CaCl2 stabilized sand seemed to form a crust that bound to the boot upon the
first step, similar to the NSC as suggested by the CaCl2 %R, but the crust did not release
from the boot until a step was made onto the non-sand surface. The third step area was
expected to be relatively lower in transfer because the step was coming from the first step
area. The measurable radioactivity was likely a product of kicking from the second step
area or release from the boot upon stepping onto a different surface type. The radiological
activities measured in the second step area, fourth step area, and sixth step area were
generally higher, and more evident in the NSC than in the third, fifth, and seventh step
area due to the more direct transfer of Sr-85 contaminated particles from the boot contact
with those particles during every lap. The transfer of particles into the odd number step
areas was due mostly to particles that had remained on the boot from at least the previous
lap, or before.

Table 10. Percent transfer of walking experiments to sand and non-sand.

Step Number Control Soil2O CaCl2 MVP-Fx

1 ND 1 ND ND ND

2 8% 4% 0.6% 1%

3 3% 0.8% 3% 0.8%

4 10% 2% 6% 0.9%

5 1% 0.2% NC 1%

6 4% ND 0.3% ND

7 ND 2% ND ND

8 NC 2 ND 2% ND
1 ND = Not detected. 2 NC = Not collected because no particles were deposited.

 

Figure 15. Percent Transfer for Walking Experiment on the Sand Walking Path.

3.3.1. Percent Residual Activity on Boots from Circuit Walking

Figure 16 shows the average %Res of Sr-85 contaminated particles that remained
on boots after each experiment, including the NSCs and surfaces stabilized with CaCl2,
Phos-Chek MVP-Fx, and Soil2O. Table 11 shows the p-values from the t-tests performed on
the data. The p-values indicate the probability that the groupings of data were from the
same population, i.e., statistically similar.
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Figure 16. Percent Residual of Sr-85 Contaminated Particles from Foot Traffic Experiments.

Table 11. Statistical results (p-values) for foot traffic experiments percent residual. Gray shading
indicates a significant difference (p < 0.05).

Surfaces Stab. Tech. CaCl2 MVP-Fx Soil2O

Asphalt
Control 0.1143 <0.0001 0.0004
CaCl2 0.0481 0.1662

MVP-Fx 0.0023

Concrete
Control 0.0120 0.0553 0.1460
CaCl2 0.0799 0.0157

MVP-Fx 0.1769

The potential for residual appeared to be highest for the sand surface, as indicated by
the control %Res. However, the sand results were determined from the 5 min continuous
walking experiment, so the results are not exactly comparable. Interpreting the efficacy
values in the figure in combination with the p-values from the table reveals the following
for specific surfaces.

Asphalt. Soil2O (0.2 ± 0.2 %Res) and MVP-Fx (ND %Res) resulted in significantly
decreased %Res compared to the NSC (2 ± 0.3 %T), while CaCl2 (0.8 ± 0.7 %Res) did not.
MVP-Fx (ND %Res) demonstrated significantly lower %Res than CaCl2 (0.8 ± 0.7 %Res)
and Soil2O (0.2 ± 0.2 %Res).

Concrete. Only CaCl2 (ND %Res) resulted in significantly decreased %Res compared
to the NSC (1 ± 0.4 %Res), while MVP-Fx (0.4 ± 0.2 %Res) and Soil2O (0.6 ± 0.1 %Res)
did not, although MVP-Fx was close to being significantly different (p = 0.056). CaCl2
(ND %Res) resulted in significantly lower %Res compared to Soil2O (0.6 ± 0.1 %Res).

Sand. Note: There was a single experiment for each stabilization technology, and the
SD was based on the right and left sides of the path [N = 2], so no p-values were calculated.
MVP-Fx (ND %Res) and Soil2O (2 ± 0 %Res) resulted in decreased %Res compared to
the NSC (3 ± 0.4 %Res). CaCl2 (3 ± 0.6 %Res) generated higher average %Res than NSC
(3 ± 0.4 %Res).

3.3.2. Resuspension during Circuit Walking

A filter sample was deployed near the edge of the transition area (from Sr-85 contami-
nated sand surface to uncontaminated loose sand area) for each walking experiment on
the sand walking path to monitor the spread of Sr-85 contaminated particles adjacent to
the contaminated area. During the experiments, there were no visible particles transferred
(kicked or dragged, etc.) over to the filter, and the measurements for each experiment were
extremely close to the background measurements. The NSC sample produced a non-detect
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result, while each stabilization technology experiment produced less than 4 counts per
second (cps), indicating a minimal presence of radiological material.

For the air sampler (5 cfm flow) set up approximately 30 cm above the ground near the
contaminated area to collect an air sample for each sand walking path experiment, radiolog-
ical activity was detected only from the air samples collected during the NSC experiment
(2.8 × 10−10 μCi/mL) and the Soil2O stabilization technology (9.7 × 10−11 μCi/mL). These
values are two to three orders of magnitude less than the derived air concentration (DAC)
value (6 × 10−7 μCi/mL for Sr-85 particles potentially retained for years after exposure)
listed in the US regulations for standards for radiation protection [19]. The DAC is defined
as the concentration of a given radionuclide in the air which, if breathed for a working
year of 2000 h under conditions of light work (1.2 cubic meters of air per hour), results in
an intake of one annual limit on intake. The DAC values are presented for information
only because they are intended to control chronic occupational exposure and are calculated
based on a semi-infinite cloud of uniform concentration. This is not necessarily the expo-
sure these experiments are intended to simulate, so the relationship between DAC and the
experimental results may differ in an actual incident.

Particles containing approximately 80 μCi were placed on the surface prior to the
walking experiment. For the NSC experiment, approximately 2 × 10−4 μCi was measured
on the air sample, and for the Soil2O experiment, approximately 7 × 10−5 μCi was mea-
sured on the air sample. The ratio of measured activity in the air to the activity available on
the ground was 2.5 × 10−6 and 9 × 10−7 for the NSC and Soil2O experiments, respectively.
Albeit slight, the Soil2O experiments indicated a decreased availability of particles for
inhalation. Neither air sample collected during the CaCl2 and Phos-Chek MVP-Fx experi-
ments generated detectable radiological activity, indicating they also functioned to decrease
the availability of particles. During each simulated vehicle and foot traffic experiments
(and all the experimental preparatory work, including particle contamination), two air
samples (3 cfm flow) were collected in the general work area of the containment tent. The
average concentration of these samples was 4.9 × 10−13 μCi/mL, approximately six orders
of magnitude less than the DAC.

3.3.3. Foot Traffic Experimental Observations and Conclusions

Similar to the vehicle experiments, the individual results can be viewed in the context
of the statistical result summaries above. For the asphalt and concrete experiments, less
than 5% of the particles were removed from the NSC experiments, whereas during the
walking path experiment, almost 40% of the particles were removed. In most cases, the
stabilization technologies provided improved stabilization compared to the surface-type-
specific NSC experiment results. However, there were a few instances in which one or
more of the three stabilization technologies did not demonstrate statistically significant
improvement or had high removals even with the stabilizer. This often occurred for sand
which had the highest NSC, suggesting sand is a less stable surface to begin with, which is
arguably intuitive when compared to more solid surfaces like concrete and asphalt. This
also tended to occur for the CaCl2, which tended to form a crust on the boot, increasing the
removal from the surface of radioactivity contained in the crust.

Also, similar to the simulated vehicle experiments, the %R and %T results are more
reliable than the %Res results because of the nature of the measurement. The %R and %T
measurements were made by locating the detector probe in pre-marked positions on pavers
with the same geometry with respect to the detector probe. For the %Res measurements,
the detector probe was held near the boots, which had an uneven contour, and the sand
would bind to somewhat different locations depending on the experiment.

4. Conclusions

Removal percentages, with or without stabilizers, were higher from the soil than from
asphalt or concrete. Therefore, stabilization of contaminated soils surfaces can represent an
important goal for stabilizer application. The data and statistical analysis presented can
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aid in selecting appropriate stabilizers because they indicate the potential for stabilization
techniques to enable operations in contaminated areas. In addition, the process of perform-
ing the studies revealed numerous operational details and observations for each of the
stabilization technologies pertaining to application, surface material interactions, health
and safety concerns, and estimated cost. These are summarized in Tables S1–S3 for each of
the three stabilizers.

Related to the selection of the stabilizer at a particular site, this study also suggests
which of the several measures of contaminant spread may be most useful to determine
from future studies, whether on the laboratory, pilot, or field scale. Namely, in general,
percent removal from surface (%R) and percent transferred from contaminated to an
uncontaminated surface (%T) seemed more useful in performing statistical comparisons
between experiments. The value of the percent residue left on the tire or boot (%Res) was
often limited by the ability to reliably measure the radioactivity on the tire or boot, often
for practical reasons.

Many conclusions from the specific types of experiments are discussed above, but
further refinement of this information would result from field-scale studies, which better
represent all the forces that stabilized particles are subjected to. For instance, based on
the logistical constraints for walking experiments in the contamination enclosure tent, it
was not possible to extensively vary operationally important variables like worker mass,
walking speed, stride length, boot design and size, and other operator-specific variables
that could affect the physical stresses that walking imparts upon the stabilized radioactivity
and its ultimate resuspension. Likewise, for the vehicle experiments, it was impossible to
achieve realistic vehicle speeds in the radiological containment enclosure. Other variables
could include tire tread pattern and acceleration rate, which may be even more important
as electric, high torque vehicles, especially private ones, become more common. Electric
vehicles may result in higher resuspension due to the higher mass of their batteries [20,21].
Further, differently shaped vehicles will have different aerodynamics and the resulting
potential for air disturbance. Airflow caused by the movement of vehicles and by the
exhaust and fans issuing from within the vehicle is extremely difficult to be simulated
within a radiological containment tent.

Testing additional stabilization agents for resuspension resulting from foot and vehicle
traffic is warranted. For instance, in a study of wind-driven suspension, different saltwater
compositions yielded somewhat different results, with some results dependent on the
nature of the physical stresses on the stabilized particles [15]. Interestingly, this dependency
did not exist for one saltwater mixture, namely that from an aqueous solution from the
Dead Sea. Such dependencies can introduce uncertainty into operational decisions. Thus,
in devising studies related to foot and vehicle traffic resuspension, achieving the desirable
goal of seeking stabilizing technologies independent of the surface seems promising.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/app12083861/s1, Table S1: CaCl2 Operational Information,
Table S2: Phos-Chek MVP-Fx Operational Information, Table S3: Soil2O Operational Information,
Video S1: Simulated Vehicle Experiment Example, Video S2: Straight-line Walking Experiment
Example, Video S3: Circuit Walking Path Experiment Example.
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Abstract: In this study, the effectiveness of biodegradable food processing by-products (chicory
vinasses, corn steep liquor, decantation syrup, and palatinose molasses) as dust suppressants on
mine soils has been precisely quantified using controlled laboratory experiments and field trials.
Laboratory experiments using a wind tunnel indicate that rainfall intensity and repetitive wetting
and drying cycles affect the by-products’ effectiveness. In addition, field trials conducted using soil
plots at an open-pit lignite mine (Germany) demonstrate that the tested biomaterials can effectively
reduce dust emissions under field conditions, despite the fact that rainfall led to the leaching of the
applied biomaterials, decreasing the additives’ concentrations on the soil surface and impairing the
materials’ effectiveness to suppress wind erosion. Thus, food processing by-products may be used
for short-term dust mitigation at mine sites and represent environmentally benign alternatives to
dust control chemicals detrimental to the environment.

Keywords: dust suppressants; dust control; food industry; wastes; by-products; field testing; leaching test

1. Introduction

Dust suppressants effectively mitigate particulate matter emissions from exposed
mine soils by changing the physical properties of soil surfaces [1]. Their effectiveness
and durability are decisively impacted by environmental factors such as precipitation,
radiation or the presence of microorganisms. For example, heavy rainfall can significantly
impair the performance of ligninsulfonates, which are widely applied as non-traditional
dust suppressants, due to their water solubility [2]. Exposure to ultraviolet radiation
causes photo-oxidation of polymer-based reagents, where polymer chains cleave into
smaller segments, resulting in deterioration of the mechanical properties [3]. Biogenic
amendments (e.g., biopolymers or molasses), in turn, can be naturally decomposed by
microorganisms. Carbohydrates and proteins are recognized as food sources and are
split into oligomers, dimers, and monomers by microorganisms’ intra- and extracellular
enzymes [4]. Hence, field trials are imperative to evaluate the actual performance of
dust suppressants and to enable an appropriate product selection for applications at mine
and mineral processing sites. A variety of field studies (e.g., [5–7]) have examined the
effectiveness of dust suppressants on heavily trafficked surfaces such as unpaved roads.
However, there is a lack of experimental research investigating the effects of amendments
on reducing wind-blown dust emissions from exposed mine soils under field conditions [8].

Currently applied and investigated dust suppressants (e.g., electrochemical products,
magnesium chloride, ligninsulfonates, biopolymers) have limitations and disadvantages,
such as high product prices, detrimental effects on the environment, insolubility in cold
water, or yielding viscous solutions at low concentrations [9–12]. Food processing wastes
and by-products may pose sustainable alternatives to established dust suppressants. They
are usually inexpensive, readily available and generated in high volumes [13–15]. Moreover,
many of these materials are biodegradable and contain carbohydrates and proteins, which
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provide techno-functional properties to bind single soil particles [14]. A study has recently
shown that wastes and by-products from the food industry can enhance the unconfined
compressive strength of soils, which indicates an improved wind erosion resistance and
thus an enhanced dust control effectiveness [16]. Freer et al. [16] concluded that among the
biomaterials studied, chicory vinasses, corn steep liquor, decantation syrup, and palatinose
molasses have the highest potential to be applied as dust suppressants. In a follow-up
study, Freer et al. [17] conducted laboratory-based wind tunnel tests and demonstrated
that these biomaterials could indeed effectively mitigate wind-induced soil losses. Even
though these results are promising for the actual application of wastes and by-products
from the food industry as dust suppressants on mine soils, the study did not consider
abiotic (e.g., radiation, water) and biotic factors (e.g., bacteria), which may diminish the
effectiveness of reagents to reduce dust emissions [5]. Rainfall, in particular, may be
a controlling factor on the amendments’ effectiveness because water-soluble reagents can
be leached from the surfaces of treated soils and substrates.

This study aimed to evaluate the effectiveness of four biodegradable by-products from
the food industry (chicory vinasses, corn steep liquor, decantation syrup, and palatinose
molasses) in reducing dust emissions from mine soils. The effectiveness of dust suppression
from soils is defined herein as the degree to which by-products from the food industry
successfully reduce wind erosion from a selected sandy mine soil as measured with and
without dust control. Laboratory experiments were performed to study the effects of rainfall
intensities and wetting–drying cycles on the wind erosion resistance of treated soil surfaces.
In addition, field trials were conducted to establish the effectiveness of applied biomaterials
under actual field conditions that are indicative of possible commercial-scale application
and practice. For this study, a low-cost and low-maintenance experimental setup was
applied that is feasible for remote and difficult-to-access areas and allows various dust
control products to be tested. Thus, this research extends our knowledge of the application
of biodegradable dust suppressants on mine soils and supports the implementation of
sustainable dust control measures at mine and mineral processing sites.

2. Materials and Methods

2.1. Mine Soil

Test substrate used in this study was sampled from a sand and gravel pit in North-
Rhine Westphalia, Germany. According to DIN EN ISO 14688-1:2018-05 [18], the mine soil
can be classified as medium-coarse sand (D50 = 0.65 mm). X-ray diffraction analysis indi-
cated that the sand is dominated by quartz, with minor amounts of orthoclase, microcline
and clinochlore. Detailed material characterization of the test substrate can be found in
Freer et al. [16].

2.2. By-Products from the Food Industry

Four by-products from the food industry were investigated as dust suppressants. Each
reagent is biodegradable and readily soluble in water. Further information on the tested
biomaterials can be taken from Freer et al. [17].

2.2.1. Chicory Vinasses

Chicory vinasses is a viscous liquid obtained as a by-product during inulin and
oligofructose production from chicory. Its dry matter (DM) content is 63.3%, crude protein
being the main component (45–51% of DM). Samples of chicory vinasses were acquired
from BENEO-Orafti S.A., Tienen, Belgium [16].

2.2.2. Corn Steep Liquor

Corn steep liquor is a by-product of the steeping process of corn and has a DM content
of 27.0%. DM components are crude protein (36–49% of DM), starch, reducing sugars and
crude fiber. Cargill Deutschland GmbH, Düsseldorf, Germany supplied samples of corn
steep liquor [16].
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2.2.3. Decantation Syrup

Decantation syrup is obtained as a viscous liquid during the production of candy
sugar and has a DM content of 72.0%. Its DM consists mainly of sucrose, besides small
amounts of fructose, glucose, and oligosaccharides. BENEO-Orafti S.A. provided samples
of decanter syrup [16].

2.2.4. Palatinose Molasses

Palatinose molasses is the concentrated liquid fraction from the isomaltulose produc-
tion from sugar beets and has a DM content of 68.2%. DM components are isomaltulose
and trehalulose (>50% of DM) and sucrose, isomaltose, fructose and glucose (28–42% of
DM). Samples of palatinose molasses were acquired from BENEO-Orafti S.A. [16].

2.3. Laboratory Experiments
2.3.1. Materials

Selected biomaterials were dissolved in pure water to their specific concentration
using a magnetic stirrer to prepare homogeneous solutions (Figure 1). Chosen reagent
concentrations are shown in Table 1. It should be noted that the reagent concentration is
referred to as the dry matter content of the additive. The specific concentration of each
additive and its application rate were selected based on Freer et al. [17] who identified the
optimum parameters, whereby a further increase in concentration and application rate has
an insignificant effect on the biomaterial’s effectiveness to reduce dust emissions.

 

Figure 1. Prepared biomaterial solutions: (a) chicory vinasses, (b) corn steep liquor, (c) decantation
syrup, and (d) palatinose molasses.

Table 1. Applied additive concentration and application rate of each biomaterial.

Biomaterial Concentration (%) Application Rate (L/m2)

Chicory vinasses 10.0 1.5
Corn steep liquor 5.0 0.75
Decantation syrup 6.0 1.0

Palatinose molasses 6.0 1.0

Three soil replicates were prepared for each wind erosion test to evaluate the precision
of measured soil losses, while dry, untreated soil was selected for control samples to
determine the applied biomaterials’ quantitative dust control effectiveness. The prepared
solutions were then sprayed on soil surfaces according to their specific application rate
(Table 1). In order to ensure consistent solution application covering the entire soil surfaces
and to prevent any disturbance of soil surfaces, the solutions were carefully applied
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with a hand-held trigger sprayer. As other studies have stated (e.g., [19]), the effective
performance of dust suppressants requires careful and uniform product application. Prior
to wind tunnel experimentation, prepared soils were air-dried for seven days at ambient
laboratory temperature.

2.3.2. Experimental Methodology

Wind erosion tests were performed using a laboratory wind tunnel at the Institute
of Mineral Resources Engineering, RWTH Aachen University, Germany (Figure 2). This
facility has already been used for evaluating the effectiveness of biogenic dust suppres-
sants [17]. Sample trays were placed centrally in the test section and exposed to a laminar
airflow of 13.57 m/s for 120 s.

 

Figure 2. Setup of laboratory experiments. Constructed wind tunnel includes different components
to produce a laminar airflow: (a) fan, (b) diffuser, (c) honeycomb slits, (d) two screens, (e) contraction
cone, and (f) test section. A dGAL4-30/30 axial fan (Korfmann Lufttechnik, Witten, Germany) with
a diameter of 400 mm driven by a 1.5 kW electric motor was used to generate a constant wind speed
of 13.57 m/s.

In subsequent laboratory experiments, treated soil surfaces were investigated to find
whether different rainfall intensities and repetitive wetting-drying cycles impact the dust
control effectiveness of the investigated biomaterials. Four different rainfall intensities
were tested: (a) 0.25 L/m2, (b) 1 L/m2, (c) 2 L/m2, and (d) 4 L/m2. For this, pure water
was applied on the soil surfaces using a hand-held trigger sprayer. The first application of
water was carried out seven days after applying biomaterials. Then, individual samples
were moistened with their chosen rainfall intensities (wet–dry cycle 1) and stored in a room
at ambient temperature. After seven days of drying, the specimens were tested again in
the wind tunnel and then wetted once again (wet–dry cycle 2). The same procedure was
used for the following three wet–dry cycles (3–5). The sample tray was weighed before
and after each measurement using a PES 4200-2M (Kern & Sohn, Balingen-Frommern,
Germany) with a resolution of 0.01 g. Untreated mine soil was selected as a control to
calculate the dust control effectiveness for each experimental setup. Quantitative dust
control effectiveness is therefore defined as the ratio of total weight loss between treated
and untreated mine soil after four wet–dry cycles. Statistical analysis of measured soil
losses included calculating arithmetic mean and standard deviation values.

2.4. Field Trials
2.4.1. Test Site and Materials

A field test site was established at an open-pit lignite mine in North Rhine-Westphalia,
Germany (Figure 3c), where field experimentations were conducted between July and
August 2020. Initially, the test site was cleared of vegetation and topsoil. Then, 18 test plots
were constructed using wooden frames (length 700 mm, width 400 mm, height 56 mm)
and geotextile fabric, which was attached to the bottom surface of each frame to separate
the test substrate from the underlying soil and to allow for water drainage (Figure 3a).
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Then, each test plot was filled with mine soil up to the top of each wooden frame. Each soil
surface was then levelled, and finally, soil surfaces were treated with selected additives.
The reagent solutions’ preparation and application on the substrate surface were identical
to the procedure described in Section 2.3.1. Untreated mine soil and soil only treated
with water were set up as a control group to establish the dust control effectiveness of
selected biomaterials.

 

Figure 3. Images of field test site: (a) construction design of individual test plot showing wooden
frame and geotextile base, (b) experimental setup of a single test plot with electric blower, isokinetic
sampling probe and dust monitor DustTrak DRX 8533 (TSI, Shoreview, USA), and (c) entire test site
with installed soil plots and nearby weather station.

Three measurement series were carried out on each sampling day to determine
the average background particulate matter concentration at the test site (cf. Table A4,
Appendix A). Meteorological data were obtained from a nearby weather station for the
duration of the study (12:00, 17 July 2020–12:00, 14 August 2020). Daily mean data included
temperature (◦C), solar radiation (W/m2), humidity (%) and precipitation (L/m2). A sum-
mary of the recorded meteorological data is given in Table A1, Appendix A. The lowest

115



Appl. Sci. 2022, 12, 11551

daily mean temperature for the study period was 16.04 ◦C, with the highest daily mean
temperature of 28.04 ◦C. In total, a precipitation amount of 39.44 L/m2 was measured. The
highest rainfalls were recorded at 9, 23, 26 and 27 days after soil treatment with 4.8 L/m2,
4.25 L/m2, 17.48 L/m2, and 8.84 L/m2, respectively.

2.4.2. Experimental Methodology

To simulate wind erosion events, a commercially available electric blower was repeti-
tively applied to each treated soil plot surface, and dust measurements were carried out at
particular times over a period of 28 days. At each test plot, suspended dust concentrations
were measured 3, 7, 14, 21 and 28 days after substrate treatment, whereby PM2.5, PM10, and
total suspended particle (TSP) concentrations were determined in the air (i.e., mg per m3),
using a DustTrak DRX 8533 from TSI with a log interval of 1 s. The DustTrak DRX
8533 records aerosol concentrations in a range of 0.001–150 mg/m3 (±0.1% of reading).
Isokinetic sampling was applied to avoid biased measurements of particulate concentra-
tion, using a 90-degree bent tubing with a streamlined inlet. A 2 mm inlet diameter was
selected to match the probe inlet velocity to the generated airflow velocity. The isokinetic
probe was placed centrally opposite the applied wind direction at the height of 450 mm
above the wooden frame (Figure 3b). The duration of each measurement was 60 s, whereby
the test plot surface was subjected to a continuous airstream from the electric blower for
45 s, which generated a constant wind speed of 14.65 m/s (i.e., 52 km/h). The wind speed
was measured using an anemometer positioned at the test plot end. However, it should
be noted that such blowers generate a turbulent flow and do not meet the aerodynamic
criteria of portable field wind tunnels, simulating the atmospheric flow causing natural
wind erosion [20]. Consequently, the measured dust emissions do not equate to dust emis-
sions caused by natural wind erosion. Measured particulate matter concentrations were
initially analyzed for the presence of outliers and extreme values using box-plot graphics.
Implausible or illogical values (e.g., negative values) were removed from the data set before
the mean concentration of TSP, PM10, and PM2.5 were calculated. In addition, photographic
images were taken before and after each measurement to document changes in the soil
plot surfaces.

3. Results

3.1. Laboratory Testing
3.1.1. Effect of Rainfall Intensities on Wind-Induced Soil Losses

The wind-induced soil losses of samples treated with different biomaterial solutions
and wetted with four varying rainfall intensities are shown in Figure 4. Each bar represents
the calculated mean from triplicates and indicates the total weight loss (TWL) after four
wet–dry cycles. Prior to the first wet–dry cycle, soil treated with chicory vinasses, corn
steep liquor, decantation syrup, and palatinose molasses showed only negligible weight
losses of 0.09 g (SD = 0.02), 0.12 g (SD = 0.16), 0.04 g (SD = 0.01), and 0.03 g (SD = 0.01),
respectively. From Figure 4, it can be seen that wetting of samples increased mass losses at
any investigated rainfall intensity. Samples treated with chicory vinasses can be considered
the most susceptible to wind erosion, showing the highest mass losses at a rainfall intensity
of 0.25 L/m2 with a TWL of 63.04 g. Samples treated with corn steep liquor, decantation
syrup, and palatinose molasses were less prone to wetting and peaked in mass losses at
a rainfall intensity of 0.25 L/m2 with a TWL of 4.38 g, 2.79 g, and 13.52 g, respectively. By
comparison, untreated soil has a TWL of 125.28 g (SD = 19.34) after four measuring cycles.

Mass losses of each biomaterial-treated soil wetted with higher rainfall intensities
(1–4 L/m2) were significantly lower than those moistened with only 0.25 L/m2. With
increasing rainfall intensity, the TWL of soil treated with chicory vinasses decreased to
5.35 g (1 L/m2), 0.6 g (2 L/m2), and 2.12 g (4 L/m2), respectively. Corn steep liquor behaved
similarly and showed a reduced TWL of 1.24 g (1 L/m2), 0.7 g (2 L/m2), and 2.38 g (4 L/m2).
By contrast, all soil samples treated with decantation syrup and palatinose molasses had
a TWL of <1 g. A summary of the laboratory test data is shown in Table A2, Appendix A.
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Figure 4. Wind-induced total weight loss (g) of treated mine soils wetted with four different rainfall
intensities after four wet–dry cycles (mean values, n = 3). By comparison, untreated soil showed
a total weight loss of 125.28 g after four measuring cycles.

3.1.2. Effect of Wet–Dry Cycles on Wind-Induced Soil Losses

Figure 5 depicts the effect of wet–dry cycles on wind-induced soil losses of biomaterial-
treated sand wetted with different rainfall intensities. Each bar represents the calculated
mean of three replicates. It is apparent from the diagrams (Figure 5a–d) that (i) the soil
losses varied for each wet–dry cycle and rainfall intensity, and (ii) the biomaterials be-
haved differently. Chicory vinasses and corn steep liquor showed similar characteristics
at a rainfall intensity of 0.25 L/m2. The lowest soil losses occurred after the first wet–dry
cycle, while a considerable increase was observed after the fourth. Samples treated with
decantation syrup behaved slightly differently, whereby the soil losses achieved their
minimum at wet–dry cycle 3 and its peak at wet–dry cycle 4. By contrast, the weight
losses of palatinose molasses-treated soil peaked at wet–dry cycle 1, then decreased and
subsequently increased at wet–dry cycle 4 (to a similar level to wet–dry cycle 1). At higher
rainfall intensities (1–4 L/m2), the mass loss data followed no clear trend. Either the soil
losses per wet–dry cycle did not differ significantly, or there were isolated outliers. In part,
samples showed almost no soil losses with increasing wet–dry cycles. A summary of the
soil loss data after each wet–dry cycle is given in Table A3, Appendix A.

3.2. Field Trials
3.2.1. Measured Dust Concentrations

Figure 6 illustrates the concentrations of dust particle sizes (PM2.5, PM10, TSP) mea-
sured for soils treated with different biomaterial solutions. Each bar represents the calcu-
lated mean value from triplicate analyses. The data demonstrate that mine soils treated with
any of the biomaterials showed a significant reduction of dust emissions after 3 days. With
increasing exposure time, dust emissions increased steadily and peaked 21 days after the
solutions were applied. By comparison, the data of water-treated and untreated mine soil
show a different trend. The highest dust emissions were recorded on day 3 and continued to
decline subsequently. In some cases, dust emissions of the control group (i.e., water-treated
and untreated mine soil) achieved lower PM concentrations than treated soil samples. For
example, untreated mine soil emitted less dust emissions from day 21 onwards than all test
plots prepared with biomaterials.
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Figure 5. Effect of wet–dry cycles on wind-induced soil losses (g) from mine soils treated with
different food processing by-products (mean values, n = 3): (a) chicory vinasses, (b) corn steep liquor,
(c) decantation syrup, and (d) palatinose molasses.
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Figure 6. Wind-induced dust emissions from treated and untreated mine soils (mean values, n = 3):
(a) PM2.5, (b) PM10, and (c) TSP. Dust emissions were measured 3, 7, 14, 21, and 28 days after
application of dust suppressants. Abbreviations: CV = chicory vinasses, CSL = corn steep liquor,
DS = decantation syrup, PAM = palatinose molasses, H2O = water-treated soil, US = untreated soil.

The peak values of biomaterial-treated plots were significantly lower than those of the
control group (i.e., water-treated and untreated soil). For untreated soil, PM10 emissions
amounted to 59.026 mg/m3 (PM2.5: 32.078 mg/m3, TSP: 77.075 mg/m3). Soil treated
with pure water achieved a PM10 concentration of 27.649 mg/m3 (PM2.5: 20.981 mg/m3,
TSP: 39.176 mg/m3). By contrast, applications of palatinose molasses and corn steep
liquor produced a decrease of PM10 emissions to 5.003 mg/m3 (PM2.5: 3.152 mg/m3,
TSP: 8.482 mg/m3), and 3.184 mg/m3 (PM2.5: 2.351 mg/m3, TSP: 5.169 mg/m3), respec-
tively. In comparison, chicory vinasses and decantation syrup reduced PM10 emissions to
2.148 mg/m3 (PM2.5: 1.863 mg/m3, TSP: 2.697 mg/m3), and 1.756 mg/m3

(PM2.5: 0.900 mg/m3, TSP: 2.896 mg/m3), respectively. Among the investigated bio-
materials, decantation syrup demonstrated the highest effect on reducing PM2.5 and PM10
emissions after 21 days, while chicory vinasses was the most effective additive in suppress-
ing TSP emissions. The lowest dust emissions were measured for all soil plots, including
the control group (i.e., water-treated and untreated mine soil), 28 days after soil treatment.
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A summary of the mean dust particle concentrations in air as detected during the field trial
from variously treated mine soils is shown in Table A4, Appendix A.

3.2.2. Visual Inspection of Soil Surfaces

Figure 7 illustrates the typical surface characteristics of eroded soils as observed during
the field trials. Surfaces of the control group (i.e., water-treated and untreated mine soil)
and the treated soil samples changed differently over time. Soil surfaces prepared with food
processing by-products showed minor indications of wind erosion (i.e., disturbance of soil
surfaces, removal of smaller soil particles) after 14 days and 21 days, respectively, without
any significant changes in horizontal soil thickness (Figure 7b). By contrast, plots with
water-treated and untreated soil formed a conical-shaped depression that expanded slightly
in depth over time (Figure 7a). The highest soil losses were observed at the beginning of
the study. Almost all test plots indicated wildlife tracks that can be attributed primarily
to birds. One of the water-treated plots had to be removed from the field trial after seven
days because it was extensively damaged. On day 28, all specimens appeared to have
a high moisture content, and their surfaces showed visible traces of raindrops and thus
were exposed to obvious rainfall events.

Figure 7. Photographic images of soil surfaces observed on day 3, 7, 14, 21, and 28 after the dust
suppressants were applied: (a) untreated mine soil, and (b) mine soil treated with palatinose molasses.
The size of each plot is 0.7 m × 0.4 m.
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4. Discussion

4.1. Laboratory Experiments

Results of this study demonstrate that exposure of treated mine soils to different
rainfall intensities influenced the amount of soil loss. In particular, increasing rainfall
intensities from 0.25 to 4 L/m2 led to decreasing soil losses (Figure 4). Possible explanations
for this reduced wind erosion might be that greater amounts of applied water led to greater
particle cohesion in treated mine soils, or that the infiltrated water had not completely
evaporated. As shown in several studies (e.g., [21–25]), higher moisture content improves
soil cohesion and thus the resistance to wind erosion. The increase in soil cohesion can
be attributed to adsorptive and capillary forces [25,26]. Regardless, it appears that more
water retained in the soil samples improved the inter-particle bonding. This effect might
be intensified by the food processing by-products as they consist of carbohydrates and
proteins, which can augment the water retention capacity of soils and retard moisture loss
from soils [27,28].

By contrast, exposure of treated samples to repeated wet–dry cycles resulted in in-
creased soil losses and thus reduced the effectiveness of tested food processing by-products
to suppress dust emissions (Figure 5). It appears that water applied at frequent intervals
leached the water-soluble amendments from the substrates to such an extent that it reduced
the cohesion between soil particles. This created soil surfaces that were less resistant to
aerodynamic lift forces and saltation bombardment, resulting in higher soil losses. In fact,
saltating sand grains are mainly responsible for aeolian dust entrainment [29–31]. Further
analysis of the soil loss data (Table A2, Appendix A) reveals differences between the food
processing by-products in their susceptibility to leaching. While chicory vinasses showed
the highest soil losses, palatinose molasses, corn steep liquor and decantation syrup were
less prone to leaching. Such different responses to wetting and rainfall intensities may be
explained by the composition of the tested additives. The chosen biomaterials comprise
mixtures of carbohydrates and proteins, which have different affinities to water molecules.
Mono- and disaccharides provide multiple hydroxyl groups that form hydrogen bonds
with water [32]. Structural features such as branching structure, charged groups and,
molecular weight affect the solubility of polysaccharides, which can promote or hinder
intra- and intermolecular association [33]. Protein solubility is primarily influenced by the
hydrophobic and hydrophilic amino acid residues exposed to water [34,35]. However, it is
not possible to explain why some biomaterials are more water-soluble than others because
the exact material compositions are not accessible.

4.2. Field Trials

Field experiments are subject to interferences that need to be considered when in-
terpreting and comparing the effectiveness of dust suppressants. The test site is located
close to an open-pit mine and to other sources of PM (e.g., unpaved roads), which could
have led to dust deposition between measurements. However, it can be expected that such
an additional dust input would have impacted all soil plots in a similar manner. Observed
physical impairments of soil plot surfaces caused by wildlife may also be a potential source
of error (Figure 7b). Disturbances affect the erodibility of soil surfaces and thus the genera-
tion of dust emissions [36,37]. Consequently, results should be interpreted cautiously as to
which amendments were most effective in suppressing dust emissions.

Conducted field trials demonstrate that investigated food processing by-products
can significantly reduce wind erosion and dust emissions (PM2.5, PM10, and TSP) from
coarse mine soils (Figure 6). The observed decrease in dust emissions is likely attributed to
carbohydrates and proteins contained in the tested amendments, which agglomerate soil
particles through adhesive and cohesion forces. The aforementioned carbohydrates and
proteins likely bind to soil particles upon evaporation of applied solutions. The resulting
improvement in inter-particle bonding enhances the soil’s mechanical properties, creating
a surface with a higher erosion threshold [16].
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Field trial data also demonstrate that dust emissions from soil plots treated with food
processing by-products progressively increased with time. Such a decrease in dust suppres-
sion effectiveness probably resulted from reactions at the soil surface, which weakened
the bonding between soil particles and thus reduced the resistance to wind erosion. It
is assumed that rainfall during the study period (Table A1, Appendix A) resulted in the
leaching of the amendments from the soils since they are water-soluble. However, visual
inspections of the treated soil plots show intact surfaces unlike that of the untreated soil
(Figure 7). Hence, natural rainfall did not impact on the integrity of treated soil surfaces,
allowing amendments to bind surficial soil particles and prevent their erosion.

By contrast to the treated soil plots, dust emissions from the untreated mine soil
and mine soil treated only with water constantly decreased with time (Figure 6). These
trends can be explained by the observed changes in surface textures (Figure 7a,b) and
the experimental setup. Near-surface wind velocity is crucial for the dynamics of wind
erosion [38]. Soil particles are detached and transported when the aerodynamic drag and
lift forces exceed the gravitational and inter-particle forces [39]. Moreover, dust particles
are entrained by the impact of saltating sand grains [29]. During the study period, erosion
of the control group plots formed conical-shaped depressions and changes in horizontal
soil thickness (Figure 7a). In parallel, the position and orientation of the electric blower did
not change. Hence, it is assumed that the wind velocity at the soil surface decreased over
time, which reduced the forces available to erode soil and consequently dust emissions
from water-treated and untreated soil plots.

At the end of the field trial (i.e., after 28 days), the lowest dust concentrations in air
were measured for all soil plots, including the control group. From the meteorological data
(Table A1, Appendix A), it can be concluded that previous rainfall (i.e., 27.7 L/m2 between
days 25–27) significantly increased the moisture content of the soil. Soil moisture directly
contributes to soil cohesion and substantially affects the resistance to wind erosion [21]. It
is generally recognized that an increase in inter-particle forces is induced by the absorbed
water film and capillary forces [26]. However, Ravi et al. [40] state that capillary forces
are mainly responsible for increasing cohesion forces in sandy soils, and water adsorption
around the soil particles can be neglected when the soil is relatively wet.

Only a few studies have conducted field experiments simulating wind erosion on
exposed mine soils treated with biodegradable reagents. Hence, only limited field trial
data on dust suppressants exist to compare the study results. Chang et al. [41] have al-
ready stated a lack of studies evaluating the durability and reliability of biopolymers for
geotechnical applications (i.e., dust control, soil stabilization, erosion control) under field
conditions. For example, Park et al. [42] tested two biocompatible polymers, polyethylene
glycol and poloxamer, to suppress wind-blown dust emissions from a bauxite tailings sub-
strate. Their experiments showed that polyethylene glycol and poloxamer solutions could
reduce PM10 emissions by up to 44% and 66%, respectively, compared to water-treated
samples. Katra [8] demonstrated similar performances for calcium lignosulfonate and tree
resin on bedding substrate used for unpaved roads in a calcareous quarry. Conducted
wind tunnel experiments indicated a 63% and 53% reduction in PM10 emissions from
lignosulfonate and tree resin solutions, respectively, compared to untreated samples [8].
However, only limited conclusions can be drawn due to partially substantial distinctions in
experimental design, substrate type, climatic conditions, and other factors. Regardless, the
chosen food processing by-products displayed a distinct ability to suppress PM emissions
in the field (Figure 6).

4.3. Possible Applications of Food Processing By-Products as Dust Suppressants at Mine Sites
4.3.1. Technical Aspects

The present study demonstrates that food processing by-products can considerably
suppress dust emissions from sandy mine soils (Figure 6). However, the results also
demonstrate that the tested biomaterials are more likely to be used only for temporary or
short-term dust control practices due to their susceptibility to be leached from soil surfaces
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upon rainfall events and possible degradation in the environment. Factors that may
contribute to the degradation of biomaterials include solar radiation, heat, abiotic oxidation,
biotic reactions of microorganisms and saltating soil particles’ impact force [1,5,43–45].
Repetitive application of the amendments to mine soils may counteract their diminishing
dust control effectiveness over time.

Considering their water-solubility, tested amendments could either be sprayed on
substrate surfaces or incorporated into mine soils, which is usually applied on traffic
areas [1]. This method involves higher single application costs but extends the service life
of treatments [46,47]. However, it appears challenging to exploit this durability benefit due
to the amendments’ susceptibility to leaching and biodegradability.

The fact that the tested reagents could likely be applied using existing application
equipment (e.g., water trucks with spray bars) already available at many mine sites is
promising. The biomaterials readily dissolve in water and have not notably impaired the
rheology of the aqueous solution. By contrast, thermal-gelling biopolymers, such as gellan
gum or agar gum, require heated water to be dissolved or applied, respectively, and yield
highly viscous solutions even at low concentrations [11,12]. As Chang et al. [41] already
stated, any application equipment may need to be modified or developed considering the
rheological properties of biopolymers.

The tested biomaterials contain carbohydrates and proteins, which promote seed
germination and plant growth and serve as sources of energy for soil bacteria [48,49].
Therefore, an application of food processing by-products can provide nutrients to plants
while simultaneously stabilizing the soil surface until the vegetation cover has been de-
veloped. Hence, the use of food processing by-products in mine closure and mine site
rehabilitation activities might also support revegetation efforts of mined lands.

4.3.2. Financial Considerations

The application of food processing by-products as dust suppressants appears to
have financial benefits compared to commercially available biopolymers. By-products
from the food industry are usually inexpensive, generated in high volumes, and readily
available [13–15]. Chicory vinasses, for example, is priced at less than 100 USD/t (data
according to the supplier). By contrast, the biopolymer xanthan gum, extensively investi-
gated for soil stabilization and wind erosion control in previous studies, ranges in price
from 1500 to 4000 USD/t [41,50]. However, growing demand for biopolymers and the
associated increase in production volume are expected to reduce biopolymer prices in the
future [41,50,51].

Specific emphasis should be paid to equipment operating costs, which can frequently
escalate the total costs of dust suppression [52]. Here, significant cost drivers include
the suppressants’ durability and their related re-application intervals required to sustain
a sufficient level of dust control [46]. Compared to biopolymers, tested biomaterials will
likely need shorter re-application intervals because rainfall may leach them from surface
substrates more easily. Some biopolymers have thermal-gelation properties, such as gellan
gum or agar gum, which only dissolve entirely in hot water [53]. Likewise, proteins
(e.g., casein) with lower hydrophilicity probably provide higher resistance to rainfall and
subsequent leaching [54]. However, a reliable cost-effectiveness assessment requires further
research, considering biomaterials durability, application intervals and application rates.
One possible approach to progress this knowledge would be the economic evaluation model
developed by Thompson and Visser [46], which enables the costing of the establishment,
application and maintenance activities associated with the use of dust suppressants.

4.3.3. Environmental Issues and Implications

Even though this study shows encouraging results for applying food processing by-
products as dust suppressants, potential adverse effects and issues associated with the
future application on mine soils need to be considered. Rainfall events could leach the
tested biomaterials through soils to receiving ground and surface waters, adding an organic
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load to aquatic ecosystems [9,55]. Organic matter decreases dissolved oxygen concentration
in freshwater bodies due to bacteria and other microorganisms’ growth, resulting in stresses
on aquatic life [56]. Also, carbohydrates and proteins in the tested reagents could attract
animals and insects or cause problems with mould growth on the treated surface or inside
the application equipment [7,57].

If such amendments are applied to tailings surfaces, further problems could arise.
Recycled water from tailings storage facilities may contain appreciable concentrations of
dust suppressant residues, which could adversely affect mineral processing methods such
as flotation due to reactions with other reagents [42]. Park et al. [42] also remarked that
polymers could impair tailings ponds stability because of augmented water retention and
associated changes in substrate properties (e.g., pore pressure).

4.4. Outlook

Any comparison of field trial data on dust suppressants is hampered by the fact
that different studies pursue individual experimental designs and measurement methods.
Hence, there is a clear need for standardized simulated dust suppression tests that provide
information that can be used to predict dust emissions from soils. Such a method would be
used to determine probable dust dispersion and develop cumulative dust emission and
suppression data to support mine permit application requirements. Those methods could
also be tools to generate data used to design and implement best management practices
and treatment processes needed by mining operations to meet compliance requirements.

In the mining industry context, a standard testing methodology should be feasible in
remote and relatively inaccessible areas (e.g., tailings sites), easy to implement and allow for
comparative sampling of various dust control products with minor financial and personnel
requirements. Accordingly, experimental setups with field boundary layer wind tunnels,
usually used to quantify dust emissions from soils, are not expedient because they are
difficult to transport, labor-intensive and pose substantial methodological challenges [58,59].

By contrast, methodologies adopting soil plots eroded with commercial electric blow-
ers do pose suitable alternatives, even though measured dust emissions do not reflect
dust emissions caused by natural wind erosion since electric blowers do not simulate the
atmospheric flow. Those experiments can establish the effectiveness of dust suppressants
over different test intervals at locations where they are intended to be applied, indicative of
possible commercial-scale application and practice [59]. Moreover, such field trials are easy
to conduct and enable cost-effective and low-maintenance testing of various soil treatments
with replicates. Future steps that need to be taken to establish a standardized methodology
are (i) harmonization of experimental parameters (e.g., applied wind speed, exposure time
to simulated wind erosion) and sample preparation, and (ii) definition of requirements on
electric blowers (e.g., outlet diameter), dust monitors and test site. It is also recommended
to compare measurements of the proposed methodology with the portable in situ wind
erosion lab (PI-SWERL) concept. The PI-SWERL is a cost-effective method to assess the
potential of soil surfaces to generate dust emissions and correlates with traditional wind
tunnel tests [60].

5. Conclusions

This study investigated the effectiveness of four biodegradable by-products from the
food industry in suppressing fugitive dust emissions from mine soils. The following main
conclusions can be drawn:

1. Carbohydrate- and protein-rich by-products from food processing reduce PM emis-
sions from sandy mine soils as tested in the laboratory and field trials, indicating their
potential to be applied as dust suppressants at mine and mineral processing sites.

2. Rainfall impairs the effectiveness of tested biomaterials due to progressive leaching
and loss of the amendments from treated soils. While rain may decrease the additives’
concentration in surface layers, treated soil surfaces remain physically intact.
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3. Soil loss data from laboratory tests indicate that biomaterials’ effectiveness decreases
with repetitive wet–dry cycles. Exposure of treated mine soils to increasing rainfall
intensities led to decreasing soil losses, possibly due to enhanced inter-particle bond-
ing, incomplete evaporation of infiltrated water or the augmented water retention
capacity of the soil.

4. There is a clear need for standardized simulated dust suppression tests.

In conclusion, this study demonstrates that food processing by-products can be used
for short-term dust mitigation at mine and mineral processing sites. Their application as
dust suppressants would reduce dust control expenses and diminish chemical products
detrimental to the environment.
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Appendix A

Table A1. Meteorological data for the study site and study period (12:00, 17 July 2020–12:00,
14 August 2020).

Days after
Application

Date
Temperature (◦C) Humidity

(%)
Global Radiation

(W/m2)
Precipitation

(L/m2)Min Max Mean

0 17.07.20 18.61 21.84 20.10 68.48 217.51 0.01
1 18.07.20 12.90 27.56 21.21 65.89 292.44 0.29
2 19.07.20 15.21 28.30 22.24 59.82 278.16 0.08
3 20.07.20 14.33 22.48 17.78 68.82 135.69 0.00
4 21.07.20 10.04 21.78 16.04 62.25 306.56 0.05
5 22.07.20 9.80 22.06 16.37 62.31 293.56 0.00
6 23.07.20 9.35 25.89 18.69 56.23 310.89 0.18
7 24.07.20 17.29 24.84 20.46 58.70 202.74 0.02
8 25.07.20 14.94 25.30 21.05 64.87 109.04 0.21
9 26.07.20 16.04 23.25 19.53 72.65 220.62 4.80
10 27.07.20 12.87 30.25 21.40 58.40 175.06 0.74
11 28.07.20 16.46 23.63 20.45 57.46 222.27 0.01
12 29.07.20 13.19 23.39 18.29 59.13 267.38 0.04
13 30.07.20 10.60 28.22 20.07 55.16 298.25 0.04
14 31.07.20 15.15 35.56 25.78 42.94 309.94 0.06
15 01.08.20 21.46 30.95 25.43 55.01 205.48 0.67
16 02.08.20 16.92 23.92 20.33 63.76 191.84 0.01
17 03.08.20 10.99 23.27 17.73 61.83 202.76 0.09
18 04.08.20 12.98 23.33 17.79 60.71 279.16 0.02
19 05.08.20 12.39 30.37 21.79 44.47 300.26 0.03
20 06.08.20 17.17 31.67 24.82 39.82 290.72 0.02
21 07.08.20 16.91 33.98 26.52 41.35 293.58 0.07
22 08.08.20 17.54 35.84 28.04 42.61 282.54 0.03
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Table A1. Cont.

Days after
Application

Date
Temperature (◦C) Humidity

(%)
Global Radiation

(W/m2)
Precipitation

(L/m2)Min Max Mean

23 09.08.20 21.27 33.20 25.08 58.56 114.01 4.25
24 10.08.20 19.09 33.44 26.74 58.13 242.12 0.02
25 11.08.20 21.63 34.42 26.65 57.93 179.42 1.38
26 12.08.20 19.86 31.68 23.68 75.36 182.34 17.48
27 13.08.20 20.05 31.98 24.84 71.71 196.22 8.84
28 14.08.20 18.62 25.79 21.84 74.67 96.42 0.00

Table A2. Total weight loss (g) of mine soils treated with different food processing by-products
and rainfall intensities (arithmetic mean with standard deviation, n = 3). The quantitative dust
control effectiveness represents the ratio of total weight loss between treated and untreated mine soil.
Untreated mine soil showed a total weight loss of 125.28 g after four measuring cycles.

Rainfall
Intensity

Total Weight Loss (g) Dust Control
Effectiveness (%)M SD

Chicory vinasses
0.25 L/m2 63.04 31.29 49.68

1 L/m2 5.35 2.72 95.73
2 L/m2 0.60 0.09 99.52
4 L/m2 2.12 0.40 98.31

Corn steep liquor
0.25 L/m2 4.38 1.12 96.50

1 L/m2 1.24 0.27 99.01
2 L/m2 0.70 0.23 99.44
4 L/m2 2.38 0.96 98.10

Decantation syrup
0.25 L/m2 2.79 0.79 97.78

1 L/m2 0.21 0.08 99.84
2 L/m2 0.27 0.05 99.78
4 L/m2 0.49 0.22 99.61

Palatinose Molasses
0.25 L/m2 13.52 3.27 89.21

1 L/m2 0.81 0.20 99.35
2 L/m2 0.25 0.06 99.80
4 L/m2 0.50 0.11 99.60

Note. M = mean, SD = standard deviation.

Table A3. Summary of soil loss (g) from treated mine soils after each wet–dry cycle at different
rainfall intensities (arithmetic mean, n = 3).

Rainfall
Intensity

Soil Loss (g)

WDC-1 WDC-2 WDC-3 WDC-4

Chicory vinasses
0.25 L/m2 2.68 20.37 13.03 26.97

1 L/m2 4.65 0.38 0.07 0.25
2 L/m2 0.18 0.07 0.04 0.32
4 L/m2 0.74 0.56 0.17 0.65

Corn steep liquor
0.25 L/m2 0.08 0.19 1.14 2.98

1 L/m2 1.12 0.04 0.04 0.05
2 L/m2 0.31 0.05 0.05 0.29
4 L/m2 0.34 0.21 0.24 1.58
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Table A3. Cont.

Rainfall
Intensity

Soil Loss (g)

WDC-1 WDC-2 WDC-3 WDC-4

Decantation syrup
0.25 L/m2 0.58 0.80 0.19 1.21

1 L/m2 0.11 0.01 0.07 0.02
2 L/m2 0.08 0.07 0.05 0.07
4 L/m2 0.22 0.12 0.11 0.03

Palatinose molasses
0.25 L/m2 5.18 2.52 1.34 4.48

1 L/m2 0.61 0.02 0.01 0.17
2 L/m2 0.11 0.05 0.04 0.05
4 L/m2 0.27 0.11 0.07 0.06

Note. WDC = wet–dry cycle.

Table A4. Mean concentrations of dust particles (PM2.5, PM10, TSP) in air from mine soils treated
with various food processing by-products. Dust emissions were measured 3, 7, 14, 21, and 28 days
after application of dust suppressants.

Concentrations of Dust Particles (mg/m3)

PM2.5 PM10 TSP PM2.5 PM10 TSP PM2.5 PM10 TSP PM2.5 PM10 TSP PM2.5 PM10 TSP

Day 3 Day 7 Day 14 Day 21 Day 28

Chicory vinasses
M 0.031 0.053 0.093 0.039 0.049 0.070 0.048 0.088 0.180 1.863 2.148 2.697 0.022 0.034 0.078
SD 0.065 0.094 0.171 0.039 0.045 0.068 0.154 0.306 0.725 3.274 3.519 3.933 0.055 0.076 0.194

Corn steep liquor
M 0.118 0.174 0.303 0.154 0.234 0.374 0.617 0.796 1.123 2.351 3.184 5.169 0.025 0.051 0.096
SD 0.340 0.438 0.697 0.749 1.042 1.586 0.943 1.135 1.522 6.043 7.872 12.140 0.048 0.109 0.232

Decantation syrup
M 0.016 0.023 0.036 0.124 0.191 0.301 0.055 0.085 0.150 0.900 1.756 2.896 0.011 0.017 0.028
SD 0.024 0.040 0.083 0.223 0.632 1.364 0.152 0.232 0.495 5.047 9.799 15.472 0.008 0.015 0.041

Palatinose molasses
M 0.017 0.023 0.032 0.050 0.067 0.104 0.088 0.144 0.247 3.152 5.003 8.483 0.014 0.018 0.030
SD 0.043 0.057 0.085 0.050 0.075 0.152 0.138 0.204 0.354 11.445 14.409 22.296 0.026 0.028 0.037

Pure water
M 20.981 27.649 39.176 9.197 11.297 15.114 1.441 1.623 1.905 1.335 1.756 2.849 0.027 0.039 0.064
SD 20.422 24.394 32.320 9.938 11.206 13.960 2.926 3.170 3.554 2.241 2.747 4.265 0.044 0.054 0.098

Untreated soil
M 32.078 59.026 77.075 10.926 19.476 28.218 0.980 1.142 1.461 0.242 0.360 0.603 0.013 0.024 0.043
SD 31.216 52.371 58.956 8.332 14.301 20.837 1.224 1.326 1.561 0.433 0.717 1.256 0.020 0.033 0.063

Background load
M 0.008 0.009 0.010 0.016 0.019 0.023 0.019 0.025 0.032 0.018 0.021 0.026 0.007 0.009 0.014
SD 0.003 0.006 0.010 0.067 0.068 0.080 0.005 0.010 0.026 0.003 0.006 0.014 0.002 0.006 0.026

Note. M = mean, SD = standard deviation.
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Abstract: Polysaccharide biopolymers have been shown to be alternatives to established dust sup-
pressants. This study investigates the potential of 14 polysaccharides and proteins from diverse
botanical (corn, pea, wheat, cellulose, potato, and fava bean) and animal (pig, chicken, and cow)
sources as dust suppressants on two mine soils (medium-grained sand and fine-grained silica sand).
Results of laboratory tests demonstrate that the type of biopolymer and its concentration have a
significant effect on penetration resistance, moisture retention, and crust thickness. Depending on
biopolymer type, concentration, and soil type, moisture retention range from 1.0 to 19.5 wt% (control,
Cmedium-gr. = 2.5 and Cfine-gr. = 6.9 wt%), penetration resistance from 1.7 to 37.9 N (Cmedium-gr. = 1.5
and Cfine-gr. = 1.7 N), and crust thickness from 0.3 to 18.1 mm (Cmedium-gr. and Cfine-gr. = 0 mm).
Proteins form crusts with penetration resistances similar to polysaccharides but mainly require higher
concentrations than polysaccharides. Based on the test results, xanthan gum, carboxymethyl cellulose,
corn starch, fava bean protein concentrate, and plasma protein exhibit the highest potential to act as
dust suppressants. This research contributes to evaluating biopolymers as environmentally friendly
soil amendments that may be used to control fugitive dust emissions from large, barren surfaces.

Keywords: dust suppressant; dust control; biopolymer; penetration resistance; crust strength;
moisture retention; mine soil; protein; polysaccharide

1. Introduction

Fugitive dust emissions from industries such as mining pose a significant threat to
the environment and the health of workers and surrounding communities [1–4]. These
emissions can cause respiratory diseases such as pneumoconiosis, asthma, or chronic
obstructive pulmonary disease (COPD) [5], increase vehicle maintenance, and reduce
occupational safety by limiting visibility [6,7]. As climate change increases the frequency
and severity of extreme weather events [8,9], fugitive dust emissions are expected to rise in
the coming decades. This is because prolonged heat waves lead to a faster depletion of soil
moisture, increasing the susceptibility of soil particles to be suspended and become fugitive
dust. Industries, such as mining, quarrying, construction, and agriculture, constitute the
main sources of anthropogenic fugitive industrial (non-combustion) dust [10]. By their
very nature, these domains encompass large, barren surfaces with a scarce vegetative cover
exposed to frequent windblow and mechanical disturbances. Hence, these industries are
challenged to reduce fugitive dust emissions at their sites.

Measures such as (vegetative) barriers or encapsulations reduce fugitive dust emis-
sions but are unsuitable for protecting large, exposed areas or mitigating emissions caused
by mechanical disturbance. In mining, the spray-on application of water is the oldest
yet-established means for decreasing dust emissions, but its effect rapidly diminishes upon
evaporation. Dust suppressants constitute an alternative solution for controlling dust
emissions. They act by either agglomerating small particles, making them less prone to
be suspended in the air, or are hygroscopic, absorbing moisture from the air to increase
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soil moisture [11]. However, many traditional dust suppressants, such as chloride salts or
petroleum-based products, can adversely affect the environment [12] or are costly, resulting
in the need for environmentally friendly and cost-effective alternatives.

Recently, the potential of biopolymers as environmentally friendly alternatives to tra-
ditional soil amendments has been increasingly investigated in the fields of soil stabilisation
and dust control (e.g., [13–17]). Biopolymers are produced by living organisms, such as
plants, microbes, and animals, are biodegradable, and can be classified into polysaccha-
rides, proteins, and polynucleotides (e.g., deoxyribonucleic acid (DNA) and ribonucleic
acid (RNA)) [18]. Soil stabilisation refers to the process of mixing soil amendments into the
soil to enhance its engineering properties, while dust control refers to the spray-on appli-
cation of dust suppressants [19]. Table A1 provides a comprehensive review of previous
studies on different biopolymer types, and several reviews summarise the current research
in the respective fields [20–24].

Based on previous studies (cf. Table A1) and reviews, the current knowledge on
biopolymers tested in soil stabilisation and dust control can be summarised as follows.
(a) Most research focuses on polysaccharides, with xanthan and guar gum being the most
studied, whereas only a few studies investigated proteins. Polynucleotides have not yet
been investigated, likely because of their extremely high cost. (b) Many previous studies
examined biopolymers from botanical sources native to tropical, arid, and partially temper-
ate climates (e.g., guar, Persian, acacia, and locust bean gum, or soybeans), hindering the
ability of regional sourcing in regions with a continental climate, such as central and eastern
Europe. (c) Some tested biopolymers are only dissolvable at high temperatures (>80 ◦C) or
in acetic or alkaline solutions. While such properties make these biopolymers more effective
or resistant to degradation [25], such dissolution behaviour prevents large-scale field testing
and site applications. (d) Most studies have focused on extensive testing with a single or a
few biopolymers, with only a few comparative studies analysing multiple biopolymers.

Based on the current knowledge, the following research needs can be identified.
(a) Research on underrepresented polysaccharides and especially proteins should be ex-
panded to identify further biopolymers with potential as dust suppressants. (b) Research
on biopolymers that can be sourced regionally in areas with continental climates should be
increased to identify alternative sources that may be procurable at a lower carbon footprint.
(c) Emphasis should be on biopolymers that dissolve readily in water, enabling the conduct
of large field tests under real site conditions.

This study aimed to investigate the dust suppression potential of selected polysaccha-
rides and proteins (meeting the needs above) by performing laboratory experiments on
local mine soils. Penetrometer tests were performed to measure the penetration resistance
of the formed crusts, as it is an established and recommended indicator for evaluating po-
tential dust suppressants [13,17,26,27]. Moisture retention tests were conducted to evaluate
the ability of biopolymer-treated soil to retain moisture, which is a further relevant indicator
for analysing potential dust suppressants [17,27,28]. Crust thickness measurements were
performed to assess the ability of different biopolymer types and concentrations to agglom-
erate particles and form crusts. The results of this research contribute to the evaluation of
polysaccharide and protein biopolymers as environmentally friendly dust suppressants on
large, barren surfaces.

2. Materials and Methods

2.1. Materials
2.1.1. Soils

Medium-grained sand. A 2 t bulk sample of medium-grained sand was provided by the
Rheinische Baustoffwerke GmbH, which represents a sand and gravel operation located
16 km northeast of Aachen, Germany. The bulk sample is representative of overburden
material that is extracted during lignite open-pit mining in the region. The material was
air-dried at room temperature and homogenised by coning and quartering. Relevant
soil properties (i.e., pH, specific gravity, and soil colour) and grain size distributions
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were determined at RWTH Aachen University. The particle-size distribution was deter-
mined according to DIN EN ISO 17892-4 [29] (Table 1 and Figure 1) and based on the
unified soil classification system (USCS); the material can be classified as medium-grained,
poorly graded sand (SP). The sample’s geochemistry was determined at ALS Geochem-
istry (Loughrea, Ireland), which performed whole-rock analysis by X-ray fluorescence
spectroscopy (XRF) and inductively coupled plasma mass spectrometry (ICP-MS) with
four-acid digestion. Its mineralogy was established by semi-quantitative X-ray diffraction
(XRD) using an X’Pert Pro (PANalytical) instrument with a data collector and an X’Pert
High Score system equipped with a Co-LFF (Empyrian) tube and an automated divergence
slit (Clausthal University of Technology, Germany). The sand primarily consists of quartz
with plagioclase, ankerite, and rutile as accessories.

Table 1. Physical and chemical properties of mine soils used by this study.

Parameter Unit
Medium-Grained

Sand
Fine-Grained
Silica Sand

Test Method

Soil properties

D60 mm 0.75 0.24 DIN EN ISO 17892-4 [29]
D50 mm 0.63 0.22 DIN EN ISO 17892-4 [29]
D30 mm 0.43 0.18 DIN EN ISO 17892-4 [29]
D10 mm 0.28 0.14 DIN EN ISO 17892-4 [29]
Cu - 2.73 1.78 DIN EN ISO 17892-4 [29]
Cc - 0.91 0.95 DIN EN ISO 17892-4 [29]

USCS
classification - SP SP ASTM D-2487 [30]

Specific
gravity g/cm3 2.59 2.63 DIN EN ISO 11508:2018-04

[31]
pH value 7.53 6.48 DIN EN 15933:2012-11 [32]

Soil colour Munsell 9.7 YR 6.0/2.8 0.9 Y 7.1/1.3

Geochemistry (oxides)

SiO2 wt% 94.58 98.65
Al2O3 wt% 2.35 0.55
K2O wt% 1.15 0.04

Fe2O3 wt% 0.74 0.05
Na2O wt% 0.22 0.01
CaO wt% 0.05 0.01
MgO wt% 0.10 0.01
TiO2 wt% 0.06 0.07
P2O5 wt% 0.02 <0.01
MnO wt% 0.01 <0.01

Fine-grained silica sand. A 1.5 t bulk sample of fine-grained silica sand was obtained
from the Quarzwerke Frechen open-pit mine, which represents a silica sand operation
located 8 km west of Cologne, Germany. The sand can be classified as medium- to fine-
grained, poorly graded sand (SP) and its properties, as well as its geochemistry, are listed
in Table 1. Semi-quantitative XRD showed that the sand primarily consists of quartz with
ankerite and clinochlore as accessories.
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Figure 1. Particle-size distribution of medium-grained sand and fine-grained silica sand, determined
according to DIN EN ISO 17892-4 [29].

2.1.2. Biopolymers

Selection methodology. Fourteen different biopolymers (seven polysaccharides and
seven proteins) were selected for this study (Table 1). The polysaccharides, xanthan gum
(XG), and sodium lignosulfonate (NLS) were preselected because they have already been
studied in detail by previous works [13,17,33], and hence experimental results can be
compared. Three qualitative criteria were used to select biopolymers relevant to this study:

1. The biopolymer should be able to be sourced regionally within central European
countries where continental climate prevails.

2. The biopolymer should be commercially available at a relatively low cost compared to
biopolymers investigated in previous studies, such as agar gum (avg. 18 USD/kg), algi-
nates (avg. 12 USD/kg), carrageenan (avg. 10.5 USD/kg), chitosan (avg. 35 USD/kg),
or pectin (avg. 15 USD/kg) [34–36].

3. The biopolymer should be readily soluble in water to enable large-scale field testing
and potential industrial implementation. Such a requirement precludes biopolymers,
whose dissolution would rely on either high temperature (e.g., agar or gellan gum) or
acetic/alkaline solutions (e.g., chitosan or casein).

Selected biopolymers. Selected proteins and polysaccharides and relevant product infor-
mation were obtained from the manufacturers (Table 2). Due to commercial sensitivity, the
manufacturers did not allow the disclosure of their products’ bulk prices. Thus, indicative
bulk prices obtained from other articles are provided below. The polysaccharides used include
carboxymethyl cellulose (CMC, ~1.4 USD/kg), NLS (0.2–0.5 USD/kg), XG (~2.0–3.0 USD/kg),
and four different modified starches (corn, pea, potato, and wheat, typically <1.0 USD/kg
in bulk) [20,37–40]. The chosen proteins comprise the plant-based fava bean protein concen-
trate (FBPC, ~1.4–2.5 USD/kg) and wheat protein (WP, ~1.4–2.5 USD/kg) and the animal-
based proteins hen egg albumen (HEA, ~6.0–8.0 €/kg), porcine haemoglobin protein (HG,
~0.7–1.0 USD/kg), porcine plasma protein (PP, ~3.5–4.5 USD/kg), technical gelatine (TG,
~4–6 USD/kg), and whey protein concentrate (WPC, ~5.5 USD/kg) [41,42]. While technical
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gelatine does not strictly meet criterion (c), it was still selected because the temperature
required to dissolve it (40 ◦C) is still modest.

Table 2. Biopolymers investigated by this study and their product data.

Biopolymer Product Name Specification Manufacturer Appearance
Moisture
(wt%)

Polysaccharides

Carboxymethyl cellulose
(CMC)

DTK NV CMC Technical grade,
low viscosity

Mikro-Technik-
CMC

Light-yellowish
granules

8.6 a

Corn starch (CS) C-Gel Instant Pregelatinised Cargill GmbH White powder 5.8 b

Sodium lignosulfonate
(NLS)

N18 Cold-water soluble Otto Dille GmbH Brown powder 8.6 a

Pea starch (PES) Emcol EST (F11025) Pregelatinised Emsland Group Off-white powder 10.4 b

Potato starch (POS) KMC 18-09 Pregelatinised
(acetylated)

KMC Germany White powder 9.4 b

Wheat starch (WS) Tigel Pregelatinised Krörner Stärke White powder 6.3 b

Xanthan gum (XG) XG TGRD Technical grade,
readily dispersible

Jungbunzlauer White, free-flowing
powder

5.1 a

Proteins

Fava bean protein
concentrate (FBPC)

ABPK 65% Enzyme activated Aloja-Starkelsen Creamy light-yellow
powder

8.8 d

Hen egg albumen (HEA) Hen egg albumen Cold-water soluble Ovopol Sp. z.
o.o.

Yellowish powder 7.0 a

Haemoglobin protein (HG) HG 92P Haemoglobin
powder,
porcine protein

Sonac Dark red powder 6.6 c

Plasma protein (PP) PP 70P Plasma powder,
porcine protein

Sonac Cream-white
powder

7.5 c

Technical gelatine (TG) TG 330 Water soluble at
≥40 ◦C

Hellmann GmbH Yellowish,
free-flowing
granules

13.0 a

Wheat protein (WP) Glusol Degraded, without
viscoelastic
properties

Kröner Stärke Yellowish powder 6.0 d

Whey protein concentrate
(WPC)

Instant WPC 80 From fresh cheese
whey

Lactoland GmbH White to pale yellow
powder

6.2 d

Note. a = data provided by manufacturer, b = measured in accordance with DIN EN ISO 1666:1997 [43],
c = measured in accordance with ISO 6496:1999 [44], d = measured in accordance with AOAC 930.15 [45].

2.2. Laboratory Experiments

All experiments were conducted on two substrates (medium-grained sand and fine-
grained silica sand), using replicates (3x) and control (distilled water) samples and 14
different biopolymers at a fixed application rate and two different concentrations. The fixed
application rate was set at 1.6 L/m2 (20.3 mL per sample), and the biopolymer concentrations
were chosen as 1.0 and 2.0 wt%. These values were chosen as they are within the range
recommended by the literature and have been used in previous studies [12,13,16,17,46]. XG
was applied at only 0.25 and 0.50 wt% because higher concentrations yield too viscous solu-
tions for spraying. Each sample was subject to (a) moisture retention tests, (b) penetrometer
testing, and (c) crust weight and thickness measurements.

2.2.1. Sample Preparation

Overall, 174 substrate samples were prepared and tested. Air-dried soil was placed
into acryl glass cylinder moulds (127 mm diameter, 50 mm height, 126.7 cm2 sample surface
area). Samples were gently shaken to ensure slight and uniform compaction. Subsequently,
sample surfaces were levelled with a ruler so that they were flush with the edge of the
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acryl glass cups. The resulting medium-grained sand samples weighed, on average, 1027 g
(SD = 40.6 g) and the fine-grained silica sand samples 1109 g (SD = 38.6 g) (Figure 2a).

 

Figure 2. (a) Weighing of dry sample, (b) preparation of biopolymer solution, (c) gravimetric spray-on
application of biopolymer solution with splash guard.

The calculation of the biopolymer mass required for the preparation of the individual
solutions also accounted for the biopolymers’ respective dry mass (Table 2). The biopolymer
powders were dissolved at room temperature in distilled water at the specified concen-
trations for 10 min using a magnetic stirrer until fully dissolved (Figure 2b). To avoid
clumping of the biopolymers, powders were slowly added to the distilled water through a
sieve. The TG solution required preparation in 40 ◦C warm water.

The biopolymer solutions were sprayed onto the samples using a trigger sprayer with
a nozzle suitable for viscous solutions (Ballistol hand atomizer, standard nozzle, Figure 2c).
Uniform and accurate spray-on application was achieved by placing the untreated samples
on a precision scale (Kern PES 4200-2M, 0.001 g resolution) and spraying the solution until
the required application rate was achieved. Changes in solution density caused by the
addition of biopolymer were considered negligible, so a fixed solution density of 1.0 g/mL
was assumed for converting the required volumetric application rate (20.3 mL) to the
gravimetric application rate (20.3 g). A 3D-printed splash guard was used to prevent
the biopolymer solution from inadvertently touching the scale’s weighing plate and thus
distorting the scale readings (Figure 2c). After achieving the required application rate,
the edges of the cylinder moulds were wiped dry. In the sample preparation process, the
following weight measurements were recorded: weight of the empty sample moulds, dry
sample weight, and total sample weight after biopolymer application.

2.2.2. Moisture Retention Tests

The ability of a biopolymer to enhance the soil moisture retention capacity is one
determinant of its potential as a dust suppressant. Soil with increased moisture retention
capacity can bind water over longer periods and slow the evaporation effect [47]. Moisture
makes soil particles heavier and enhances the interparticle binding force [17], causing it to
be less susceptible to being suspended in the atmosphere by erosive forces.

For the moisture retention tests performed in this study, the weights of the samples
were recorded before and immediately after the biopolymer application. The treated
samples were then cured in the laboratory (RWTH Aachen, spring) for four days (96 h) at
ambient temperature (21 ± 1 ◦C) and humidity (45 ± 2.5%), their weights were recorded
every 24 h (t = 0, 24, 48, 72, and 96 h post application). The moisture retention, ω (wt%),
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was calculated as the proportion of the initial moisture applied at t = 0 h that was retained
in the sample at t = 96 h and was calculated according to Equation (1):

ω =
m1 − mdry

m0 − mdry
× 100 (1)

where m1 denotes the sample weight after 96 h of curing (g), m0 is the sample weight after
application of the biopolymer solution (g), and mdry represents the dry sample weight prior
to the application of the biopolymer solution (g).

2.2.3. Penetrometer Tests

Penetrometer tests allow measuring the maximum penetration resistance of soil crusts
under controlled conditions. This analytical approach has already been applied by numer-
ous studies investigating dust control agents [13,14,16,17,28,33,48,49]. A penetrometer is a
stationary loading machine mounted with a pin to penetrate the soil crust at a set penetra-
tion angle and rate, continuously recording the penetration force and depth. Ding et al. [13]
concluded that penetration resistance is a good indicator for predicting the dust control
performance of a biopolymer and is even better suited than the UCS. In addition, Toufigh
and Ghassemi [17] reported a strong correlation between results from the penetrometer and
wind tunnel tests. Thus, penetrometer tests are a recommended and established method
for evaluating potential dust suppressants.

The penetrometer tests were performed with a 6.4 mm (1/4 inch) diameter flat-ended
cylindrical penetrometer pin that was mounted to a Wille UL 60/100 loading machine
equipped with a 0.001 N resolution calibrated load cell (Institute of Geomechanics and
Underground Technology, RWTH Aachen University, Germany). One penetration test was
performed in the centre of each sample, pursuing a 4 mm penetration depth at an advance
rate of 2 mm/min, a data logging interval of 5 Hz, and a fixed penetration angle of 90◦
(Figure 3). Since the penetrometer records penetration resistance alongside the penetration
depth, the crusts’ modulus of elasticity (Me, kN m−1) could be calculated by dividing
the maximum penetration resistance (N) by the penetration depth reached at the moment
of rupture.

 
Figure 3. Penetrometer testing of fine-grained silica sand sample.
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2.2.4. Crust Thickness Measurements

After penetration testing, the weight and thickness of every crust were measured.
Therefore, crusts were carefully removed from the sample mould using a small spatula
(Figure 4a,b). Depending on crust strength and brittleness, crusts could either be recovered
in one piece, broken down into multiple recoverable pieces, or were very thin, weak, and
brittle and thus barely recoverable. The samples were weighed again after the removal of
the crusts, which allowed the calculation of the crust weight (Figure 4c). Together with the
weight recordings and known dimensions of every sample mould, each crust’s average
density and thickness were established.

 

Figure 4. Process of removing the crust from the sample. (a) Loosening of the crust with a spatula
from the mould rim, (b) removal of the crust with a spatula, (c) weighing of the sample without
the crust.

2.2.5. Statistical Analysis

Two-way analysis of variance (ANOVA) with α = .05 was performed to analyse
whether biopolymer type and concentration had a significant effect on the measured pa-
rameters. Two-way ANOVA is a statistical method used to analyse whether two individual
independent variables (i.e., biopolymer type and concentration), as well as their interaction
(biopolymer type * concentration), have a significant effect on one dependent variable
(i.e., moisture retention, penetration resistance, and crust thickness) or not. If the resulting
p-value is < .05, it can be concluded that the corresponding independent variable or their
interaction has a significant effect on the analysed dependent variable. Separate statistical
analyses were performed for the polysaccharides and proteins, medium-grained sand, and
fine-grained silica sand. As recommended by the literature, any percentage data (moisture
retention tests) were subject to square-root data transformation before performing the
two-way ANOVA [50].

3. Results

3.1. Moisture Retention Tests
3.1.1. Medium-Grained Sand

Results of the moisture retention tests are shown in Figure 5 (exact values are appended
in Table A2). Four days (96 h) after treatment, the control sample, which was treated with
water, contained 6.9% (SD = 1.2) of the initially applied 20.3 g water. In the following,
results of the polysaccharide and protein applications on the medium-grained sand are
presented and compared.
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Figure 5. Mean moisture retention of medium-grained sand samples 4 days (96 h) after treatment at
1.6 L/m2 and biopolymer concentrations of 1 and 2 wt% (XG = 0.25 and 0.50 wt%). Biopolymers are
grouped into polysaccharides and proteins with water as control. Tests were performed in triplicates
(n = 3), and error bars indicate the standard deviation (SD). Note. The exact values of experimental
results are appended in Table A2.

Polysaccharides. Compared to the control, the 1 wt% (XG = 0.25 wt%) treatments either
increased or decreased the samples’ moisture retention. A slight reduction in moisture
retention was observed for samples treated with CMC, POS, WS, and XG, whereas it
increased for samples treated with CS, NLS, and PES. Relative to the 1 wt% treatment,
the application of 2 wt% resulted in the samples’ moisture retention either decreasing,
increasing, or changing negligibly. It decreased slightly for CMC and CS and significantly
for PES, while no change was observed for POS. By contrast, it moderately increased for
NLS and XG and even doubled for WS-amended samples.

Proteins. Protein applications at 1 wt% concentration reduced the moisture retention
for samples amended with PP and WPC relative to the control group, while a negligible
effect was observed for HG. Doubling the concentration decreased moisture retention for
HG- and PP-treated samples, increased it for FBPC-, TG-, and WP-amended samples and
had a negligible effect on applications with HEA and WP.

Comparison of polysaccharide and protein treatments. At the 1 wt% concentration, the
polysaccharide-treated samples had, on average, higher moisture retention than the protein-
amended samples. Doubling the concentration resulted in a slight increase in the average
moisture retention of polysaccharide and protein-treated substrate. A direct comparison of
the polysaccharide and protein amendments that resulted in the highest moisture retention
shows that the material treated with proteins achieved higher moisture retention regardless
of the concentration tested.

Statistical analysis. Results of the two-way ANOVA (Table 3) show that the types
of polysaccharide (p < .001) and protein (p < .001) have a significant effect on mois-
ture retention, whereby no general trend could be identified: whether the treatments
increase or decrease moisture retention. Doubling the concentration has no significant ef-
fect on moisture retention among polysaccharide- (p = .596) and protein-amended samples
(p = .470), and there is no general trend, whether doubling the concentration results in the
moisture retention to increase or decrease.
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Table 3. Results of two-way ANOVA (α = .05) of moisture retention. Percentage values were
transformed via square root transformation prior to performing two-way ANOVA.

Group Factor SS df MS F p

Medium-grained sand

Polysaccharides

Type 0.01297 6 0.00216 20.578 < .001
Concentration 0.00003 1 0.00003 0.288 .596
Interaction 0.00219 6 0.00036 3.48 .011
Error 0.00294 28 0.00011 0

Proteins

Type 0.03497 6 0.00583 34.945 < .001
Concentration 0.00009 1 0.00009 0.538 .469
Interaction 0.00075 6 0.00013 0.752 .613
Error 0.00467 28 0.00017

Fine-grained silica sand

Polysaccharides

Type 0.00241 6 0.00040 20.551 < .001
Concentration 0.00008 1 0.00008 4.136 .052
Interaction 0.00089 6 0.00015 7.598 < .001
Error 0.00055 28 0.00002

Proteins

Type 0.04336 6 0.00723 197.484 < .001
Concentration 0.00056 1 0.00056 15.193 < .001
Interaction 0.00103 6 0.00017 4.691 .020
Error 0.00102 28 0.00004

Note. SS = sum of squares, df = degrees of freedom, MS = mean square, F = F-value, p = p-value.

Conclusions. On medium-grained sand, the type of biopolymers has a significant effect
on the samples’ moisture retention, whereby some biopolymers significantly increased
moisture retention. In contrast, others have a negligible effect or even decrease moisture
retention relative to the control sample treated with water. The biopolymer’s concentration
does not have a significant effect on the moisture retention of the treated samples.

3.1.2. Fine-Grained Silica Sand

Results of moisture retention tests are depicted in Figure 6 (exact values are appended
in Table A2). Four days (96 h) after treatment, the control sample, which was treated with
water, contained 2.5% (SD = 0.7) of the initially applied 20.3 g of water. In the following,
results of the polysaccharide and protein applications to the fine-grained silica sand are
presented and compared.

Polysaccharides. In relation to the control sample, a 1 wt% (XG = 0.25 wt%) biopolymer
treatment decreased the moisture retention of substrates treated with CS, NLS, PES, and
POS, whereas an increase was observed for samples amended with CMC, WS, and XG.
Increasing the concentration to 2 wt% (XG = 0.50 wt%) significantly decreased the moisture
retention of XG-treated samples, and CMC had a negligible effect. By contrast, significant
increases in moisture retention were observed for samples subject to applications with CS,
NLS, PES, POS, and WS.

Proteins. Biopolymer applications at 1 wt% reduced the moisture retention for samples
amended with HEA, PP, WP, and WPC compared to the control group. At the same
time, significant increases were observed for FBPC, HG, and TG, respectively. When the
concentration was doubled to 2 wt%, the moisture retention of the TG-treated silica sand
decreased slightly, while the remaining proteins increased moisture retention.
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Figure 6. Mean moisture retention of fine-grained silica sand samples 4 days (96 h) after treatment at
1.6 L/m2 and biopolymer concentrations of 1 and 2 wt% (XG = 0.25 and 0.50 wt%). Biopolymers are
grouped into polysaccharides and proteins with water as control. Tests were performed in triplicates
(n = 3), and error bars indicate the standard deviation (SD). Note. The exact values of experimental
results are appended in Table A2.

Comparison of polysaccharide and protein treatments. At both tested biopolymer concen-
trations, the protein-treated samples, on average, showed significantly higher moisture
retention than the polysaccharide-amended soils. A comparison of the polysaccharide- and
protein-treated silica sand samples that achieved the highest moisture retention shows that
the proteins performed better regardless of the tested concentration.

Statistical analysis. Results of the two-way ANOVA (Table 3) show that the types
of polysaccharide (p < .001) and protein (p < .001) have a significant effect on moisture
retention, with some biopolymers having a negligible effect, others decreasing moisture
retention, and some resulting in the retention rate increasing significantly. Doubling the
biopolymer concentration slightly or even considerably increases moisture retention for all
biopolymers except XG and TG. A significant effect of concentration on moisture retention
is only indicated for the tested proteins (p < .001) and not for the polysaccharides (p = .052).

Conclusions. On fine-grained silica sand, the biopolymer type has a significant effect
on the samples’ moisture retention, with some biopolymers increasing moisture retention,
whereas others only result in minor changes or even decrease it relative to the control
sample treated with water. Moisture retention of the treated silica sand is significantly
influenced by the protein concentration.

3.2. Penetrometer Tests
3.2.1. Medium-Grained Sand

On medium-grained sand, all tested biopolymer applications formed crusts, and the
results of the penetrometer tests are shown in Figure 7 (exact penetration resistance values
and the results of the modulus of elasticity calculations are appended in Tables A3 and A4,
respectively). Four days after treatment, the control group, treated with water, endured a
maximum penetration resistance of 1.5 N (SD = 0.1).
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Figure 7. Mean maximum penetration resistance of crusts from medium-grained sand samples
measured by penetrometer tests. Biopolymers are grouped into polysaccharides and proteins with
water as control. Tests were performed in triplicates (n = 3), with error bars indicating the standard
deviation (SD). Note. The exact values of experimental results are appended in Table A3.

Polysaccharides. Compared to the control, 1 wt% (XG = 0.25 wt%) treatments with
NLS had a negligible effect on the penetration resistance. By contrast, treatments with
POS resulted in a slight increase in penetration resistance, whereas the remainder of the
tested polysaccharide applications showed significant increases in penetration resistance.
When the concentration was increased to 2 wt% (XG = 0.50 wt%), the penetration resistance
of substrate amended with WS slightly increased, while all other tested polysaccharides
showed significant increases, with CS and XG achieving the highest penetration resistances
among all tested biopolymers.

Proteins. The application at a concentration of 1 wt% slightly increased the penetra-
tion resistance of sand treated with HEA, HG, PP, WP, and WPC compared to the control
group treated with water. By contrast, substrates amended with FBPC and TG exhibited
significantly higher penetration resistances. Relative to 1 wt%, the 2 wt% protein applica-
tions increased the maximum penetration resistance of all treated samples, except for WPC.
Applications with HG, PP, and TG displayed the greatest increases in penetration resistance.

Comparison of polysaccharide and protein treatments. When biopolymers were applied at
concentrations of 1 wt% (XG = 0.25 wt%), polysaccharide-induced crusts were, on average,
more than twice as resistant to penetration than protein-induced crusts. Doubling the concen-
tration to 2 wt% (XG = 0.50 wt%) resulted in a disproportionate increase in the penetration
resistance of the protein-induced crusts compared to the polysaccharide-induced crusts,
with the polysaccharide treatments still achieving higher absolute penetration resistances.

Statistical analysis. Results of the two-way ANOVA (Table 4) show that the types of
polysaccharide and protein have a significant effect on the penetration resistance (p < .001),
with some biopolymer treatments achieving significantly higher penetration resistances
than others. Among the proteins and polysaccharides, the concentration has a signifi-
cant effect (p < .001) on the penetration resistance, whereby higher concentrations mostly
enhanced the penetration resistance significantly.
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Table 4. Results of two-way ANOVA (α = .05) of maximum penetration resistance measured by
penetrometer.

Group Factor SS df MS F p

Medium-grained sand

Polysaccharides

Type 1277.93 6 212.99 17.57 < .001
Concentration 908.30 1 908.30 74.93 < .001
Interaction 250.04 6 41.67 3.44 .011
Error 339.46 28 12.12

Proteins

Type 1386.02 6 231.00 24.74 < .001
Concentration 952.47 1 952.47 101.99 < .001
Interaction 623.11 6 103.85 11.12 < .001
Error 261.49 28 9.34

Fine-grained silica sand

Polysaccharides

Type 582.82 6 97.14 4.91 < .001
Concentration 108.78 1 108.78 5.50 .026
Interaction 227.89 6 37.98 1.92 .113
Error 554.29 28 19.80

Proteins

Type 1753.52 6 292.25 21.93 < .001
Concentration 798.95 1 798.95 59.95 < .001
Interaction 298.17 6 49.70 3.73 .007
Error 373.13 28 13.33

Note. SS = sum of squares, df = degrees of freedom, MS = mean square, F = F-value, p = p-value.

Conclusions. On medium-grained sand, the type of biopolymer and concentration
have a significant effect on the resulting penetration resistance of the cured crusts. Some
biopolymers enhanced the penetration resistance only slightly or negligibly, while others
had a considerable effect. For most biopolymers, doubling the concentration increased the
achieved penetration resistance considerably.

3.2.2. Fine-Grained Silica Sand

Results of the penetrometer tests performed on fine-grained silica sand samples are
shown in Figure 8 (exact values are appended in Table A3). Four days after treatment, the
water-treated control group had a maximum penetration resistance of 1.7 N (SD = 0.2).

Polysaccharides. At biopolymer concentrations of 1 wt% (XG = 0.25 wt%), all tested
polysaccharide types formed crusts with considerably enhanced penetration resistances
compared to the control group treated with water. Increasing the concentration significantly
enhanced the penetration resistance of all tested polysaccharides, except for WS and XG,
whose penetration resistance decreased.

Proteins. Relative to the control group treated with water, all protein admixtures
applied at 1 wt% concentration formed crusts with significantly increased penetration
resistances. Compared to treatments at 1 wt% concentration, applications at 2 wt% resulted
in the penetration resistance of all tested proteins increasing significantly, with FBPC, TG,
and WP experiencing the most significant increases.

Comparison of polysaccharide and protein treatments. For amendments at 1 wt% concen-
tration, polysaccharide-induced crusts, on average, endured slightly higher penetration
resistances than protein-induced crusts. While doubling the concentration significantly
increased the penetration resistance of almost all samples, the penetration resistance of
protein-induced crusts displayed a disproportionate increase relative to polysaccharide
crusts. At the higher biopolymer concentration, the protein-treated substrates, on average,
showed higher penetration resistances than the polysaccharides.
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Figure 8. Mean maximum penetration resistance of crusts from fine-grained silica sand samples
measured by penetrometer tests. Biopolymers are grouped into polysaccharides and proteins with
water as control. Tests were performed in triplicates (n = 3), with error bars indicating the standard
deviation (SD). Note. The exact values of experimental results are appended in Table A3.

Statistical analysis. Results of the two-way ANOVA (Table 4) show that the types of
polysaccharide (p < .001) and protein (p < .001) have a significant effect on the penetra-
tion resistance, with some biopolymers forming significantly stronger crusts than others.
The concentration also has a significant effect on the penetration resistance (polysaccha-
ride: p = .026, proteins: p < .001), whereby doubling the concentration significantly increased
the penetration resistance of most tested amendments.

Conclusions. On fine-grained silica sand, all biopolymers produced crusts with signifi-
cantly increased penetration resistances relative to the control group, with the biopolymer
type having a significant effect on the resulting penetration resistance. The effect of doubling
the concentration strongly depends on the biopolymer type, whereby most biopolymer
treatments exhibited significant increases.

3.3. Crust Thickness Measurements
3.3.1. Medium-Grained Sand

The results of the crust thickness measurements are shown in Figure 9 (exact values are
appended in Table A5). Figures 10 and 11 show exemplary pictures of upside-down-facing
crusts formed by the tested biopolymer amendments (visual classification appended in
Table A6). While the control group, treated with water, formed no recoverable crust, all
tested biopolymers formed crusts of varying thicknesses.

Polysaccharides. Treatments at 1 wt% (XG = 0.25 wt%) produced crusts ranging from
2 to 7.2 mm in thickness. While amendments with NLS and POS formed relatively thin
to medium-thick crusts, the remaining polysaccharide applications yielded thick crusts
on medium-grained sand. Compared to the 1 wt% treatment, doubling the concentration
decreased the crust thickness for substrate treated with XG, CS, and WS, while crusts
resulting from amendments with CMC and PES displayed a slight, and NLS and POS a
significant, increase in thickness, respectively.
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Figure 9. Mean thickness of crust formed on medium-grained sand samples. Biopolymers are
grouped into polysaccharides and proteins with water as control. Tests were performed with six
replicas (n = 3), with error bars indicating the standard deviation (SD). Note. The exact values of
experimental results are appended in Table A5.

Proteins. Protein applications at 1 wt% concentration produced crusts of varying thick-
ness. While treatments with HEA and HG formed fragile, brittle, and barely recoverable
crusts, TG already formed slightly thicker crusts. Thick crusts formed on medium-grained
sand amended with PP, WP, WPC, and FBPC, with the latter resulting in the thickest
crusts of all biopolymers tested at 1 wt%. At the higher tested concentration, the crust
thicknesses of all treatments increased, whereby HEA, TG, and HG displayed the most
significant increases.

Comparison of polysaccharide and protein treatments. At treatments with 1 wt% (XG = 0.25 wt%)
biopolymer concentration, medium-grained sand amended with polysaccharides, on average,
formed slightly thicker crusts than applications with proteins. Doubling the concentration to
2 wt% (XG = 0.50 wt%) resulted in the thickness of polysaccharide-induced crusts to increase
slightly, while protein-induced crusts displayed significant increases.

Conclusions. On medium-grained sand, all biopolymer treatments formed crusts, with
the resulting crust thickness varying significantly among the biopolymers tested. For most
polysaccharides, doubling the concentration only slightly increased the crust thickness,
whereas most protein treatments exhibited significant increases in crust thickness.

Statistical analysis. Results of the two-way ANOVA (Table 5) show that the types
of polysaccharide (p < .001) and protein (p < .001) have a significant effect on the crust
thickness, with some biopolymers forming only very thin crusts and others thick crusts.
Increasing the concentration only had a significant effect on the crust thickness of protein
amendments (p < .001), whereby increasing the concentration caused the crust thickness of
all protein-treated samples to increase.
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Figure 10. Examples of polysaccharide-induced crusts recovered from the samples (cf. Table A6
for classification).
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Figure 11. Examples of protein-induced crusts recovered from the samples (cf. Table A6
for classification).
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Table 5. Results of two-way ANOVA (α = .05) of average calculated crust thickness.

BP Type Factor SS df MS F p

Medium-grained sand

Polysaccharides

Type 48.6 6 8.1 8.86 < .001
Concentration 3.15 1 3.15 3.44 .074
Interaction 37.96 6 6.33 6.92 < .001
Error 25.61 28 0.91 0

Proteins

Type 188.1 6 31.35 38.42 < .001
Concentration 77.67 1 77.67 95.18 < .001
Interaction 33.83 6 5.64 6.91 < .001
Error 22.85 28 0.82 0

Fine-grained silica sand

Polysaccharides

Type 636.09 6 106.01 84.27 < .001
Concentration 1.47 1 1.47 1.17 .288
Interaction 49.2 6 8.2 6.52 < .001
Error 35.23 28 1.26 0

Proteins

Type 75.25 6 12.54 8.44 < .001
Concentration 5.08 1 5.08 3.42 .075
Interaction 15.02 6 2.5 1.69 .161
Error 41.6 28 1.49 0

Note. SS = sum of squares, df = degrees of freedom, MS = mean square, F = F-value, p = p-value.

3.3.2. Fine-Grained Silica Sand

The results of the crust thickness calculation are shown in Figure 12 (exact values
are appended in Table A5). Exemplary depictions of the cured crusts are displayed in
Figures 10 and 11. The control group formed no recoverable crust, whereas all tested
biopolymers formed crusts of varying thicknesses.

 

Figure 12. Mean thickness of crust formed on fine-grained silica sand samples. Biopolymers are
grouped into polysaccharides and proteins with water as control. Tests were performed with six
replicas (n = 3), with error bars indicating the standard deviation (SD). Note. The exact values of
experimental results are appended in Table A5.
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Polysaccharides. Polysaccharide applications at 1 wt% (XG = 0.25 wt%) formed crusts of
varying thickness. WS formed only very thin and rather ductile crusts, while the remainder
of the tested polysaccharide applications yielded significantly thicker crusts. Doubling the
concentration increased the thickness of silica sand crusts amended with NLS and POS,
while the other tested polysaccharide applications displayed decreased crust thicknesses.
Notably, crusts formed because of treatment with WS even curled up throughout the curing
period (Figure 10).

Proteins. Treatments at 1 wt% produced crusts of similar thicknesses, whereby amend-
ments with FBPC, HEA, and TG formed the thickest crusts among the proteins tested.
Doubling the concentration slightly decreased the thickness of crusts formed after treat-
ment with FBPC, TG, and HG, whereas the other protein applications displayed slight
increases in crust thickness.

Comparison of polysaccharide and protein treatments. At a biopolymer concentration of
1 wt% (XG = 0.25 wt%), protein amendments, on average, formed slightly thicker crusts
than polysaccharide treatments. Doubling the concentration had a similar effect for most
biopolymer applications, only slightly reducing or increasing the resulting crust thickness.

Statistical analysis. Two-way ANOVA (Table 4) shows that the biopolymer type has a
significant effect on crust thickness among polysaccharides (p < .001) and proteins (p < .001),
whereby the crust thickness differs significantly depending on the biopolymer type. By
contrast, doubling the concentration has no significant effect (polysaccharides: p = .288,
proteins: p = .075) on the resulting crust thickness, as it only slightly increased or even
decreased the crust thickness.

Conclusions. All biopolymers tested formed crusts on fine-grained silica sand. While
the crust thicknesses were relatively uniform among the tested proteins, the tested polysac-
charide amendments resulted in a greater variability. For all biopolymers, doubling the
concentration had only a small effect on the resulting crust thickness.

4. Discussion

4.1. Moisture Retention Tests

Several studies have investigated the effect of different biopolymer types and con-
centrations on moisture retention of biopolymer-treated soils [17,28,46,47,49,51,52]. The
studies found that biopolymer treatments enhance soil moisture retention, with the biopoly-
mer type having a significant effect on the resulting moisture retention. Most studies
concluded that moisture retention increases at higher biopolymer concentrations [17,28,49],
although one study did not confirm this effect [46]. Soil type also appears to significantly
influence the moisture retention that can be achieved by a biopolymer amendment [17].
In the following, the key trends of this study’s results are discussed in the context of the
previous literature. A more detailed discussion is limited by the significant differences in
soil, treatment, and experimental setup among the studies.

4.1.1. Effect of Biopolymer Type

Medium-grained sand. The water-treated control group exhibited a higher moisture
retention than several biopolymer treatments, which is not consistent with the existing
literature [17,46,49,53]. It is assumed that the relatively low viscosity of water allowed it to
penetrate deeper into the medium-grained sand, making it less prone to evaporation. By
contrast, the more viscous biopolymer solutions did not infiltrate as deeply into the sample,
resulting in a higher evaporation rate.

Some biopolymer treatments significantly increased moisture retention (Figure 5),
which is consistent with the findings of other studies examining the ability of biopolymers
to improve soil moisture retention [17,25,28,46,49,54,55]. This increase is likely due to the
high water-absorption capacity of the biopolymers, as well as the effects of the solution
viscosity, bio-clogging, and crust formation. Low solution viscosity allows water molecules
to infiltrate deeper into the soil, making them less susceptible to evaporation. Bio-clogging
occurs when hydrated biopolymers clog the soil’s pore space, reducing capillary conduc-
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tivity and, thus, the evaporation rate [52,56]. Additionally, biopolymer-induced surface
crusts may act as barriers between moisture and air, slowing the evaporation rate [47,57].
Biopolymers such as XG, PP, POS, and CMC did not significantly affect moisture retention
(Figure 5), which does not correspond with the published literature [17,28,49]. Conversely
to the biopolymer treatments that increased the moisture retention of medium-grained sand,
it is likely that a low water-absorption capacity (PP and POS) or a relatively high viscosity
(XG and CMC) contributed to a faster evaporation rate and thus lower moisture retention.

Fine-grained silica sand. Similar trends in moisture retention were found on fine-grained
silica sand as on medium-grained sand, with some biopolymers decreasing it, some having
no effect, and some increasing it significantly compared to the water-treated control group
(Figure 6). In addition, as found for medium-grained sand, the control did not have the
lowest moisture retention. The same reasons as identified for medium-grained sand likely
caused these results.

Comparison of polysaccharides and proteins. On average, the well-performing proteins,
such as FBPC, HEA, WP, and HG, achieved a higher moisture retention capacity than the
well-performing polysaccharides, such as CS, NLS, and WS (Figures 5 and 6). It is likely
that this trend has been caused by the lower viscosity exhibited by most protein solutions
and potentially a higher water-absorption capacity.

4.1.2. Effect of Biopolymer Concentration

Medium-grained sand. Increasing the biopolymer concentration had no significant effect
on moisture retention (Figure 5 and Table 3). The published literature also reported mixed
findings, with most studies concluding that higher biopolymer concentrations increase
moisture retention [17,28,49], while one study could not confirm this observation [46].
For biopolymer applications that increased moisture retention (Figure 5), it is assumed
that doubling the concentration amplified the effects of water absorption capacity, bio-
clogging [52,56], and crust formation [47,57] (as discussed in Section 4.1.1).

For some biopolymers, doubling the concentration had little effect on moisture reten-
tion or even caused it to decrease. Ding et al. [28] reported similar results when testing
applications of lignosulfonates on red sand, with moisture retention only increasing no-
ticeably up to a certain concentration. This suggests that each biopolymer has a specific
threshold concentration, beyond which only minor changes or even a decrease in soil
moisture retention occurs. This trend is likely related to an increase in biopolymer viscosity,
which reduces infiltration depth and increases evaporation rate, resulting in the adverse
effects of higher viscosity outweighing the positive effects of increased water absorption
capacity, bio-clogging, and crust formation (see Section 4.1.1).

Fine-grained silica sand. On fine-grained silica sand, doubling the concentration resulted
in a slight increase in moisture retention for most tested biopolymers (Figure 6 and Table 3),
which agrees with previous studies [17,28,49]. It is believed that the same factors assumed
for medium-grained sand caused these trends on fine-grained silica sand. Samples treated
with XG and TG exhibited decreased moisture retention when the concentration was
doubled, likely because of an increase in viscosity that limited the infiltration depth and,
thus, increased the evaporation rate. CMC-treated samples showed no significant change,
assumably because of the balancing of positive effects (e.g., increased water absorption, bio-
clogging, and crust formation) and the negative effect of higher viscosity. Fine-grained silica
sand samples, on average, exhibited a lower moisture-retention capacity than medium-
grained sand samples (Figure 5) because of the higher hydraulic conductivity of medium-
grained sand that enhanced the infiltration depth and decreased evaporation throughout
the curing period.

4.2. Penetrometer Tests

Multiple studies performed penetrometer tests to investigate the effects of different
biopolymers and concentrations on the penetration resistance of biopolymer-induced soil
crusts [13,14,16,17,28,33,48,49]. A compilation of these studies’ experimental results has
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been appended in Tables A7 and A8. The results suggest that the biopolymer type has
a significant effect on the crusts’ penetration resistance, with some biopolymers forming
firmer crusts than others. Increasing the concentration generally increases the penetration
resistance [33,46,49], although one study found that this relationship plateaus at a specific
concentration [16]. On sandy soil, biopolymers act by coating and binding sand particles
together, forming a cross-linked 3D network that increases inter-particle cohesion [21]. In
the following sections, the key trends of this study’s results are discussed in the context of
the previous literature, as a more detailed discussion is limited by the significant differences
in soil, treatment, and experimental setup among the studies.

4.2.1. Effect of Biopolymer Type

Medium-grained sand. Penetrometer test results showed that all tested biopolymers
formed crusts with differing penetration resistances, with the biopolymer type significantly
affecting the penetration resistance (Table 4 and Figure 7). The water-treated control
group formed no crust and endured a very low penetration resistance. These trends are
consistent with findings from previous studies (Tables A7 and A8), which also showed that
the water-treated control endured low penetration resistances relative to the biopolymer-
treated samples.

Comparison with previous studies on XG, NLS, and CMC [17,33] (cf. Tables A7
and A8) reveals that XG forms stronger crusts than NLS, which agrees with this study’s
results (Figure 7). By contrast, Toufigh and Ghassemi [17] reported that CMC tends to
form firmer crusts than XG, which contradicts the results of this study. This discrepancy
may be due to the different XG types used in the two studies. The XG used in this study
formed highly viscous, not-sprayable gels at concentrations >0.5 wt%, while Toufigh and
Ghassemi tested XG up to 1.5 wt% without reporting issues regarding the solution viscosity
and spray-ability. Hence, it is likely that the XG used in this study had a higher gel strength
and viscosity than the one tested by Toufigh and Ghassemi.

The starches (CS, POS, PES, and WS) also formed crusts, some with high penetration
resistances. While the penetration resistance of starch-treated soil has not yet been investi-
gated, other studies have already demonstrated their ability to improve soil mechanical
properties. A wind tunnel study found that starch-treated soil exhibited reduced wind
erosion [58], while other studies reported that starches and starch–xanthan blends enhanced
the soil’s geotechnical properties [59–61].

All tested proteins formed crusts, some of which had high penetration resistances
(Figure 7). While previous studies have not investigated the crust strength of protein-
treated soils, some studies demonstrated proteins’ ability to enhance geotechnical soil
properties [47,62–64]. Analogous to PP, bovine plasma protein was found to increase the
compressive strength of biopolymer-bound soil composites [62]; while corresponding to
WPC, cottage cheese whey was found to improve aggregate stability and reduce furrow
erosion [64]. Likewise, gelatine has been used as a constituent in the formulation of dust
suppressants because of its film-forming properties [47,63]. The remaining proteins tested
in this study have not yet been tested regarding their ability to enhance soil properties but
are commonly used in the food industry for their thickening, gelling, or water-retention
abilities [65,66].

Fine-grained silica sand. The penetrometer tests revealed that all biopolymer treatments
formed crusts, with the biopolymer type significantly affecting the penetration resistance
(Figure 8 and Table 4). This trend corresponds with previous research (Tables A7 and A8).
Compared to medium-grained sand, crusts on fine-grained silica sand, on average, had a
higher penetration resistance. This can be attributed to the silica sands’ smaller particle size,
which results in a larger surface area, tighter packing, and lower hydraulic conductivity. As
a result, the biopolymers coat a larger surface area, must bridge shorter distances between
particles, and do not infiltrate as deep into the soil, and thus form a stronger crust.
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4.2.2. Effect of Biopolymer Concentration

Medium-grained sand. Penetrometer test results showed that doubling the concentration
significantly increased the penetration resistance of most biopolymers tested (Figure 7 and
Table 4). This trend corresponds with previous research (Tables A7 and A8) [14,17,28,33].
As stated by Owji et al. [14], this is because higher biopolymer concentrations increase
the thickness of the inter-particle bonds forming between the coated sand particles, which
causes the crust strength to increase. Doubling the concentration of WS and WPC only
slightly increased the penetration resistance (Figure 7). The minor effect of WPC suggests
that it generally has limited potential to enhance soil properties. Regarding WS, it is
likely that its high viscosity limited the infiltration depth, leading to the presence of more
biopolymer molecules in the pores than required to form a stable 3D network. Thus, for
WS doubling, the concentration likely exceeded a threshold concentration, beyond which
only minor increases in crust strength occur. This corresponds with findings of Lemboye
et al. [16], who observed that applications of sodium alginate and pectin only increased
penetration resistance up to 2 or 3 wt%.

Fine-grained silica sand. Doubling the concentration increased the penetration resistance
of most biopolymers tested (Figure 8), similar to the findings on medium-grained sand
(Figure 7) and the published literature (Tables A7 and A8). WS and XG exhibit a differ-
ent trend, as doubling their concentration resulted in decreased penetration resistances.
This can be attributed to the high viscosities of their respective solutions, which limited
infiltration depth and crust thickness, causing the crust to endure less load. For WS, the
low infiltration and high local biopolymer concentration even caused the crust to curl
up because of tension forces that occurred as the swollen biopolymers dehydrated and
shrank (Figure 10).

Comparison of polysaccharides and proteins. On average, protein-treated samples ex-
hibited larger incremental increases in penetration resistance than polysaccharide-treated
samples upon doubling the concentration (Figures 7 and 8). Thereby, on medium-grained
sand, some protein treatments only formed stable crusts at 2 wt%, while most tested
polysaccharides formed stable crusts at 1 wt% on both soils (XG = 0.25 wt%). This sug-
gests that for the tested polysaccharides, doubling the concentration likely surpassed a
threshold beyond which only small increases in crust strength occur. As a result, proteins
must be applied at higher concentrations to achieve comparable penetration resistances as
polysaccharide-induced crusts on medium-grained sand.

4.3. Crust Thickness Measurements

Several studies have shown that the type and concentration of biopolymers signifi-
cantly affect the thickness of biopolymer-induced soil crusts, and a compilation of their
results has been appended for reference (Table A9) [13,14,16,28,46,67]. Thereby, viscosity
and the ability to enhance inter-particle cohesion influence the resulting crust thickness
and depend on the biopolymer type and concentration. In the following, the main trends
of this study’s results are discussed in the context of previous studies. A more detailed
discussion is limited by the significantly different soil types, treatments, and experimental
setups used in previous studies.

4.3.1. Effect of Biopolymer Type

Medium-grained sand. The crust thickness measurements showed that all tested biopoly-
mers produced crusts, with the biopolymer type significantly affecting the resulting crust
thickness (Figure 9 and Table 5). These findings correspond with the published literature
(Table A9). In contrast to the other biopolymers, NLS, HEA, HG, and TG partially formed
very thin and brittle crusts (Figures 10 and 11). Regarding NLS, this can be explained as
previous studies found that lignosulfonates must be applied at concentrations >2 wt%
to enhance soil mechanical properties effectively [19,33,68]. The ability of HEA and HG
to enhance soil mechanical properties has not yet been studied, but their treatments at
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1 wt% and 2 wt% (only HEA) did not increase inter-particle cohesion sufficiently to form a
competent crust.

Fine-grained silica sand. The test results showed that the biopolymer type significantly
affects the crust thickness (Figure 12 and Table 5), which agrees with the existing literature
(Table A9). Compared to the other tested biopolymers, NLS, POS, HEA, and PP formed
relatively thick crusts, likely because of a favourable combination of viscosity and bonding
strength, allowing for a high infiltration depth and sufficient inter-particle cohesion to
form a thick crust. By contrast, WS and XG only formed thin crusts because of their high
viscosity. Hence, on fine-grained silica sand, biopolymer viscosity is a limiting factor
regarding the achievable crust thickness. Treatments on fine-grained silica sand generally
formed thicker crusts than on medium-grained sand, as the finer particle size and tighter
packing of the silica sand favour particle agglomeration and crust formation. In this context,
NLS, HG, and HEA exhibited significant differences, forming only thin and brittle crusts on
medium-grained sand but achieving considerably higher crust thicknesses on fine-grained
silica sand.

4.3.2. Effect of Biopolymer Concentration

Medium-grained sand. The results of crust thickness measurements revealed that dou-
bling the biopolymer concentration significantly affected crust thickness (Figure 9 and
Table 5). For most polysaccharides, crust thickness only increased slightly or even de-
creased upon doubling the concentration, which corresponds with the published literature
(Table A9). This is likely because the increased viscosity limited the infiltration depth,
resulting in a thinner crust. By contrast, NLS and POS treatment benefitted significantly
from doubling the concentration, which increased the inter-particle cohesion sufficiently to
form a thick crust.

In contrast to the polysaccharide treatments, doubling the concentration significantly
increased the thickness of protein-induced crusts. This is because doubling the concentra-
tion increased inter-particle cohesion without limiting the infiltration depth. While most
polysaccharides formed relatively thick crusts at 1 wt%, most proteins required concen-
trations of 2 wt% to achieve crusts of similar thickness. Thus, proteins must be applied at
higher concentrations to achieve similar crust thicknesses as polysaccharide treatments.

Fine-grained silica sand. Results showed that doubling the concentration had no signif-
icant effect on the resulting crust thickness, leading only to slight increases or decreases
(Figure 12 and Table 5). It appears that concentrations of 1 wt% are already sufficient to
form a thick, stable crust, so doubling the concentration mainly resulted in adverse effects
caused by the increase in viscosity.

4.4. Evaluation of Tested Biopolymers as Dust Suppressants

This study found that the tested biopolymers formed crusts with significantly in-
creased penetration resistances relative to the water-treated control and, in part, enhanced
moisture retention. As penetration resistance [13,17,26] and moisture retention [28] are
commonly used indicators for assessing potential dust suppressants, it is concluded that
most tested polysaccharides and proteins show potential as dust suppressants. XG was
incorporated as a benchmark in the study, as it is the most widely studied biopolymer in
soil stabilisation and dust control [22,69]. The results on both tested soil types showed that
some polysaccharides (CMC, CS, and WS) and proteins (FBPC, PP, and WP) achieved simi-
lar crust penetration resistances as XG (Figures 7 and 8). However, it must be considered
that XG was only tested at a quarter of the concentration of the other biopolymers.

Commercially available dust control products, such as chloride salts, petroleum-
based products, and synthetic polymers, are effective dust suppressants but remain costly
and can have adverse environmental effects [12,70]. Thus, there is a need for afford-
able, environmentally friendly alternatives that are easy to apply. While approaches
such as microbially induced carbonate precipitation show potential to mitigate wind
erosion [71–73], their cultivation and application are challenging [23], rendering them
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not easy-to-apply off-the-shelf solutions. Alternatively, by-products and wastes from
food processing have shown potential as dust suppressants [74,75], but their inconsistent
composition and dry-matter content may limit their application potential. By contrast,
biopolymers show potential to meet the needs mentioned above.

This study and previous research [13–16] have shown that biopolymers have potential
as dust suppressants. Moreover, they are biodegradable [76], well-studied, and frequently
applied in the food industry and medical applications [40,66,77]. The tested biopolymers
have relatively low cost, are easily dissolvable in water, and can be applied using con-
ventional water-spraying equipment. In addition, the tested biopolymers originate from
botanical (corn, pea, wheat, cellulose, potato, and fava bean) and animal (pig, chicken,
and cow) sources that are widely cultivated and bred. Consequently, biopolymers show
potential as environmentally benign, readily available, low-cost, and easy-to-use alterna-
tives to traditional dust suppressants. Further laboratory and field studies are needed to
investigate their potential at different dosages and under realistic operating conditions to
raise industry awareness.

5. Conclusions

This study examined the potential of 14 polysaccharides and proteins as dust sup-
pressants by testing spray-on treatments at two different biopolymer concentrations on a
medium-grained sand and a fine-grained silica sand. Moisture retention tests, penetrometer
tests, and crust thickness measurements were performed, and the following conclusions
were drawn:

1. Penetrometer test results on biopolymer-treated medium-grained sand ranged from
1.7 to 34.0 N (control = 1.5 N) and on fine-grained silica sand from 6.7 to 37.9 N
(control = 1.7 N), respectively. The results showed that all tested biopolymers formed
crusts with significantly differing penetration resistances depending on the biopoly-
mer type (p < .05). Increasing the biopolymer concentration significantly increased the
penetration resistance on medium-grained sand (p < .001). In contrast, on fine-grained
silica sand, it only increased the penetration resistance of protein treatments signifi-
cantly (p < .001). Proteins achieved similar penetration resistances as polysaccharides
but required higher concentrations.

2. Moisture-retention test results on medium-grained sand ranged from 3.4 to 19.5 wt%
(control = 6.9 wt%) and on fine-grained silica sand from 1.0 to 18.2 wt%
(control = 2.5 wt%). On both tested soil types, the biopolymer type had a signifi-
cant effect (p < .001) on the samples’ moisture retention, resulting in it decreasing
or increasing relative to the water-treated control. Increasing the concentration in-
creased moisture retention of protein-treated fine-grained silica sand samples signifi-
cantly (p < .001).

3. The thicknesses of crusts formed on biopolymer-amended medium-grained sand sam-
ples ranged from 0.3 to 8.8 mm (control = 0 mm) and on fine-grained silica sand from
3.2 to 18.1 mm (control = 0 mm). The results showed that the different biopolymers
formed crusts of varying thicknesses, with the biopolymer type significantly affecting
the crust thickness (p < .001). On medium-grained sand, doubling the concentration
only had a significant effect for protein amendments (p < .001) and resulted in the
crust thickness increasing. On fine-grained sand, increasing the concentration slightly
reduced the crust thickness of most treatments because of a lower infiltration depth.

The results of this study demonstrate that the tested polysaccharides and proteins
have the potential to be applied as dust suppressants in industries such as mining. Thereby,
biopolymers can contribute to reducing the industry’s environmental and human
health impacts.
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Appendix A

Table A1. Compilation of previous studies investigating biopolymer applications in the disciplines
of soil stabilisation and dust control.

Biopolymer Source Solubility Type of Application References

Polysaccharides

Arabic gum (Acacia
gum) Exudate from acacia trees

Cold-water soluble Spray-on (dust control) [16]
Mix-in (soil stabilisation) [16,78]

Agar gum Red algae (Gelidium and
Gracilaria)

Hot-water soluble
(>86 ◦C)

Mix-in (soil stabilisation) [25,79,80]

β-glucan Extracted from cells of yeast,
fungi, certain bacteria and cereals

Cold-water soluble Mix-in (soil stabilisation) [25,81–86]

Carrageenan Red algae (Chondracanthus) Cold-water soluble Spray-on (dust control) [87,88]
Mix-in (soil stabilisation) [58,88]

Chitosan Chitin shells of crustaceans
Soluble in acetic
solutions

Mix-in (soil stabilisation) [55,89–93]

Spray-on (dust control) [87,94,95]
Carboxymethyl
cellulose Cellulose derivative

Cold-water soluble Mix-in (soil stabilisation) [96–99]
Spray-on (dust control) [14,17]

Dextran Microbial
Mix-in (soil stabilisation) [100]
Spray-on (dust control) [101]

Gellan gum Bacteria Poor solubility at low
temperature (fully
dissolvable > 80 ◦C)

Mix-in (soil stabilisation) [37,96,102–106]

Guar gum Guar beans
Cold-water soluble Mix-in (soil stabilisation) e.g., [13,33,82,83,96,107–111]

Spray-on (dust control) [14,15,46]
Lignosulfonate By-product of wood pulp

production
Cold-water soluble Spray-on (dust control) [19,26,33,112]

Locust bean gum Carob tree seeds Mix-in (soil stabilisation) [113]
Pectin Citrus fruit lamella and cell walls Cold-water soluble Spray-on (dust control) [16]
Persian gum Exudate from almond tree trunk

and branches
Cold-water soluble
(30% soluble, 70%
insoluble)

Mix-in (soil stabilisation) [114]

Sodium alginate Brown algae Cold-water soluble Spray-on (dust control) [15,16,67,115]
Mix-in (soil stabilisation) [16,91,116–120]

Starch

Corn Corn
Cold-water soluble Spray-on (dust control) [121]

Mix-in (soil stabilisation) [58,80]
Potato Potato Cold-water soluble Spray-on (dust control) [47]

Xanthan gum Bacteria
Cold-water soluble Spray-on (dust control) [17,122]

Mix-in (soil stabilisation) e.g., [82,107,123–128]

Proteins

Casein Milk Soluble in alkaline
solutions Mix-in (soil stabilisation) [129–134]

Bovine blood plasma Bovine blood [62]

Gelatin Collagen from animal bones and
tissues

Warm-water soluble
(>40 ◦C) Spray-on (dust control) [47,63]

Soybean Soybean Cold-water soluble Spray-on (dust control) [135,136]
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Table A2. Moisture retention of medium-grained sand and fine-grained silica sand samples treated
at biopolymer concentrations of 1 and 2 wt% (XG = 0.25 and 0.50 wt%). Tests were performed in
triplicates (n = 3), with M = mean and SD = standard deviation. On medium-grained sand the water-
treated control group achieved a mean moisture retention of 6.9 wt% (SD = 1.2) and on fine-grained
silica sand 2.5 wt% (SD = 0.7).

Moisture Retention (wt%)

Medium-Grained Sand Fine-Grained Silica Sand

1 wt% 2 wt% 1 wt% 2 wt%

M SD M SD M SD M SD

Polysaccharides

Carboxymethyl cellulose 6.3 3.1 5.8 0.5 4.0 0.9 4.1 0.1
Corn starch 16.1 3.6 13.6 1.0 1.5 0.5 2.7 0.1
Sodium lignosulfonate 9.2 2.7 11.2 1.6 1.7 0.3 3.7 1.2
Pea starch 7.8 0.9 4.6 0.2 1.0 0.3 2.1 0.8
Potato starch 5.3 0.5 5.3 0.7 1.5 0.1 2.5 0.1
Wheat starch 6.2 0.5 12.3 1.7 5.1 0.9 7.2 1.5
Xanthan gum 3.4 0.2 4.0 0.9 6.2 0.9 2.5 0.3

Average 7.8 3.8 8.1 3.8 3.0 1.9 3.6 1.6

Proteins

Fava bean protein concentrate 12.7 3.7 14.5 1.2 14.0 1.0 17.2 0.8
Hen egg albumen 12.3 2.0 12.4 1.7 1.6 0.2 2.3 0.0
Haemoglobin protein 7.0 1.9 4.9 3.2 13.1 2.4 18.2 2.0
Plasma protein 3.2 0.4 2.4 0.1 1.4 0.2 2.1 0.0
Technical gelatin 17.9 0.9 19.5 3.0 14.0 1.2 12.7 0.6
Wheat protein 15.6 1.0 19.0 2.7 2.0 0.4 2.1 0.2
Whey protein concentrate 5.2 2.0 5.3 2.1 1.2 0.1 2.8 0.1

Average 10.5 5.1 11.1 6.5 6.7 6.0 8.2 7.0

Table A3. Penetration resistance of medium-grained and fine-grained silica sand samples treated
at biopolymer concentrations of 1 and 2 wt% (XG = 0.25 and 0.50 wt%). Tests were performed in
triplicates (n = 3), with M = mean and SD = standard deviation. The water-treated control group
achieved a penetration resistance of 1.5 N (SD = 0.1) on medium-grained sand and 1.7 N (SD = 0.2)
on fine-grained silica sand.

Penetration Resistance (N)

Medium-Grained Sand Fine-Grained Silica Sand

1 wt% 2 wt% 1 wt% 2 wt%

M SD M SD M SD M SD

Polysaccharides

Carboxymethyl cellulose 11.5 2.0 21.1 3.6 14.9 3.2 16.4 2.9
Corn starch 14.2 2.0 27.4 4.4 18.0 4.8 25.4 8.6
Sodium lignosulfonate 1.7 0.2 4.3 1.3 14.2 3.1 21.1 3.1
Pea starch 8.0 1.2 20.1 4.3 10.8 2.2 14.4 1.1
Potato starch 4.4 0.6 16.8 1.3 10.1 1.7 19.0 1.6
Wheat starch 13.3 0.9 14.4 2.1 10.0 1.3 8.8 0.4
Xanthan gum 12.4 5.5 26.5 3.9 20.7 5.3 16.0 2.8

Average 9.4 4.5 18.7 7.3 14.1 3.8 17.3 4.9

Proteins

Fava bean protein concentrate 8.8 2.9 15.9 1.7 15.0 4.1 30.3 3.9
Hen egg albumen 2.5 0.7 5.6 3.0 10.8 2.4 13.9 0.6
Haemoglobin protein 2.1 0.5 10.2 1.7 6.7 1.9 11.2 2.7
Plasma protein 3.5 1.6 15.4 2.8 15.8 2.6 21.0 4.8
Technical gelatin 8.0 0.2 34.0 6.0 20.0 4.5 37.9 2.1
Wheat protein 3.5 1.2 13.5 3.8 9.1 0.9 18.5 2.9
Whey protein concentrate 2.4 0.5 2.5 0.7 10.0 1.0 15.6 3.2

Average 4.4 2.6 13.9 9.5 12.5 4.3 21.2 8.9
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Table A4. Mean modulus of elasticity (Me) of crusts formed on medium-grained and fine-grained
silica sand samples treated at biopolymer concentrations of 1 and 2 wt% (XG = 0.25 and 0.50 wt%).
Tests were performed in triplicates (n = 3), with M = mean and SD = standard deviation. The
water-treated control group formed no crust, so no Me could be derived.

Modulus of Elasticity (kN m−1)

Medium-Grained Sand Fine-Grained Silica Sand

1 wt% 2 wt% 1 wt% 2 wt%

M SD M SD M SD M SD

Polysaccharides

Carboxymethyl cellulose 17.2 4.0 21.7 5.7 20.7 4.3 20.7 6.3
Corn starch 27.7 14.1 27.2 5.9 69.1 50.5 38.7 26.2
Sodium lignosulfonate 0.6 0.1 3.7 2.1 22.2 9.1 28.7 6.4
Pea starch 6.8 1.4 20.1 3.2 24.2 8.3 43.4 18.8
Potato starch 4.8 0.3 20.2 6.2 25.7 5.9 65.0 13.9
Wheat starch 15.9 1.5 13.2 3.0 8.6 2.4 7.4 0.7
Xanthan gum 23.9 9.3 36.0 11.4 41.2 12.1 20.7 3.5

Average 13.8 9.4 20.3 9.4 30.2 18.2 32.1 17.5

Proteins

Fava bean protein concentrate 13.0 8.6 21.1 5.0 36.3 7.8 87.2 44.8
Hen egg albumen 1.3 0.3 7.4 3.3 19.7 9.3 26.3 3.7
Haemoglobin protein 1.2 0.2 13.1 5.6 14.1 7.1 27.3 12.8
Plasma protein 4.3 3.1 18.3 9.3 22.7 6.1 30.9 3.0
Technical gelatin 9.4 1.4 31.2 5.3 32.8 9.3 33.7 6.2
Wheat protein 3.7 2.8 13.8 3.8 14.1 3.7 47.0 16.6
Whey protein concentrate 1.8 1.6 1.5 0.5 19.9 2.6 22.4 6.2

Average 5.0 4.2 15.2 8.9 22.8 8.0 39.3 20.9
Medium-grained sand. For 1 wt% treatments, the Me of polysaccharides-induced crusts was on average 2.8 times
greater than the Me of protein-induced crusts (Table A4). Amendments with CMC, CS, and XG resulted in the
highest Me among the tested polysaccharides and FBPC and TG among the tested proteins, respectively. Doubling
the concentration resulted in the Me of most biopolymer-induced crusts increasing, whereby protein-induced
crusts exhibited a disproportionate increase relative to the polysaccharide-induced crusts. Fine-grained silica sand.
On samples treated at 1 wt% biopolymer concentration, polysaccharide-induced crusts on average exhibited a
larger Me than protein-induced crusts, with CS, XG, FBPC, and TG achieving the highest Me within their respective
groups. Treatment at 2 wt% increased the Me of most biopolymer treatments tested, with protein-induced crusts
increasing disproportionately in thickness relative to the polysaccharide-induced crusts.
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Table A5. Mean crust thickness of medium-grained sand and fine-grained silica sand samples treated at
biopolymer concentrations of 1 and 2 wt% (XG = 0.25 and 0.50 wt%). Tests were performed in triplicates
(n = 3), with M = mean and SD = standard deviation. Water-treated control groups formed no crusts.

Crust Thickness (mm)

Medium-Grained Sand Fine-Grained Silica Sand

1 wt% 2 wt% 1 wt% 2 wt%

M SD M SD M SD M SD

Polysaccharides

Carboxymethyl cellulose 6.3 1.6 7.1 0.4 9.6 0.5 9.3 0.2
Corn starch 7.5 0.3 5.9 0.8 7.7 0.5 7.3 1.0
Sodium lignosulfonate 2.4 1.0 4.6 0.9 13.1 0.3 18.1 2.7
Pea starch 6.3 0.2 6.9 0.4 8.3 0.6 7.0 0.2
Potato starch 3.4 0.5 7.3 0.2 11.7 0.4 13.7 0.2
Wheat starch 6.3 0.4 4.7 1.6 3.2 1.3 2.4 0.5
Xanthan gum 6.6 0.1 5.9 0.1 7.3 0.4 5.8 0.3

Average 5.5 1.8 6.1 1.0 8.7 3.0 9.1 4.9

Proteins

Fava bean protein concentrate 7.6 0.4 8.8 0.1 11.6 0.4 11.0 2.1
Hen egg albumen 0.4 0.4 2.8 0.9 11.0 0.9 13.1 0.3
Haemoglobin protein 0.3 0.4 6.8 0.5 9.2 1.0 8.9 0.6
Plasma protein 5.2 0.8 7.0 0.2 9.4 0.6 11.8 0.3
Technical gelatin 2.3 0.7 5.8 0.4 10.1 0.6 9.4 0.3
Wheat protein 5.5 0.5 8.1 1.2 7.6 2.4 8.3 0.2
Whey protein concentrate 4.0 0.5 4.7 1.7 8.2 0.2 9.5 0.6

Average 3.6 2.6 6.3 1.9 9.6 1.3 10.3 1.6

Table A6. Qualitative classification of biopolymers according to their crust’s visual appearance (cf.
Figures 10 and 11).

Classification Biopolymers Description

Medium-grained sand

Solid crusts

Polysaccharides:
CS, CMC, WS, XG
Proteins:
FBPC, TG

1 and 2 wt% (XG = 0.25 and 0.50 wt%) concentrations.
Crusts were recoverable in a single piece or up to four
fully recoverable pieces.

Mediocre crusts

Polysaccharides:
PES, POS
Proteins:
PP, WP, WPC

1 wt% concentration. Crusts broke into multiple large
pieces, whereby some pieces were only partially
recoverable and crumbled into countless pieces.
2 wt% concentration. Crusts were almost fully
recoverable in several pieces.

Weak crusts

Polysaccharides:
NLS
Proteins:
HEA, HG

1 wt% concentration. Crusts were very weak and
brittle, crumbling into countless unrecoverable pieces.
2 wt% concentration. Crusts had increased stability but
were still extremely fragile.

Fine-grained silica sand

Solid crusts Polysaccharides:
CS, CMC, PES, XG

1 and 2 wt% (XG = 0.25 and 0.50 wt%) concentrations.
Crusts were recoverable in a single piece or up to four
fully recoverable pieces.

Mediocre crusts

Polysaccharides:
NLS, POS
Proteins:
FBPC, HEA, HG,
PP, TG, WP, WPC

1 and 2 wt% concentrations. Crusts were thick and
almost fully recoverable in a few pieces at both tested
concentrations. (TG exhibited a unique characteristic,
as the uppermost part of its crust peeled off from the
lower part while recovering the crust.)

Ductile crusts Polysaccharides:
WP

1 and 2 wt% concentrations. Crusts were very thin and
ductile and even curled up during the curing period.

158



Appl. Sci. 2023, 13, 1010

T
a

b
le

A
7

.
C

om
pi

la
tio

n
of

re
su

lts
fr

om
pr

ev
io

us
st

ud
ie

s
pe

rf
or

m
in

g
pe

ne
tr

om
et

er
te

st
in

g
on

di
ff

er
en

ts
oi

ls
to

as
se

ss
th

e
pe

ne
tr

at
io

n
re

si
st

an
ce

of
sp

ra
y-

on
bi

op
ol

ym
er

ap
pl

ic
at

io
ns

.

B
io

p
o

ly
m

e
r

S
o

il
D

5
0

(m
m

)
C

u

P
e

n
e

tr
o

m
e

te
r

A
R

M
a

x
im

u
m

P
e

n
e

tr
a

ti
o

n
R

e
si

st
a

n
ce

(N
)

a
t

D
if

fe
re

n
t

T
e

st
e

d
C

o
n

ce
n

tr
a

ti
o

n
s

(w
t%

)
R

e
fe

re
n

ce

S
h

a
p

e
d

(m
m

)
(L

/m
2
)

0
0

.3
0

.5
0

.6
0

.7
0

.8
1

.0
1

.5
1

.6
2

.0
3

.0
5

.0

A
ca

ci
a

gu
m

Po
or

ly
gr

ad
ed

sa
nd

(S
P)

0.
15 a

2.
1

a
fla

t
6

1.
3

1.
1

a
10

.0 a
15

.0 a
21

.0
a

30
.0

a
50

.0
a

[1
6]

0.
15 a

2.
1

a
fla

t
6

3.
5

6.
4

a
18

.0 a
20

.0 a
50

.0
a

70
.0

a
14

5.
0

a
[1

6]

So
di

um
al

gi
na

te
0.

15 a
2.

1
a

fla
t

6
1.

3
1.

1
a

9.
0

a
17

.5 a
18

.0
a

15
.0

a
N

/A
[1

6]

0.
15 a

2.
1

a
fla

t
6

3.
5

6.
4

a
7.

5
a

21
.0 a

25
.0

a
N

/A
N

/A
[1

6]

Pe
ct

in
0.

15 a
2.

1
a

fla
t

6
1.

3
1.

1
a

15
.0 a

20
.0 a

28
.0

a
22

.0
a

15
.0

a
[1

6]

0.
15 a

2.
1

a
fla

t
6

3.
5

6.
4

a
20

.0 a
39

.0 a
33

.0
a

30
.0

a
N

/A
[1

6]

C
ar

bo
xy

m
et

hy
l

ce
llu

lo
se

Po
or

ly
gr

ad
ed

sa
nd

w
it

h
si

lt
(S

P-
SM

)

0.
16 a

2.
2

a
fla

t
6

1
0.

0
b

1.
0

b
2.

2
b

2.
3

b
[1

4]

0.
16 a

2.
2

a
fla

t
6

2
0.

0
b

2.
8

b
3.

6
b

5.
7

b
[1

4]

G
ua

r
gu

m
0.

16 a
2.

2
a

fla
t

6
1

0.
0

b
0.

7
b

1.
4

b
2.

4
b

[1
4]

0.
16 a

2.
2

a
fla

t
6

2
0.

0
b

2.
3

b
2.

8
b

3.
5

b
[1

4]

G
ua

r
gu

m
M

in
e

ta
ili

ng
s

0.
15 a

33
.9

a
fla

t
6

1.
9

21
2.

8
26

3.
0

35
8.

8
42

8.
0

[4
9]

X
an

th
an

gu
m

0.
15 a

33
.9

a
fla

t
6

1.
9

21
2.

8
25

0.
8

30
4.

5
34

0.
6

[4
9]

X
an

th
an

gu
m

M
in

e
ta

ili
ng

s
0.

13 a
56

.3
a

fla
t

6
1.

9
21

3.
8

27
8.

4
31

2.
5

33
1.

8
[1

37
]

X
an

th
an

gu
m

H
oo

ra
la

zi
m

la
go

on
sa

nd
0.

22 a
7.

5
a

fla
t

6
1.

9
5.

0
a

22
.0 a

28
.0 a

32
.0 a

[1
7]

U
rm

ia
la

ke
sa

nd
0.

13 a
2.

1
a

fla
t

6
1.

9
5.

0
a

6.
0

a
6.

0
a

11
.0 a

[1
7]

M
in

e
ta

ili
ng

s
0.

28 a
9.

4
a

fla
t

6
1.

9
12

.0 a
14

.0 a
27

.0 a
30

.0 a
[1

7]

C
ar

bo
xy

m
et

hy
l

ce
llu

lo
se

H
oo

ra
la

zi
m

la
go

on
sa

nd
0.

22 a
7.

5
a

fla
t

6
1.

9
5.

0
a

15
.0 a

38
.0 a

58
.0 a

[1
7]

U
rm

ia
la

ke
sa

nd
0.

13 a
2.

1
a

fla
t

6
1.

9
5.

0
a

14
.0 a

16
.0 a

28
.0 a

[1
7]

M
in

e
ta

ili
ng

s
0.

28 a
9.

4
a

fla
t

6
1.

9
12

.0 a
18

.0 a
27

.0 a
30

.0 a
[1

7]

G
ua

r
gu

m

H
oo

ra
la

zi
m

la
go

on
sa

nd
0.

22 a
7.

5
a

fla
t

6
1.

9
5.

0
a

8.
0

a
28

.0 a
39

.0 a
[1

7]

U
rm

ia
la

ke
sa

nd
0.

13 a
2.

1
a

fla
t

6
1.

9
5.

0
a

10
.0 a

14
.0 a

20
.0 a

[1
7]

M
in

e
ta

ili
ng

s
0.

28 a
9.

4
a

fla
t

6
1.

9
12

.0 a
16

.0 a
25

.0 a
31

.0
[1

7]

So
di

um
al

gi
na

te
+

C
aC

l 2
Po

or
ly

gr
ad

ed
sa

nd
(S

P)
0.

24 a
1.

7
fla

t
6

2.
2

N
/A

2.
8

c
5.

4
c

5.
4

c
[6

7]

N
ot

e.
A

R
=

ap
pl

ic
at

io
n

ra
te

,N
/A

=
no

ta
va

ila
bl

e,
SP

=
po

or
ly

gr
ad

ed
sa

nd
,S

P-
SM

=
po

or
ly

gr
ad

ed
sa

nd
w

ith
si

lt,
a

=
va

lu
es

ex
tr

ac
te

d
fr

om
di

ag
ra

m
in

so
ur

ce
,b

=
or

ig
in

al
va

lu
es

gi
ve

n
in

kP
A

an
d

co
nv

er
te

d
in

to
N

by
m

ul
ti

pl
yi

ng
w

it
h

pi
n

ar
ea

,c
=

re
su

lt
s

fr
om

po
ck

et
pe

ne
tr

om
et

er
te

st
s.

O
ri

gi
na

lv
al

ue
s

gi
ve

n
in

kg
/c

m
2

an
d

co
nv

er
te

d
in

to
N

us
in

g
pe

ne
tr

om
et

er
pi

n
ar

ea
an

d
g

=
9.

81
m

/s
2 .

159



Appl. Sci. 2023, 13, 1010

T
a

b
le

A
8

.
C

om
pi

la
ti

on
of

re
su

lt
s

fr
om

pr
ev

io
us

st
ud

ie
s

pe
rf

or
m

in
g

pe
ne

tr
om

et
er

te
st

in
g

on
d

if
fe

re
nt

ty
pe

s
of

re
d

sa
nd

(b
au

xi
te

re
si

d
ue

)t
o

as
se

ss
th

e
pe

ne
tr

at
io

n
re

si
st

an
ce

of
sp

ra
y-

on
bi

op
ol

ym
er

ap
pl

ic
at

io
ns

.

B
io

p
o

ly
m

e
r

S
o

il
D

5
0

(m
m

)
C

u

P
e

n
e

tr
o

m
e

te
r

A
R

M
a

x
im

u
m

P
e

n
e

tr
a

ti
o

n
R

e
si

st
a

n
ce

(N
)

a
t

D
if

fe
re

n
t

T
e

st
e

d
C

o
n

ce
n

tr
a

ti
o

n
s

(w
t%

)
R

e
fe

re
n

ce

sh
a

p
e

d
(m

m
)

(L
/m

2
)

0
0

.4
0

.8
1

.0
1

.2
1

.6
2

.0
3

.0
4

.0
5

.0
6

.0
8

.0
1

0
.0

Po
ly

ac
ry

la
m

id
e

R
ed

lo
am

sa
nd

(S
P)

N
/A

<5
co

ne
2

2
3.

0
a

5.
5

a
7.

5
a

9.
5

a
15

.0
a

[4
6]

G
ua

r
gu

m
N

/A
<5

co
ne

2
2

3.
0

a
5.

5
a

7.
0

a
7.

5
a

8.
5

a
[4

6]
X

an
th

an
gu

m
N

/A
<5

co
ne

2
2

3.
0

a
5.

5
a

6.
5

a
7.

0
a

7.
5

a
[4

6]

Po
ly

ac
ry

la
m

id
e

R
ed

lo
am

sa
nd

(S
P)

N
/A

<5
co

ne
2

2
N

/A
6.

0
a

8.
0

a
9.

8
a

[4
8]

G
ua

r
gu

m
N

/A
<5

co
ne

2
2

N
/A

5.
5

a
7.

0
a

8.
0

a
[4

8]
X

an
th

an
gu

m
N

/A
<5

co
ne

2
2

N
/A

5.
3

a
6.

5
a

7.
0

a
[4

8]

So
di

um
lig

no
su

lf
on

at
e

R
ed

lo
am

sa
nd

(S
P)

N
/A

<5
co

ne
2

2
3.

0
a

4.
8

a
5.

0
a

5.
3

a
6.

5
a

7.
5

a
7.

8
a

8.
0

a
9.

5
a

[2
8]

C
al

ci
um

lig
no

su
lf

on
at

e
N

/A
<5

co
ne

2
2

3.
0

a
3.

5
a

4.
0

a
4.

5
a

5.
0

a
5.

3
a

5.
8

a
6.

3
a

7.
3

a
[2

8]

Po
ly

ac
ry

la
m

id
e

R
ed

sa
nd

(d
<

0.
15

)
N

/A
N

/A
co

ne
2

2
3.

2
6.

2
7.

8
9.

6
12

.3
15

.3
[1

3]

R
ed

sa
nd

(0
.1

5
<

d
<

0.
3)

N
/A

N
/A

co
ne

2
2

3.
2

7.
4

9.
6

11
.4

14
.2

16
.5

[1
3]

R
ed

sa
nd

(0
.3

<
d

<
0.

45
)

N
/A

N
/A

co
ne

2
2

3.
3

8.
1

11
.1

13
.2

16
.0

18
.0

[1
3]

G
ua

r
gu

m
R

ed
sa

nd
(d

<
0.

15
)

N
/A

N
/A

co
ne

2
2

3.
2

5.
7

7.
0

8.
3

9.
3

10
.2

[1
3]

R
ed

sa
nd

(0
.1

5
<

d
<

0.
3)

N
/A

N
/A

co
ne

2
2

3.
2

6.
7

9.
0

10
.2

11
.7

14
.2

[1
3]

R
ed

sa
nd

(0
.3

<
d

<
0.

45
)

N
/A

N
/A

co
ne

2
2

3.
3

7.
1

9.
9

11
.0

12
.8

14
.4

[1
3]

X
an

th
an

gu
m

R
ed

sa
nd

(d
<

0.
15

)
N

/A
N

/A
co

ne
2

2
3.

2
5.

4
6.

4
7.

2
7.

7
8.

1
[1

3]

R
ed

sa
nd

(0
.1

5
<

d
<

0.
3)

N
/A

N
/A

co
ne

2
2

3.
2

5.
7

6.
9

8.
6

10
.8

13
.5

[1
3]

R
ed

sa
nd

(0
.3

<
d

<
0.

45
)

N
/A

N
/A

co
ne

2
2

3.
3

6.
5

8.
0

10
.0

12
.3

13
.4

[1
3]

So
di

um
lig

no
su

lf
on

at
e

R
ed

sa
nd

(d
<

0.
15

)
N

/A
N

/A
co

ne
2

2
3.

0
a

5.
0

a
7.

0
a

7.
5

a
8.

0
a

9.
0

a
[3

3]

R
ed

sa
nd

(0
.1

5
<

d
<

0.
3)

N
/A

N
/A

co
ne

2
2

3.
0

a
6.

5
a

8.
0

a
9.

0
a

10
.5 a

13
.0 a

[3
3]

R
ed

sa
nd

(d
>

0.
3)

N
/A

N
/A

co
ne

2
2

3.
0

a
6.

0
a

8.
5

a
10

.0 a
12

.5 a
14

.0 a
[3

3]

C
al

ci
um

lig
no

su
lf

on
at

e

R
ed

sa
nd

(d
<

0.
15

)
N

/A
N

/A
co

ne
2

2
3.

0
a

3.
5

a
4.

0
a

5.
5

a
6.

5
a

7.
5

a
[3

3]

R
ed

sa
nd

(0
.1

5
<

d
<

0.
3)

N
/A

N
/A

co
ne

2
2

3.
0

a
4.

0
a

5.
5

a
7.

0
a

8.
5

a
11

.5 a
[3

3]

R
ed

sa
nd

(d
>

0.
3)

N
/A

N
/A

co
ne

2
2

3.
0

a
5.

0
a

6.
0

a
8.

0
a

10
.0 a

12
.5 a

[3
3]

N
ot

e.
A

R
=

ap
pl

ic
at

io
n

ra
te

,N
/A

=
no

ta
va

ila
bl

e,
SP

=
po

or
ly

gr
ad

ed
sa

nd
,S

P-
SM

=
po

or
ly

gr
ad

ed
sa

nd
w

ith
si

lt,
a

=
va

lu
es

ex
tr

ac
te

d
fr

om
di

ag
ra

m
in

so
ur

ce
.

O
ri

gi
na

lv
al

ue
s

gi
ve

n
in

kg
/c

m
2

an
d

co
nv

er
te

d
in

to
N

us
in

g
pe

ne
tr

om
et

er
pi

n
ar

ea
an

d
g

=
9.

81
m

/s
2 .

160



Appl. Sci. 2023, 13, 1010

T
a

b
le

A
9

.
C

om
pi

la
ti

on
of

re
su

lt
s

fr
om

pr
ev

io
us

st
ud

ie
s

an
al

ys
in

g
th

e
cr

us
tt

hi
ck

ne
ss

of
bi

op
ol

ym
er

-t
re

at
ed

so
ils

.

B
io

p
o

ly
m

e
r

S
o

il
T

y
p

e

A
R

C
ru

st
T

h
ic

k
n

e
ss

(m
m

)
a

t
D

if
fe

re
n

t
T

e
st

e
d

C
o

n
ce

n
tr

a
ti

o
n

s
(%

)
R

e
fe

re
n

ce
(L

/m
2
)

0
0

.3
0

.4
0

.5
0

.7
0

.8
1

.0
1

.2
1

.6
2

.0
3

.0
4

.0
5

.0
6

.0
7

.0
8

.0
9

.0
1

0
.0

A
ca

ci
a

gu
m

Po
or

ly
gr

ad
ed

sa
nd

(S
P)

1.
3

7.
4–

11
.9

5.
1–

11
.4

5.
2–

11
.5

3.
8–

10
.9

2.
8–

10
.9

[1
6]

So
di

um
al

gi
na

te
1.

3
8.

5–
15

.3
7.

6–
15

.2
2.

2–
10

.3
3.

0–
6.

7
[1

6]

Pe
ct

in
1.

3
3.

8–
8.

4
3.

6–
7.

3
4.

6–
6.

1
2.

4–
3.

0
0.

9–
1.

2
[1

6]

A
ca

ci
a

gu
m

3.
5

15
.1

–
29

.8
12

.6
–

29
.3

11
.5

–
22

.1
11

.5
–

22
.0

9.
7–

21
.6

[1
6]

So
di

um
al

gi
na

te
3.

5
9.

0–
12

.1
2.

6–
4.

7
1.

6–
3.

2
1.

2–
2.

1
[1

6]

Pe
ct

in
3.

5
8.

5–
15

.3
7.

6–
15

.2
2.

2–
10

.3
3.

0–
6.

7
0.

7–
1.

9
[1

6]
So

di
um

al
gi

na
te

+
C

aC
l2

Po
or

ly
gr

ad
ed

sa
nd

(S
P)

2.
2

5.
2–

7.
8

4.
9–

8.
0

5.
9–

7.
7

[6
7]

C
ar

bo
xy

m
et

hy
l

ce
llu

lo
se

Po
or

ly
gr

ad
ed

sa
nd

w
it

h
si

lt
(S

P-
SM

)

1.
0

4.
0

3.
8

3.
4

[1
4]

G
ua

r
gu

m
2.

0
3.

9
4.

5
4.

2
[1

4]
C

ar
bo

xy
m

et
hy

lc
el

lu
lo

se
1.

0
7.

9
6.

3
6.

0
[1

4]

G
ua

r
gu

m
2.

0
6.

6
7.

8
10

.3
[1

4]

So
di

um
lig

-
no

su
lf

on
at

e
R

ed
sa

nd
(S

P)

2.
0

11
.0

a
10

.5
a

11
.0

a
8.

5
a

7.
5

a
7.

5 a
7.

0 a
6.

5 a
6.

5 a
6.

0 a
[2

8]

C
al

ci
um

lig
-

no
su

lf
on

at
e

2.
0

11
.0

a
10

.5
a

10
.5

a
10

.0
a

10
.0

a
9.

5 a
9.

0 a
8.

5 a
8.

0 a
7.

5 a
[2

8]

Po
ly

ac
ry

la
m

id
eR

ed
sa

nd
(S

P)

2.
0

30
.0

a
26

.0
a

15
.0

a
14

.5
a

12
.0

a
[4

6]

G
ua

r
gu

m
2.

0
30

.0
a

19
.0

a
23

.0
a

27
.0

a
22

.5
a

[4
6]

X
an

th
an

gu
m

2.
0

30
.0

a
13

.0
a

12
.0

a
10

.0
a

8.
0

a
[4

6]

Po
ly

ac
ry

la
m

id
eR

ed
sa

nd
(d

<
0.

15
)

2.
0

30
.0

a
27

.5
a

22
.5

a
19

.0
a

15
.0

a
15

.0
a

[3
3]

G
ua

r
gu

m
2.

0
30

.0
a

26
.0

a
20

.0
a

14
.0

a
14

.5
a

14
.0

a
[3

3]
X

an
th

an
gu

m
2.

0
30

.0
a

13
.5

a
11

.5
a

12
.0

a
12

.5
a

10
.5

a
[3

3]

N
ot

e.
A

R
=

ap
pl

ic
at

io
n

ra
te

,S
P

=
po

or
ly

gr
ad

ed
sa

nd
,S

P-
SM

=
po

or
ly

gr
ad

ed
sa

nd
w

it
h

si
lt

,a
=

va
lu

es
ex

tr
ac

te
d

fr
om

di
ag

ra
m

in
so

ur
ce

.

161



Appl. Sci. 2023, 13, 1010

References

1. Entwistle, J.A.; Hursthouse, A.S.; Marinho Reis, P.A.; Stewart, A.G. Metalliferous mine dust: Human health impacts and the
potential determinants of disease in mining communities. Curr. Pollut. Rep. 2019, 5, 67–83. [CrossRef]

2. Zota, A.R.; Riederer, A.M.; Ettinger, A.S.; Schaider, L.A.; Shine, J.P.; Amarasiriwardena, C.J.; Wright, R.O.; Spengler, J.D.
Associations between metals in residential environmental media and exposure biomarkers over time in infants living near a
mining-impacted site. J. Expo. Sci. Environ. Epidemiol. 2016, 26, 510–519. [CrossRef] [PubMed]

3. Tian, S.; Liang, T.; Li, K. Fine road dust contamination in a mining area presents a likely air pollution hotspot and threat to human
health. Environ. Int. 2019, 128, 201–209. [CrossRef] [PubMed]

4. Zanetta-Colombo, N.C.; Fleming, Z.L.; Gayo, E.M.; Manzano, C.A.; Panagi, M.; Valdés, J.; Siegmund, A. Impact of mining on the
metal content of dust in indigenous villages of northern Chile. Environ. Int. 2022, 169, 107490. [CrossRef]

5. Khan, R.K.; Strand, M.A. Road dust and its effect on human health: A literature review. Epidemiol. Health 2018, 40, e2018013.
[CrossRef]

6. du Plessis, J.J.; Janse van Rensburg, L. Effectiveness of applying dust suppression palliatives on haul roads. J. Mine Vent. Soc. S.
Afr. 2015, 69, 15–19.

7. Thompson, R.J.; Visser, A.T. Selection, performance and economic evaluation of dust palliatives on surface mine haul roads. J. S.
Afr. Inst. Min. Metall. 2007, 107, 435–450.

8. Clarke, B.; Otto, F.; Stuart-Smith, R.; Harrington, L. Extreme weather impacts of climate change: An attribution perspective.
Environ. Res. Clim. 2022, 1, 12001. [CrossRef]

9. IPCC. Climate Change 2022: Impacts, Adaption and Vulnerability: Contribution of Working Group II to the Sixth Assessment Report of the
Intergovernmental Panel on Climate Change; IPCC: Geneva, Switzerland, 2022. [CrossRef]

10. Philip, S.; Martin, R.V.; Snider, G.; Weagle, C.L.; van Donkelaar, A.; Brauer, M.; Henze, D.K.; Klimont, Z.; Venkataraman, C.;
Guttikunda, S.K.; et al. Anthropogenic fugitive, combustion and industrial dust is a significant, underrepresented fine particulate
matter source in global atmospheric models. Environ. Res. Lett. 2017, 12, 44018. [CrossRef]

11. Parvej, S.; Naik, D.L.; Sajid, H.U.; Kiran, R.; Huang, Y.; Thanki, N. Fugitive dust suppression in unpaved roads: State of the art
research review. Sustainability 2021, 13, 2399. [CrossRef]

12. Piechota, T.C.; van Ee, J.; Stave, K.; James, D. Potential Environmental Impacts of Dust Suppressants: “Avoiding Another Times Beach”;
U.S. Environmental Protection Agency: Las Vegas, NV, USA, 2002.

13. Ding, X.; Luo, Z.; Xu, G.; Chang, P. Characterization of red sand dust pollution control performance via static and dynamic
laboratorial experiments when applying polymer stabilizers. Environ. Sci. Pollut. Res. Int. 2021. [CrossRef] [PubMed]

14. Owji, R.; Habibagahi, G.; Nikooee, E.; Afzali, S.F. Wind erosion control using carboxymethyl cellulose: From sand bombardment
performance to microfabric analysis. Aeolian Res. 2021, 50, 100696. [CrossRef]

15. Wade, E.; Zowada, R.; Foudazi, R. Alginate and guar gum spray application for improving soil aggregation and soil crust integrity.
Carbohydr. Polym. 2021, 2, 100114. [CrossRef]

16. Lemboye, K.; Almajed, A.; Alnuaim, A.; Arab, M.; Alshibli, K. Improving sand wind erosion resistance using renewable
agriculturally derived biopolymers. Aeolian Res. 2021, 49, 100663. [CrossRef]

17. Toufigh, V.; Ghassemi, P. Control and stabilization of fugitive dust: Using eco-friendly and sustainable materials. Int. J. Geomech.
2020, 20, 4020140. [CrossRef]

18. Runnels, C.M.; Lanier, K.A.; Williams, J.K.; Bowman, J.C.; Petrov, A.S.; Hud, N.V.; Williams, L.D. Folding, assembly, and
persistence: The essential nature and origins of biopolymers. J. Mol. Evol. 2018, 86, 598–610. [CrossRef]

19. Katra, I. Comparison of diverse dust control products in wind-induced dust emission from unpaved roads. Appl. Sci. 2019, 9,
5204. [CrossRef]

20. Jang, J. A review of the application of biopolymers on geotechnical engineering and the strengthening mechanisms between
typical biopolymers and soils. Adv. Mater. Sci. Eng. 2020, 2020, 1465709. [CrossRef]

21. Fatehi, H.; Ong, D.E.L.; Yu, J.; Chang, I. Biopolymers as green binders for soil improvement in geotechnical applications: A review.
Geosci. J. 2021, 11, 291. [CrossRef]

22. Mendonça, A.; Morais, P.V.; Pires, A.C.; Chung, A.P.; Oliveira, P.V. A Review on the importance of microbial biopolymers such as
xanthan gum to improve soil properties. Appl. Sci. 2021, 11, 170. [CrossRef]

23. Choi, S.-G.; Chang, I.; Lee, M.; Lee, J.-H.; Han, J.-T.; Kwon, T.-H. Review on geotechnical engineering properties of sands
treated by microbially induced calcium carbonate precipitation (MICP) and biopolymers. Constr. Build. Mater. 2020, 246, 118415.
[CrossRef]

24. Chang, I.; Im, J.; Cho, G.-C. Introduction of microbial biopolymers in soil treatment for future environmentally-friendly and
sustainable geotechnical engineering. Sustainability 2016, 8, 251. [CrossRef]

25. Chang, I.; Prasidhi, A.K.; Im, J.; Shin, H.-D.; Cho, G.-C. Soil treatment using microbial biopolymers for anti-desertification
purposes. Geoderma 2015, 253–254, 39–47. [CrossRef]

26. Xu, G.; Ding, X.; Kuruppu, M.; Zhou, W.; Biswas, W. Research and application of non-traditional chemical stabilizers on bauxite
residue (red sand) dust control, a review. Sci. Total Environ. 2018, 616–617, 1552–1565. [CrossRef] [PubMed]

162



Appl. Sci. 2023, 13, 1010

27. Liu, J.; Wang, T.; Jin, L.; Li, G.; Wang, S.; Wei, Y.; Ou, S.; Wang, Y.; Xu, J.; Lin, M.; et al. Suppression Characteristics and Mechanism
of Molasses Solution on Coal Dust: A Low-Cost and Environment-Friendly Suppression Method in Coal Mines. Int. J. Environ.
Res. Public Health 2022, 19, 16472. [CrossRef] [PubMed]

28. Ding, X.; Xu, G.; Kizil, M.; Zhou, W.; Guo, X. Lignosulfonate treating bauxite residue dust pollution: Enhancement of mechanical
properties and wind erosion behavior. Water Air Soil Pollut. 2018, 229, 1084. [CrossRef]

29. German Institute for Standardization. DIN EN ISO 17892-4; Geotechnical Investigation and Testing-Laboratory Testing of Soil-Part
4: Determination of Particle Size Distribution. German Institute for Standardization: Berlin, Germany, 2017.

30. AST D2487-17; Standard Practice for Classification of Soils for Engineering Purposes (Unified Soil Classification System). ASTM
International: West Conshohocken, PA, USA, 2018.

31. German Institute for Standardization. DIN EN ISO 11508-2017; Soil Quality-Determination of Particle Density. German Institute
for Standardization: Berlin, Germany, 2017.

32. DIN EN 15933:2012-11; Sludge, Treated Biowaste and Soil—Determination of pH. German Institute for Standardization: Berlin,
Germany, 2012.

33. Ding, X.; Xu, G.; Zhang, Y.; Luo, Z.; Deng, J. Reduction of airborne bauxite residue dust pollution by enhancing the structural
stability via the application of non-traditional stabilizers. Water Air Soil Pollut. 2021, 232, 100. [CrossRef]

34. Bixler, H.J.; Porse, H. A decade of change in the seaweed hydrocolloids industry. J. Appl. Phycol. 2011, 23, 321–335. [CrossRef]
35. Zuorro, A.; Moreno-Sader, K.A.; González-Delgado, Á.D. Economic Evaluation and Techno-Economic Sensitivity Analysis of a

Mass Integrated Shrimp Biorefinery in North Colombia. Polymers 2020, 12, 2397. [CrossRef]
36. Criminna, R.; Fidalgo, A.; Delisi, R.; Ilharco, L.M.; Pagliaro, M. Pectin production and global market. Agro Food Ind. Hi-Tech 2016,

27, 17–20.
37. Chang, I.; Im, J.; Cho, G.-C. Geotechnical engineering behaviors of gellan gum biopolymer treated sand. Can. Geotech. J. 2016, 53,

1658–1670. [CrossRef]
38. Gosselink, R.J.A. Lignin as a Renewable Aromatic Resource for the Chemical Industry. Ph.D. Thesis, Wageningen University,

Wageningen, The Netherlands, 2011.
39. Hailu, A. Production and Optimisation of Carboxymethylcellulose from Waste Cartons. Master Thesis, Addis Ababa University,

Addis Ababa, Ethiopia, 2016.
40. Phillips, G.O.; Edwards, C.A.; Garcia, A.L.; Williams, P.A.; Dickinson, E.; Armisén, R.; Taggart, P.; Mitchell, J.R.; Haug, I.J.; Draget,

K.I.; et al. Handbook of Hydrocolloids; CRC: Boca Raton, FL, USA; Woodhead: Cambridge, UK, 2009; ISBN 978-1-84569-414-2.
41. Mulder, W.; van der Peet-Schwering, C.; Hua, N.-P.; van Ree, R. Proteins for Food, Feed and Biobased Applications: Biorefining of

Protein Containing Biomass. 2016. Available online: https://www.ieabioenergy.com/wp-content/uploads/2016/10/Proteins-
for-Food_Feed_and_Biobased_Applications_-IEA-Bioenergy-Task42_September-2016.pdf (accessed on 6 January 2023).

42. Heusala, H.; Sinkko, T.; Sözer, N.; Hytönen, E.; Mogensen, L.; Knudsen, M.T. Carbon footprint and land use of oat and faba bean
protein concentrates using a life cycle assessment approach. J. Clean. Prod. 2020, 242, 118376. [CrossRef]

43. German Institute for Standardization. EN ISO 1666-1997; Starch-Determination of Moisture Content-Oven-Drying Method.
German Institute for Standardization: Berlin, Germany, 1998.

44. International Organization for Standardization. ISO 6496:1999; Animal Feeding Stuffs-Determination of Moisture and Other
Volatile Matter Content. International Organization for Standardization: Genève, Switzerland, 1999.

45. Association of Official Analytical Chemists. Official Methods of Analysis-Agricultural Chemicals; Contaminants Drugs; Association of
Official Analytical chemists: Arlington, TX, USA, 1990.

46. Ding, X.; Xu, G.; Zhou, W.; Kuruppu, M. Effect of synthetic and natural polymers on reducing bauxite residue dust pollution.
Environ. Technol. 2018, 41, 556–565. [CrossRef] [PubMed]

47. Hu, Y.; Shi, L.; Shan, Z.; Dai, R.; Chen, H. Efficient removal of atmospheric dust by a suppressant made of potato starch,
polyacrylic acid and gelatin. Environ. Chem. Lett. 2020, 18, 1701–1711. [CrossRef]

48. Ding, X.; Xu, G.; Liu, W.V.; Yang, L.; Albijanic, B. Effect of polymer stabilizers’ viscosity on red sand structure strength and dust
pollution resistance. J. Powder Technol. 2019, 352, 117–125. [CrossRef]

49. Chen, R.; Lee, I.; Zhang, L. Biopolymer stabilization of mine tailings for dust control. J. Geotech. Geoenviron. Eng. 2014, 141,
4014100. [CrossRef]

50. Maidapwad, S.L.; Sananse, S.L. On analysis of two-way ANOVA using data transformation techniques. Int. J. Sci. Res. 2014, 3,
480–483.

51. Tran, T.P.A.; Cho, G.-C.; Ilhan, C. Water retention characteristics of biopolymer hydrogel containing sandy soils. Hue Univ. J. Sci.
Earth Sci. Environ. 2020, 129, 5–17. [CrossRef]

52. Tran, T.P.; Cho, G.C.; Lee, S.J.; Chang, I. Effect of xanthan gum biopolymer on the water retention characteristics of unsaturated
sand. In Proceedings of the UNSAT2018 the 7th International Conference on Unsaturated Soils, Hong Kong, China, 3–6
August 2018.

53. Huang, J.; Ho, C.-H.; Gao, Y.; Wu, Z.; Zhang, Y. Evaluation of polymer based dust suppressant mixed with clayey soil in unpaved
road: Lab experiment. In Transportation and Geotechniques: Materials, Sustainability and Climate: Proceedings of the 5th GeoChina
International Conference 2018-Civil Infrastructures Confronting Severe Weathers and Climate Changes: From Failure to Sustainability, Held
on July 23 to 25, 2018 in HangZhou, China, 1st ed.; Barman, M., Zaman, M., Chang, J.-R., Eds.; Springer International Publishing:
Cham, Switzerland, 2019; pp. 1–9. ISBN 978-3-319-95768-5.

163



Appl. Sci. 2023, 13, 1010

54. Parameswaran, K.; Ekholm, J.; Zhang, L. Evaluation of mine tailings dust control. In Proceedings of the Geoenvironmental
Engineering, Selected Papers from the 2014 Geoshanghai International Congress, Shanghai, China, 26–28 May 2014; Reddy, K.R.,
Ed.; Curran: New York, NY, USA, 2014; pp. 80–89, ISBN 978-0-784-41343-2.

55. Hataf, N.; Ghadir, P.; Ranjbar, N. Investigation of soil stabilization using chitosan biopolymer. J. Clean. Prod. 2018, 170, 1493–1500.
[CrossRef]

56. Tran, T.P.A.; Im, J.; Cho, G.-C.; Chang, I. Soil-water characteristics of xanthan gum biopolymer containing soils. In Proceedings of
the UNSAT2018 the 7th International Conference on Unsaturated Soils, Hong Kong, China, 3–6 August 2018.

57. Liu, J.; Shi, B.; Lu, Y.; Jiang, H.; Huang, H.; Wang, G.; Kamai, T. Effectiveness of a new organic polymer sand-fixing agent on sand
fixation. Environ. Earth Sci. 2012, 65, 589–595. [CrossRef]

58. Ayeldeen, M.; Negm, A.; El Sawwaf, M.; Gädda, T. Laboratory study of using biopolymer to reduce wind erosion. Int. J. Geo-Eng.
2017, 12, 228–240. [CrossRef]

59. Seo, S.; Lee, M.; Im, J.; Kwon, Y.-M.; Chung, M.-K.; Cho, G.-C.; Chang, I. Site application of biopolymer-based soil treatment
(BPST) for slope surface protection: In-situ wet-spraying method and strengthening effect verification. Constr. Build. Mater. 2021,
307, 124983. [CrossRef]

60. Kwon, Y.-M.; Ham, S.-M.; Kwon, T.-H.; Cho, G.-C.; Chang, I. Surface-erosion behaviour of biopolymer-treated soils assessed by
EFA. Géotechnique Lett. 2020, 10, 106–112. [CrossRef]

61. Vishweshwaran, M.; Padmashree, S.; Kalambari, R.; Sathya Bhaarathi, C.R.; Ramani Sujatha, E. Pre-gelatinized starch-a sustainable
soil stabilizer. J. Adv. Res. Dyn. Control Syst. 2018, 10, 543–546.

62. Rosa, I.; Roedel, H.I.; Allende, M.D.; Lepech, M.J.; Loftus, D. On Designing Biopolymer-Bound Soil Composites (BSC) for Peak
Compressive Strength. J. Renew. Mater. 2020, 8, 845–861. [CrossRef]

63. Dang, X.; Shan, Z.; Chen, H. Usability of oxidized corn starch-gelatin blends for suppression and prevention of dust. J. Appl.
Polym. Sci. 2017, 134, 1–9. [CrossRef]

64. Brown, M.J.; Robbins, C.W.; Freeborn, L.L. Combining cottage cheese whey and straw reduces erosion while increasing infiltration
in furrow irrigation. J. Soil Water Conserv. 1998, 53, 152–156.

65. Sharan, S.; Zanghelini, G.; Zotzel, J.; Bonerz, D.; Aschoff, J.; Saint-Eve, A.; Maillard, M.-N. Fava bean (Vicia faba L.) for food
applications: From seed to ingredient processing and its effect on functional properties, antinutritional factors, flavor, and color.
Compr. Rev. Food Sci. Food Saf. 2021, 20, 401–428. [CrossRef] [PubMed]

66. Phillips, G.O.; Williams, P.A.; O’Kennedy, B.T.; Boland, M.; Tarté, R.; Mayer, O.; Haug, I.J.; Draget, K.I.; Tahergorabi, R.; Hosseini,
S.V.; et al. Handbook of Food Proteins; Woodhead Publishing: Oxford, UK, 2011; ISBN 978-1-84569-758-7.

67. Almajed, A.; Lemboye, K.; Arab, M.G.; Alnuaim, A. Mitigating wind erosion of sand using biopolymer-assisted EICP technique.
Soils Found. 2020, 60, 356–371. [CrossRef]

68. Blanck, G.; Cuisinier, O.; Masrouri, F. Soil treatment with organic non-traditional additives for the improvement of earthworks.
Acta Geotech. 2014, 9, 1111–1122. [CrossRef]

69. Moghal, A.A.B.; Vydehi, K.V. State-of-the-art review on efficacy of xanthan gum and guar gum inclusion on the engineering
behavior of soils. Innov. Infrastruct. Solut. 2021, 6, 108. [CrossRef]

70. Kunz, B.K.; Little, E.E.; Barandino, V.L. Aquatic toxicity of chemical road dust suppressants to freshwater organisms. Arch.
Environ. Contam. Toxicol. 2021, 82, 294–305. [CrossRef]

71. Katebi, H.; Fahmi, A.; Ouria, A.; Babaeian Amini, A.; Kafil, H.S. Microbial surface treatment of sand with sporosarcina pasteurii
to improve the wind erosion resistance in Urmia Lake. Appl. Environ. Soil Sci. 2021, 2021, 1–11. [CrossRef]

72. Liu, J.; Li, G.; Li, X. Geotechnical engineering properties of soils solidified by microbially induced CaCO3 precipitation (MICP).
Adv. Civ. Eng. 2021, 2021, 6683930. [CrossRef]

73. Meng, H.; Gao, Y.; He, J.; Qi, Y.; Hang, L. Microbially induced carbonate precipitation for wind erosion control of desert soil:
Field-scale tests. Geoderma 2021, 383, 114723. [CrossRef]

74. Freer, J.; Lübeck, M.; Sieger, J.L.; Lottermoser, B.G.; Braun, M. Effectiveness of food processing by-products as dust suppressants
for exposed mine soils: Results from laboratory experiments and field trials. Appl. Sci. 2022, 12, 11551. [CrossRef]

75. Freer, J.; Bucher, P.G.; Braun, M.; Lottermoser, B.G. Food processing by-products and wastes as potential dust suppressants at
mine sites: Results from unconfined compressive strength testing. J. Air Waste Manag. Assoc. 2022, 72, 1012–1026. [CrossRef]
[PubMed]

76. Niaounakis, M. Definitions of terms and types of biopolymers. In Biopolymers: Applications and Trends; Niaounakis, M., Ed.;
Elsevier: Oxford, UK, 2015; pp. 1–90. ISBN 9780323353991.

77. Thomas, S.; Durand, D.; Chassenieux, C.; Jyotishkumar, P. Handbook of Biopolymer-Based Materials; Wiley-VCH Verlag GmbH & Co.
KGaA: Weinheim, Germany, 2013; ISBN 9783527652457.

78. Rimbarngaye, A.; Mwero, J.N.; Ronoh, E.K. Effect of gum arabic as partial replacement of cement on the durability properties of
compressed laterite blocks. Open J. Civ. Eng. 2021, 11, 398–410. [CrossRef]

79. Smitha, S.; Sachan, A. Use of agar biopolymer to improve the shear strength behavior of sabarmati sand. Int. J. Geo. Eng. 2016, 10,
387–400. [CrossRef]

164



Appl. Sci. 2023, 13, 1010

80. Khatami, H.R.; O’Kelly, B.C. Improving mechanical properties of sand using biopolymers. J. Geotech. Geoenviron. Eng. 2013, 139,
1402–1406. [CrossRef]

81. Vishweshwaran, M.; Sujatha, E.R. β-glucan as a sustainable alternative to stabilize pavement subgrade. Polymers 2022, 14, 2850.
[CrossRef]
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Abstract: Unpaved roads could be a significant source of dust emission. A common and effective
practice to suppress this emission is the application of brine solution on these roads. However,
this application could increase the risk of water source salinization in arid and semiarid regions,
such as Israel. The general objective of the present study was to investigate the potential effects of
treated wastewater (TWW), fresh water (FW), and brine applications as anti-dust emission solutions
on water source salinization in these regions. A rainfall simulator experiment and a mass balance
model were used for this goal. The TWW loaded the highest amounts of Cl, Na, and Ca+Mg on the
unpaved roads, while the brine loaded higher amounts of Cl and Ca+Mg than the FW, and ~0 Na.
In the rainfall experiment, runoff was not formed, and ~100% of the loaded amounts were leached
downwards by rain, indicating a negligible salinization risk to surface water. We estimated that
the average increases in the Cl concentrations in the modeled aquifer, following TWW, brine, and
FW applications, were low: 1.2–1.6, 0.58–0.8, and 0.32–0.4 mg L−1, respectively. Thus, the solution
selection for preventing dust emission should be based on the total cost of the solution application.

Keywords: rainfall simulator; dust emission; salinization; groundwater; wind erosion; brine solution;
treated wastewater

1. Introduction

Dust emission to the atmosphere, caused by wind erosion, could have significant
effects on the environment and human health [1–3]. This depends on the characteristics
of the winds and the eroded surface area [4,5]. Anthropogenic activities, such as mining,
quarrying, excavating, and the use of unpaved roads, increase the terrain’s sensitivity to
dust emission. For example, heavy vehicles traveling on unpaved roads could grind the
roads’ surfaces to fine particles that become available to wind erosion [6–8].

Environmental regulators, such as the U.S. Environmental Protection Agency (EPA),
recommend and enforce the use of dust control techniques. A common practice to prevent
dust emission from unpaved roads is the application of anti-dust emission solutions. The
two main types of such solutions are as follows: (i) Natural or synthetic polymers, e.g.,
lignin, resin, bitumen, and polyvinyl acetate (PVA) [9]. These materials contain long
organic chains with functional groups that could adsorb and adhere to dust particles,
forming bigger and heavier aggregates [10]. (ii) Brines with high concentrations of hydrous
calcium–magnesium chloride solution, which decreases the dust emission by a hygroscopic
mechanism [11]. For both cases, the increased weights of these aggregates limit their lifting
by the erosive forces of the wind, leading to a reduction in dust emission.
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Katra [12] tested the effectiveness of the lignin, resin, bitumen, PVA, and brine applica-
tion in preventing dust emission by wind from unpaved roads. These tests were conducted
under controlled laboratory and field conditions, using wind tunnels with varied wind
velocities and time durations. It was found in this experiment that among the tested
anti-dust emission solutions, brine from the Dead Sea was the most effective solution in
preventing the dust emission; the brine application decreased the dust emission by >90%
of the dust emissions under the control treatment [12].

Arid and semiarid regions are characterized by a long dry season and a short wet
season with limited precipitation. Thus, natural water resources, such as groundwater and
non-salty surface water (fresh water, FW) in these regions, are scarce [13]. Moreover, the
climate conditions and the high population growth in these regions lead to an escalation of
irrigation with low quality water, such as treated wastewater (TWW) and saline water [13],
which increases the salinization of the water sources in the region [13].

Most of the haul roads in mines and quarries are unpaved roads covered with a layer
(usually 20–30 cm thick) of calcareous granules (granular material) that sensitive to dust
emission. A common practice to prevent the dust emission from these unpaved roads in
arid and semiarid regions, such as Israel, is the application of hyper-saline solution (brine)
on the unpaved roads. In recent years, concerns have been raised regarding the application
of the brine solution on unpaved roads for controlling dust emission. It was claimed
that the application of the brine solution with very high salinity will further increase the
salinization of the water resources. Indeed, some quarries use FW instead of brine solution
in their anti-dust practices. However, since FW is scarce in arid and semiarid regions, TWW
is also used for the purpose of anti-dust emission on unpaved roads.

The TWW is characterized by moderate salt concentration, particularly Cl and Na ions;
high concentrations of toxic, inorganic macro- and micro-elements, such as NO3, boron
and heavy metals; and high contents of suspended and soluble organic matters, including
organic pollutants and pathogens [13]. The brine solution, however, is characterized by
very high salt concentration, particularly of Cl, Ca, and Mg ions, and a high concentration
of toxic heavy metals, such as Ni, Co, Cd, and Pb. Therefore, during the rainfall season,
high concentrations of salts and toxic elements and compounds could be leached from
the unpaved roads treated with TWW or brine solutions and salt, and contaminate the
water sources.

The present study is focused on the salinization of water sources following the appli-
cation of anti-dust emission solutions on unpaved roads. The trend of using FW or TWW
as anti-dust emission solutions instead of brine solution in arid and semiarid regions is
based on the assumption that a decrease in the salinity of the anti-dust emission solution
will necessarily decrease the salinization of the water sources in the region. However, the
salinization of the water sources, under the application of anti-dust emission solutions,
is dependent on varied factors other than the salinity of the anti-dust emission solutions.
Therefore, the general objective of the present study was to investigate the effects of the
application of TWW, FW, and brine solutions on unpaved roads as anti-dust emission
solutions on the salinity of the water resources in arid and semiarid regions, such as Israel.
The specific objectives were to determine or estimate the effects of the application of TWW,
FW and brine solutions on the following: (i) The accumulated amounts of the solutes
on the unpaved roads. (ii) The leaching rates of the ions, Cl, Na, and Ca+Mg, from the
treated granular material by consecutive rainstorms. (iii) The distribution movement of the
rainwater and solutes during the rainstorm via lateral movement on the terrine surface as
surface runoff, or vertical movement with the infiltrating water; (iv) the long-term average
of the salinization rates of the water sources.

2. Materials and Methods

The study comprises two main parts: (i) a rainfall simulator experiment to study
the leaching rate of the ions, Cl, Na, and Ca+Mg, from the treated granular material
during consecutive rainstorms, and (ii) an estimation of the water sources’ salinization
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following the application of the anti-dust emission solutions, brine, TWW, and FW, on the
unpaved roads.

2.1. Rainfall Simulator Study

Chemical analysis of the studied materials: Granules of calcareous material (granular
material), containing mainly particles with 5–10 mm sizes, were obtained from Modiim
Quarry Ltd, Israel. These calcareous granules are used as a cover layer on the unpaved
roads. The brine solution and secondary TWW were obtained from the Dead Sea Works
and the Taoz treated wastewater plant near the city of Beit-Shemes in Israel, respectively.
These solutions were used in the rainfall simulator experiment. A sample of the brine
solution was obtained a couple of days before the beginning of the experiment, and the
TWW samples were taken <48 h before their uses in the experiment. Filtrated samples of
<0.45 μm of the brine and TWW solutions were analyzed using the following standard
methods: (i) Electrical conductivity (EC) and pH values by standard EC and pH meters,
respectively. (ii) Cl concentration by Digital Chloridometer, 442500, Labconco, Kansas City,
MO. (iii) Concentrations of Na by flame photometer model 420 Clinical Flame Photometer,
Sherwood Scientific Ltd, Cambridge, UK. (iv) Concentration of various elements by Dual-
View High-Resolution ICP-OES Plasma Quant 9000 Elite, Analytik Jena, Germany. The
chemical properties of the brine and TWW solutions that were used in the rainfall simulator
study are presented in Table 1.

Table 1. Electrical conductivity (EC), pH values, and the concentrations of various ions in the studied treatment solutions:
brine from the Dead Sea and treated wastewater (TWW) from the Taoz wastewater treatment plant.

Treatment
Solutions

pH EC Cl Ca Mg Na K HCO3

dS m−1 mg/L

Brine 6.0 130 250 × 103 23.2 × 103 62.2 × 103 2.5 × 103 2.8 × 103 13.7 × 103

TWW 7.8 1.6 233.4 34.4 11.2 72.7 41.3 1018.7

The treatments: The granular material was packed and leveled in metal trays with a
perforated bottom and dimensions of 0.3 × 0.5 m2 area and 0.02 m depth for each tray. The
trays with the granular material were treated by the following treatments, with 4 replicates
(4 trays) for each treatment:

1. Control: four trays with untreated granular material were subjected to 3 consecutive
rainstorms by a rainfall simulator, 1 storm a day, as described below. After each
rainstorm, the trays were left for 3 days in a net house for drying to air-dry.

2. TWW treatment: four trays with the granular material were sprayed 10 times with
4 mm of TWW in each time. After each spray, the trays were left for 3 days in a net
house for drying to air-dry. Three days after the last TWW application, the trays were
subjected to 3 consecutive rainstorms, with no further TWW addition between the
rainstorms, as described above for the control treatment.

3. Brine treatment: four trays with the granular material were sprayed 1 time with 4
mm of brine solution, and then were left for 3 days at a net house for drying to air-dry.
After the drying period, the trays were subjected to 6 consecutive rainstorms, with 3
days of drying between the rainstorms, as described above for the control treatment,
and with no further brine addition between the consecutive rainstorms.

Simulated rainstorms runs: A laboratory rotary disc-type rainfall simulator [14] was
used to determine the leakage of the ions, Cl, Na, and Ca+Mg (the studied ions), from
the pretreated granular materials during consecutive rainstorms. Before each rainstorm,
4 trays with the pretreated granular materials were placed in a carousel below the rainfall
rotary disc. Each tray was placed at a 9% gradient on an 8 cm layer of coarse gravel in a box.
The trays were exposed to a rainstorm of 50 mm of deionized water, with the following
mechanical parameters: rain intensity = 48 mm h−1, raindrop mean diameter = 1.9 mm,
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drop velocity = 6.02 m s−1, and kinetic energy of 18.1 J mm−1 m−2. During the rainstorm,
the water volumes percolating through the granular material in each tray (outflow leachate)
were recorded at different times, and the infiltration rates were calculated with respect to
the cumulative rainfall. In addition, the outflow leachates from each tray were collected in
5 separated fractions (every 10 mm of rainfall) along each rainstorm, and their volumes
were measured. Subsamples were taken from each leached fraction, filtered through a
<0.45 μm filter, and the EC values and concentrations of Cl, Na, Ca, and Mg were measured
as described above. Surface runoff was not formed during the rainstorms, and therefore
was not measured.

2.2. Estimation of the Water Sources Salinization

The effects of the anti-dust emission solutions (brine, TWW, and FW) on water sources’
salinization were estimated based on the following assumptions and measurements:

1. A mass balance model, under long-term and steady state conditions, was used to esti-
mate the effects of the application of the treatments on the groundwater salinization.

2. Because many quarries in Israel are located above the western mountain aquifer
(Yarqon-Taninim aquifer), the mass balance model was based on the characteristics of
this aquifer and on the activities and the environmental conditions at its basin. The
dominant rocks in the Yarqon-Taninim aquifer are cracked limestone with hetero-
geneous paths for water and solutes movement. The recharge of the aquifer occurs
through annual average rainfall ranging from 200 to 600 mm. This rainfall falls in the
short winter (4 months), while the rest of the months are completely dry.

3. The leaching rates of the studied ions from the treated granular materials during
consecutive rainstorms were determined by the rainfall simulator experiment.

4. The chemical compositions of the TWW, brine, and FW solutions, which were used in
the rainfall simulator experiment and in the model, are presented in Tables 1 and 2.

Table 2. Typical electrical conductivity (EC), pH values, and concentrations of various ions in the treated wastewater (TWW)
and fresh water (FW) that were used in the region of the Yarkon-Taninim aquifer [15].

Treatment
Solutions

pH EC Cl Ca Mg Na K HCO3

dS m−1 mg/L

TWW 7.6 1.3 259 127.5 42.5 81.1 15.1 NA

FW 6.7 0.67 78.1 59.8 19.8 48 2.2 333.8

Not available.

3. Results and Discussion

The evaluation of the salinization risks of the water sources following the application
of the anti-dust emission solutions (brine, TWW, and FW) was based on two main processes:
(i) The annual loaded amounts of the solutes and their accumulations on the unpaved
roads following the applications of the treatment solutions in the dry season (summer).
(ii) Leaching rates by rainfall of the studied ions (Cl, Na, and Ca+Mg) from the granular
material, which was pretreated with the treatment solutions.

The leaching rates of the Cl, Na, and Ca+Mg ions from the pretreated granular
materials were determined using a rainfall simulator. Runoff was not formed in the
different treated granular materials during the consecutive rainstorms. The packaging of
the granular materials in the surface of the unpaved roads and in the rainfall simulator
trays was similar in general. Thus, the infiltration rates of the granular materials are
>48 mm h−1 (the rainstorms’ intensity), and most of the movement of the solutes with the
rainwater is vertical. Therefore, the salinization risk to the surface water sources near the
treated unpaved roads by the treatment solutions is likely negligible, unless the infiltration
rate of the surface area of the unpaved roads below the granular material layer is lower
than the rainfall intensity. Otherwise, on the sublayer, the lateral movement of water with
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soluble ions could occur. However, this movement is very slow, and usually infiltrates
through the cracks into the rocks, so would not be a predominant flow route.

The ion concentrations in the outflow (leachate) from the trays with the treated
granular material as functions of the cumulative rainfall are presented in Figures 1–3 for
Cl, Na, and Ca+Mg, respectively. In these figures, the first and third (last) consecutive
rainstorms for the control and TWW treatments, and the first and sixth (last) for the brine
treatment are presented. Because the concentrations of each ion in the leachate in the
second and the last consecutive rainstorms were fairly similar, only the first and the last
consecutive rainstorm are presented in the figures. In addition, in the control treatment,
the concentrations of the analyzed ions in the leachate reached steady state values quite
fast, and no later than the end of the third consecutive rainstorm.

Figure 1. Cl− concentrations in the outflow leachate from the trays with treated granular materials as
functions of the cumulative rainfall of the 1st (A) and 3rd (B) consecutive rainstorms for the control,
of the 1st (C) and 3rd (D) consecutive rainstorms for the treated wastewater (TWW) treatment, and of
the 1st (E) and 6th (F) consecutive rainstorms for the brine treatment. Vertical lines near the symbols
are standard deviations (the Y-axes’ scales are different).
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Figure 2. Na+ concentrations in the outflow leachate from the trays with treated granular materials as
functions of the cumulative rainfall of the 1st (A) and 3rd (B) consecutive rainstorms for the control,
of the 1st (C) and 3rd (D) consecutive rainstorms for the treated wastewater (TWW) treatments,
and of the 1st (E) and 6th (F) consecutive rainstorms for the brine treatment. Vertical lines near the
symbols are standard deviations (the Y-axes’ scales are different).

In the control treatment, the concentrations of Cl and Na in the leachate at the first
and third consecutive rainstorms were relatively low: <13 and <6 mg L−1

, respectively
(Figures 1A and 2A). These low concentrations suggest that the amounts of highly soluble
minerals with Na and Cl in the granular material were low. In contrast, the dissolution of
the lime in the calcareous granular material in the control treatment kept the concentrations
of the Ca+Mg in the leachate relatively high and quite constant, with an average value
of ~7.5 mg L−1 along the consecutive rainstorms (Figure 3A,B). For the TWW and brine
treatments, in the beginning of the first rainstorms (Figures 1–3) the concentrations of
the ions (Cl, Na, and Ca+Mg) in the leachate were higher than in the control treatment.
These high concentrations were a result of the previous applications of the TWW and
brine solutions on the granular materials. However, these high concentrations of Cl,
Na, and Ca+Mg decreased sharply with the cumulative rainfall, and near the end of
the last rainstorm, the concentrations of these ions were similar to their corresponding
concentrations in the control treatment (Figures 1–3).

174



Appl. Sci. 2021, 11, 1771

Figure 3. Ca+Mg concentrations in the outflow leachate from the trays with treated granular materials
as functions of the cumulative rainfall of the 1st (A) and 3rd (B) consecutive rainstorms for the control,
of the 1st (C) and 3rd (D) consecutive rainstorms for the treated wastewater (TWW) treatment, and of
the 1st (E) and 6th (F) consecutive rainstorms for the brine treatment. Vertical lines near the symbols
are standard deviations (the Y-axes’ scales are different).

According to the rainfall simulator results (Figures 1–3), for each studied ion and
treatment solution the total leaching amounts (£j) of ion j (Cl, Na, or Ca+Mg) from the
treated granular material during the consecutive rainstorms, as a percentage of the total
added amount of ion j by the treatment solution, were calculated by Equation (1):

£j = (
∑k=m

k=1 (∑
i=n
i=1 (Vdi·Cdi)− ∑i=n

i=1 (Vci·Cci))

L·Sj
)·100 (1)

where k is the consecutive serial number of the consecutive rainstorm; Vdi and Cdi are the
leachate volumes (L m−2) and concentrations (gr L−1) of ion j, respectively, for brine or
TWW applications; and the Vci and Cci are the leachate volumes (L m−2) and concentrations
(gr L−1) of ion j, respectively, for the control treatment, when I is the consecutive serial
number of the rainfall fractions in each consecutive rainstorm. Sj is the amount of ion j
(mg m−2) added to the granular material with each application event of the brine or TWW,
when L is the total number of the application events. For determining the £j values for
brine treatment by Equation (1), the values of Vci and Cci of the fourth, fifth and sixth
consecutive rainstorms in the control treatment were, most likely, equal, corresponding
with the values of the third rainstorm in the control treatment (Figures 1A–3A). This is
because the values of Vci and Cci at the third rainstorm in the control treatment reached
steady state values (Figures 1A–3A).

The £j values for Cl, Na, and Ca+Mg ions indicated that >99.5% of the amounts of
these ions added onto the granular material by the WWT or brine solutions were leached
down during the rainstorms. These results strengthen the previous observation that the
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calcareous granular material has a negligible capacity to adsorb the studied ions, and to
prevent their vertical movement.

The total loaded amounts of the solutes on the unpaved roads by the treatment solu-
tions could be leached down by the rainstorm and increase the salinity of the groundwater.
Therefore, the load of each studied ion by each solution treatment should be determined.
The total annual load amount (Pj) (kg m−2) of ion j, where j could be Cl, Na, or Ca+Mg, on
1 m2 of the surface area of the unpaved road by the application of brine, TWW, or FW, was
determined by Equation (2):

Pj = β·
i=N

∑
i=1

(Vji·Cji) (2)

where Cji is the concentration (mg L−1) of the applied ion j (Cl, Na, or Ca+Mg), and Vji is
the volume (L m−2) of the brine, TWW, or FW solution containing the ion j, which is applied
in the application event i on a specific application day. β is the number of application days
in a year. According to the Israeli regulation, for the three treatment solutions (brine, TWW,
and FW), the Vji equals 4 L m−2; for the FW and TWW treatment solutions, the N equals 10
and β equals 192; and for the brine solution the N equals 1 and β equals 1.

The Pj values of Cl, Na, and Ca+Mg on the unpaved roads by the TWW, brine, and
FW applications are presented in Figure 4. It can be seen from this figure that (i) the TWW
application loaded the highest annual amounts of Cl, Na, and Ca+Mg on the unpaved
roads, and (ii) the brine application loaded higher annual amounts of Cl and Ca+Mg
than the FW application, and the lowest annual amount of Na (~0). In addition, different
mechanisms were responsible for the dust emission control in the various studied solutions
(brine, TWW, and FW). The mechanism of the brine solution controlling dust emission is
based on the high hygroscopic properties of the Ca and Mg elements. The concentrations
of the Ca and Mg ions in the brine solution are very high, 23.2 and 62.2 g L−1, respectively
(Table 1). The application of the brine solution causes the accumulation of high contents of
Ca and Mg on the unpaved road, which absorb large amounts of H2O molecules from the
air. These H2O molecules are adsorbed on the dust particles by adhesion forces, forming big
and heavy aggregates which are beyond the lifting capability of the wind. Consequently,
the dust emission under the brine application decreases.

In contrast, the application of the TWW and FW solutions with relatively low concen-
trations of Ca and Mg, <127.5 and <59.8 mg L−1, respectively (Table 2), leads to the lower
accumulation of these ions on the unpaved roads. Furthermore, the frequent applications of
the TWW and FW on the unpaved roads, 10 times in each day during the dry season, leach
down the Ca and Mg ions from the unpaved roads’ surfaces, which in turn decreases their
accumulations on the unpaved roads. In this case, the hygroscopic mechanism is negligible.
Therefore, the mechanism of the WWT and FW application in controlling dust emission
is based on the “active wetting” mechanism, i.e., repetitive and frequent wetting of the
unpaved roads throughout the day to keep the roads wet during the quarries’ activities.

The effects of the vertical leaching of the solutes, which accumulated on the unpaved
roads following the application of the treatment solutions, on the groundwater salinization
could be indicated by the Cl− concentration increase in the groundwater. The Cl− is a
conservative ion, very mobile in soil/rock systems, and is the most dominant anion in
groundwater. Therefore, the concentration of Cl− is used as a parameter of water salinity;
the higher the Cl− concentration, the higher the water salinity is [16].

Many quarries in Israel are located above the Yarkon-Taninim aquifer, where the
dominant rocks in this aquifer are cracked limestone. The paths for water and solutes
movement in this aquifer are heterogeneous, complicated, and difficult to describe and
predict. Nevertheless, the comparative effects of the treatment solutions (brine, TWW,
and FW) on groundwater salinity could be fairly estimated on the basis of the following
assumptions and simplifications: (1) Most of the added solutes on the unpaved roads
during the dry season reach the groundwater. (2) Under long-term and steady state
conditions, the average amounts of the Cl− that were added on the unpaved roads or
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pumped with the water from the aquifer are equal. (3) The annual average volume of the
water that is pumped from the aquifer and that which recharges the aquifer are equal.

Figure 4. The annual loaded amounts (Pj) of Cl (upper part), Na (middle part), or Ca+Mg (bottom
part), on the unpaved roads following the treated wastewater (TWW), brine and fresh water (FW)
applications (the Y-axes’ scales are different).

According to the above conditions, a mass balance model (Equation (3)) was used
to predict the effects of brine, TWW, or FW applications on the long-term annual average
salinity increase (ΔCd) in the pumped water from the Yarkon-Taninim aquifer.

ΔCcl = A· Pcl
WR

(3)

where A is the long-term average area (m2) of all the unpaved roads located above the
Yarkon-Taninim aquifer and treated with the treatment solutions (brine, TWW, or FW). The
Pcl is the long-term average amount (mg m−2/yr) of the Cl− that was added on the A area,
and is calculated by Equation (2). WR is the long-term average of the water volume (L/yr)
that was pumped from the Yarkon-Taninim aquifer.

The ΔCcl values of the pumped water from the Yarkon-Taninim aquifer, which were
calculated by Equation (3), are presented in Figure 5 for the various treatment solutions
(brine, TWW, FW), and two different A values. For these calculations, a WR value of
400 × 109 L per a year was used (a long-term annual average of the pumped water from
this aquifer), as were A values in the years 2016 and 2017, which were used as two examples.
The long-term annual average values of the ΔCcl in the pumped water from the Yarkan-
Taninim aquifer following the TWW, brine, and FW applications were 1.6, 0.8, and 0.4 mg/L,
respectively, in the first example (2016), and 1.2, 0.58, and 0.32 mg/L, respectively, in the
second example (2017) (Figure 5). These ΔCcl values in the first and second examples under
the application of TWW were approximately two and four times higher than under brine
and FW applications, respectively. In spite of these large differences in the ΔCcl values
between the various treatments (Figure 5), the long-term annual average additions of Cl−
concentration in the groundwater following the three treatment solutions were relatively
low and ranged between 0.32 to 1.6 mg L−1 in the two examples (Figure 5).
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Figure 5. The long-term average of the salinity increase (ΔCcl) of the pumped water from the Yarkon-
Taninim aquifer following the treated wastewater (TWW), brine, or fresh water (FW) applications on
the total area of the unpaved roads located above the aquifer in the years 2016 and 2017 as examples.

4. Conclusions

The estimation of the long-term average increases in Cl− concentrations in the pumped
water from the groundwater, following the TWW, brine, or FW applications, expressed as
percentages of the Cl concentration in the groundwater without the application of anti-dust
emission, ranged between 0.5 and 2.2%. In such Cl concentration increases, using brine
solutions with high concentrations of Ca and Mg ions could provide an environmentally
sound solution for application on unpaved roads for dust control, and no regulatory
restrictions are required on this use. Therefore, the selection of the solution to prevent dust
emission should be basically based on the cost, including labor, transport and the solutions
themselves.
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Abstract: Soil-derived dust particles produced by aeolian (wind) processes have significant impacts
on humans and the Earth’s systems. The soil particle size distribution is a major soil characteristic in
dust emission models. Yet empirical information on the dependence of dust emission thresholds
on soil particle size distribution is still lacking. The main goal of this study was to explore the
dust emission threshold from semi-arid loess soil samples by a targeted wind-tunnel experiment.
The results clearly show that the dust emission threshold is associated with the saltation threshold
with no distinct direct aerodynamic lifting of the loose dust particle. The dust flux depends on the
amount of the clay-silt fraction in the soil, the shear velocity, and the saltation flux under certain shear
velocity. The study aimed to advance our understating of the dust emission processes, and to provide
empirical information for parametrization in dust emission models and for management strategy of
soils in preventing dust emission.

Keywords: wind tunnel; particulate matter; soil erosion; particle size distribution

1. Introduction

The majority of aerosol mass in the atmosphere is related to soil-derived dust particles produced by
aeolian (wind) processes [1]. Annual global dust emissions from soils into the atmosphere are estimated
to be as high as 3000 million tons, including particulate matter (PM) that is less than 10 micrometers in
diameter (PM10). The emission of PM10 from soils is directly associated with loss of soil nutrients
(clays and organic matter) [2], air pollution, and substantial health risks [3,4]. Other environmental
impacts of atmospheric dust refer to the Earth’s global energy balance and climate sensitivity through
radiative effects and climate feedbacks [1]. Considering these various important impacts of soil dust on
the Earth system, it is critical to estimate accurately the dust emission. Although models that estimate
the dust emission from soils have been improved [5,6], still there is large disagreement between the
empirical results and their estimated values by the models [1]. These discrepancies are partly a result
of our gap in understanding the threshold wind friction velocity needed to mobilize soil particles.

Dust emission depends on the soil properties and on the wind shear stress exerted on the soil
surface. The shear stress is characterized by the friction velocity (u∗), which express the velocity
gradient in boundary layer flow. The threshold friction velocity (u∗t) is then the minimum value of the
shear velocity (u∗) for which the soil experiences dust emission [7,8]. This threshold friction velocity
has been the subject of many experimental studies, starting with the pioneering work of Bagnold [9].
His work revealed that, for a bed of monodisperse (single particle size) beds, the threshold friction
velocity has a minimum around 100 μm. Larger particles are more difficult to mobilize because of
the increased gravitational force, and smaller particles are more difficult to mobilize because of the
increased cohesive forces [10]. The cohesive forces of the clay and fine silt particles limit the dust
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emission form soil by direct aerodynamic lifting of loose particle [8]. Consequently, dust is normally
emitted by the impacts of more easily mobilized sand-sized particles. These “saltators” undergo
ballistic trajectories that impact the soil surface. The resulted saltation process enables the entrainment
of cohesive dust particles by the disintegration of the soil aggregates [7,8,11]. However, the threshold
of motion of monodisperse beds of sand particles is unrealistic because dust-emitting soils contain a
wide range of particle sizes (<1 μm to ~1000 μm).

Many soils throughout the world are subjected to increase human activities, and dust emission,
in particular, in semi-arid climates [12]. The soil disturbance resulted in disintegration of the soil
aggregates, which produce small aggregates and loose sand particles that are available for saltation [11].
It is generally assumed that soils with a higher amount of large aggregates have stronger resistance
against erosive forces [13]. Yet, the effect of the soil particle size distribution on the saltation and dust
emission threshold is poorly understood, and hence poorly parameterized in dust emission models.
Consequently, predictions of future environmental changes and the resulting changes in soil properties
and wind erosion are limited by this missing information of how dust emission threshold are affected
by the particle size distribution.

The main goal of this study was to examine the dependence of dust emission threshold on soils
with different distribution of dust and sand-sized particles. To this end, we analyzed soil samples that
are characteristics of a semi-arid loess soil and conducted a targeted experiment on dust emission with
a boundary-layer wind tunnel to provide empirical information on the link between soil particle size
distribution and saltation and dust emission thresholds.

2. Materials and Methods

2.1. Soil Sample Setup

Two different materials, loess soil and dune sand, were used to form the experimental soil samples
with specific dust (<63 μm) and sand contents (see Section 2.2). Those materials were collected from two
sites in the northwestern Negev, Israel, where sand transport and dust emission have been extensively
studied. The loess material (Figure 1a) was sampled from the topsoil (0–~2 cm) of a natural area with
no human disturbance [11]. The soil contained a mix of clay, silt, and sand particles, which is an ideal
case for dust emission by saltation. The sand material was collected from an active sand dune in the
northwestern Negev. The Negev dunefield is located in the eastern part of the Sinai– Negev erg [14].
The sand has a typical size (mode at ~250 μm), and it contains less than 2% of clay- and silt-sized
particles [15]. The bulk materials of the loess and sand samples were analyzed to determine the particle
size distribution (PSD) by the ANALYSETTE 22 MicroTec Plus (Fritsch, Idar-Oberstein, Germany) laser
diffraction, which measures particles in the size range of 0.08–2000 μm. The replicates (100 mg) of each
sample were dispersed in Na-hexametaphosphate solution (0.5%) by sonication (38 kHz). PSD data
was calculated using the Fraunhofer diffraction model with a size resolution of 1 μm using MasControl
software (Version 1.8, Idar-Oberstein, Germany) (Figure 1b).

The loess material was first crushed for aggregate disintegration, and then was sieved by an
electronic sieving apparatus with horizontal and vertical motions (RETSCH AS 300 Control, Haan city,
Germany) to receive the dust material (<63 μm). The sieved material was analyzed by the laser
diffractometer to ensure that the particle size is less than 63 μm. The sand dune was added to the
loess-sieved material (<63 μm) in a known weighted ratio to form samples with specific weight
percentage of silt-clay and sand fractions. The samples were kept at air-dry state (<1.5% gravimetric
water content) to eliminate effect of soil-water mass [16]. Four reference samples of 15 kg each
with various sand/dust percentage were prepared: “sand 100%” (0% dust); “sand 90%” (10% dust);
“sand 75%” (25% dust); “sand 50%” (50% dust). The samples were analyzed by the laser diffractometer
to test the sand and dust fractions (Figure 1b).
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Figure 1. (a) Location of the loess soil in the Negev (Israel), Eastern Mediterranean. (b) Particle size
distribution of the soil samples used for the experiments: sand dune and various mixes of sand and
dust fractions that were used for the wind tunnel experiment. The dust fraction, which used for the
preparation the mixed samples, was extracted from a loess (bulk) soil.

2.2. Wind Tunnel Experiment

The experiment on dust emission threshold was conducted with a boundary layer wind
tunnel [16–18]. The wind tunnels enable aeolian simulations under standardized quasi-natural
wind conditions and provide quantitative information on aeolian particle transport in the field and
dust emission rates from soils [19–22]. The wind tunnel has a cross sectional area 0.5 × 0.5 m with
open-floored working sections of up to 10 m length. The tunnel fan was operated at nine fan frequencies
(8, 11, 14, 17, 23, 26, 29, 32, 35, and 38 Hz) to represent a wide range of wind velocities.

The wind velocity profile was measured for each fan frequency at different heights above the
tunnel bed: 0.02, 0.035, 0.05, 0.075, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, and 0.45 m. The wind
measurement was conducted with a micro-vane anemometer with vane diameter of 14 mm that
measure wind velocities at the range of ~0–30 m s−1 with reading resolution of 0.1 m s−1 (KIMO vt 200,
Ontario, Canada). The data are logged at time interval of 5 s for each test. The data were analyzed to
determine the height of the boundary layer, the average wind velocity in the boundary layer, and the
wind shear velocity (u∗). The wind shear velocity is expressed by the Prandtl–von Karman equation [8]:

u
u∗

=
1
K

ln
(

z
z0

)
(1)

where u is the wind velocity (m s−1) at height z (m), z0 is the aerodynamic roughness length of the
surface (m), u∗ is the shear velocity (m s−1), and K is von Karman’s constant (≈0.4).

Each soil sample was tested under all the fan frequencies/wind velocities. Overall 108 tests were
conducted in this study (4 soil samples, 9 wind velocities, 3 replicas). Each run was last 30 s to record
the trend of sand transport and dust emission. A series of traps were placed in the tunnel along the
wind direction. The transported particles were collected at height of 0–0.10 m above the tunnel bed.
After the experiment, the sediments in the traps were analyzed for the relative contents of sand and
dust (<63 μm) fractions. In addition, the mass of the transported particles calculated as saltation flux
(Q, kg m−1 s−1) that cross a width of 1 m [15].

Dust concentrations (μg m−3) PM10 were recorded by a light-scattering device, DustTrak DRX
8534 (TSI, Shoreview, MN, USA), in the range of 0.001–150 μg m−3 (±0.1% of reading) at sec-1 intervals,
was placed at 15 cm above the tunnel bed. The recorded PM10 concentrations were converted into
mass flux (Fpm) emitted from the soil surface (kg m−2 s−1) based on the wind tunnel dimensions and
the area of the sand bed [15]:

FPM = (CPM −Cbg) ×Vair ×Acs/Ap (2)
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where CPM is the recorded PM concentrations (kg m−3) from the soil, Cbg is the average PM background
concentration (kg m−3), Vair is the mean horizontal wind velocity in m s−1 (average over height), Acs is
the cross-section (height × width) of the wind tunnel (m2), and Ap is the area (m2) of the experimental
plot (length ×width).

The recorded PM10 flux (kg m−2 s−1) and sand fluxes (kg m−1 s−1) were used to calculate the
sandblasting efficiency a (m−1), which is the vertical dust flux produced by a unit horizontal sand
saltation flux, and is an important property to inform the dust emission by saltation process [23]:

a = FPM/Q (3)

where FPM is the average PM10 vertical mass flux (kg m−2 s−1), and Q (kg m−1 s−1) is the averaged
horizontal sand flux integrated over the hole experiment time for all sand grain sizes.

3. Results

3.1. Wind Profile

The profiles of the wind measured in the wind tunnel under all fan frequencies are characterized
by a logarithmic increase in wind velocity of each fan frequency as an increase in height (Figure 2a).
The wind shear velocity (u∗) for each wind profile was calculated by the von Karman’s equation
(Section 2.2). The shear velocities are at the range of 0.17 to 0.56 m s−1 (Figure 3). This include shear
velocities that are below the saltation threshold (<0.28 m s−1) in laboratory and field experiments [15,23].
Then, the wind shear velocity was predicted by the fan frequency (R2 = 0.98) (Figure 2b).

 
Figure 2. (a) Wind velocity (m s−1) measured at different heights above the tunnel bed (z) under
different fan frequencies (Hz) (b) Correlation between the fan frequencies applied in the wind tunnel
and the calculated shear velocity (u∗).

3.2. PM10 Concentration

The PM10 concentrations resulted from dust emission are presented in Figure 3. With the sand
dune sample, no dust concentration, which is above the background value (30 μg m−3), was recorded
in all wind velocities. The background value was determined as the maximum atmospheric PM10
concentration in the wind tunnel before the experiment. With all the soil samples, there is a trend of
increase in the dust concentrations as the shear velocity increases. The dust emission in the “sand
90%” sample resulted in a range of PM10 concentrations from 30 μg m−3 (background value) to a
maximum value of 12,856 μg m−3 under the shear velocity of 0.52 m s−1. At low wind shear velocities
(<0.24 m s−1), no distinct PM10 concentration was recorded. In the sample “sand 75%”, only a very low
PM10 concentration (44 μg m−3) was recorded at 0.19 m s−1. As in the 90% sand sample, the significant
increase in concentration was obtained in the transition from 0.31 to 0.39 m s−1, in which the mean PM
concentration was raised from 944 to 6429 μg m−3, which is higher than at 90% sample. The highest
mean concentration (14,309 μg m−3) was recorded at 0.52 m s−1, almost two times higher compared
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with the “sand 90%” sample under the same shear velocity. In the sample “sand 50%”, no PM10
concentration was recorded at the low wind shear velocities as in the other samples. The values in
this sample run from 30 μg m−3 (background value) to a maximum value of 43,266 μg m−3. At shear
velocities of 0.31 to 0.39 m s−1 the mean concentration increased from 1070 to 5404 μg m−3 which is
at similar range to the sample of “sand 75%.” The highest mean concentration (29,073 μg m−3) was
recorded at 0.52 m s−1, which is a significantly higher value than the one obtained in the “sand 75%.”

 
Figure 3. Particulate matter (PM) concentrations measured in the wind tunnel as a result of dust
emission from the reference samples under various shear velocities. The reference soils are presented
by the weight ratio of clay and silt and sand 10%, 25%, and 50%. No dust concentration was recorded
for the sand (dune) sample. The average concentration is presented by the solid line inside the
minimum-maximum box, and standard deviations are in bar lines. Note that the black dots represent
extreme values.

3.3. Saltation Mass

The saltation mass measured during the experiment is presented in Figure 4. In most cases of
the experiment (total of 120 runs), a vast amount of the material was collected only in the lower traps
close to the tunnel bed (<0.05 m). The saltation threshold at all sand samples is at u∗ = 0.31 m s−1 as no
distinct saltation mass was recorded in the lower shear velocities (0.11–0.24 m s−1). The saltation mass
in the “sand dune” sample resulted in a range of 0.63 g (at the saltation threshold) to a maximum value
of 8.14 g at shear velocity of 0.52 m s−1 during the a 30-s run of the experimental procedure. In the
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“sand 90%” sample, the saltation mass run from 0.48 g at 0.31 m s−1 to a maximum mass of 6.07 g at
shear velocity of 0.52 m s−1. These values are significantly lower than the “sand dune” sample at the
same shear velocities. Unlike the 100% sand sample, the dust fraction received in the saltation mass
was 4–36% (Table 1). The saltation mass of the “sand 75%” sample was much lower than the “sand
90%” sample, and ranged from 0.17 to 4.79 g. From wind shear velocity of 0.31 to 0.43 m s−1, the mass
increased only 10%, which is at the same level (7%) as in the sample of “sand 50%”. The maximum
value of the dust fraction in the “sand 75%” sample was measured at a wind velocity of 0.39 m s−1.
The maximum amount of the dust fraction in the saltation (26%) was measured from wind velocity of
0.39 to 0.52 m s−1 (Table 1).

Figure 4. Saltation mass from the wind tunnel measurements of the reference samples under various
shear velocities. Note that no distinct saltation mass was recorded in shear velocity below 0.31 m s−1.

Table 1. The dust fraction received in the saltation mass calculated as the class weight of the dust
particles (<63 μm) in the total weight of the saltation: [1 − (dust (g)/sand (g) + dust (g)]. Note that no
saltation was recorded in shear velocity below 0.31 m s−1.

Shear Velocity (m s−1) Sand (Dune)
Sand (90%)
Dust (10%)

Sand (75%)
Dust (25%)

Sand (50%)
Dust (50%)

0.11 N/A N/A N/A N/A

0.13 N/A N/A N/A N/A

0.19 N/A N/A N/A N/A

0.24 N/A N/A N/A N/A

0.31 0 0.04 0.12 0.18

0.36 0 0.36 0.19 0.22

0.37 0 0.08 0.19 0.17

0.39 0 0.11 0.34 0.26

0.43 0.01 0.11 0.15 0.25

0.52 0 0.11 0.18 0.26

The calculated saltation flux refers to the mass of all the particles; sand, silt, and clay, that pass
a specific distance over the surface (Section 2.2, Equation (2)). With all soil samples, the saltation
flux was started at shear velocity 0.31 m s−1 as shown in the record of the saltation mass (Figure 4).
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The calculated PM10 flux refers to transported particles from the surface (Section 2.2, Equation (3)).
The results show a linear positive correlation between the saltation flux and the PM10 flux (Figure 5)
in all soil samples. As the amount of dust in the sample decreases, both the saltation flux and the
PM10 emission decrease. The highest correlation was recorded in the “sand 90%” (R2 = 0.99), while the
(relatively) lowest correlation was recorded in the sample of “sand 50%” (R2 = 0.91). Since no dust was
recorded in the sand dune sample, a correlation with saltation is not presented.

Figure 5. Correlation between saltation flux and PM10 (PM that is less than 10 micrometers in diameter)
flux calculated for each soil sample under all the shear velocities applied in the wind tunnel.

3.4. Sandblasting Efficiency

Sandblasting efficiency is the dust flux produced by a unit horizontal of saltation flux (Section 2,
Equation (3)). The sandblasting efficiency calculated for the various wind shear velocities is presented
in Figure 6. In general, as the amount of dust in the sample increases, the sandblasting efficiency
increases as well. The highest values of sandblasting were obtained in the sample of “sand 50%”.
The values ranged from 0.25 m−1 at a shear velocity of 0.36 m s−1 to 0.7 m−1 at a shear velocity of
0.52 m s−1. Since no dust was recorded from the sample of sand dune in this study, the sandblasting
efficiency was not calculated.

 
Figure 6. Sandblasting efficiency calculated for soils with different content of sand under a range of
wind velocities. In addition, the chart shows the sandblasting efficiency of previously published studies
of samples with different sand content [15,16].
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4. Discussion

The soil samples tested in this study (Figure 1) represent a range of soil texture in dust sources of
sandy and non-sandy soils. The most productive areas for dust are located mainly in arid regions,
such as playas (dry lakes) in the Mojave Desert with about 35% sand content [24]. In the Middle-East
and North Africa [25–27], the source areas are characterized by a silt-loam (loess) soil with a clay
fraction up to 30% [28], including loess soils in the northern Negev that are subjected to intensive
agricultural activities [12,29]. Major dust sources in the Chinese and the Mongolian deserts are
identified with a range of 0.7–11.9% clay, 1.8–34.1% silt, and 2.3–53.0% sand [30]. Unlike common dust
sources, sand dunes have a low content of silt and clay (~2%). However, recently they were considered
to be dust sources [15,23] and as such a sample of sand dune was tested in this study.

The results of the dust PM show an increase concentration as the amount of the clay-silt fraction in
the sample is higher (Figure 3). Yulevitch et al. [16] have presented a similar trend with highest PM10
flux for a sample with clay-silt content of 85%. Basically, the increase of PM10 concentration under such
conditions is related to the higher availability of dust content in the sample. Since the amount of dust
particles in the soil samples “sand 90%” and “sand 75%” is relatively low, it can be assumed that the
dust emission at velocity > 0.4 m s−1 could have been an underestimation for such soils with unlimited
dust-particle supply [10,16]. In the sample of “sand 50%;” however, the highest PM10 concentration
was recorded in the strongest shear velocity (0.52 m s−1), which indicate on sufficient dust content in
the sample for continues emission. the distinct dust threshold for all samples is at 0.24 m s−1, while in
sample “sand 75%” a PM concentration was recorder already at 0.19 m s−1.

As for the “sand dune” sample, no dust concentration was recorded at all shear velocities. Though,
recent studies have shown the potential of dust generation from sand. Huang et al. [23] showed that
under wind shear velocity of 0.3 m s−1 the PM10 fluxes in the Oceano sand is smaller than those fluxes
from most non-sandy soils (~1 and 150 μg m−2 s−1, respectively). Swet et al. [15] recorded PM10
concentration of 0.01 μg m−3 from sand dune with <2% clay content under wind shear velocity of
0.3 m s−1 in the wind tunnel experiment. They concluded that the dominant dust emission mechanism
from sand dunes is clay coatings removal, with a relatively small contribution from re-emission of
loose-settled dust. In sands containing higher amounts of dust-sized particles, the relative contribution
of the re-emission mechanism increases drastically. It is reasonable to assume that in our study there
was a dust emission from the “sand” sample by the clay-coating removal. However, our measurement
resolution in this study for samples with <10% dust content were probably not sensitive enough to
distinct PM10 concentration values that are significantly above the background value of the experiment
(30 μg m−3).

Dust emission is significantly associated with the saltation process. In all the samples of this study,
a distinct saltation starts at shear velocity of 0.31 m s−1 (Figure 4). A saltation threshold in such velocity
was obtained in many studies on sand dunes [8] as well as the trend of increasing sand flux with
the shear velocity (Figure 4). The positive linear-correlation between the saltation flux and the PM10
flux was relatively high (R2 = 0.91–0.99) in all the non-sandy samples (Figure 5). Strong correlations
between saltation and dust flux were found also in previews studies on dust emission from non-sandy
soils by wind tunnels [17,31,32]. Nonetheless, Sweeney and Mason [33] show that in a Pleistocene
loess deposits (Nebraska, USA) the dust may emit without saltation with a lower threshold (u∗ = 0.26
to 0.30 m s−1) than the saltation threshold (u∗ = 0.33 to 0.44 m s−1).

To further test the relationships between saltation and dust emission, the sandblasting efficiency
was examined with comparison to other works (Figure 6). Basically, the sandblasting efficiency increases
with the shear velocity as long as there is available dust particle in the soil for emission. The highest
values of sandblasting in this study were obtained in the sample of “sand 50%”, which contains
enough amount of dust for emission. When comparing the sandblasting efficiency values with other
works conducted in wind tunnel experiment, it revealed that the sandblasting efficiency increases as a
function of the amount of dust in the sample and wind velocity. The highest values were recorded
at the sample of “15% sand” (85% dust), 0.10 to 1.3 m−1, under velocities of 0.39 and 0.52 m s−1,
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respectively [16]. The sandblasting efficiency of the “sand 90%” sample of this study is not presented
since no dust was recorded from the sample. However, Swet et al. [15] calculated a sandblasting
efficiency of 1.73 × 10–7 m−1 from active sand dune at 0.30 m s–1.

Wind tunnels enabled targeted experiments on dust emission processes, in which the empirical
data can be used for parametrization of dust models and for validation of model results. Yet, there is
little quantitative understanding of how the wide range of particle sizes in realistic dust-emitting
soils affects the shear velocity threshold. The dust emission threshold parameterizations used in most
models are descriptions of the threshold friction velocity of a dry, bare soil composed of particles of a
single grain size. Consequently, dust emissions in models generally increase monotonically with a
soil’s clay content, and thus do not capture the potentially important mitigating impact of clay particles
in raising the threshold friction velocity. Shao and Lu [10] parameterized the threshold as the wind
velocity at which the aerodynamic torque on a surface particle exceeds that generated by gravity and the
interparticle forces with surrounding sand particles. An improved dust emission scheme incorporates
saltation bombardment and aggregates disintegration [34]. The statement of the scheme is that dust
emission is proportional to streamwise saltation flux, but the proportionality depends on soil texture.
A critical problem in dust research is to estimate size-resolved dust emission rates, which requires
reliable dust emission estimates for specific size ranges [35]. Thus, wind tunnel experiments can
be used to expand the dust formulation by accounting for the entire particle distribution of the soil
(and not just the presence of clay), and accounting for the variability of sand (saltation) particle sizes.

This study has some limitations that are discussed as follow. First, we applied four soil samples,
which may not represent the entire range of soil texture. However, these samples are common in
many soils that are associated with dust emission processes. Second, the use of a wind tunnel to
examine the dust emission may not reflect the natural wind in the field where the velocity and direction
are constantly changing. However, the controlled wind velocities by the tunnel makes it possible to
examine the emission thresholds of various soil samples. Third, the saltation and dust fluxes calculated
in this study by the wind tunnel experiment do not necessarily fit the “real” values measured in the
field, but it does allow to a quantitative comparison of sandblasting efficiency.

5. Conclusions

This study examined empirically the dust emission thresholds in loess soils with different content
of sand-sized particles. The significance of this study was to provide empirical information on the
link between soil particle size distribution and saltation and dust emission thresholds. The results of
the wind tunnel experiment show that dust PM10 emission threshold is strongly associated with the
saltation threshold. As such, the direct aerodynamic lifting of loose dust particle was not distinct in
this study. Under conditions of dust emission: (i) the dust flux increases as the amount of the clay-silt
fraction in the soil is higher, (ii) there is a logarithmic increase of dust flux with the of the shear velocity,
(iii) the rate of the dust flux under certain saltation is subjected to the available dust amount in the soil
during a wind event, and (iv) in soil with non-limited dust supply in the soil, the maximum rate of the
dust flux is limited to the capacity of the saltation flux under certain shear velocity. The results of the
sandblasting efficiency highlight the significance of the soil disturbance and aggregate disintegration
in increasing dust emission from loess soils. The combination of loose sand particles in soils containing
distinct amount of dust particles (>10%) is favor for dust emission. The findings of this study can be
processed into parametrization in dust emission models. They can also support management strategy
of soils in preventing dust emission by keeping the soil aggregation.
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