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strong foundations in mathematics, statistics, machine learning and information security.

This book is a reprint of the Special Issue (SI) on Cybersecurity and Data Science published
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The papers included in this reprint discuss various topics ranging from cyberattacks,

steganography, anomaly detection, evaluation of the attacker skills, modelling of the threats, and
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valuable reference for researchers in cybersecurity security and data science.
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Editorial

Cybersecurity and Data Science

Krzysztof Szczypiorski

Institute of Telecommunications, Warsaw University of Technology, 00-661 Warsaw, Poland;
krzysztof.szczypiorski@pw.edu.pl

Towards the end of the Cold War in 1985, in reference to the theory of leadership for
the first time, in the book ‘Leaders: The Strategies For Taking Charge’ by Warren Bennis
and Burt Nanus [1], a modelled world concept with the acronym VUCA appeared to
properly express its volatility, uncertainty, complexity, and ambiguity. The model adopted
by the military and business circles spoke to a tragic paradigm of regular, often severe, and
confusing changes. The catastrophic world of VUCA, which also fits the view of cyberspace,
has become heavily exploited after almost 35 years; hence, the updated approach presented
by Jamais Cascio in 2020 is BANI—brittle, anxious, non-linear, and incomprehensible.
At first glance, you can treat the BANI world as a VUCA world with a new descriptive
language. Still, a deeper look allows you to have, perhaps absurdly, hope that there is a
method of “controlling” chaos by paving the way for proactive solutions by creating new
roadmaps for the overwhelming world formed in the last few years, mainly due to the
COVID-19 pandemic, and now due to hostilities in Eastern Europe.

The world of BANI excellently describes the challenges faced by modern cybersecu-
rity [2]. When faced with existing phenomena, it has no chance to completely protect the
world from all the unexpected vulnerabilities and defend against all attacks and their often-
unknown consequences. This Special Issue is devoted to promoting the latest cybersecurity
and data science research in a world where digital transformation turns data into the new
oil. The increasing availability of big data, structured, and unstructured datasets raise new
challenges in cybersecurity, efficient data processing, and knowledge extraction. The field of
cybersecurity and data science fuels the data-driven economy. Innovations in this field require
strong foundations in mathematics, statistics, machine learning, and information security.

The unprecedented increase in data availability in many science and technology fields
(e.g., genomic data, data from industrial environments, sensory data of smart cities, and
social network data) require new methods and solutions for data processing, information
extraction, and decision support. This stimulates the development of new data analysis
methods, including those adapted to analysing new data structures and the growing
volume of data.

This Special Issue, ‘Cybersecurity and Data Science’, includes fifteen contributions
from reputable researchers from Canada, China, Ecuador, India, Lithuania, Poland, Ukraine,
the United Kingdom, and the USA.

In the first article entitled ‘Multilayer Detection of Network Steganography’,
Smolarczyk et al. [3] proposed a new method for steganography detection in network
protocols to provide a steganalysis capability for entities with large numbers of devices and
connections. The solution was based on a multilayer approach for the selective analysis of
derived and aggregated metrics utilising machine learning algorithms.

In the article ‘A Wireless Covert Channel Based on Dirty Constellation with Phase
Drift’, Grzesiak et al. [4] presented a novel method of steganographic transmission based
on phase drift in phase-shift keying or quadrature amplitude modulation. The proposed
approach was based on the drift correction modulation method previously used in water-
marking audio signals.

‘Multi-Language Spam/Phishing Classification by Email Body Text: Toward Auto-
mated Security Incident Investigation’ by Rastenis et al. [5] includes a solution based on

Electronics 2022, 11, 2309. https://doi.org/10.3390/electronics11152309 https://www.mdpi.com/journal/electronics1
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email message body text-automated classification into spam and phishing emails written
in three languages: English, Russian, and Lithuanian. As most public email datasets almost
exclusively collect English emails, the authors investigated the suitability of automated
dataset translation to adapt it to email classification written in other languages.

In the article entitled ‘Discussion on IoT Security Recommendations against the State-
of-the-Art Solutions’, Chmiel et al. [6] presented an overview of security guidelines for IoT
proposed by various organisations and evaluated some of the existing technologies applied
to ensure IoT security against these guidelines. The authors gathered recommendations
offered by selected government organisations, international associations, and advisory
groups. They compiled them into a set of the most common and essential considerations,
divided into eight categories.

The topics of threat assessment were studied by Sharma et al. in ‘Analysis and
Implementation of Threat Agents Profiles in Semi-Automated Manner for a Network
Traffic in Real-Time Information Environment’ [7]. The authors proposed a semi-automatic
information security model, which can deal with situational awareness data, strategies
prevailing information security activities, and protocols monitoring specific types of the
network next to the real-time information environment.

Krupski et al. [8] presented a survey on data transformation schemes for CNN-based
network traffic analysis. The authors showed a consequence of the fact that network traffic
data and machine learning data have different structures. They introduced a taxonomy of
data transformation schemes and used this categorisation to describe various CNN-based
approaches found in the state-of-the-art of network trafficking analysis.

‘A Method for Fast Selection of Machine-Learning Classifiers for Spam Filtering’ by
Rapacz et al. [9] elaborated on how text analysis influences classification—a key part of the
spam-filtering process. The authors proposed a multistage meta-algorithm for checking the
classifiers’ performance.

Bieniasz et al. [10] proposed a new approach to generating datasets for cyber threat
research in a multi-node system. Towards this purpose, the proof-of-concept of such a
system was implemented and could be used to collect unique datasets with examples of
information hiding techniques.

Maksymovych et al. [11] developed a modification to additive Fibonacci generators,
the essence of which was to use prime numbers as modules of recurrent equations describ-
ing the operation of generators. This modification made it possible to ensure the constancy
of the repetition period of the output pseudorandom pulse sequence in the entire range of
possible values of the initial settings–keys (called seeds) at specific values of the module.

In the article ‘A Hybrid Machine Learning-Based Malware Detection Model for An-
droid Devices’, Rodrigo et al. [12] proposed the BrainShield as a hybrid malware detection
model trained on the Omnidroid dataset to reduce attacks on Android devices. The
simulation results showed that BrainShield improved the accuracy and the precision of
well-known malware detection methods.

‘Detection of Image Steganography Using Deep Learning and Ensemble Classifiers’
by Płachta et al. [13] dealt with the problem of detecting JPEG images that have been
steganographically manipulated. The performance of employing various shallow and deep
learning algorithms in image steganography detection was analysed. The data, images from
the BOSS (Break Our Steganographic System) database, were used with the information
hidden using three popular steganographic algorithms.

Korona et al. in ‘Comparison of Hash Functions for Network Traffic Acquisition
Using a Hardware-Accelerated Probe’ [14], addressed the problem of efficient and secure
monitoring of computer network traffic. The authors proposed, implemented, and tested
a hardware-accelerated implementation of a network probe using the DE5-Net FPGA
development platform. They also researched the problem of choosing an optimal hash
function to be used in a network probe for addressing network flows in a flow cache.

Andrade et al. in ‘An Exploratory Study of Cognitive Sciences Applied to Cybersecu-
rity [15], identified the fundamental concepts related to the application of cognitive sciences
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in cybersecurity for establishing defence strategies to minimise the impact of cyberattacks.
The authors developed an exploratory study based on two stages: a text mining process
to identify the main interest areas of research in the cybersecurity field and a valuable
review of the papers chosen in a systematic literature review that was carried out using
PRISMA methodology.

The machine learning-based implementation of Chinese Ludo, also known as Aero-
plan Chess, a trendy board game for several decades, is the main topic of the paper by
Han et al. [16]. Unlike most chess programs, which depend on high machine performance,
the evaluation function in the proposed implementation was only a linear sum of four-
factor values. The other contribution of this research was that the authors innovatively
constructed a threat matrix that allows for the quick acquisition of the threat between any
two dice from any two positions.

Finally, the paper entitled ‘Simulation of Authentication in Information-Processing
Electronic Devices Based on Poisson Pulse Sequence Generators’ by Maksymovych [17]
was devoted to modelling authenticators of information-processing electronic devices
by creating a bit template simulator based on a Poisson pulse sequence generator. The
developed generator had improved statistical characteristics for the output pulse sequence
and expanded capabilities for solving specific practical problems.

I would like to thank all the contributors to this Special Issue, including the authors,
reviewers, and the Electronics publishing team. I firmly believe the findings presented in
this Special Issue will benefit the reading of interested researchers and general audiences.

Funding: This research received no external funding.

Acknowledgments: The editor would like to thank all the contributors to this Special Issue, including
the authors and reviewers.
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Abstract: This paper presents a new method for steganography detection in network protocols.
The method is based on a multilayer approach for the selective analysis of derived and aggregated
metrics utilizing machine learning algorithms. The main objective is to provide steganalysis
capability for networks with large numbers of devices and connections. We discuss considerations
for performance analysis and present results. We also describe a means of applying our method for
multilayer detection of a popular RSTEG (Retransmission Steganography) technique.

Keywords: steganography; network security; steganography detection; steganalysis; machine
learning; big data; IoT; pattern mining

1. Introduction

Network steganography has recently gained considerable attention in the scientific community.
Many new methods have been developed, and many more will be developed in the near future [1] as
new network protocols are constantly being developed. This paper focuses solely on the detection of
steganography techniques that operate at the network protocol level.

With the growing number of devices in networks, including IoT, network steganography detection
faces new challenges in terms of both accuracy and performance [2]. To be performed effectively,
steganography needs to operate:

• In line with analyzed network traffic;
• In near real-time regimes.

If detection is performed off-line or if it causes too much latency, there will be more traffic waiting to
be analyzed than can actually be analyzed. Performance optimization is the main focus of the research
described here since the main application of network steganography is real-time communication [3,4].

Some of the accurate detection methods tailored for specific network steganography techniques
cannot be effectively implemented in real-time regimes because excessive computing and/or memory
resources are needed [5]. This makes us question the overall accuracy of such methods since they are
unable to analyze high-throughput traffic in a multi-host environment.

In this paper, we present a new method to introduce a compromise between detailed packet
inspection and optimal detection performance. Our motivation is to provide a generic method that
orchestrates network steganography detection in real-time regime, making it possible to implement
in multi-host environments that generate high-throughput traffic. As a part of the method, we have
presented a steganalysis layer selection method that provides an intelligent selection of steganalysis
algorithms, preserving the balance between resource consumption and detection performance. To the
authors’ best knowledge, this is the first generic network steganography detection method that utilizes
a top-down approach for a detection method selection algorithm to ensure optimal computation
resource allocation.

Electronics 2020, 9, 2128; doi:10.3390/electronics9122128 www.mdpi.com/journal/electronics
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2. Related Work

Historically, most network steganography detection methods had been part of research on new
steganographic techniques. In recent years, there emerged new detection methods that are not
countermeasures for a particular steganographic technique but provide a broader perspective. Based
on the literature, we can distinguish two major categories for network steganography detection
methods: technique-specific and generic, as presented in Figure 1.

Figure 1. Network steganography detection classification.

The first category: technique-specific, comprises methods proposed as countermeasures for
specific steganographic techniques. Methods in this category usually operate on low-level network
data, require relatively much computation resources, and are not able to detect other steganographic
techniques instead of the one or several for which they are designed.

The second category: generic, comprises methods that are not designed to detect one specific
steganographic technique but offer a comprehensive approach to network anomaly detection and
categorization of network traffic for potential steganographic utilization. Methods in this category may
not provide detailed information on detected suspicious traffic but can label it for further investigation.
Most generic methods fall into two subcategories that characterize their approach: statistical or
machine learning.

A majority of methods described in the existing literature fall in the first category. Each of those
methods is applied to specific steganographic techniques categories, as shown in Figure 2 [6].

Figure 2. Network steganography classification.

For packet modification techniques, the steganalysis methods presented so far include:

6
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• Header and payload analysis [7], including analysis of Verification Tags values; comparison
between values of Maximum Inbound Streams sent by “normal” users (users who do not use
steganography) and suspicious users; comparison between values of Stream Sequence Number
sent by “normal” users (users who do not use steganography) and suspicious users; checking
the value of Payload Stream Identifier; analysis of a_rwnd values and sizes of received chunks;
analysis of the average number of duplicated chunks; analysis of Shared Key Identifier values;
analysis of Padding Data; checking the existence of IP addresses that are sent in these parameters;
comparison between values of the Heartbeat Info Parameter sent by a regular user (a user who
do not use steganography) and a suspicious user; analysis of RandomNumber; comparison
between values of ASCONF-Request Correlation ID sent by a regular user and a suspicious user.
The methods presented above are dedicated to all packet modification techniques, including
payload modification, header modification, and hybrid techniques.

• Header checksum observation [8], including checksum comparison for retransmitted IEEE 802.11
frames. If the checksum differs for the same payload and header and such observations are
frequent, it is likely that a steganographic technique like HICCUPS has been utilized. The method
is dedicated to header modification steganographic techniques.

• Observation of selected primary or derived features of header data [9], which includes observation
of the least significant bit of the TCP sequence number. The method is dedicated to header
modification steganographic techniques.

For stream modification techniques, several detection methods have been described, including:

• A multi-agent approach for observing network traffic time parameters, and intelligent correlation
of observed meta-histograms utilizing trained machine learning algorithms [10].

• Analysis of inter-packet delays sequence distribution in multiple dimensions: distribution shape,
data variation rule, data statistics. The method proposes an analysis of polarization characteristics,
autocorrelation characteristics and clustering characteristics of the above features [11].

• Statistical analysis of selected metrics, header field comparison, and random number analysis [8].

There also exist steganalysis methods designed for hybrid steganographic techniques, including:

• MoveSteg [12], which is a method for detecting an endpoint from which hidden information is
transmitted by analyzing a distribution of delay between consecutive packets as well as delay
statistical metrics.

• The RSTEG (Retransmission Steganography) detection method [5,13], which is based on outlier
detection of selected metrics, such as a retransmission ratio. Detection based on a retransmitted
segment payload comparison is also proposed.

• The LACK (Lost Audio PaCKets) detection method [14], which is based on observation and outlier
detection of RTP (Real-time Transport Protocol) segment delay.

Some generic methods for steganalysis operating on high-level aggregated metadata have
been proposed:

• Data mining and anomaly detection in various metrics for distributed network covert channel
detection [15].

• A framework that utilizes a statistical approach for monitoring of selected metrics and anomaly
detection in statistical measures, including non-linear chaotic data [2]. The framework analyzes
detected outliers and provides a probability of data leakage.

• A deep-learning approach for the detection and classification of covert channels. The method
requires a data set comprised of covert communication, which can include a mix of various
steganographic techniques [16].

• Detection method based on network traffic visualization [17], in which a fundamental design
principle of the anomaly detection approach is the lack of direct, linear time dependencies for the
created network traffic visualizations.

7
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In addition, several generic methods for steganalysis have been proposed for steganogram
detection in digital media. However, these methods apply for a different range of data-hiding
techniques (digital images/media) that are outside the scope of this research. Those methods include:

• A supervised learning-based steganalysis [18], which requires a training phase to learn classification
rules to further classify digital data utilizing deep learning algorithms.

• A simple image comparison and its metadata, such as file size, to extract a steganogram [19].
• Utilizing Bayes classifier for observation of peak frequency in audio signals [20],
• Utilizing a sliding window and a convolutional neural network for steganalysis in audio

transmission [21].

All told, the existing literature on network steganography detection focuses on countermeasures
and methods for the detection of newly described steganography techniques rather than a generic
approach, with exceptions described above.

The generic method described in this paper provides a framework for the utilization of various
steganalysis methods at once. The method requires the use of other existing network steganography
detection methods for optimum effectiveness. The proposed method's main novelty is providing
a capability for intelligent selection of best-fit steganalysis methods for analyzed network traffic to
maintain optimal resource utilization. While some of the existing methods provide a generic approach
to steganography detection, none of those methods provide a unified cooperation model for utilizing
other methods.

3. Multilayer Network Steganography Detection

3.1. Method Description

The core concept for our proposed method of network steganography detection is multilayer
steganalysis and intelligent detection method selection based on packet classification and optimal
resource utilization. We propose a top-down approach for a detection method selection algorithm
as it ensures optimal computation resource allocation. In such an approach, we prefer high-layer
metrics analysis over methods operating on low-level data (which would require more resources)
unless high-level analyzers identify suspicious network traffic.

As shown in Figure 3, the first step is a packet capture (101), which acquires a single network
packet from a hardware resource, such as a network card. The next step is feature extraction (102),
which is the first stage of building a data model. Extracted features may include protocol headers
and other derived data that can be calculated in near real-time. Extracted features serve as an input
for metrics aggregation (103) and steganalysis layer selection (104). Metrics aggregation modules
provide derived metrics operating on various aggregation layers. The scope of the metrics and
calculation algorithms is determined by the steganalysis method(s) for which the method is to be
applied. Examples of the metrics aggregation may include aggregated data counters, port utilization,
etc. The main assumption for metrics aggregation is that high-layer metrics computation should
consume fewer resources and take less time than the computation of low-layer metrics, as shown
in Figure 4. We named the lowest-layer metrics “1st layer aggregated metrics” and the highest-layer
metrics “Nth layer aggregated metrics.”

The calculated metrics and features extracted from each packet serve as input for steganalysis
layer selection (104), which determines the optimal steganalysis layer. We discuss the steganalysis
layer selection in Section 3.2.

8
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Figure 3. Multilayer detection method description.

Figure 4. Aggregated Metrics hierarchy.

The Steganography Detection module (105) comprises multiple steganalysis methods. Each steganalysis
method is assigned to a specific layer, based on the method’s complexity and, in particular, on its
resource utilization. Given a maximum of N layers of steganalysis methods, and a function L(m)
defining real-time operating resource consumption for each method m belonging to the set of methods
M, the following is assumed:

∀m ∈M(L(m) < L(m− 1)), provided that N ≥ m > 1 (1)
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In other words, steganalysis methods in higher layers require fewer resources to effectively detect
network steganography in the real-time regime. Steganography detection methods in each layer may,
but do not have to, operate on corresponding aggregated metrics layers.

The result of the performed multilayer steganalysis is provided to the steganography layer
selection module to update the classification rules.

3.2. Steganalysis Layer Selection

The performance of our proposed method relies on the accuracy of the steganalysis layer selection
algorithm and its parameters. In order to achieve better results, the algorithm should be tailored to
fit specific performance requirements and at least the anticipated types of steganography technique.
We suggest the following selection method, which should suffice for most applications.

As shown in Figure 5, the steganalysis layer selection method can operate in two modes:

1. Rule learning;
2. Packet classification.

Figure 5. Steganalysis layer selection method.

In the first mode, the method applies various machine learning algorithms for frequent pattern
mining, classification, and clustering to the steganalysis result (204) provided by the layered steganalysis
module, computed anomaly scoring (205), and aggregated metrics (201). Learned rules are stored in
memory (203) for the anomaly scoring module and packet classification.

In the second mode, the layer selection method receives a packet’s extracted features (206) to
classify the packet (207) for the selection of the optimal steganalysis layer (208). Packet classification (207)
operates on previously learned rules and may use various classification methods and metrics, including
but not limited to network address classification, network protocol classification, and TCP/UDP
port classification.

The selection and application of specific algorithms for frequent pattern mining, classification,
and clustering utilized by the rule learner module (202) are beyond the scope of this research work as
they are widely discussed in the literature [21,22]. However, we recommend the k-means clustering
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for mining a predefined number of clusters of network devices, the FP-growth algorithm for frequent
pattern mining, and an optimized SVM (Support-Vector Machine) trainer [23] for classification.

3.3. Applicability

Our proposed method can be applied to optimize the detection of the most known network
steganography techniques shown in Figure 2. The spectrum of detected steganographic techniques
relies on network steganography detection methods utilized by the presented multilayer detection
method. In Table 1, we outline the potential advantages and disadvantages of applying our multilayer
network steganography detection method to each group of techniques.

Table 1. Applicability of detection method.

Group of Techniques Method Applicability

Packet Modification
Network steganography techniques belonging to this group are relatively easy to
detect without utilizing significant resources. Applying our proposed method for

this group may introduce unnecessary overhead for high-layer steganalysis.

Stream Modification

Detection of network steganography techniques belonging to this group needs
significantly more resources to monitor network traffic. Applying our proposed
method for this group provides value by optimizing and narrowing the range of

detection methods used in the described top-down approach.

Hybrid

Detection of network steganography methods belonging to this group needs at
least as many resources as stream modification methods. Applying our proposed
method for this group provides value by optimizing and narrowing the range of

detection methods used in the described top-down approach.

Based on the above findings, we suggest limiting the use of our method to stream modification
and hybrid network steganography detection.

4. Case Study

4.1. Experiment Scope and Methodology

To measure the crucial features of the proposed method, we decided to perform an experiment by
applying the method to a chosen network steganographic technique. The main need was to evaluate
steganalysis time and its characteristics. To perform accurate measurements, we needed to choose a
steganographic technique that has the following features:

• There exists a detection method that compares raw network traffic;
• There exists a detection method that operates on the 1st layer of aggregated metrics;
• There exists a detection method that operates on the 2nd layer of aggregated metrics;
• The method preferably operates under the application layer.

The above set of features ensures that the proposed method application is best utilized and
operates on at least three layers. In our opinion, applying the proposed method to any steganographic
technique satisfying the requirements above should provide performance gains, depending on the
chosen steganalysis methods on each layer. Given the requirements, we chose to apply our method to
RSTEG (retransmission steganography) [5,13,24]. The application to RSTEG detection provides us a
set of steganalysis methods, presented in the literature, that can operate on aggregated metrics as well
as raw data.

The main idea of RSTEG is to not acknowledge a successfully received packet in order to
intentionally invoke retransmission. The retransmitted packet carries a steganogram instead of user
data in the payload field [5]. Although RSTEG is intended for a broad class of protocols that utilize
retransmission mechanisms, we chose to conduct the experiment on hidden communication detection
in TCP/IP networks.
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The objective of our case study is to document the performance of network steganography
detection utilizing steganalysis method(s) individually and in the multilayer approach presented in
this paper. Various RSTEG steganalysis methods can be implemented using a passive warden [25]
in the architecture we describe in Section 4.2. We proposed detection methods and assigned them to
particular layers.

We measured packet processing time to determine the effectiveness of the method. We divided
the experiment into two parts:

1. Communication capture;
2. Capture analysis.

Processing time was measured between the times the warden started and finished analyzing
captured traffic. All measurements were performed on ~100 MB chunks of ~5 GB of captured network
traffic on a virtual machine with a single CPU and 2 GB of RAM. Each measurement was repeated
10 times to provide average results.

4.2. RSTEG Steganalysis Methods

The most effective methods for RSTEG communication in TCP/IP networks are based either on
payload comparison or anomaly detection in derived stream metrics, i.e.:

1. Comparison of the retransmitted and original payload;
2. Anomaly detection in the number of retransmissions for an individual connection;
3. Anomaly detection in the number of retransmissions for an individual device.

4.2.1. Comparison of the Retransmitted and Original Payload

The method of detection based on a comparison of retransmitted and original payload operates
on the assumption that every retransmitted TCP segment should have a similar payload to the original
one. Any outliers can be safely assumed to be carrying steganograms.

Processing and memory requirements for this method are excessive [5] and limit the method’s
application to selected network connections only. Required resources scale with the amount of
transmitted data and the number of network connections.

Based on the above description, we assign this method to the “Raw Data Steganalysis” layer.

4.2.2. Anomaly Detection in a Number of Retransmissions for an Individual Connection

Anomaly detection in a number of retransmissions for an individual connection requires the
following operations to be performed:

1. Determining whether an individual packet is retransmitted;
2. Determining the TCP segment retransmission ratio for an individual network connection;
3. Outlier detection in the TCP segment retransmission ratio for an individual network connection.

Based on the fact that all of the above steps operate on a packet’s extracted features and aggregated
metrics, we assign this method to the first layer.

4.2.3. Anomaly DETECTION in a number of Retransmissions for an Individual Device

The method of anomaly detection in a number of retransmissions for an individual device is similar
to the method presented above but operates in a broader scope. In this approach, the retransmission
ratio for all network device traffic is determined, and outliers are detected.

Based on the fact that this method operates in a higher layer of aggregated metrics, we assign this
method to the second layer.
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4.3. Architecture

We conducted the experiment utilizing the following architecture for data capture and
further investigation.

The architecture presented in Figure 6 comprises two endpoints: Alice (303) and Bob (311), who
have established an RSTEG channel and are exchanging steganograms, among other network traffic.
Bob’s endpoint resides in a local network (310) in which all network traffic goes through the core
router (312). The core router sends a copy of all traffic to the passive warden (313). Communication
coming from other network devices (314) not necessarily involved in steganographic communication
is also analyzed.

Figure 6. Implementation architecture.

4.4. Results

To provide an overview of multilayer steganalysis method performance, we measured the
processing time for the methods applied in each layer as well as the total processing time required by
our method. Each measurement was performed using the methodology described in Section 4.1.

As shown in Table 2, an increased ratio of retransmissions in the network causes an increase in
processing time despite the chosen method(s). Processing time increases significantly for lower layers
of steganalysis methods, including raw data steganalysis.
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Table 2. Steganalysis performance.

Ratio of
Retransmissions (%)

Raw Steganalysis
Time (s)

1st Layer Detection
Time (s)

2nd Layer Detection
Time (s)

1 2.79 0.53 0.04
2 4.50 0.89 0.12
3 4.63 1.33 0.16
4 5.91 1.04 0.13
5 6.54 2.01 0.14

In Figure 7, we show the steganalysis time for raw data steganalysis in the retransmission ratio
domain. As the chart shows, an increase in the network retransmission ratio causes an increase in
the processing time; this increase can be approximated by a linear function. Given that raw data
steganalysis for RSTEG means storing, iterating, and comparing retransmitted segments with the
original ones, the substantial near-linear increase in processing time is fully legitimate.

 
Figure 7. Raw Data Steganalysis time.

In Figure 8, we show the steganalysis time for the first-layer steganalysis in the retransmission
ratio domain, which also includes raw data steganalysis for selected traffic. For RSTEG application,
the method directs TCP segments belonging to connections that qualified as outliers for further raw
data steganalysis, which means payload comparison.

The results also show an increase that can be approximated by a linear function, which makes
sense because of the significant overhead required for processing separate connections, anomaly
detection, and the potentially higher number of segments directed to lower-layer steganalysis.

In Figure 9, we show the steganalysis time for second-layer steganalysis in the retransmission
ratio domain. Second-layer steganalysis involves selectively directing network traffic to first-layer
steganalysis as well as raw data steganalysis. In our application, the method analyzes the retransmission
ratio in the context of an individual network device, then directs outlier devices to the method that
analyzes network connections and directs outlier traffic to payload comparison for retransmitted
segments (raw data steganalysis).
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Figure 8. First-layer Steganalysis time.

 
Figure 9. Second-layer steganalysis time.

The results show a non-linear increase in processing time, which can be closely approximated by
a third-order polynomial function. Given that the method operates on the highest layer of aggregated
metadata, a non-linear increase in processing time is justified. The second-layer method brings the
most substantial gain in steganalysis, with an increasing retransmission ratio in our case.

The percentage gain in processing time when multilayer detection is applied is shown in Figure 10
and Table 3. The results show a significant performance gain for higher-layer detection methods
(as expected). However, the gain slightly decreases in comparison to the lowest retransmission
ratio applied (1%). This is a result of method selection algorithm overhead and aggregation of
required metrics.
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Table 3. Steganalysis performance gain.

Ratio of
Retransmissions (%)

Raw Steganalysis
Time (s)

1st Layer Detection
Gain (%)

2nd Layer Detection
Gain (%)

1 2.79 526% 6552%
2 4.50 506% 3861%
3 4.63 349% 2956%
4 5.91 568% 4716%
5 6.54 325% 4666%

 
Figure 10. Steganalysis performance gain.

5. Conclusions

Multilayer steganography detection is a method that utilizes a top-down approach for network
steganography detection and introduces an intelligent choice of steganographic methods applied to
specific network traffic. As a part of the method, we have presented a steganalysis layer selection
method that provides an intelligent selection of steganalysis algorithms, preserving the balance between
resource consumption and detection performance. To the authors’ best knowledge, this is the first
generic network steganography detection method that utilizes a top-down approach for a detection
method selection algorithm to ensure optimal computation resource allocation.

We have described the method’s concept and its key components and discussed the method’s
applicability for network steganography detection in the context of known data-hiding methods.
We also considered steganography detection in real networks in a wider context. The method
requires the use of other existing network steganography detection methods for optimum effectiveness.
The main novelty of the proposed method is providing a capability for intelligent selection of the best-fit
steganalysis method for analyzed network traffic to maintain optimal resource utilization. Other generic
detection methods presented so far do not provide orchestration for network steganography detection.

We applied our method for the detection of the RSTEG data-hiding method, presented the
proposed detection techniques and assigned them to specific layers. The results demonstrated the
method’s performance gain over the steganalysis of raw network data. The presented characteristics
of performance gain lead us to the conclusion that the method’s application for real-time steganalysis
is promising as it introduces a non-linear increase in processing time.

We suggest the following areas of future research:
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• Performance scaling of required resources;
• Application of the method to other network steganography techniques;
• Application of the method to steganography detection in a broader context not tied to

TCP/IP networks.
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Abstract: Modern telecommunications systems require the use of various transmission techniques,
which are either open or hidden. The open transmission system uses various security techniques
against its unauthorized reception, and cryptographic solutions ensure the highest security. In the
case of hidden transmissions, steganographic techniques are used, which are based on the so-called
covert channels. In this case, the transparency and stealth of the transmission ensure its security
against being picked up by an unauthorized user. These covert channels can be implemented in
multimedia content, network protocols, or physical layer transmissions. This paper focuses on
wireless covert channels. We present a novel method of steganographic transmission which is based
on phase drift in phase-shift keying or quadrature amplitude modulation (QAM) and is included in
the so-called dirty constellation techniques. The proposed approach is based on the drift correction
modulation method, which was previously used in the watermarking of audio-signals. The developed
solution is characterized by a variable bit rate, which can be adapted to the used modulation type
and transmission conditions occurring in radio channels. In the paper, we present the method of
generating and receiving hidden information, simulation research, and practical implementation of
the proposed solution using the software-defined radio platform for selected QAM.

Keywords: wireless communications; covert channel; steganography; steganalysis; dirty constellation;
wireless postmodulation steganography; phase drift; drift correction modulation; undetectability;
security; quadrature amplitude modulation

1. Introduction

The increase in capacity is one feature of emerging communication systems, including
the fifth (5G) and sixth generation (6G) systems. This is due to the use of wider radio
channels, their aggregation, or the use of higher frequency bands, i.e., millimeter, terahertz,
or optical waves. A wider band of transmitted signals also gives greater possibilities to
implement covert data transmission. Hence, the greater interest in searching for new
steganographic methods is more evident [1].

Steganography consists in transmitting information to make the act of transmission
undetectable. Unlike cryptographic information, whose content is encrypted, the very
existence of steganographic information is concealed. Steganographic information, which
is also known as covert information, requires a carrier—or, in other words, a cover. The sim-
plest carrier scenario uses photos [2], audio [3] or video signals [4] (multimedia steganog-
raphy) to hide additional information. One of the important steganography applications
includes creating covert channels. The term “covert channel” was coined by Butler W.
Lampson as: “ . . . any communication channel that can be exploited by a process to transfer
information in a manner that violates the systems security policy . . . ” [5]. B.W. Lampson
focused on the exchange of data between programs. Nowadays, it is assumed that any
method of communication used to illegally transmit information, which violates the system
security policy, is a covert channel.
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Data security is generally ensured by the flow control between the sender and autho-
rized recipient. Though wired networks commonly use firewalls, security can be violated
by covert channels. In this case, the information can be embedded by manipulating the
packet timing information (i.e., covert timing channel) [6–10] or putting some bits into
the packet headers (i.e., covert storage channel) [11,12]. So-called network steganography
understood in a broad sense can be applied to both physical layer symbol frames [13],
protocols of medium access control (MAC) [14], routing [15], networks [16], or higher
layers, e.g., Transmission Control Protocol/Internet Protocol (TCP/IP) [11], Hypertext
Transfer Protocol (HTTP) [17], and Domain Name System (DNS) [18]. These methods can
be applied in homogeneous wired and wireless networks (e.g., accordant with the IEEE
802.11 standard [12,13]) as well as in heterogeneous ad hoc networks (e.g., [15]). Along with
the development of network steganography techniques, we may notice novel solutions of
network steganalysis, e.g., [19].

Contrary to the wired network, the wireless physical layer gives further possibilities
for implementing the covert communication. In general, the wireless covert channel has its
advantages and disadvantages [20]. In wired communications, it must be ensured that the
channel is not distorted by network devices on either side of the covert channel. In wireless
communication, the range between two points is limited by the transmitter power and the
parameters of the receiver, e.g., its sensitivity. In this case, the steganography can relate
to both radio and optical (e.g., [21,22]) wired and wireless communications. The further
analysis focuses on wireless radio communication steganography.

In wireless communications, we deal with noise, interference, and fading that can
seriously degrade transmission capabilities. In this case, it is worth introducing the terms
“premodulation” and “postmodulation” steganography [23]. Pemodulation steganography
is related to the bit structure change of the transmitted cover information. In contrast,
postmodulation steganography refers directly to the physical parameter change of the
transmitted waveforms. The proposed method presented in this paper is included in the
category of wireless postmodulation steganography.

In the literature, we can find many ways to implement covert channels based on
the physical layer. For N-ary frequency-shift keying (FSK) signals, E. Szczepaniak et al.
proposed hiding information in a frequency drift and offset [24]. For orthogonal frequency-
division multiplexing (OFDM) signals, different methods may be used, e.g., virtual car-
riers [25], the modification of training sequences, the covert-data-dependent shift of the
signal carrier frequency, or using changes in the cyclic prefix [26]. The disadvantage of
all these solutions is the low bit rates obtained. In contrast, theoretical approaches for the
direct sequence spread spectrum (DSSS) and frequency-hopping spread spectrum (FHSS)
techniques are shown in [27]. The DSSS and FHSS techniques are used primarily in military
communication systems due to the low probability of detection/intercept (LPD/LPI) [28].
However, in [27], B.A. Bash et al. do not show the practical implementation of the proposed
solutions. In the literature, we can also find steganographic solutions based on spatial mul-
tiplexing. P. Cao et al. propose to use multiple-input multiple-output (MIMO) technologies
to create covert channels [29]. In this case, artificial noise modulated from secret messages
is distributed as Gaussian channel noise, which increases the undetectability of a hidden
transmission. Additionally, to improve its transparency, P. Cao et al. propose to modify the
channel state information (CSI) parameters to reduce their correlation [29].

For modulations with constant points in their constellations, such as N-ary phase-
shift keying (PSK) or quadrature amplitude modulation (QAM), dedicated steganography
techniques are applicable. These methods are based on hiding information around the
core points of the modulation constellation, and they seem more practical and convenient.
For example, [30] describes the embedding of points in a constellation offset from the
original points and adopts the term “dirty constellation”. A similar solution defined as
“constellation shaping modulation” is proposed in [31], although it focuses more on in-
creasing covertness. In comparison to [30], the approach of [31] improves nondetectability
at the expense of reliability degradation measured by bit error rate (BER). Creating a covert
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channel by superimposing pseudonoise asymmetric shift keying (PN-ASK) modulation
was proposed in [32]. In this case, covert symbols are mapped by shifting the amplitude of
primary symbols to a high order amplitude-phase modulation on a carrier constellation.
The main drawback of this solution is limitations to the only phase-modulated cover sig-
nals. Moreover, multilevel amplitude modulation of the covert signal causes decreasing
security (increasing detectability). Considering the high concentration of radio emissions
in the available radio spectrum and the ever-growing number of used transceiver devices,
this type of steganographic technique seems to be worth attention, research, and develop-
ment. Considering the fact that [31] and [32] basically made a comparative analysis of [30],
in this paper, we similarly focused on developing a novel idea of dirty modulation.

In this paper, we present a novel dirty modulation that is based on a phase drift and
dedicated to the N-ary PSK or QAM signals. A similar solution, but based on the frequency
drift in the N-ary FSK signals, is presented in [24]. The idea of hiding information in the drift
of radio signal parameters is based on the drift correction modulation (DCM) method [33],
which was used to hide information in audio signals. In this case, Z, Piotrowski also
used the phase drift in the OFDM signal, which was then psychoacoustic corrected and
added to the audio cover [33]. In the developed solution, we hide the information in a
determined phase drift around the current constellation point of the transmitted radio
signal. The phase difference constituting the drift step and the centroid distance from the
constellation points are the parameters of the developed method. These parameters may
be selected adaptive to the modulation type or transmission conditions. The modulation
choice has a significant impact on the number of points (i.e., transmitted symbols) in its
constellation, which translates into the distances of neighboring points on it. The influence
of the transmission conditions, i.e., a signal-to-noise ratio (SNR), translates into a detection
interference of the symbols and hidden subsymbols in the received signal. During the
transmission, the received symbols (i.e., constellation points) change. Hence, phase drift
detection, and thus steganalysis of the developed method, is more difficult than other dirty
modulations. This is due to the fact that we do not set constant points in the constellation as
the place of reading the subsymbol of covert transmission, but we hide the information in
the drift step, i.e., the phase difference of the consecutive constellation points. This proves
the originality of the proposed solution in comparison with other dirty modulation or
wireless postmodulation steganography methods available in the literature.

In the paper, we present a methodology for generating and receiving the covert
channels based on the dirty constellation with the phase drift and compare it with [30] as
others have done. We want to emphasize that in addition to the simulation analysis typical
for this kind of paper, we also present the first lab tests. In this practical implementation,
we conducted tests using hardware and covert transmission over a real radio channel.
To increase the SNR of the covert signal, multiple repetitions of the hidden subsymbols on
the transmitting side and coherent averaging [34] of the successive drift phase differences
on the receiving side shall be applied. This reduces the resulting bit rate of the covert
transmission in the proposed method. However, this approach allows adaptation to the
transmission conditions occurring in the radio channel. The proposed method will be
used in future radio communication systems, including 5G networks dedicated to military
applications. We plan to use it in the upcoming European Defense Agency (EDA) project,
codenamed SOFTANET, for the hidden data layer in the wireless part of a software-defined
network (SDN) [35–37]. It is in line with the trend, visible in the literature, of using
steganography in 5G systems and networks, e.g., [21,38].

Analyzing the security system trends, including those based on cryptography and
steganography, we see numerous threats to the existing techniques. They result from
the increasing use of artificial intelligence (AI) algorithms [39,40] and quantum technolo-
gies [41,42] in security breach systems. On the other hand, these technologies may also be
potential development directions of the security systems. Currently, the literature offers
numerous solutions, including steganographic ones, which are based on modern AI (such
as machine learning (ML) [43,44]) and quantum technologies [45,46] increasing the robust-
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ness, undetectability, and efficiency of emerging security and data transmission systems.
In the case of the developed method, in the near future we want to use these ML techniques
for a time-varying selection of the DCM parameters, which may increase its robustness,
transparency, and the bitrate of the covert transmission.

Based on an approach presented in [47], we want to summarize the contribution
of this paper. This research possesses various contributions in the domain of wireless
steganography, watermarking, and wide-sense security of future wireless systems.

1. First, a DCM-based novel dirty constellation has been proposed, which can be used
in N-ary PSK and QAM signals. The previous DCM solution [33] was dedicated to
watermarking audio signals using the OFDM.

2. Second, based on simulation studies, the impact of the parameter variability of the
developed method on its detection possibility using statistical analysis techniques has
been shown.

3. Third, the efficiency of the developed method and its comparison with another dirty
constellation technique [30] have been presented.

4. Lastly, the possibility of the practical implementation of the proposed solution has
been shown, which gives a premise for its practical use in hidden data layer creation
in SDN for the SOFTANET project and in future wireless systems and networks.

The remainder of the paper is as follows. Section 2 describes the idea of dirty constella-
tion based on [30]. Our solution based on phase drift is presented in Section 3. In Section 4,
we introduce the evaluation criteria of the covert channels. Using them, we analyze the
developed dirty constellation based on the simulation and measurement approaches in
Sections 5 and 6, respectively. Section 7 contains the paper summary.

2. Concept of Dirty Constellation

The main idea for creating covert channels based on the dirty modulation results from
the fact that the received signals do not have an ideal constellation. Instead, we see a radio
channel and parameter imperfection caused by both the transmitting and receiving devices’
influence on blurring (spreading) the received-signal constellations. This effect translates
to phase and amplitude distortions and ultimately to an increase in BER.

To increase the bandwidth efficiency, the N-ary PSK or QAM modulations are com-
monly used in telecommunications together with OFDM access. A time-frequency structure
(waveform) of the OFDM signal provides a lot of space and possibilities for creating the
covert channel, e.g., [26]. The suggested solutions include the use of the OFDM symbol
waveform. When analyzing the QAM signal, the covert channel is provided based on
the errors, which are the differences between the theoretical and the real points of the
constellation. This results from environmental noise and hardware impairments. The theo-
retical, finite M number of constellation points corresponding to the N-ary PSK or QAM,
in practice, has the form of the finite number of constellation point sets concentrated around
the theoretical values without any distortions. Therefore, the channel will remain “hidden”
as long as it is perceived as a noisy version of the carrier signal (i.e., the PSK or QAM signal)
by the third uninformed party. It is important that after applying the covert information,
the carrier remains distorted as little as possible so that the reception of the primary signal
should be error-free.

It is the idea of using the dirty constellation proposed in [30]. The bits of covert
information are mapped into additional constellation points placed around the base (i.e.,
carrier) constellation points, which is illustrated in Figure 1. According to the assumption,
these additional constellation points are perceived as noise/error by the uninformed
user. The value of the covert information symbol is defined in relation to the carrier
constellation point.
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(a) (b) 

Figure 1. Dirty constellation: (a) assigning bits to constellation points; (b) chosen constellation point.

The carrier constellation is marked with blue circles, while the constellation related to
the covert subsymbols (i.e., covert message bits) is marked with red ones. The probability
of detection by adversaries is limited by reducing the predistortion radius, r. In addition,
r can be changed (e.g., randomly) within a preset range. A. Dutta et al. for masking
purposes used the fact that the QAM signal is transmitted by using the OFDM [30]. There-
fore, each unused OFDM subcarrier may be a masking element providing more random
(noiselike) in relation to the general character of the covert transmission. Additionally,
A. Dutta et al. propose inserting angle rotation, θ, for successive OFDM harmonics, to in-
crease the number of the received QAM constellation states for the subcarrier set. However,
it does not change the number of constellation points if only one of the OFDM subcarriers
is analyzed.

3. Phase Drift-Based Dirty Constellation

The developed dirty constellation with the phase drift is based on the DCM [33].
The DCM solution was used to create a watermark in audio files. The covert information
is represented in monotonic phase changes of the selected signal harmonics. The mth
harmonic selected for steganography is expressed by the following formula [33]

yk(t) = Am exp j(2π fmt + ϕx + Δχm), (1)

where Am and fm represent amplitude and frequency of the mth signal, respectively, ϕx is
an initial phase and Δχm is the preset phase drift carrying covert information.

In the DCM detector, the signal is subjected to the phase angle scanning procedure,
which results in finding the maximum of the virtual fringe module χVmax. As shown in [33],
the DCM demonstrates good steganographic properties.

In our approach, we adopted the DCM for creating the dirty constellation of the
steganographic channel. For further considerations, we assume that the QAM signal (with-
out the use of the OFDM) is the carrier (cover) of the hidden transmission. The proposed
method uses a covert symbol represented by the K ≥ 2 phase drifts of the successive cover
constellation points. Therefore, the P symbols of the QAM can carry P/K covert symbols.

For the N-ary QAM, the single constellation point is defined in the complex form:

xn = An exp(jϕn) for n = 1, 2, . . . , N, (2)

where An and ϕn are the amplitude and phase of the nth constellation point.
A single M-ary covert message adopts the form of a K-component complex vector:

yk = Am exp j(ϕx + kϕm) for k = 1, 2, . . . , K, (3)
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where Am and ϕm = Δχm are the centroid distance and phase drift step for the proposed
dirty constellation, respectively, and ϕx is a random initial phase, which does not change
when the covert symbol is in progress.

Steganographic information is created by combining (adding) two successive K cover
symbols with successive covert message symbols (i.e., vectors yk). An example of creating
hidden information for a single covert symbol and K = 3 is presented in Figure 2.

 
(a) (b) 

Figure 2. Example of constellation with drift phase: (a) vector yk for K = 3; (b) quadrature amplitude
modulation (QAM) cover (transmitted overt sequence of symbols: 1 + j, 1 − j, 1 − j) and resultant
constellation with drift phase applied for preset vector yk.

Possible phase increments correspond to the M-ary DCM. As a result, we receive new
constellation points in the following form:

yl = Al exp(jθl), (4)

where Al and θl mean the amplitude and phase of the new point in the constellation relative
to the origin of the IQ coordinate system, respectively, which is depicted in Figure 3.

 
Figure 3. Additional yk and carrier xn constellation points.

The parameters Al and θl are limited by the following relationships:

An − Am ≤ Al ≤ An + Am, (5)

− |arctan(Am/An)| ≤ θl ≤ |arctan(Am/An)|. (6)

Equations (5) and (6) mean that the maximum distortions of module An and phase
ϕn of carrier symbols might be ±Al and ±θl , respectively. These values describe the
degradation level of the original signal by the DCM. On the one hand, it handicaps the
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recreation of the cover information. On the other hand, it shows the possibility of detecting
stenographic transmission.

The proposed approach allows us to better hide the steganographic channel than
the method based on the dirty constellation shown in [30]. This is possible thanks to the
random initial phase ϕx, the adaptive selection of the centroid distance Am and the phase
drift step ϕm. In the general case, the parameters Am and ϕm could also be random within
defined ranges. An example of the phase drift-based dirty constellation for long bit strings
is presented in Figure 4.

   
(a) (b) (c) 

Figure 4. Constellations of carrier and the covert channels applied with: (a) fixed initial phase ϕx; (b) random ϕx; and (c)
random ϕx and Am.

The transceiver (transmitter–receiver) system is shown in Figure 5. This approach is
similar to the framework of wireless covert channel proposed in [31] (Figure 4, p. 5).

 

Figure 5. Receiver and transmitter (framework) of phase drift-based covert channel.

In the transmitter system, the fixed phase drift is added to the cover constellation
obtained at the output of the QAM modulator. The DCM mapper is used to assign vector
yk. After putting together vector yk with carrier constellation points xn, the transmission
adopts the steganographic form.

In the receiver system, if necessary, the detection of the overt signal (cover) is per-
formed using a traditional QAM demodulator. By contrast, information from the covert
channel is received by using the so-called DCM demapper. In the first instance, this system
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determines the residual signal, which is the difference between the constellation points of
the carrier and the received signal, ŷk. In more detail, it is an assigned complex vector yk
with error ek caused by the signal transmission through the radio channel

ŷk = yk + ek = Âm exp j(ϕx + kϕ̂m), (7)

where Âm and ϕ̂m are the amplitude and phase of the covert symbols in the received signal.
The DCM demodulator performs the phase angle scanning procedure. In this case,

based on the knowledge of the possible angle ϕm values used in the steganographic
transmitter, it calculates the Um values for each ϕm as follows

Um =
K

∑
k=1

ŷk exp(−jkϕm) =
K

∑
k=1

Âm exp j(ϕx + k(ϕ̂m − ϕm)), (8)

The maximum value of the module Um for a given ϕm (m = 1, 2, . . . , M) corresponds
to the assigned symbol of the covert information. It is worth noting that according to
Equation (8), the value K can be treated as the number of averages performed for a single
covert symbol. By providing coherent averaging [34] of the hidden subsymbols, we obtain
an increase in the detection gain of covert transmissions according to [33]. The multiplexing
use of the hidden symbols may increase the effectiveness of its correct detection. In a similar
way, the oversampling application of various credit-related datasets significantly improves
the performance of a credit default prediction model presented in [47].

4. Evaluation Criteria for Covert Channels

To evaluate the covert channel efficiency, we may use the following parameters:

• Covert channel detectability defined by the detection probability,
• Cost understood as the carrier signal distortion,
• Transmission rate and BER in the covert channel.

In steganography, the most important parameter is its transparency, understood as the
undetectability of the transmission existence by outside users (i.e., third parties). It should
be highlighted that an easily detectable covert channel is completely irrelevant, even if it
provides a high transmission rate.

The limit values of the cost function are usually defined for a given cover transmission
standard by an error vector magnitude (EVM). The EVM for a signal with a covert channel
is the cumulative result of influencing the transmitter systems and distortions introduced
by the covert channel. For example, Table 1 contains the EVMs for quadrature PSK (QPSK)
and N-ary QAM in the 5G systems [48] (Table 6.5.2.2-1, p. 48).

Table 1. Error vector magnitudes (EVMs) in 5G standard.

Modulation Scheme for Physical Downlink Shared Channel (PDSCH) Required EVM (%)

QPSK 17.5
16 QAM 12.5
64 QAM 8.0

256 QAM 3.5

There are no clear criteria defining the channel detectability. The presence of a covert
channel can be indicated when an exceedingly high EVM level is observed or the high level
is more frequent (i.e., higher than assumed). This was detected in the statistical studies,
including signal histograms.

Instead of determining the statistical values of the signal at the receiver input by
using the classic prisoner problem proposed by Simmons [49] we may use the scheme
of a moving observer [50] to assess the detection. In this model, Alice, Wendy, and Bob
correspond to the steganographic source (SS), observer (Ob), and steganographic receiver
(SR), respectively. Figure 6 illustrates the analyzed scenario.
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Figure 6. Concept of mobile observer for assessing steganographic method.

In this model, detecting the covert channel depends on the distance from the SS.
As the distance increases, the influence of the radio channel intensifies. However, in the
case of postmodulation steganography, there is a situation in which the mobile Ob, being
near the SR, is able to detect steganographic emission with a high probability. With the
increase in SNR, it is easier to identify the regularity of covert information constellation.
By moving away from the SS, noise and other propagation phenomena occurring in the
real channel make it difficult to detect the emission, as well as its reception, understood as
the reproduction of the bitstream [50].

When considering the detectability of the covert channel as a priority, the proposed
solution offers several basic properties:

• Random Am and ϕx, i.e., no fixed constellation points, which provides robustness on
statistical steganalysis methods—a major advantage over [30];

• Adaptive choice of Am allow minimizing the EVM—a major advantage over [32];
• Possible to adaptively adjust the transmission rate by selecting the number K of phase

changes—a major advantage over [30–32].

In steganographic signals, the lower EVM provides a lower probability of detecting
the covert channel. On the other hand, the lack of fixed constellation points makes the
histograms more random. Therefore, it is worth carrying out statistical analysis based on
histograms and illustrating the covert channel implementation. In this simple example,
we assumed that the cover is the 4 QAM signal, for M = 4, i.e., ϕm takes four values
according to Equation (3). Figures 7–11 show the impact of random Am and ϕx on the
obtained constellations and histograms.

In Figures 7–9, channel interference impact was not considered. On the other hand,
we assumed that the transmitter system did not introduce any impairments, i.e., trans-
mitter EVM is equal to 0%. In real conditions, i.e., EVM > 0, masking the steganographic
information is increasing. So, we can see that thanks to the random parameters Am and
ϕx, the distributions of the constellation points in the planes of the IQ quadrature compo-
nents converge to the Gaussian distributions. Additionally, a real radio channel masks the
presence of a covert channel, which is well illustrated by Figures 10 and 11. In these cases,
we assume that the energy per bit to noise power spectral density ratio, Eb/N0, for the
signal cover is equal to 20 dB. It is worth emphasizing that the initial phase ϕx has no
influence on the resulting bit rate of the covert channel and the obtained BER, but it has a
masking function.
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Figure 7. (a) Constellation (b) in-phase and (c) quadrature histograms for 4 quadrature amplitude
modulation (QAM) cover and drift correction modulation (DCM) covert channel with M = 4 and for
fixed parameters.

 
Figure 8. (a) Constellation (b) in-phase and (c) quadrature histograms for 4 QAM cover and DCM
covert channel with M = 4 and for random Am.
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Figure 9. (a) Constellation (b) in-phase and (c) quadrature histograms for 4 QAM cover and DCM
covert channel with M = 4 and for random Am and ϕx.

 
Figure 10. (a) Constellation, (b) in-phase and (c) quadrature histograms for 4 QAM cover and DCM
covert channel with M = 4 and for random Am and ϕx, Eb/N0 = 20 dB for cover.
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Figure 11. (a) Constellation, (b) in-phase and (c) quadrature histograms for 4 QAM cover and
Eb/N0 = 20 dB, and without DCM covert channel.

5. Simulation Analysis of Dirty Constellations

Based on simulation studies, we compared our solution with the dirty constellation
method presented in [30]. In this case, we assumed that the number K of averaging in the
DCM modulator corresponds to the number of covert symbols per carrier symbol (SPS)
in [30], the cover is the 4 QAM signal, and M = 4. For easier comparison, we additionally
assumed that the centroid distance Am and the radius r of covert information dispersion
in [30] remain constant. Figure 12 depicts the obtained comparison results of the transmis-
sion capabilities of the covert channels and the effect of the covert channels on the carrier
QAM signals for EVM = 3%.

The transmission rate obtained for the covert channel is directly related to the number
of symbols transmitted by the cover. Assuming the same value of the cover and stegano-
graphic information, K-fold averaging or given SPS brings about a K-fold reduction in the
number of symbols transmitted over the covert channel. EVM at the level of 3% does not
cause any noticeable deterioration of cover properties. In the proposed solution, compared
to [30] higher numbers of averages need to be used to obtain similar BER levels for a
covert channel.

Introducing random Am reduces the level of energy per symbol of transmitted covert
information, which means that it is necessary to increase the number of averages to provide
the assumed BER level. An example for such a case (i.e., random Am) was presented in
Figures 13–16. The cover is provided by 4 QAM, and M = 4. In Figure 13, we show BER
versus SNR for different K and EVM = 3%. Figure 14 illustrates EVM versus SNR for the car-
rier signal and covert channel (K = 30), whereas Figures 15 and 16 depict the constellations
and histograms for K = 30, EVM = 3%, SNR > 50 dB and SNR = 38 dB, respectively.

The simulation studies carried out showed that the increase in the number K of
averages ensures the BER reduction for a given SNR. On the other hand, introducing the
covert information using the proposed approach did not significantly increase the EVM.
The difference of a few percent is visible only for SNR > 20 dB. However, in this case,
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EVM < 8%. The obtained constellations and histograms show that for good transmission
quality (i.e., SNR = 38 dB and SNR > 50 dB), the randomness of the centroid distance
ensures the undetectability of the proposed method using statistical steganalysis.

(a) 

(b) 

Figure 12. Comparison of dirty constellation methods based on bit error rate (BER) versus signal-to-noise ratio (SNR)
graphs for EVM = 3%: (a) proposed solution; (b) solution presented in [30].
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Figure 13. BER versus SNR for different K, random Am, and error vector magnitude (EVM) = 3%.

Figure 14. Error vector magnitude (EVM) versus SNR for cover and covert channel (K = 30), and random Am.
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Figure 15. (a) Constellation, (b) in-phase and (c) quadrature histogram for SNR > 50 dB, K = 30,
random Am, and EVM = 3%.

 
Figure 16. (a) Constellation, (b) in-phase and (c) quadrature histogram for SNR = 38 dB, K = 30,
random Am, and EVM = 3%.
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6. Hardware Implementation

The concept of the phase drift-based dirty constellation was implemented by using
the Universal Software Radio Peripheral (USRP) hardware platform manufactured by
National Instruments (NI, Austin, TX, USA). In this case, we used the USRP-2920 model.
USRP was the essential hardware part for generating a radio signal, while the software
part was provided by the LabView software with MATLAB scripts installed on a personal
computer (PC). An Ethernet network adapter with a bit rate of 1 Gb/s was used to provide
communication between the USRP platforms and PC via a switch. Two USRP-2920 were
used to implement a test-bed for detectors in the transmitter–receiver system. The prepared
test-bed was placed in an office room. The distance between the transmitter and receiver
was 5 m. This configuration is illustrated in Figure 17. The parameters of the carrier signal
and covert information are presented in Table 2.

 

Figure 17. Test-bed based on USRP-2920 used for practical verification.

Table 2. Parameters of radio signal.

Signal Parameters Value

Cover (carrier)

Modulation type 4 QAM
Carrier frequency 850 MHz

Bandwidth 1 MHz
Transmission rate 4 MHz

Covert information

M 4
Am 0.05·An
ϕm ±π/4, ±3π/4
K 10 and 25

Transmission rate
400 kb/s (for K = 10)
160 kb/s (for K = 25)

The results of the experimental research are presented in Figures 18 and 19. In this
case, we determined a probability density function (PDF) of EVM and BER versus EVM
graphs for two considered K values (see Figure 18). The distribution of the EVM was
estimated by using a normalized histogram (see Figure 19).

The carrier constellation is subject to distortions caused by propagation phenomena
and impairments introduced by the transceiver systems. We may see that the covert signal
detectability reduces if the carrier distortion (i.e., EVM) increases. Tests were performed for
two average values: K = 10 and K = 25. As expected, increasing the number of averages
provides the increase in the covert signal detectability. On the other hand, the transmission
rate decreases.
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Figure 18. Covert signal detection results: probability density function (PDF) of EVM.

Figure 19. Covert signal detection results: BER versus EVM for selected K.

Based on the PDF of EVM, we can conclude that for the analyzed 4 QAM and
Am = 0.05 · An, the average EVM oscillates between 8–12%. Comparing this value with
Table 1, we can expect good transmission quality. On the other hand, increasing the dis-
tance between the transmitter and receiver will degrade the transmission quality due to the
influence of the propagation conditions occurring in the radio channel. Hence, the adap-
tive selection of the parameters of the developed method depending on the propagation
conditions will determine its future usefulness.
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7. Conclusions

In this paper, we presented the novel dirty modulation method based on the phase
drift, which is intended to create covert channels in radio transmissions using the N-ary
PSK or QAM modulations. The method is based on the DCM approach that was previously
used to watermark audio signals. In the proposed solution, a random change of the dirty
constellation parameters is possible. It ensures its greater resistance to detection. On the
other hand, it is possible to adapt these parameters to the modulation type and propagation
conditions in the current radio channel.

In the paper, we described the idea of dirty modulation and developed a solution.
Next, we introduced the criteria of the covert channel evaluation. Based on BER and EVM,
we analyzed the proposed method using simulation studies and practical implementation,
including comparison with other solutions. The obtained results showed that our dirty
modulation method could be a valuable supplement to the existing steganographic methods.

In the near future, we want to focus on developing an adaptive method of selecting
dirty modulation parameters, including the centroid distance and phase drift step, as well as
multiple repetitions, i.e., averaging of secret transmission subsymbols. This will increase the
undetectability of the proposed method. We also consider the effectiveness of this method
in the case of additional use of the OFDM signal. Additionally, practical implementation of
the method in the wireless part of the SDN within the aforementioned SOFTANET project
is planned. In the near future, we want to implement ML algorithms (e.g., [39,40,47]) to
increase the detection correctness of secret transmissions. These algorithms can be also
used for time-variant selection of the developed dirty constellation parameters to improve
their undetectability via various steganalysis techniques.
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LPD low probability of detection
LPI low probability of intercept
MAC medium access control
MIMO multiple-input multiple-output
ML machine learning
Ob observer
OFDM orthogonal frequency-division multiplexing
PC personal computer
PDF probability density function
PDSCH physical downlink shared channel
PN-ASK pseudo-noise asymmetric shift keying
PSK phase-shift keying
QAM quadrature amplitude modulation
QPSK quadrature phase-shift keying
SDN software-defined network
SNR signal-to-noise ratio
SPS covert symbols per carrier symbol
SR steganographic receiver
SS steganographic source
TCP Transmission Control Protocol
USRP Universal Software Radio Peripheral
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Citation: Rastenis, J.; Ramanauskaitė,
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Abstract: Spamming and phishing are two types of emailing that are annoying and unwanted,
differing by the potential threat and impact to the user. Automated classification of these categories
can increase the users’ awareness as well as to be used for incident investigation prioritization
or automated fact gathering. However, currently there are no scientific papers focusing on email
classification concerning these two categories of spam and phishing emails. Therefore this paper
presents a solution, based on email message body text automated classification into spam and
phishing emails. We apply the proposed solution for email classification, written in three languages:
English, Russian, and Lithuanian. As most public email datasets almost exclusively collect English
emails, we investigate the suitability of automated dataset translation to adapt it to email classification,
written in other languages. Experiments on public dataset usage limitations for a specific organization
are executed in this paper to evaluate the need of dataset updates for more accurate classification
results.

Keywords: spam; phishing; classification; augmented dataset; multi-language emails

1. Introduction

Despite new communication systems and solutions being constantly introduced to
the market, email remains in leading positions for both business and personal use. This
popularity attracts the attention of persons with malicious intentions—spam and phishing
email attacks are one of the most popular cyber-security attacks: in the 3rd quarter of 2020
nearly 50% of email traffic was spam [1]; 98% of cyber-attacks rely on social engineering [2]
which is mostly executed by sending phishing emails [3].

Email filtering systems have been improving continuously to follow malicious, un-
wanted content development to protect the end-users. However, existing solutions are
focusing on spam and phishing email filtering out while further analysis and email labeling
are not fully developed. Therefore, email-based attacks are either analyzed manually or
not investigated at all.

The analysis of cyber-attacks is a must for detecting the attacker and preventing
their further malicious activities. The digital information security forensics is a time- and
resource-consuming process, therefore automation should be used as much as possible to
reduce the investigation time as well as to increase its accuracy [4,5]. One of the first steps
in the forensics is classification of obtained data and its prioritization. Taking into account
the huge number of unwanted emails, the automated classification of malicious emails
would work as initial prioritization of investigating incidents and would work as the initial
phase for automated or semi-automated security incident investigation. The prioritization
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is important as the purpose of spam and phishing attacks are different—spam emails
are oriented towards dissemination of advertising, while phishing attacks aim at victims’
personal data collecting and its usage for other cyber-attacks. Therefore phishing emails
should be investigated as fast as possible, with higher attention to them than spam emails.
The automated classification between spam and phishing email would allow appropriate
resource allocation.

This paper aims to automate the identification of phishing emails in spam/phishing
mixed different language email flow. As a consequence, this would simplify email-based
security attack investigation and would lead to a higher degree automation in the forensics
process. To achieve this goal several research questions are raised: (i) are existing English
language spam/phishing email datasets suitable for spam/phishing email classification
in other languages? and (ii) do spam/phishing email text patterns change relating to a
specific region and do they have to be updated to achieve a higher classification accuracy?

The further structure of the paper is organized as follows. Related work chapter
summarizes existing research in the field of spam or phishing email automated classification
as well as datasets, that are usually used to train spam or phishing email detection systems.
Based on the existing solutions new research for spam and phishing email classification is
presented along with the datasets. The paper does not propose a new classification method;
however, it presents research for spam/phishing email following the steps comprising a
common classification workflow (data preparation, text augmentation, text classification),
applied for solving this specific problem. The performance of the proposed solution is
evaluated and experiments on automated email dataset translation as well as the updates
needed are investigated. The paper is summarized with conclusions and future work.

2. Related Work

Spam is undesired electronic information spread aiming to cause psychological and
monetary harm to the victim [6]. While it can be spread within different channels, a
spam email contains an advertisement or irrelevant text, sent by spammers having no
relationship with the recipient [7]. While different definitions of spam exist it is mostly
related to undesired commercial email, and therefore the end user is unsatisfied by receiving
undesired content.

Meanwhile, phishing emails seek to mimic legitimate emails and influence the user
to execute some intended actions and reveal their personal information. Phishing attacks
are classified as social engineering attacks, where the attacker tries to affect the victim
from making rational choices and force the victim to make emotional choices instead [8].
Therefore, phishing attacks are potentially more harmful in comparison to spam mails.

To classify the email automatically, some basic steps are executed: email preprocessing
and email classification (with its performance evaluation).

2.1. Email Preprocessing

An email has some specific properties which can be used for its classification to spam,
phishing, legitimate email (ham), or any other category. An email can be presented in
different file formats, therefore the property extraction should be prepared. However,
for email classification, some additional processing might be used to obtain some specific
features. For example, Ayman El Aassal et al. [9] divide phishing email-related features into
two main categories: email features and website features. Email features are related to the
data and metadata of the email and can be categorized into header, body, and attachment
data. Meanwhile, website features are related to data, which can be gathered from the
email body and links in it. Website features are based on the link and the websites the link
points to. While most solutions [10–12] rely on the data which can be directly gathered
from the email (the link uniform resource locator (URL) presented as internet protocol
(IP), not domain name address; the number of different domains in the links; etc.), some
solutions [9] go even further and analyze the website itself (the content of the website;
script code; etc.) or use some additional tools to validate the URL [13].
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To reduce the classification complexity, the number of extracted features is limited
and expressed as numerical or binary values [14]. Therefore, different feature selection
techniques are used [15,16] to obtain the most important features only and to eliminate
non-significant ones. For example, Jose R. Mendez et al. [17] extracts the topic of the email
and for spam email identification uses topics rather than the full bag of words of the email
text. Sami Smadi et al. [18] uses 22 features, which are calculated, estimated based on a
number or existence of some specific patterns; however, term meaning in the email body is
not analyzed at all. Meanwhile, Andronicus A. Akinyelu and Aderemi O. Adewumi [19]
define 7 features, which are based on the existence or number of some inspected elements
in the email and add 2 features based on the existence of specific terms, words in the email
body (one to define the direction to click some link; another related to action, which should
be done after clicking the link). The proportion of email body content and other features
depends on the author. For example, Saeed Abu-Nimeh et al. [20] and Devottam Gaurav
et al. [21] use only email body features and by using text-mining their solution gathers the
most frequent terms in the email body. To extract the most frequent terms, all hypertext
markup language (HTML) code and unwanted terms (stop words), symbols are removed
from the email body. Then the terms are processed to get the standard form (stemming).
For later analysis, the frequencies or proportion of the specific terms are used as features.

Text analysis is very popular in the latest methods for spam and phishing classification
and might include some additional text preprocessing to obtain more accurate classification
results. For example, Ayman El Aassal et al. [22] takes into account the data from different
datasets that might be associated with the email category, therefore they eliminated as
much content as possible (organizations’ or universities’ names, recipients’ names, domain
names, signatures, etc.), which could associate it to the dataset. Another solution in email
classification is the hierarchical classification [23,24] where, for example, first of all the
email body is classified into some semantic categories and based on it the second layer
identifies the email category itself.

2.2. Email Classification Solutions

Email classification can be implemented as a rule-based [25] system, however, it
requires continuous support and updating. Therefore, hybrid [26] or machine learning [27]
solutions take over where automated rather than manual rule, decision making logic
updates are made. The machine learning solutions allow supervised learning when the
model for email classification is designed based on the provided dataset.

In the field of spam, phishing, and ham email classification, the main classification
methods are support vector machine (SVM), random forest (RF), decision tree (DT), naïve
Bayes (NB), linear regression (LR), k-nearest neighbors (kNN) and other more specific
solutions. The summary of classification method usage is presented in Table 1.

As seen, all email classification solutions are focused on the classification of legitimate,
ham emails and unwanted, malicious (spam, phishing, or both) emails. The results of
presented email classification solutions are high (F-score is 87 or more and even reaches
99.95), however no separation between spam and phishing is analyzed in scientific papers.

The lack of spam and phishing email separation is noticed in email datasets as well.
While the Enron dataset is dedicated to legitimate ham emails, the University of California,
Irvine (UCI) Machine Learning Repository has a dataset for spam emails, the Nazario
dataset stores phishing emails, the SpamAssassin dataset has both spam and ham emails.
Those two categories are separated in the SpamAssassin dataset, however, phishing emails
are included inside of the spam emails. In most cases, some additional, personal email
datasets are used to add variety and an ability to test the proposed solution with real
situations, specific to some organization.
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Table 1. Summary of recent papers on machine learning email classification solutions.

Paper
Classification

Categories
Classification Method Dataset MAX F-Score

El Aassal et al. [9] phishing, ham SVM, RF, DT, NB, LR, kNN,
other

Enron [28],
SpamAssassin [29],

Nazario [30]
99.95

Li et al. [31] phishing, ham DT, NB, kNN SpamAssassin, Nazario 97.30

Verma et al. [32,33] phishing, ham SVM, RF, DT, NB, LR, kNN SpamAssassin, Nazario 99.00

Sonowal et al. [6] phishing, ham RF, other Nazario 97.78

Gangavarapu et al. [34] spam + phishing, ham SVM, RF, NB, other SpamAssassin, Nazario 99.40

Gaurav et al. [21] spam, ham RF, DT, NB
Enron, UCI Machine

Learning
Repository [35]

87.00

Ablel-Rheem et al. [36] spam, ham DT, NB, other UCI Machine Learning
Repository 94.40

Saidani et al. [24] spam, ham SVM, RF, DT, NB, kNN, other Enron 98.90

Jáñez-Martino et al. [37] spam, ham SVM, NB, LR SpamAssassin 95.40

Zamir et al. [23] spam, ham SVM, RF, DT, other SpamAssassin 97.20

Support vector machine (SVM), random forest (RF), decision tree (DT), naïve Bayes (NB), linear regression (LR), k-nearest neighbors (kNN).

3. Research on Text-Based Spam/Phishing Email Classification Solution

While methods for malicious email detection from legitimate emails exist and achieves
high accuracy, there are no solutions to classify spam and phishing emails within the mali-
cious email flow. Therefore, in this paper we propose a solution, dedicated to classifying
unwanted emails to spam and phishing email categories. The proposed email classification
solution incorporates existing classification solutions and is adapted to classify emails of
different languages. In Lithuania, the largest portion of emails is written in Lithuanian,
English and Russian, therefore the solution will be oriented to these three languages in
this paper.

3.1. Email Dataset Preparation

Both spam and phishing emails are undesired for the recipient and sent using very
similar techniques. Therefore, the biggest difference between spam and phishing emails is
their content. Therefore for spam and phishing email classification, we use email message
body only.

We use supervised learning solutions and, therefore, a dataset of labeled spam and
phishing emails is needed. The dataset was constructed by integrating three different
datasets: (i) the Nazario dataset for list of phishing emails, (ii) the SpamAssassin dataset for
a list of spam emails and (iii) an individual spam and phishing email dataset from Vilnius
Gediminas Technical University (VilniusTech).

The Nazario dataset was used as it is to represent phishing email examples. Mean-
while, the SpamAssassin dataset includes spam and ham emails. We used the spam emails
only; however, after inspecting them some phishing emails were found within the spam
emails. Therefore, the dataset was relabeled to indicate spam and phishing emails.

VilniusTech dataset was collected and labeled by VilniusTech information technology
specialists and includes emails from the period of 2018–2020.

All datasets were read by getting an email message body only (programming code
to extract emails message body were written for each dataset). The emails additionally
were preprocessed. Cleanup of email message body text was executed where all HTML,
CSS (cascading style sheets), JavaScript code, special symbols were eliminated, leaving
unformatted text only. As some emails contained personal information, it was eliminated
too. This was done to avoid email message association to a specific dataset—the Nazario
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dataset has very common reference jose@monkey.org, in the VilniusTech dataset Vilnius
Gediminas Technical University is mentioned etc. Therefore, all personal information
(recipient’s name, email address, organizations name) was replaced with keywords (NAME,
EMAIL, ORGANIZATION), and dates (year) were removed from the text. This was
done semi-automatically—part of the personal information was removed by using regex
expressions and then all emails were revised manually.

Formatting and personal information removal revealed duplication of emails. Multiple
instances of the same email templates were noticed and, therefore, unique messages were
selected for the dataset while all duplicated versions were removed.

The individual VilniusTech dataset included emails written in different languages. The
most popular languages (English, Lithuanian and Russian) were left while very rare cases
of different languages (Latvian, German, Spanish, France, etc.) were eliminated from the
dataset. Meanwhile, emails from the Nazario and SpamAssassin datasets were in English
only. Therefore this dataset was translated (by using automated Google Translate service,
integrated via application programming interface (API) into Python code, developed
for preparation of the dataset) into Russian and Lithuanian languages. The keywords
representing the recipient’s personal information were not translated and left as keywords.

During the email filtering of unpopular languages and automated translation, each
record in the dataset was assigned a new property—language. This property will not be
used for email classification (in this paper), however will be used to form different test
cases for the research.

Records from different datasets were combined into one dataset. The number of
phishing emails in the combined dataset was much lower in comparison to spam emails
(see Table 2). Therefore, random emails were selected from each category to obtain the
same number of spam and phishing emails (see Table 2). This reduced the dataset from
3601 record to 1400, where 700 spam and 700 phishing emails are labeled.

Table 2. Summary of prepared spam and phishing dataset.

Initial
Dataset

Language
Before Balancing After Balancing

Spam Emails
Phishing

Emails
Total Spam Emails

Phishing
Emails

Total

SpamAssassin
+ Nazario

English 692 182 874 150 150 300
Lithuanian (translated) 692 182 874 150 150 300

Russian (translated) 692 182 874 150 150 300

VilniusTech
English 559 205 864 200 200 400

Lithuanian 40 38 78 35 35 70
Russian 18 19 37 15 15 30

Total 2693 808 3601 700 700 1400

For text-based classification all message texts were tokenized as separate terms (TF-
IDF—term frequency-inverse document frequency) and pruning was applied. We removed
very common (over 95% occurrence) and very infrequent terms (below 3% occurrence).
The limit of attributes is not applied and reaches about 31,000 attributes (attribute presents
relative, rather than the absolute occurrence of the term). The number of attributes was
relatively large, however it presented words from three different languages. Taking into
account the complexity and variety of word forms in Lithuanian language, the number of
attributes was adequate but can be optimized in future.

3.2. Research Methodology and Results

As the dataset includes 700 spam and 700 phishing emails we do not use deep neural
networks and concentrate on the usage of the most used classification methods. The
research is divided into three main phases (see Figure 1): Figure 1a method selection
Figure 1b multi-language-experiment Figure 1c concept-drift-experiment.
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Figure 1. Workflow diagram of the research. (a) Method selection phase, (b) Multi-language experi-
ment phase, (c) Concept-drift experiments phase.

In the first stage naïve Bayes, generalized linear model, fast large margin, decision
tree, random forest, gradient boosted trees and support vector Machines methods were
selected for the automatic identification of spam/phishing emails. Default settings and the
full (balance of 1400 records) dataset was used in this step. The purpose of this step was to
obtain the tendencies of classification performance and to select the methods we will be
working on further.

For experiment execution, a RapidMiner tool was used to assure equal conditions
for all methods (its standard implementation with possible settings). It was running on a
64-bit Windows 10 operating system on HP ProBook × 360 440 G1 Notebook PC with Intel
core i3 processor and 8GM of RAM.

The results revealed (see Table 3), that 4 out of 7 analyzed solutions are not suitable to
solve this problem as the accuracy does not exceed 60%. While ROC (receiver operating
characteristic) curves (see Figure 2) and AUC (area under curve) values show naïve Bayes
and decision tree methods are close to random solutions and the results obtained give no
value in this situation.

Table 3. Classification methods performance in the initial experiment to classify spam and phishing emails.

Methods Accuracy, % Precision, % Recall, % F Score, % AUC, %
Training Time
(1000 Rows), s

Scoring Time
(1000 Rows), s

Naïve Bayes 59.8 93.0 21.5 34.7 67.7 0.269 14
Generalized Linear Model 82.8 79.6 88.7 83.9 88.9 0.831 10

Fast Large Margin 83.2 79.1 90.7 84.4 92.5 0.157 15
Decision Tree 54.0 100.0 6.1 11.5 52.9 0.419 9

Random Forest 57.2 100.0 12.7 22.4 86.4 5.000 28
Gradient Boost Trees 57.0 93.0 13.7 23.5 98.2 15.000 9

Support Vector Machine 84.0 78.0 95.2 85.6 91.8 2.000 19

Area under curve (AUC).
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Figure 2. ROC (receiver operating characteristic) curves of different classification methods, used for initial email message
classification to spam and phishing.

The support vector machine has the highest accuracy (84.0% ± 1.6%), however is one
of the slowest solutions (for 1000 rows it takes 2s for training and 19s for scoring).

The next step of suitable classification method selection phase, a search for the most
suitable parameters to increase the spam and phishing email classification performance,
was executed with the generalized linear model, fast large margin and support vector
machine. Different methods were used to analyze optimal parameters values—grid search,
genetic algorithms [38], manual experiments. The best parameters were selected manually
from the results obtained.

In this step the best accuracy was achieved with the fast large margin method (which
was second in the initial experiment), using L2 SVM Dual solver, cost parameter C = 1,
tolerance of the termination criteria ε = 0.01, identical class weights, and usage of bias. The
cross-validation was executed with automatic sampling type and 10 fold as in the initial
experiment. With these parameters, the accuracy increased to 90.07% ± 3.17%, and the
confusion matrix of this classificatory is presented in Table 4.

Table 4. Confusion matrix and class prediction as well as class recall values of adjusted parameters
for the fast large margin method.

True Spam True Phishing Class Prediction

Predicted Spam 662 101 86.76%
Predicted Phishing 38 599 94.03%

Class recall 94.57% 85.57%

The obtained configuration is used in parallel (independently) further in multi-
language experiments (see Figure 1b,c).

In a multi-language experiment we investigated if the automated dataset translation
was suitable for dataset augmentation and application for different language emails. This
experiment was oriented to emails of three different languages, where part of the dataset
was translated by Google Translate. If we applied the same model to the English language
only, the accuracy was 89.2% ± 2.14%. This was the same result as in experiments with three
languages and showed that the automated Google translation from English to Lithuanian
and Russian languages was a suitable dataset augmentation method to adapt the dataset
for spam/phishing email classification for different language emails.

The results similarity can be explained by two facts: (a) in most cases spam and
phishing email templates are translated from the English language to other languages and
in some cases, it is done with automated translation tools as well, therefore the augmented
data in the dataset is similar to the data which would be sent in practice; (b) we use TF-
IDF text vectorization where accuracies of separate terms are analyzed, not n-grams and,
therefore the influence of translation quality is not as important.
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A concept-drift experiment was concentrated on evaluating the need for dataset
update. In this experiment, one dataset was used for training and another for testing. We
took records from SpamAssassin and Narazio as the training set and VilniusTech email
records as the testing set. In this situation, the accuracy decreased by more than 10%—if
emails of only the English language were included, the accuracy was 74.94%, while if the
augmented/translated SpamAssassin and Nazario datasets were used and tested with all
records from VilniusTech dataset, the accuracy was 77.00%.

This shows that there are differences between the datasets which might be influenced
by time, region or organization profile (the VilniusTech dataset is constructed from emails,
obtained from university email boxes). The accuracy increase by using the augmented
dataset can be explained by the increased number of records in the training dataset—there
are 300 English language emails in the SpamAssassin and Nazario-based dataset while
adding translations of two additional languages increases this to 900 emails.

4. Conclusions and Future Work

Analysis of the existing spam and phishing email classification solutions has revealed
that there are multiple papers on this topic; however, all of them are focused on legitimate
and malicious (spam and/or phishing) email separation from one email flow. There are no
papers on automated spam and phishing email classification solutions. Spam and phishing
emails sometimes are difficult to separate and the SpamAssassin dataset includes phishing
emails as spam records. However, classification of spam and phishing emails would be
beneficial as could be used to inform the user about the danger level of unwanted email as
well as to assign priorities to the unwanted emails to investigate the cases.

Existing publicly available spam and phishing email datasets are English language
only. This complicates its usage for email classification, which are written in different
languages. The proposed solution with automated translation for dataset augmentation,
adaptation for other languages prove the classification results do not decrease because of
the automated translation—for English-only text, the accuracy was 90.07% ± 3.17% while
for multi-language texts (English, Russian and Lithuanian) it was 89.2% ± 2.14%.

By training the spam and phishing classification model with the SpamAssassin and
Nazario datasets and testing the model with the VilniusTech collected set of spam/phishing
emails, the classification accuracy decreased more than 10% in comparison to a mixed
dataset, used both for training and testing. This proves that the dataset should be updated,
supplemented with data from the organization to obtain more accurate classification results.

For further directions, a deeper spam/phishing email classification performance
analysis could be executed to increase the performance by adapting feature optimization
(including header and formatting related features, feature number minimization or appli-
cation of multi-level classification approaches), and deep-learning solution suitability for
this task evaluation.

From the automated security incident investigation perspective, the emails could be
classified based not only on spam/phishing classification but on potential thread recogni-
tion possibility, prevalence in the organization, and other features as well.
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Abstract: The Internet of Things (IoT) is an emerging concept comprising a wide ecosystem of
interconnected devices and services. These technologies collect, exchange and process data in order
to dynamically adapt to a specific context. IoT is tightly bound to cyber-physical systems and, in
this respect, has relevant security implications. A need for IoT security guidelines was identified
by the industry in the early 2010s. While numerous institutions across the globe have proposed
recommendations with a goal to help developers, distributors and users to ensure a secure IoT
infrastructure, a strict set of regulations for IoT security is yet to be established. In this paper, we aim
to provide an overview of security guidelines for IoT proposed by various organizations, and evaluate
some of the existing technologies applied to ensure IoT security against these guidelines. We gathered
recommendations proposed by selected government organizations, international associations and
advisory groups, and compiled them into a set of the most common and important considerations,
divided into eight categories. Then we chose a number of representative examples from IoT security
technologies and evaluated them against these criteria. While none of the examined solutions fulfill
all recommendations on their own, the existing technologies introduced by those solutions could be
combined to create a design framework which satisfies all the requirements of a secure IoT device.
Further research on this matter could be beneficial. To the best of our knowledge, this is the first
comprehensive survey to evaluate different security technologies for IoT device security against the
compilation of criteria based on existing guidelines.

Keywords: cybersecurity; IoT; data protection; SoC

1. Introduction

The present day is a time of unprecedented rapid technology development and the
growth of the Internet. The majority of citizens in developed countries are not only
smartphone users, but also surround themselves with intelligent devices such as various
sensors, smart home appliances or CCTV cameras. These objects, which are capable of
collecting, processing and exchanging data via various networks (also without human
intervention), make up the Internet of Things (IoT). Researchers estimate that there were
12 billion IoT devices active in 2020 and this number will at least double within five
years [1,2]. Unfortunately, people often focus only on the benefits of using IoT devices and
tend to underestimate the risks.

Many IoT devices are deployed without sufficient security measures and can be
easily exploited by more or less sophisticated attacks [3] with a significant impact on both
individuals and society. Remote hijacking of a Jeep on the St. Louis highway is a well-
publicized example of a personal IoT security breach [4]. White hat hackers in cooperation
with a brave journalist acting as “the victim”, were not only able to manipulate car interiors
(display, sound system, air conditioning), but also control the engine and brakes—elevating
the severity of the incident from a prank to a potentially fatal attack. On the other end of
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the danger spectrum are hostile actions that affect nationwide systems. Distributed Denial
of Service (DDoS) attacks from Mirai malware-based botnets (consisting of thousands of
compromised IoT devices) that targeted Internet service providers in France and the USA
are a good example of this [5–7].

The original IoT paradigm is changing and system architectures are becoming increas-
ingly edge-focused, moving processing of the data collected by sensors from the cloud
into closer edge nodes (fog computing [8–10]) in order to reduce latency and required
bandwidth. More and more, applications are expecting IoT nodes to be resilient to network
connectivity issues, which means that IoT devices have to retain more intelligence and
operation capabilities by themselves. The need for advanced data analysis is driving IoT
device implementations in the direction of the entire System-on-Chip (SoC) [11], which
consists of multiple interfaces, analog/digital circuits, memories and CPUs running highly
functional operating systems, such as Linux. All in all, the attack surface of such highly
sophisticated and functional IoT devices has increased greatly.

Many papers have been presented on the subject of IoT security. For instance,
Mahmoud et al. [12] in 2015 discussed the security of a robust IoT network, with divi-
sion into layers (perception, network and application). The authors listed a number of
threats and attacks to which such a system is susceptible and, more importantly, raised
concerns about existing major gaps in addressing basic security, for example, privacy and
confidentiality. In 2019, Mohamad Noor and Hassan published a survey on IoT security
research in the years 2016–2018 [13]. The conclusion was far from optimistic, since not
much had improved over the years. Similarly, layers were insufficiently secured and
not enough effort was put into ensuring comprehensive endpoint security. The rapid
growth of IoT technologies was inevitably followed by an equally fast-paced growth of
attacks. Insufficient focus on security allowed for the development of new, inventive
ways of exploitation. Alladi et al. [14] in 2020 published a case study on vulnerabilities
present in consumer devices. Their findings indicate that not only do the manufacturers
often neglect proper protection of their devices but also that the users are unaware of the
threats posed by, for example, a wireless scale that is in their bathroom. Consequently,
many organizations noticed the IoT security problem and took steps to tackle it. Over the
last decade, a number of them published documents discussing the importance of secure
IoT and proposing guidelines. Some of these recommendations present a very detailed
approach, from the design process to the user experience; others focus on just a part of the
IoT device’s life cycle.

Our work concentrates mainly on hardware and software design and some aspects of
later stages of IoT device functioning, such as updating or event logging. The goal of this
paper is to analyze how existing solutions for trusted computing, especially dedicated for
IoT devices, adhere to these recommendations.

The remainder of this paper is organized as follows. Section 2 discusses our motivation
and related work on the subject matter. In Section 3, security guidelines for IoT proposed
by various organizations are gathered and compiled into a set of the most common and
important. Section 4 contains the analysis of existing technologies addressing IoT security.
We chose a number of representative examples and evaluated them against the criteria
formulated in Section 3. Finally, Section 5 discusses the results and Section 6 concludes
this paper.

2. Motivation and Related Work

IoT security can be analyzed from multiple angles and numerous publications on the
subject are available. As a term, IoT is sometimes used to describe particular solutions,
often from different ends of the technology spectrum requiring a specific approach to
the subject, while sometimes it represents a general concept. The discussion ranges from
security problems of specific technologies, such as RFID networks [15], through solutions
of growing popularity, such as blockchain, machine learning or artificial intelligence [16],
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to innovative propositions such as moving target defense [17], aiming at more elaborate
structures, such as IoT networks.

National Institute of Standards and Technology (NIST) in 2020 published a document
that focuses on defining an IoT device cybersecurity capability core baseline [18]. NIST
describes the core baseline as a minimal set of capabilities that an IoT device should be
equipped with so that it supports common cybersecurity controls. Advanced security
schemes can be built on this basis. However, NIST does not provide advice on how it
should be achieved. We decided that this was an interesting perspective and further
research on the matter would be beneficial, especially for manufacturers and developers.
As a first step, we conducted a literature search and checked whether other organizations
provide guidelines regarding IoT device security. Secondly, we examined whether existing,
state-of-the-art technologies can be utilized to fulfill the requirements.

We came across multiple survey articles regarding aspects of IoT, from wide-ranging
analysis of an entire IoT system [19], to works focusing on protocols [20,21], IoT platforms [22]
and frameworks, based on contemporary, commercial examples [23]. In each of these papers,
security was considered but the emphasis was rather on existing issues and challenges of
discussed solutions, instead of means of protection. To the best of our knowledge, no surveys
focusing specifically on IoT device security capabilities were available.

Additionally, we researched surveys on IoT security. Our findings showed that
the focus of the published work is again more on the challenges than on the solutions.
For instance, Macedo et al. in 2019 [24] provided a systematic literature review focused on
defining four main aspects of IoT security—authentication, access control, data protection
and trust. Their work is addressed to manufacturers, developers, consumer and providers
of IoT. Interestingly, the authors recognized a lack of reference architectures to develop
secure IoT solutions. Nonetheless, the paper does not present existing guidelines and
a link to state-of-the-art technologies. Abdul-Ghani and Konstantas [25] in their work
provide an overview of several documents regarding the best practices for securing IoT,
published by renowned organizations, such as the Broadband Internet Technical Advisory
Group (BITAG) or the IoT Security Foundation (IoTSF). They also recognize the need
for standardized security and privacy guidelines for IoT. In contrast to our approach,
the analyzed guidelines are not confronted with existing commercial solutions.

Finally, we investigated the availability of articles presenting an overview of contem-
porary solutions, which could be applicable for securing IoT. In their paper published
in 2018, Maene et al. [26] gathered over ten different technologies, dedicated to trusted
computing. Similarly to our work, they are compared against a set of criteria. However,
these criteria are based on capabilities offered by analyzed solutions, rather than existing
guidelines. Even though the trusted computing solutions discussed in this article can, in
some cases, be successfully used for IoT applications, there are other technologies catered
specifically for this purpose that are in our opinion worth considering.

3. Security Recommendations for Internet of Things

With the number of connected IoT devices growing bigger each year, the question
of security has become crucial. The threats and risks related to IoT devices, systems and
services are manifold, and evolve rapidly. Hence, it is important to understand what needs
to be protected and to develop specific security measures to protect the things from cyber
threats. While a strict set of regulations on IoT security is yet to be established, a need for
guidelines was first identified by the industry in the early 2010s and the discussion has
continued since then.

3.1. Existing Guidelines

Numerous institutions across the globe have proposed their recommendations, in or-
der to help developers, distributors and users ensure a secure IoT infrastructure. Govern-
ment organizations, international associations and advisory groups are aware of the prob-
lem and have published many documents on the subject, to name some among many more:
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• National Institute of Standards and Technology (NIST),
• European Union Agency for Network and Information Security (ENISA),
• GSM Association (GSMA),
• Internet Engineering Task Force (IETF),
• Internet Research Task Force (IRTF),
• IoT Security Foundation (IoTSF),
• ioXt Alliance,
• International Standard Organization (ISO),
• Institute of Electrical and Electronics Engineers (IEEE),
• International Telecommunication Union (ITU),
• Broadband Internet Technical Advisory Group (BITAG),
• Industrial Internet Consortium (IIC),
• Open Web Application Security Project (OWASP),
• Trusted Computing Group (TCG),
• Cloud Security Alliance (CSA),
• GlobalPlatform,
• Internet Society’s Online Trust Alliance (OTA).

Our analysis focuses on just a number of them. A time cut-off of 2017 has been
adopted for two reasons: rapid IoT industry development might outdate some concepts
and, on the other hand, recent publications often reference older ones and align with them
in essential matters. Furthermore, industry standards issued by renowned organizations
or manufacturer associations have been considered over simple brochures or articles.
Last but not least, it was important that the given document (or its independent section)
primarily concentrates on secure IoT device implementation itself, as this is a foundation
for deliberations in the next sections.

NIST, part of the U.S. Department of Commerce, in 2020 issued a report, “IoT Device
Cybersecurity Capability Core Baseline” (NISTIR 8259A) [18]. The authors define an
IoT device cybersecurity capability core baseline, which is a set of device capabilities
generally needed to support common cybersecurity features that protect data, systems and
ecosystems. The proposed baseline represents a coordinated effort to produce a definition
of common capabilities, which is not an exhaustive list. This document highlights activities
that aim to improve cybersecurity levels in manufactured products, which in consequence
reduces the number of exploited IoT devices.

ENISA created a number of documents on secure IoT development. In 2017, “Baseline
Security Recommendations for IoT” [27] was published. The aim of this work was to
provide insight into the security requirements of IoT, with a focus on Critical Information
Infrastructures. The paper offers a thorough analysis of existing cybersecurity threats,
along with a comprehensive set of measures in order to protect IoT systems. The authors
developed a series of recommendations based on the results of their research, the views
expressed by the experts, and good practices, as well as security measures used in the
industry. It is worth noting that this document provides an elaborate list of other security
standards regarding IoT, which can be a valuable starting point for further research.

Documents published by the GSMA provide very useful insight and pose questions
that IoT designers and network administrators will find useful while discussing system
security. The“IoT Security Guidelines” document set [28–30] should especially be consid-
ered at the early stages of development, as it asks a series of important questions regarding
security which are very helpful during the process. These documents promote a methodol-
ogy for developing secure IoT services to ensure security best practices are implemented
throughout the life cycle of the service. The authors provide recommendations on how
to mitigate common security threats and weaknesses within IoT services. The set of doc-
uments analyses two ecosystems—service and endpoint—but also provides a number of
real-life examples.

IETF and IRTF are cooperating, parallel open standards organizations, that focus on
short-term and long-term Internet-related research, respectively. They have issued a couple
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of highly informative drafts regarding IoT security. In 2017, “Best Current Practices for
Securing Internet of Things” [31] was published by IETF. This report collects guidelines
for IoT designers and developers, written by engineers from Network Heretics, Mozilla
and Arm. It offers valuable remarks on low-level IoT development, by discussing the
authentication, encryption, and design of a device and firmware. Even though it is now
labelled as expired, we find this document provides valuable input into the discussion.
In March 2021, another draft was released—”Security Technical Specification for Smart
Devices of IoT” [32]—collecting detailed recommendations from hardware to software
level and proposing a secure IoT device model. In April 2019, IRTF published “RFC8576—
Internet of Things (IoT) Security: State of the Art and Challenges” [33]. In this document,
the authors present a list of already existing guidelines regarding IoT security; they report
and predict the development of IoT and point out possible challenges, especially with
reference to the nature of resource-constrained IoT devices (e.g., in terms of algorithms
and protocols that would allow IoT devices to safely operate in a heterogeneous network
with powerful, potentially malicious Internet resources). The aforementioned publications
are complementary to each other and were issued by cooperating organizations, therefore
conclusions drawn from them are presented together.

The IoTSF and ioXt Alliance are composed of industry leaders, manufacturers and
government organizations, dedicated to creating a security and privacy standard for IoT—
some of these entities belong to both of these organizations. The first consortium published
“Secure Design—Best Practice Guides” [34] at the end of 2019. This document highlights
the importance of maintaining a chain of trust throughout the hardware and software
layers of IoT device. The ioXt Alliance has recently published “ioXt Pledge: The Global
Standard for IoT Security” [35], in which eight core principles are defined and described.
It considers a wide range of subjects, such as secured interfaces, proven cryptography,
software verification/updates and vulnerability reporting mechanisms. The organization
offers a certification program and creates a network of authorized laboratories. It also
encourages independent researchers to participate in the certification process, by validating
that every security requirement is fulfilled.

It is worth highlighting that ISO is currently working on their own guidelines. As of
June 2021, ISO/IEC CD 27400 “Cybersecurity—IoT security and privacy—Guidelines” is
still under development [36].

3.2. Evaluation Criteria

In this section, we created a set of recommendations with a focus on SoC hardware
and software security, deriving from the documents mentioned in Section 3.1. This selection
is later used to analyze the state-of-the-art IoT security technologies. The aim of Table 1,
presented later in this section, is to collect the most common and important recommendations
from the analyzed literature and to provide a solid overview of what is expected from a
well-secured IoT device. As already described in Section 2, our starting point was a security
core baseline for IoT devices defined by NIST and, as mentioned in Section 3.1, the main
focus during criteria analysis was put on secure IoT device implementation. Therefore, high
level concepts, such as, for instance, network structure or its security remained out of scope.
On the other hand, topics such as the safety of an industrial or automotive IoT node and
its capability to operate in various environmental conditions (e.g., temperature, humidity,
contact with harsh chemicals) do concern device architecture, but are mostly related to its
reliability instead of security. Only the aspects of physical access to the device relevant at the
chip level were considered, because those regarding the product level can be very location or
application specific.

The analyzed papers have multiple points in common. In Table 1, we collected the
most prevailing suggestions and divided them into the following groups on the basis of
key functionalities:

• hardware security,
• trust and integrity management,
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• data protection and software design,
• device configuration and software update,
• secure interfaces and communication,
• cybersecurity event monitoring and logging,
• cryptography and key management,
• device identification, authentication and strong default security.

The intent was to mimic the process of constructing a secure IoT device by creating a
checklist of requirements it has to fulfill. Almost all of the analyzed documents proposed
the functional classification of secure IoT device characteristics with some exceptions.
A relevant example is GSMA’s document [30], where the requirements were distributed
by implementation priority (Critical, High, Medium, Low). Categories presented in this
paper are similar to the ones recommended by ENISA [27], but the number of groups
was reduced, and an appropriate level of granularity was maintained, which allowed for
concise comparison of available secure IoT implementations.

Hardware Security

This category collects recommendations for designing IoT devices based on the Root
of Trust (RoT) concept and the characteristics such a component should demonstrate.

A Root of Trust is a unit that consists of a computing engine, low level code and data
(e.g., cryptographic keys). It provides security services/features necessary to establish
trust and security within the platform it is a part of. Its vital characteristics are immutability
and predictability—the produced results have to be consistent for the same input data.
The hardware implementation of an RoT enables the fulfillment of these conditions [37,38].

A Root of Trust can provide the following independent security services—identification,
authentication, confidentiality, integrity and measurement (state of the platform), as well
as composite services (relying on the independent ones)—authorization, verification, re-
porting, secure storage and update.

Unsurprisingly, almost every analyzed document provided some guidance on the
hardware role in the security of the final product, ENISA [27] and the GSMA [30] being the
most elaborate. It proves that protecting an IoT device must start at the hardware level.

Trust and Integrity Management

This section focuses on requirements regarding trust establishment and ensuring
integrity, which are fundamental to IoT device security.

An inherently trusted, immutable (hardware) Root of Trust is the trust anchor, from which
trust is extended to the whole platform through a secure boot process. A Hardware Root of
Trust (HWRoT) utilizes its security services to verify the integrity of subsequently executed
software modules (a cryptographic signature of code is checked). Verified software modules
then become the next Chain of Trust elements. If the integrity verification check fails during
one of the secure boot stages, the whole process has to be aborted and the system can only be
trusted up to the given Chain of Trust level. Depending on which advanced capabilities of the
system are available at this point, the device might have to reboot, attempt to return into last
known secure state or remain as it is, that is, for reporting purposes.

Apart from NIST and IETF/IRTF publications, every considered paper included rec-
ommendations on this matter.

Data Protection and Software Design

This category considers recommendations on data handling and fundamental princi-
ples of software architecture. Data confidentiality must be protected through encryption.
Additionally, the designer of the system must also ensure that applications processing data
operate on minimum privilege and are isolated from each other (e.g., through memory com-
partmentalization). These subjects were discussed in the majority of analyzed documents.
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Device Configuration and Software Update

The question of software updates is highly stressed in the subject matter. All or-
ganizations agree on its importance—a lack of identified vulnerability patching and
protection against the latest threats is a large security risk in IoT. Thus, keeping the
device up-to-date strongly improves its protection. The capability to securely update
device software by an authorized entity is a must, preferably this process should be
automatic and/or remotely available.

Secure Interfaces and Communication

This category analyzes guidance on secure communication, starting from interfaces,
through protocols, to data. The usage of device interfaces should be configurable and,
by default, only those required should be active. Systems should utilize state-of-the-art,
standardized security protocols, with emphasis on using the versions that are intended
for IoT, if available. The majority of publications stress the necessity for making only
intentional and required connections (preceded by mutual authentication of the peers),
which are used to transmit confidential and integral data. Recommendations apply to all
layers of IoT devices—hardware, firmware and software.

Cybersecurity Event Monitoring and Logging

Event logging is a key requirement for security management in an IoT device and
this category summarizes guidelines on this matter. Adequate level of details aids to
solve issues with security incidents, while preventing exposure of sensitive information.
The confidentiality and integrity of logs must be protected so that they are reliable—only
authorized entities should be able to examine them and they should be unmodifiable.

Furthermore, the GSMA suggests creating a reference model of the IoT device behavior
and perform anomaly detection—situations when the device erratically reboots, reconnects
to the network or sends multiple poorly-formed messages might indicate a security issue.

Only the ioXt Alliance did not offer guidance on this subject.

Cryptography and Key Management

Each of the evaluated documents provided an insight for this category. It is clearly
advised to use standardized, proven cryptographic algorithms with secure implementations
and sufficient key lengths. Documents highlight the need to support algorithm agility
in security protocols—to enable the usage of lightweight cryptography and specialized
algorithms for IoT applications, to allow various node types for algorithm and key length
negotiation so they can communicate or ensure the ability to change the algorithm or used
key length in case it is compromised.

A secure and scalable key management policy must be introduced in the IoT system
and every IoT device should be provisioned with a unique private key (possibly per appli-
cation, e.g., device identification, code signature, server communication, etc.). With this
approach, every device becomes a separate attack surface and the whole system is secure
even if one of them is compromised.

Device Identification, Authentication and Strong Default Security

This section discusses the identity of both the device and its user. The device must be
labelled and recognized in a credible way, given that it will operate in a wider network.
It should also be protected from undesired access and provide security for user data.
As for the software developer and the user, this category includes guidance on password
management and general authentication procedures.
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4. Review of Existing Solutions

In this section, we analyze some of the current popular trusted computing solutions
used for IoT devices against the recommendations presented in Section 3. The solutions
chosen are either already mature and currently in use for IoT devices or are emerging
concepts that might bring new quality to the topic. The selection of technologies for IoT
security includes examples that are more hardware-based (e.g., GEON SoC Platform) and
more software-focused, such as Intel Software Guard Extensions (SGX). We chose the most
popular solutions available on the market, such as Arm’s TrustZone or Intel SGX, the most
promising open source ones, such as Keystone and OpenTitan and other representative,
usually hardware-based, solutions. In the last group, we targeted solutions that can be
integrated into a designed SoC in the form of a standalone IP–Rambus RT, similar but more
complex solutions, such as Geon SoC Security Platform, and finally, a solution offered as
an integrated circuit (NXP EdgeLock SE050). A short description is provided for each one
before the analysis of the IoT security in the context of Table 1. We present our findings for
each solution in Table 2. The descriptions are formed from the perspective of a designer
who wants to understand the requirements for a secure IoT device. We assumed that the
analysis is based only on publicly accessible information, no lab testing nor feasible attacks
on devices based on the solutions were performed, and that little to no implementation
experience for each of the discussed solutions is required.

4.1. Arm TrustZone

TrustZone is a security extension offered by Arm for application processors (Cortex-
A family) and microcontrollers (Cortex-M family), which has become popular recently.
There is a growing interest in the subject across academia, and a number of commercial
products utilize TrustZone’s capabilities, for example, Samsung Knox. Arm’s solution
is based on a Trusted Execution Environment (TEE) concept and enables the system to
fulfill Platform Security Requirements [39]—a set of guidelines defined by Arm. This
document provides similar guidelines to those gathered in Section 3, with a strong focus
on hardware and firmware security. There are some differences between architecture-
specific implementations of TrustZone, but the main idea remains the same—on Cortex-A
processors, the secure monitor, a privileged software, implements mechanisms for secure
context switching between worlds; on Cortex-M processors, there is no secure monitor
and hence the change between the secure and non-secure world is handled by a set of
core logic mechanisms. Enabling TrustZone for microcontrollers has allowed for more
widespread usage in resource-constrained devices, which has an impact on IoT devices.
Pinto and Santos [40] provided a detailed explanation of TrustZone’s operation with a
distinction between Cortex-A and Cortex-M implementation. The general concept of
TrustZone’s operation on software and firmware levels is presented in Figure 1.

Figure 1. Concept of a TrustZone supported execution environment on software and firmware levels, based on [41].
The division between non-secure and secure worlds, as well as their construction with accentuated levels of operation, are
presented. The SCR_EL3.NS is a register bit used to switch between the trusted and not trusted environments. The Secure
Monitor, a special processor mode controlling the transition between secure and non-secure states, is presented as a common
base for the environments.
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TrustZone provides two virtual processors supported by hardware-based access con-
trol, resulting in division into secure and non-secure environments. Both execution envi-
ronments are completely separated in the hardware, thanks to memory isolation and a
special processor mode dedicated to monitoring (secure monitor). A few additional modules,
such as the TrustZone Address Space Controller (TZASC), the TrustZone Memory Adapter
(TZMA) and internal interface modifications, are introduced for separation and memory
partitioning in TrustZone for Cortex-A. Noticeably, Arm states that the use of TZASC and
TZMA is optional in the system. The final decision is left to the designer. Peripherals are
flagged as secure or normal, while the APB-AXI bridge hardware is responsible for access
control and rejecting AXI transactions with insufficient permissions. There is no separated
trusted path since secure and non-secure transactions are multiplexed on the system bus
using the same hardware. Significantly, in TrustZone there are no explicit considerations
for Hardware Root of Trust implementation. However, the implementation of Root of
Trust has been proposed in the literature by Zhao et al. [42], and a commercial solution,
discussed later in this subsection, has also been made available. Some security features
are provided by separate hardware modules. For example, remote attestation is achieved
by an incorporated hardware component, such as a Trusted Platform Module, responsible
for measuring the kernel’s integrity and creating unique cryptographic keys. While there
is no information on random number generation in TrustZone documents, Arm offers a
separate security IP called the True Random Number Generator, advertised as TrustZone
compatible. Similarly, secure storage can be implemented by simply denying access to a
device from a non-secure world.

From a firmware and software perspective, a privileged instruction called the Secure
Monitor Call (SMC) allows for entry to, exit from and general communication between
secure and non-secure world applications. This mechanism involves a monitor software
with higher privileges than the Rich Execution Environment Operating System (REE OS).
Its responsibility is the reliable and protected context switching of the processor [40].
A Non-Secure (NS) bit stored in the Secure Configuration Register (SCR) represents the
current context of the processor and the register’s state is propagated throughout the entire
SoC. Hence, it is possible to use peripheral devices that only allow secure access from
the processor. In TrustZone there is no attestation of processes requesting execution in
the secure world. In the event of an OS falling into the hands of an adversary, messages
that require secure world resources can be crafted and possibly other information may be
gleaned from apparently secured processes. A newer TrustZone technology for Cortex-M
microcontrollers has some changes to allow for usage in more resource-constrained devices.
The division between secure and non-secure worlds is based on memory map partition,
and context switching happens due to code exceptions. To support this, a couple of new,
dedicated instructions were added.

One could assume that TrustZone alone leaves quite some room for interpretation in
terms of security functions implemented in hardware. That being said, Arm proposed the
CryptoCell IP-family [43,44], which acts as HWRoT, offering cryptographic acceleration,
true random number generator, trusted storage, secure boot support and authenticated
debug support, to name a few. CryptoCell-300 is dedicated for Cortex-M implementations,
while CryptoCell-700 is Cortex-A oriented [45]. Both families provide broad support for
symmetric and asymmetric cryptography, as well as lightweight cryptography [46]. Code
integrity and signing, authentication and key management are also mentioned in the docu-
ments. Arm claims that this solution is meant for low power, low area designs [43,44]. It
may seem that TrustZone, complemented by CryptoCell IP, is a powerful security solution,
mostly implemented in hardware.

Analysis for Synthesized Requirements for Secure IoT Devices

Some security flaws inherent to the REE-TEE communication channel have been found
in previous years (Black Hat 2014, Black Hat 2015) [40] and have been used in attacks on
real devices. Additionally, concerns with cache side-channel attacks arise. The lack of
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inherent memory encryption also raises questions. TrustZone in itself does not have any
recommendations nor requirements for HWRoT implementation other than the need for
the existence of a unique device key [40]. This is paramount for the security of an IoT device
and cannot be left to wide interpretation. One could assume that Arm’s recommendation
is to use IP from the CryptoCell-family, though it is not always feasible. On the software
execution front, the secure-world approach is not the same as an enclave and allows for a
compromised TEE program to interfere with other programs within the TEE. Secure IoT
required functionality, as presented in Section 3, is possible in TrustZone, but with much of
the implementation left to the designers—secure deployment might be at risk. TrustZone
documentation does not provide input on configuration, update or logging mechanisms.
We assume it is at the designer’s discretion. Finally, TrustZone is entwined with Arm’s
technology; it is not a universal solution and porting it to different platforms does not seem
feasible. On one hand, this can be limiting for some implementations, as not all IoT devices
use Arm’s solutions. On the other hand, it would be surprising if one of the leaders in the
processor market did not have a compatible security solution available.

We can conclude that TrustZone certainly offers an end-to-end security solution,
but it requires a good understanding of the framework, some creativity in implementation
and support from external IPs. It is worth repeating that this solution is dedicated for
Arm infrastructure. The vast number of TrustZone supporting products speaks for itself.
TrustZone fulfills most of the security recommendations, but it would not be possible
without supplementary hardware, like CryptoCell or applications. TrustZone alone is not
an off-the-shelf, ready-to-use solution.

4.2. Intel Software Guard Extensions (SGX) and Security Essentials

Intel SGX [47] is a set of CPU instructions that allow the creation of isolated software
containers called enclaves in which code, data and stack of a program are isolated safely
from other processes (even with higher privilege levels) through hardware-based access
policy control and memory encryption. Unsurprisingly, this solution is meant for Intel
architecture. Application code and the hardware it is running on can be attested by a
remote entity [48] by verifying measurements of its code and data (named MRENCLAVE),
calculated during enclave creation. This process provides increased confidence that the
code is running in an enclave and is unmodified by a third party. It provides a mechanism to
run a secure code in an unsecured OS, with support from trusted hardware. After successful
attestation, an encrypted channel (based on public key schemes) between the remote party
and the enclave can be established in order to exchange sensitive data. Data can be sealed
using CPU instructions to generate a key (named MRSIGNER) which allows decryption
only by the same enclave created in the future.

Additionally, in the Intel security ecosystem, a provisioning functionality is present,
which allows trusted entities to update or add software whilst assuring integrity. It is
presented in Figure 2. The provisioning process is described below:

• Creating the enclave—an untrusted REE application creates an enclave environment
in order to protect the software of the trusted provider, during this process the contents
and creation parameters are logged as a measurement,

• Attestation—the enclave informs the software provider about its readiness to receive
new software and the device presents the measurement from before,

• Provisioning—a secure channel between the device and provider is created and the
data is sent,

• Sealing and unsealing—the enclave uses a cryptographic hardware key for encryp-
tion before storing the data in memory. Only an identical enclave will be able to
decrypt and use the new program data in the future,

• Software update—in this step, a new version of a program may ask an older version
to unseal the data. After the update process ends, a new seal is created, which renders
the old software version (which could be compromised due to flaws patched in the
new version) unable to access the new software version data.
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From a hardware viewpoint, Processor Reserved Memory (PRM) is isolated by SGX
and protected against all memory accesses from outside an enclave, including kernel, hy-
pervisor and system management mode, as well as DMA accesses requested by peripherals.
Enclave’s code and data are stored in Enclave Page Cache (EPC), providing pages of a 4KB
size [49]. The untrusted OS is in charge of assigning EPC pages to enclaves, which creates
a potential exposure. The processor is responsible for assuring that each enclave has only
one EPC on hand; it is monitored in Enclave Page Cache Metadata (EPCM).

Figure 2. Intel SGX Software Lifecycle; steps are executed in the numerical order, sensitive data are
remotely provisioned (3) into the enclave after mutual attestation (2) of the off-platform provider
and created enclave (1), after the enclave is destroyed data are sealed in memory (4) in such a way
that only an identical enclave can access them again. Software updates (5) are also possible via this
scheme and a new seal is created (6) so that an old version of software cannot overwrite the new
version. Based on [47].

SGX in itself is generally a TEE implementation, but other Intel modules and tech-
nologies allow for wider SoC security such as secure boot capabilities, TPM integration or
random number generators [50]. It is advertised that the security extension assists with
securing IoT edge device communication [51].

Analysis for Synthesized Requirements for Secure IoT Devices

Intel SGX is a proprietary enterprise solution; therefore all security functionalities
are tied in with Intel architecture. This means that other custom application accelerators,
interfaces and system bus control are out of the scope for the solution. As such, all SoC
security issues have to be solved by custom design decisions, increasing the risk of creating
an unsecured device. Costan and Devadas [49] in 2016, one year after the Intel SGX debut,
published an in-depth examination of this solution. They exposed a number of potential
vulnerabilities to SGX and claimed that “our security analysis reveals that the limitations
in SGX’s guarantees mean that a security conscious software developer cannot in good
conscience rely on SGX for secure remote computation” ([49], [p. 3]). In the five years
that have passed since this article was published, a number of new side channel attacks
have been discovered [52–55], and although Intel describes these attacks as very difficult to
perform in a data center (i.e., physical access to the platform is required), this changes in an
IoT context (device present in a public space) and remains alarming. Due to a security by
obscurity situation, it is hard to assess the solutions for many requirements in Table 2 and
thus no assurance on their completeness can be given, though an optimistic approach is
taken. Interestingly, it is possible to change all device cryptographic keys by changing a
single register called OwnerEpoch. This process allows for the fast sealing of the device
and serves as additional protection of the enclave content. If the OwnerEpoch value is lost,
the device is rendered inaccessible.
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SGX and the Security Essentials provide multiple good trusted computing basics but
is not a solution entirely catered for protection of IoT devices. This can be seen in the Cat. 6
and Cat. 8 sections of Table 2. However, the security level it provides and the critique
around it, raises questions about whether it is a good choice at all.

4.3. Keystone

Keystone [56] is an open-source framework designed for creating TEE environments
based on unmodified RISC-V architecture. RISC-V Physical Memory Protection (PMP),
arbitrarily securing the physical memory locations, and the programmable machine mode
(M-Mode) are used to implement the memory protection scheme. The trusted Security
Monitor (SM) program is proposed on M-Mode level and its main task is to manage
the secure handling of hardware and context switching between enclaves (Figure 3). It
should be executed entirely from on-chip memory. This component satisfies typical TEE
requirements such as memory isolation and code/configuration attestation. Keystone
does not propose direct resource management. This responsibility lays on the secure
enclave application developer side. A runtime (RT) component is an enclave-specific
platform for secure applications to be executed on, which also communicates with the
SM and manages virtual memory chunks assigned to the enclave. The RT should have
the functionality of system plugins, interfaces, libc implementations, paging and virtual
memory management. It can be successfully reused between enclaves or modified as
needed. Additionally, because the rich OS is not a part of a typical enclave, the Trusted
Computing Base (TCB) is smaller.

From a hardware perspective, implementing Keystone does not require modifications
to CPU cores or memory controllers. However, several requirements for the platform
are listed in the publication [56]: trusted boot process support, unique authentication
key dedicated for this process and a hardware source of randomness. According to the
Keystone designers, the Root of Trust can be realized in hardware, but does not have
to, which allows for a variety of implementations, for example tamper resistant software
(zeroth-order bootloader) [56].

Figure 3. Overview of a Keystone system setup, based on [56]. The distinction between untrusted
and trusted execution environments is presented, along with support for multiple secure enclaves
and their runtimes. The privilege level for each RISC-V mode is marked. The security Monitor,
operating on M-mode, being common for both execution environments, is the manager of context
switching. Required trusted hardware is included.

With every CPU reset the Root of Trust executes these steps:

• Measures the SM image loaded,
• Generates a new attestation key based on the randomness source,
• Saves the data in a SM memory location isolated by PMP,
• Sends the cryptographically generated metadata via a public key scheme.

In the RISC-V architecture, only the machine mode has access to hardware resources
such as interrupts, system memory, peripherals and devices. The S-mode (supervisor)
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is used for the OS kernel and the U-mode (user mode) allows execution of typical REE
applications. The machine mode is used as a platform for the SM, because:

• It is programmable,
• It allows control over interrupts and exceptions above the OS level,
• PMP mechanism, which allows the enforcement of access policies.

PMP restricts the physical access to memory locations for the S and U modes. Every
record in the PMP table has a set of access flags for the programmed memory segment.
Each PMP address register encodes a continuous address region and the configuration bits
represent write/read/execute (rwx) permissions for the U/S modes. If a mode attempts
to access an unassigned memory area, the access is rejected by the hardware. The PMP
areas can be dynamically allocated during device operation. During SM image loading,
the first PMP area is configured as the highest priority in order to protect its own resources,
such as code/stack/data. By default, the OS has access to any memory location that is not
part of an assigned PMP area of higher priority. When an application starts an enclave,
the OS finds a continuous area of memory, which does not overlap with any other PMP
configured area, and then switches the request to the SM that creates a new PMP record.
During a context switch from an enclave to the OS or another enclave, the SM takes away
all access permissions, but the enclave’s address region is preserved. As a result, an en-
clave is securely isolated from other processes. Upon creation, the enclave’s memory is
measured and cryptographically signed. The OS uses an interface within the Linux kernel
(/dev/Keystone) for enclave creation.

Analysis for Synthesized Requirements for Secure IoT Devices
The paper that introduces Keystone focuses more on the enclave code execution, while

treating key management, software updates, device authentication and other problems
such as orthogonal. A Root of Trust (either hardware or software) is stated as a necessity
along with a trusted boot process, but it is in the hands of the application designer to make
sure that secure IoT requirements are in place. Process and application privilege levels
are inherent to the RISC-V implementation. Enclave security is supposed to include resis-
tance to side-channel attacks, mapping attacks and syscall tampering attacks. Keystone’s
authors state that their solution is an improvement on SGX [56], and the measures they
took to mitigating the risks that were exposed in Intel’s solution seem to confirm that.
However, Keystone, being based on a similar concept to SGX, can still demonstrate similar
vulnerabilities that may yet to be discovered.

Using concepts presented in Keystone, or even the entire solution, seems like a good
starting point, but it is hardly enough in itself to state that a device is secure in the IoT
field. It certainly offers some degree of flexibility. Keystone being an open-source solution
can also be an advantage. However, as presented in Table 2, there are many important
categories that are left completely at the system designer’s discretion and it can result in
unintentional exposures of the IoT device.

4.4. OpenTitan

OpenTitan is undoubtedly one of the solutions to secure IoT devices that should attract
designers’ attention. This open source Hardware Root of Trust implementation [57] is
endorsed by leading non-profit, academic or commercial organizations such as lowRISC,
ETH Zürich or Google. The project is fully transparent, its sources are available online and
can be inspected by the broader community, which should improve its security.

OpenTitan core is currently under development [58] and multiple features are still
missing from the early stage top-level [59]. However, the intentions of its creators are well
documented and in the complete form it should be a robust solution for various systems’
security as an HWRoT module supporting the secure boot procedure and implementing
miscellaneous cryptographic primitives.

OpenTitan acts as an immutable HWRoT with secure boot procedure support. It
implements multiple cryptographic primitives (AES, RSA, Elliptic Curve Cryptography—
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ECC or keyed-Hash Message Authentication Code based on SHA-256 algorithm) that are
used to verify the code of subsequent boot stages and authenticate the device during the
ownership transfer process. OpenTitan provides FW to control these primitives, so they can
be used for securing communication confidentiality and integrity, but it is a responsibility
of higher software layers. OpenTitan implements several tamper protection and detection
mechanisms as protection codes or scrambling memory regions that contain secrets. Core
implements hardware Random Number Generators that are compliant with international
standards (e.g., NIST [60,61]).

OpenTitan provides low-level software that is responsible for first stages of the secure
boot process (Silicon Creator level—Figure 4). At the beginning, execution is restricted
to the ROM region (which cannot be modified after silicon is manufactured) and then
ROM_ext part is loaded from flash (provided that integrity check has passed). At this point,
execution is transferred to the entry point of the Silicon Owner code and from now on it is
the Owner who is responsible for further boot stages security. It is also the end user’s software
duty to ensure isolation of the applications.

This solution offers the means to securely update its firmware—the integrity of the
update block is verified prior to the reboot. The capability to update higher layers of
software can be implemented using available cryptographic primitives; however, it is up to
the end user.

Figure 4. Software stages of the OpenTitan secure boot procedure with respect to particular levels
owners, based on [62]. Only low level software layers (ROM, ROM_ext) are provided with the
solution (Silicon Creator level), while the end user (Silicon Owner) is responsible for all higher phases
of secure boot as well as the isolation of executed applications when the system is already up.

Analysis for Synthesized Requirements for Secure IoT Devices

We attempted to analyze the final set of OpenTitan capabilities against requirements
presented in Table 1. The OpenTitan documentation does not mention any means for
logging of cybersecurity events, neither in hardware nor in software. Possibly, some
mechanisms might be implemented by end user in higher layers of software.

As was already mentioned, OpenTitan offers a rich suite of cryptographic primitives.
Algorithm agility may still be improved, especially if it comes to lightweight cryptography,
but it might be that OpentTitan does not target resource-constrained devices. Robust key
derivation mechanisms and management schemes are available.

In summary, the fully operational OpenTitan core meets the assumptions of its
designers—it is a solid foundation for maintaining the trust and integrity of the system,
where it is instantiated. However, it still might not be enough to completely secure IoT
devices in terms of recommendations from Table 1. It is not an out-of-the box solution
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for all IoT device security aspects and the potential end user has to implement many
missing features.

4.5. NXP EdgeLock SE050

NXP EdgeLock SE050 Plug and Trust Secure Element is presented as a “ready-to-use
IoT secure element solution” by the manufacturer [63]. It is an auxiliary security device
that connects to host. Optional connections to a sensor mode via another I2C interface and
native contactless antenna, granting wireless access are also available (Figure 5). Interestingly,
EdgeLock SE050 holds Common Criteria’s EAL6+ certificate. It is advertised as suitable for
smart cities, smart home, smart industry and smart supply chains. This solution combines
a HWRoT with a Java Card OpenPlatform OS (JCOPOS), on which an IoT Applet runs.
The Applet supports a wide range of secure functionalities, for example, random number gen-
eration, key management, hash operations, Platform Configuration Register (PCR) creation
and management [64], and is provided by the manufacturer. In hardware, many configurable
cryptographic primitives are included, supporting a wide range of algorithms and operations
to choose from: HMAC, CMAC, SHA-1, RSA, ECC, AES. Lightweight cryptography is also
available. What distinguishes NXP SE050 from other discussed solutions is the fact that it is
a separate integrated circuit in its own packaging. This implicates the need for a dedicated
space on the circuit board. It is also the only analyzed technology that supports SmartCard.

Figure 5. NXP SE050 architecture scheme, based on [63]. The communication between SE050 and Host
via I2C bus is presented. The additional interfaces for optional applications, i.e., the antenna and the
extra I2C to communicate with Sensor Actuator, are marked. The software/firmware scheme is also
present in the form of the IoT Applet, running on Java Card OpenPlatform Operating System (JCOPOS).

Analysis for synthesized requirements for secure IoT devices

Some capabilities required for a secure IoT device hardware are present, but unfortu-
nately as a plug-and-play approach the SE050 can provide a false sense of security, if used
inappropriately. No safety is ensured for the host OS, which could in reality be wrongly
configured and utterly unsafe with other interface connections that bypass the secure
element—each communication channel should be trustworthy to a degree required in a
protected IoT device and each communication channel should have the possibility to be
disabled if not needed as per Table 1. No approach to software and firmware updating and
provisioning is presented. It is hard to assess the safety of the I2C communication chan-
nel and possible problems. Additionally, neither software trusted execution nor enclave
creation is possible via the applet. It is uncertain whether the host can freely access and
use the cryptographic functionalities (including the random number generator) or if they
are only available for SE050 internal access. Remarkably, the data sheet states that only
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the Pseudo Random Number Generator is available [63]. Tamper detection is mentioned,
but there is no information on tamper resistance. Moreover, no information is provided
about the execution privileges in the Java OS nor about what information could be gathered
through the secure logging of modules inside the secure element. If only the secure element
interfaces are used for off chip communication, then they should be safe. Even though
a wide range of secure functionalities is presented in the data sheet, a variety of use cases is
discussed on NXP’s website, cryptographic hardware primitives, coherent with standards
and certifications, are implemented—this cannot be considered as a plug-and-play secure
IoT solution. In fact, software must be developed carefully to ensure a proper level of
security whilst using the SE050. By and large, the solution seems more like an extensively
functional HWRoT with communication between two operating systems rather than an IC
offering complex security for IoT.

4.6. Beyond Semiconductor GEON SoC Security Platform

The GEON SoC Security Platform manufactured by Beyond Semiconductor is pre-
sented as a processor agnostic solution with essentials for hardware IP security. An IoT
application is advertised, including Industrial [65]. The SoC contains a suite of security
modules that work together to create a secure IoT device but can also be used independently.
This includes a customizable Hardware Root of Trust including secure boot functional-
ity (GEON Secure Boot) and even recovery to a vendor software state in the case of a
security breach [66], firmware encryption module (GEON Firmware Encryption) for the
integrity and confidentiality of software, a module that stores and generates secret keys
(GEON Hardware Security Module (HSM)) and hardware cryptographic operations mod-
ule, including random number generation. A wide range of cryptographic algorithms
is supported, including lightweight. Code authentication and cryptography-supported
measurement functionalities are available. Interestingly, GEON SoC Secure Platform offers
GEON Secure JTAG that is claimed to offer a complete debug analysis without compromis-
ing security [67]. As presented in Figure 6, the communication channel for the SoC Security
Platform is realized by AMBA interface (AHB/APB), which may impact the final design of
the IoT design.

Figure 6. GEON SoC Security Platform hardware architecture, based on [65]. External interfaces and suggested connections
to other components of System on Chip are presented.
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Analysis for Synthesized Requirements for Secure IoT Devices

Multiple cryptographic ciphers and hash functions are available for use. The debug
access is described in some documents mentioned in Section 3 as possibly unsafe and
it is advised to disable it after deployment. It should be stressed, though, that these
guidelines do not consider a highly secured debug interface and that is the case in the
GEON SoC. Agreeably, this functionality can be critical in some applications, and the level
of security claimed by Beyond Semiconductors is very promising. Parts of the GEON
SoC are described as “flexible” and “disposable” depending on the application, which
can obviously be beneficial for system designers, but the lack of awareness can lead to the
creation of an unsecured IoT. Additionally, some key secure functionalities could be missing
if one of the modules is left behind. No information is provided about cybersecurity event
logging and monitoring. In terms of secure updating, firmware downgrade protection is in
place; the confidentiality and integrity of software and firmware are also protected. GEON
SoC Platform Security does not introduce any interference with other interfaces existing
in the system in which it is integrated, mainly no disabling or securing capabilities are
present. The security threat of any interface in the IoT device is unaccounted for. It can be
considered as a plug in to the main bus of SoC. This solution certainly offers a great variety
of hardware-based security features, but the lack of guidance on software and firmware
development can be concerning.

4.7. Rambus RT Family

Rambus has a wide range of security IPs in its portfolio. We decided to focus on
the Root of Trust IP cores, especially those dedicated for IoT—RT-100 [68], RT-130 [69],
RT-140 [70] and RT-260 [71]. It seems that the difference between the aforementioned
modules is the supported cryptography and protocols. The rule of operation is the same.
These products are advertised as complete Hardware Root of Trust engines, offering cryp-
tographic accelerators (both symmetric and asymmetric, in RT-140 also lightweight), secure
boot support, secure asset storage, secure firmware upgrade, device authentication and
identity protection, as well as secure debug. RT-140 supports TLS protocols. Remarkably,
the Rambus solution is architecture agnostic. It can be integrated in an SoC and is claimed
to be compatible with most popular system buses (e.g., AMBA). In order to cooperate
with the device, the CPU requires a dedicated API implementation. Figure 7 illustrates
the architecture and the location in the system of the Rambus component. Unfortunately,
apart from the manufacturer’s materials, there is no literature openly available regarding
the RT family. Therefore, our research relies solely on product briefs published on the
Rambus website. The analyzed documents indicate that Rambus offers the RoT Secure
Boot Toolkit, which may be either a firmware or a software extension to communicate
with the instantiated hardware module. It interfaces with protected software stored in
non-volatile memory and includes a signing tool and boot library.

Analysis for Synthesized Requirements for Secure IoT Devices

Since this is purely a RoT solution, the development of secure software and firmware
is left completely to the designer. One of the greatest advantages is the wide range of
supported cryptography offered. However, there is very little information about securing
memory and data transfers. In conclusion, the Rambus proposition is a foundation for
building a secure IoT, not a complete solution.
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Figure 7. Rambus RT hardware architecture, on RT-100 example, based on [68]. Corresponding
software elements (e.g., RoT Secure Boot Toolkit), and the location of this component in a system on
chip are presented.

4.8. Summary

Table 2 repeats the requirements from Table 1 and compares the solutions presented
in previous sections against them. For clarity, shortened versions of the requirements are
presented below; the full description is available in Table 1.

Symbols used in Table 2 have the following meanings:

• �—difficult to satisfy this secure IoT requirement using a particular solution;
• �—can be done, but no explicit recommendation nor solution for use in an IoT device

is presented, leaving the design decisions open and potentially unsafe;
• �—strong recommendation or solution which satisfies the requirement.

For the TrustZone, in some cases, �* is used. This means that the requirement is
fulfilled on the condition that TrustZone is combined with CryptoCell. For NXP the
evaluation is based on the use case scenario from the data sheet [63] coined “Plug and
Trust”—the integration with a host processing unit.
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5. Discussion

In the current IoT security landscape, many institutions and entities are defining
security requirements, but no industry-wide standard has been agreed upon. Device
designers and vendors have their own proprietary solutions, which address some issues
but miss the target in others. To the best of our knowledge, no solution addresses all the
requirements presented in Table 1 out-of-the-box which generally leaves the solving of
security problems mainly in the hands of the designing entity with the potential to create
unsecured IoT devices.

Additionally, there is no industry wide standardization of the level of security needed,
which would aid the designers of IoT devices. A different security level is required for
traffic light control in a smart city than for an “intelligent” and connected toothbrush. This
should also be part of the discussion and possibly even have a certification entity. Table 1
could be divided into different security levels and additionally be configurable within
some of the requirements, that is, the key strength or chosen encryption algorithm should
be implicitly standardized for different security needs.

Some solutions presented in Section 4 are, in theory, processor/architecture agnostic,
but others like Arm TrustZone or Intel SGX are tied in with a specific architecture, which
makes the security improvements dependent on the designing entity and the agility of their
bug-fixing process. Additionally, the solutions in the current environment are generally
divided into more hardware or software heavy, even though a combined solution of strong
TEE and software process isolation with hardware cryptographic implementations and
Hardware Root of Trust functionalities would seem to be the most secure. In our opinion,
the discussed open-source solutions, Keystone and OpenTitan, could work together to
create a highly secure prototype of a framework for IoT device protection, whilst being
publicly attestable and with all the benefits of independence.

Many solutions in the present state-of-the-art fulfill a subset of secure IoT device
requirements, but none adheres to all of them. No common approach is present for
many application-level IoT requirements (Table 1), such as the return to a secure state,
interface disabling in the SoC, automatic update by default and the logging of IoT device
security events and others. This is an issue during the design of such devices and could
have a real-world impact in the future. All current solutions focus on the wider trusted
computing paradigm or on providing a hardware cryptographic acceleration, rather than
being dedicated explicitly to IoT devices.

A comprehensive design framework is needed to assist in the design of secure IoT
devices. Such a solution should take into consideration the most important security re-
quirements shown in Section 3. We believe that it would, in a way, simplify the technology
development and mitigate the problem of time-to-market/functionality trade-off in oppo-
sition to security. It should be possible to add, remove or configure IoT security on a block
system level in accordance with the target application of the device.

6. Conclusions

The IoT ecosystem poses new security challenges that extend beyond traditional data
security. There is a need for IoT security guidelines, and numerous institutions across the
globe have proposed their recommendations, aiming to help ensure a secure IoT infrastruc-
ture. Device designers and vendors have their own proprietary solutions, which address
some issues, but miss the target in others. In this paper, selected recommendations have
been analyzed and compiled into a set of the most common and important considerations,
divided into eight categories. The evaluation of representative examples from IoT security
technologies against these criteria shows that there are solutions with the potential to meet
all these recommendations, but at the moment no solution addresses all requirements in an
out-of-the-box capacity, which allows for further research in this field.
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AC Air Conditioning
AES Advanced Encryption Standard
AHB AMBA High-performance Bus
AMBA ARM Advanced Microcontroller Bus Architecture
APB AMBA Advanced Peripheral Bus
API Application Programming Interface
AXI AMBA Advanced eXtensible Interface
CCTV Closed-circuit Television
CLI Command Line Interface
CMAC Cipher-based Message Authentication Code
CPU Central Processing Unit
DDoS Distributed Denial of Service
DMA Direct Memory Access
ECC Elliptic-curve cryptography
FW Firmware
GSM Global System for Mobile Communications
HMAC keyed-Hash Message Authentication Code
HW Hardware
HWRoT, RoT (Hardware) Root of Trust
I2C Inter-Integrated Circuit communication bus
IC Integrated Circuit
IoT Internet of Things
IP Intellectual Property
JCOPOS Java Card OpenPlatform Operating System
JTAG Joint Test Action Group
M-mode RISC-V Machine Mode
NIST National Institute of Standards and Technology
OS Operating System
REE Rich Execution Environment
RFID Radio-frequency Identification
ROM Read-only Memory
RSA Rivest–Shamir–Adleman (public key cryptosystem)
S-mode RISC-V Supervisor Mode
SGX (Intel) Software Guard Extensions
SHA-1 Secure Hash Algorithm 1
SoC System-on-Chip
SW Software
TCB Trusted Computing Base
TEE Trusted Execution Environment
TLS Transport Layer Security
TPM Trusted Platform Module
U-mode RISC-V User Mode
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Abstract: Threat assessment is the continuous process of monitoring the threats identified in the
network of the real-time informational environment of an organisation and the business of the compa-
nies. The sagacity and security assurance for the system of an organisation and company’s business
seem to need that information security exercise to unambiguously and effectively handle the threat
agent’s attacks. How is this unambiguous and effective way in the present-day state of information
security practice working? Given the prevalence of threats in the modern information environment,
it is essential to guarantee the security of national information infrastructure. However, the existing
models and methodology are not addressing the attributes of threats like motivation, opportunity,
and capability (C, M, O), and the critical threat intelligence (CTI) feed to the threat agents during the
penetration process is ineffective, due to which security assurance arises for an organisation and the
business of companies. This paper proposes a semi-automatic information security model, which can
deal with situational awareness data, strategies prevailing information security activities, and proto-
cols monitoring specific types of the network next to the real-time information environment. This
paper looks over analyses and implements the threat assessment of network traffic in one particular
real-time informational environment. To achieve this, we determined various unique attributes of
threat agents from the Packet Capture Application Programming Interface (PCAP files/DataStream)
collected from the network between the years 2012 and 2019. We used hypothetical and real-world
examples of a threat agent to evaluate the three different factors of threat agents, i.e., Motivation,
Opportunity, and Capability (M, O, C). Based on this, we also designed and determined the threat
profiles, critical threat intelligence (CTI), and complexity of threat agents that are not addressed or
covered in the existing threat agent taxonomies models and methodologies.

Keywords: threat agents; motivation; opportunity; capability; user profiling; implicit; modeling;
real-time user monitoring; complexity threat agent; threat assessment

1. Introduction

Identifying the potential cybersecurity threat capability in real-time is a crucial ac-
tivity. It helps provide practical information about the threat in a network that allows
cybersecurity practitioners to take suitable action to mitigate the risk in a network [1].
Elaborating all the information about the potential cybersecurity threats of an organisation
is typically achieved manually by the existing models and methodology. Threat assessment
is implemented in an automated manner with the help of machine learning techniques
and various real-time models [2]. The behaviours of threat agents are erratic, and the
goals of threat agents change with time. Threat agent groups change their behaviour to
penetrate a network based on motivation, opportunity, and capability [3,4]. The motivation
of the threat agent constantly changes with time depends on the financial gain, revenge

Electronics 2021, 10, 1849. https://doi.org/10.3390/electronics10151849 https://www.mdpi.com/journal/electronics85



Electronics 2021, 10, 1849

from an organisation, etc., and the type of environment targeted. Profiling is a process
that generates a profile for the threat agents based on the historical information extracted
from the Packet Capture Application Programming Interface (PCAP) files captured in
a network with the help of penetration testing phases. The profile can be populated by
having suitable, ample, and precise information about the threat agent like behaviour,
source I.P. address, destination I.P. address, number of open ports, number of packets
generated, location of the threat agent, and time spent on the network with minimal user
intervention [5]. The user has minimal intervention because of the footprints captured
by the capturing data tool like LibPcap, WinPcap, PCAPng, NPcap, etc., during threat
assessment in the form of PCAP files that cannot be altered by the potential threat agent
while traversing an organisation’s network. The threat agent cannot alter because once
they generate the packets in the network, they cannot erase the footprint of generating
the packets because of the accessing property of the network. This research attempts to
recognise the aspects of profiling and deliver solutions by implementing the profiling of
threat agents. Threat profiling is an essential aspect of performing threat assessment for an
organisation. Suppose we have the threat profile for the historically identified threat agents
from the network of an organisation. In that case, we can use these profiles as references
while executing the threat assessment for the situational awareness data captured from
the network. The model can address the recent threat agent effectively identified from a
network with optimised complexity.

It has been accepted that continuous threat assessments practice mitigate the risks
for any organisation and business [6]. However, in the modern, socially driven, virtual
computing era, threat assessments are hindered by a lack of resources, complexity, and data
size [7]. Information Environments are large heterogeneous infrastructures, hosting a large
amount of data collected from different types of sensors and platforms [8]. To cope with
a large amount of data, decision aid tools should understand the situational awareness
property of data and threat assessments required for an organisation. University computer
emergency response team (CMU-CERT) groups determined three critical groups of threat
agents, i.e., the technology of organisation sabotage, compromising with intellectual prop-
erty, and data stream fraud [9]. The number of growing cases highlighted by internet media
in recent years revealed that both business organisations and government organisations
suffered a similar experience. In contrast, the priority information has been filtrated by
the organisation’s internal users and shared with the threat agents [10]. The threat agents
require serious attention from both users and organisations.

Referencing to the COVID-19 pandemic nowadays, organisations and businesses
share their file and documents frequently with the help of the internet to run their business.
It is now standard practice for users of the organisation to have admittance to large
repository documents which are electronically warehoused on distributed file servers.
Many organisations offer company laptops and desktops to the users for work while
using e-mail to organise and schedule/rescheduling meetings. Amenities such as video
conferencing are repeatedly used for holding meetings throughout the world, and users of
an organisation are continuously connected to the internet. The electronic nature of the
files and records of an organisation on the internet makes it easier for the threat agents
to attack the organisation. On the advantageous side of continuous threat assessment, an
organisation can easily capture the activity logs of the internal threat agent while analysing
their captured packets [11]. However, practically analysing such activity logs is infeasible
due to the high volume of activities performed by the user every day.

In this work, we present an efficient model for threat detection and analysis based
on the conception of anomaly detection. The proposed model implements the threat
agent profiles from the PCAP files and determines the cyber threat intelligence based
on evaluating motivation, opportunity, and capability of threats. With the help of these
profiles, comparisons can be populated that show the current observations fluctuate from
the previous observations. To assess the performance of the tactic, we extracted the
valuable information from the PCAP files in a semi-automated manner, and output has
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been generated in the form of an Excel sheet which consists of various attributes of threat
agents identified in the next to the real-world information environment. The system
executed expressively soundly for detecting the attacks, and the visualisation of reports
enabled us to remember which attributes help determine M, O, C factors for the threat
agents. This paper illustrates all the threats identified in a network captured during the
penetration testing against the ESXi server of the University of Hertfordshire, UK.

The rest of this paper is as follows. Section 2 discusses the related work. Section 3
labels the necessities of analysis, the experimental set-up of the proposed system, and de-
scribes how to evaluate motivation, capability, and opportunity of threat agents. Section 4
presents the actual results from practical experimentation of the system, and Section 5
concludes this paper.

2. Related Work

The field of threat agents profiling and analysis of cyber threat intelligence has recently
received ample attention. Researchers have proposed an assortment of different models
and methodologies designed to detect or prevent attacks [12,13]. Likewise, Vidalis et al. [8]
briefly addresses the TAME (Threat Assessments Model For EPS) methodology for threat
assessments in real-time informational environments and provides a high-level overview
of its phases and process while performing threat assessments. They compare the TAME
(Threat Assessments Model For EPS) methodology with other existing methods based on
the number of parameters as sting, effectiveness, and understanding of information security
from the threat. TAME is the upgraded version of METEORE 2000 for the micropayment
system (MPS). In the initial phases, the authors analyse the number of methodologies
like Alberts 1999, 2001, Baker 1998, Bayne 2002, Blyth 2003, Dimitrakos 2001, Forte 2000,
Hancock 1998, Jones 2002, Nichols 2001, etc., and they found that all are working on the
waterfall model principle, but such approach is not suitable for the Micro Payment System
(MPS). So, they developed a new methodology i.e., TAME (Threat Assessments Model For
EPS) which has ability to resolve the issues related to Micro Payment System (MPS). TAME
(Threat Assessments Model For EPS) is working simultaneously in four phases named as:

(a) Scope of Assessments.
(b) Threat Agent and Vulnerability Analysis.
(c) Scenario Construction and System Modelling.
(d) Evaluation.

According to these phases, TAME determined how much security is required for a
particular organisation and business of the system. All four stages are working simultane-
ously, and one input from a phase becomes the output of another degree. Similarly, the
vice-versa of inputs and outputs are generated from the TAME, and it depends on the
requirements of threat assessments. The authors conclude the TAME by using the assessor
as an asset for better understanding and analysing an organisation’s systems.

Morakis et al. [14] measure vulnerabilities and their exploitation cycle by various tools
such as COPS, NESSUS, SYSTEM SCANNER, RETINA, NET RECON, WHISKER, and
CYBER COB. In this work, the authors address a problem faced by a large amount of data
in the informative environment is cyber-attacks. The authors propose a vulnerability tree
analysis to address such issues faced by several organisations for a long time. They believe
in constructing knowledge information concerning a specific domain in an object-oriented
hierarchy tree and building a formal model to analyse them concerning possible scenarios
of attacks faced by the computer systems. The primary purpose of this is to provide a depth
classification of vulnerabilities, find why such attacks happened on a particular data/asset,
and analyse footprints and scenarios of threat agents to exploit vulnerabilities. The main
aim of the vulnerability tree analysis is to identify the attacks in the early stages and
address them before severe damage to real-world informational systems. Here, the authors
illustrate the various tools capable of analysing the vulnerability of complex organisational
environments; such tools are COPS, NESSUS, SYSTEM SCANNER, RETINA, NET RECON,
WHISKER, and CYBER COB, etc. However, these are not adequate in today’s modern
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electronic era of cyber-crime because they cannot address hazards like fault-tree analysis,
checklists, event-tree analysis, cause-consequences analysis, etc. To cope with such hazards,
the authors combine these tools of vulnerabilities tree analysis with object-oriented trees
(O.O.) and adequately address such hazards concerning Boolean Mathematics.

Gerald L. et al. [15] briefly explain about threat agents regarding how they can have
unauthorised access to the computer systems of real-world informational environments
and from where they got the motivation, capability, and opportunity to perform such
damage in the networks systems. Here, they also illustrate the threat agents and their
attributes, function, and impact on a network of informational systems. The authors also
analyse the digital attacks that occured in 2002 in several countries. They identify that the
threat agents of real-world informational environments consist of:

(a) Threat agent catalogue.
(b) Historical data.
(c) Technical report enterprises.
(d) Reports of business environments.
(e) Reports of physical environments.
(f) Recent knowledge/information.
(g) Current knowledge of stakeholders.
(h) Current knowledge of the staff.
(i) List of stakeholders.

The authors evaluate the capabilities, motivation, opportunities, and impact with the
help of 3-dimension matrix mathematics. They assess each factor with the help of metrics
and ESA (Empowered Small Agents) threat agents. They identify that because of threat
agents in 2002, the European union’s worldwide economic damage is USD 35 million.
So, as the damage cost is relatively more, the system security officer needs to require all
knowledge and information about the threat agents or risk management to secure the
system from damage done by cyber-attacks in informational environments.

Adetorera Sogbesan et al. [16] developed a model to identify the MERIT (Management
& Education of Risk of Insider Threat) based on the study of insider threat concerning the
institute of CERT/USSS. This MERIT provides the facility to mitigate the insider threat
of an organisation, and the key finding is to make the case study of individual threat
agents, i.e., collision threat. MERIT models the case studies on the insider threat for an
organisation, and based on that, threat assessments have been conducted to determine
the impact of danger on the business. They also show some figures for losses based on
studies done by USSS/CERT. They categorise the insider attack based on the ex-employee,
or the financial gain of any vital position held by an employee in an organisation. Based
on the number of organisations, 69% of companies measured stated data theft events (not
external attacks). These threats were originated from inside the organisation. At the same
time, a massive 91% of companies testified not having operative detection systems for
recognising an insider threat. The MERIT model has a limitation/shortcoming in analysing
compressive pattern analysis based on motivation and behavioural characteristics. The
motivation factor of collusion attack is not able to be addressed by the MERIT model. This
model is not able to explain the capability of an insider threat.

Casillo, M. et al.’s study [17] “Embedded Intrusion Detection System for Detecting
Attacks over CAN-BUS” designs a model based on AIC (availability, integrity, and con-
fidentiality). The authors address the issues related to cyber-attacks on the automotive
vehicle system. They introduce the automotive IDS embedded method for the CAN (con-
trolled area network) BUS. Referencing the Bayesian network approaches, identifying
malicious messages to the connected devices to the vehicles is accomplished. In this paper,
the authors identify the snag for the IoT devices connected to automotive vehicles and
their attacks while using automation. They suggest machine learning approaches, particu-
larly the Bayesian network approach to cope with the cyber-attacks on the CAB bus. The
authors used the CARLA simulator to provides the solution. The PYTHON library and
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several APIs were cast off for clustering the data and FPGA techniques for developing the
model’s architecture.

Lombardi, M. et al.’s research [18] “EIDS: Embedded intrusion detection system using
machine learning to detect attack over the can-bus” introduced an IDS approach to identify
the threats in the automated vehicles, particularly CAN (controlled area network) bus. The
authors cast off the development of an IDS approach with the help of machine learning
techniques through the Bayesian network approach to detect possible attacks on the CAN
bus. The main benefit of developing an IDS approach was using the embedded framework
for designing and determining the non-linear messages flow. The castigate faced by the
connected IoT devices and the intelligent device for self-driving vehicles was identified
with the help of an introduce IDS approach in the research.

These related works draw an intense observation that access to a real-world data
stream is enormously challenging. Thus, researchers synthesise data into several groups
based on the threat agents identified in a network. The existing model and methodology
did threat assessment manually, due to which their complexity is exorbitant. This research
predominantly wants to epitomise the volume and variety of data analysed in a modern
real-world information environment and display how this could be pooled to form an
overall threat assessment for each PCAP file. We also want to exhibit a wide range of threat
scenarios as epitomised by our data collected from a real-world in a specific environment
and show how our profiling and CTI system of threat agents would detect the different
attacks based on the patterns identified.

3. Experiment Set-Up and Evaluation of MCO Attributes

The work described in this research has been carried out as part of a more comprehen-
sive interdisciplinary project that includes computer security researchers and cyberpsy-
chology experts. CTI data–driven threat agent profiling can be used for determining the
motivation, opportunity, and capabilities attributes of threat agents under the context of a
continuous threat assessment [19]. The threat remains of budding apprehension to govern-
ments and businesses organisation, and it becomes an acute necessity for practical tools to
help mitigate the threat posed. The modern risk assessment models recognise a need to
perform several threat assessments to identify and analyse various threats in the contempo-
rary information environment. If we conduct iterative threat assessment for the network,
then with the help of designing the profiling prepared by practitioners, a new type of threat
agents identified in situational awareness data will be addressed quickly. The continuous
threat assessments help generate the paradox of warning to the cyber operations performed
in the information environment. This paper identifies the research gap in semi-automated
information environments, which consists of large heterogeneous infrastructures, hosting
a large amount of data collected from different types of platforms or environments [20].
The different types of platforms mean different kinds of environment and the conditions
used by the threat agent to attack the particular network. To identify the solution for such
a large amount of data, decision aid tools should understand situational awareness and
critical intelligence feeds of the threats in real-time information environments.

In the modern knowledge-based, socially driven, virtual computing era, threat assess-
ments are hindered by lack of resources, complexity, and data size. Information environ-
ments are large heterogeneous infrastructures, hosting a large amount of data collected
from different platforms with the help of many tools. The purpose of the research paper is
to introduce a novel approach that will enable us to take advantage of the vast amount of
data collected by the large number of platforms designed to identify suspicious traffic, ma-
licious intentions, and network attacks in an automated manner. State of the art on threat
assessment models and methodologies will be considered in this project, while procedural
and technology issues will be resolved by applying cyber analytics principles [21].
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3.1. Experimental Environment of the System

Figure 1 shows the testing set-up through which we execute the penetration testing
against the specific condition of the platform or environment. The number of VPNs used to
connect with the REDNET network and connect through the firewall saves the data from
unauthorised access. Further, REDNET connects to DMZ (Demilitarized Zone), the number
of V.M.s, and public I.P. of staff to control the activities. BLUENET connects to the user’s
V.M.’s I.P.s, ESXi server, UH CSC WIFI (University of Hertfordshire Wi-Fi), and public I.P.
of staff. In this environment, the PCAP files are collected from the server with the help of
the Wireshark tool [22]. Other tools like SolarWinds Deep Packet Inspection and Analysis,
Paessler Packet Capture, ManageEngine NetFlow Analyzer, Omnipeek Network Protocol
Analyzer, TCPdump, and WinDum, etc. are also available. Still, Wireshark is more efficient
in extracting useful information from PCAP files and provides the advantage of saving
the information in CSV formats. Figure 1 shows the source of the attack I.P. address and
the destination of the attack I.P. address through which penetration is executing on the
network. The role of DMZ is to stop the hacker at the threshold point, and henceforth, no
one is allowed to do access excluded the administrator of the server [23]. The BLUENET
refers to the internal security team that defends against real-world attackers. Red Teams of
REDNET are internal/external entities dedicated to testing the effectiveness of a security
program by emulating the tools and techniques of likely attackers in the most realistic
way possible.

Figure 1. Penetrating Testing Setup at Cybersecurity Laboratory.

3.2. The Architecture of System

The primary purpose of Figure 2 is to understand how the attacker groups generate
traffic in the network, increase a delay time to upload the web page and extract useful
information from the server such as user credentials, webpages I.P. addresses, and accessing
the files from the databases. The architecture in Figure 2 shows that the ESXi server consists
of RED, BLUE, and BLACK NET HP-DL380 ESXi VM WARE CD, DNS, DHCP, which is
further connected to the Blue ESXi security zone, and DMZ (Demilitarised Security Zone).
In this server, all the data and information of the University of Hertfordshire are available,
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and a dedicated environment installed on V.M.s is available for the attackers. Black ESXi
connected to 27 x juniper srx240 and srx340 firewalls via 27 x lab system multiple images
of the environment and dedicated interface in red, blue, and black networks. DMZ’s role is
to stop the hacker at the threshold point to control further damage by the attacker groups.

Figure 2. Architecture of System.

3.3. Evaluation of Motivation, Capability, and Opportunity

The threat assessment is a continuous process to collect the PCAP files from the net-
work in an informative environment. The evaluation of the impact of threat agent groups
on the organisation or the business, determining the value of assets, vulnerability identifi-
cation, and threat agent’s footprint attributes play a prominent role in the calculation [24].
In Figure 3, the representation of main characteristics in a 3-dimensional matrix is shown,
which needs to be addressed by the model while performing threat assessments of the
real-time network.

A threat assessment is a statement of threats related to vulnerabilities of company
assets and threat agents and a message of believed capabilities that those threat agents
possess. In Equation (1), the function threat can be calculated with the help of the threat
agent’s motivation, capability, opportunity, and the impact of the successful attacks on an
organisation of the nation.

Threat = f (Motivation, Capability, Opportunity, and Impact) (1)

The threat can be evaluated in the above Equation (1) when the extracted attribute
from the PCAP files is analysed. Then, based on the analysis of characteristics, motivation
evaluation can be achieved. Similarly, when the model identifies the open port and the
vulnerable ports from the extracted attributes, opportunity can be evaluated. In the same
way, the model amalgamating all the information of motivation and opportunity leads to
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assess the capability and impact on the assets by the threats. So, the function (f ) can be
evaluated using motivation, opportunity, capability, and impact of acquisitions.

F(X) = f (Cap, Opp, Mto, V(VIA)) Y + f (Vulnerability)Asset + Impact + T (2)

From Equation (2), the function F(X) represents the threat assessment of the model
for all the captured files, Cap stands for capabilities, Opp is an opportunity of the threat
agent, Mto is motivation, V(VIA) stands for the value of intangible assets, Y is for threat
assessments, and T stands for time complexity.

The threat assessment can be evaluated by amalgamating all results determined by the
function for the motivation, opportunity, capability of threat agents, and value of intangible
assets of environments. Similarly, vulnerability exploitation of assets concerning the CVE
list available on the Nation Institute of standard and technology (NIST) database, the
impact of threat agents on an organisation’s assets, and the time complexity to evaluate all
the parameters of the threat agents can be assessed.

Figure 3. Three-Dimensional Matrix and 3D Representation of Threat Assessment.

3.3.1. Motivation

The evaluation of motivation for threats is the problematic part. It could be determined
with the help of analysis of hacktivism branded attacks by groups of assessment models and
the network’s vulnerability in next to real-time semi-automated information environments.
The motivations of attackers are constantly changing, and it could be noticed by the
growing rate of hacktivism attacks by different groups of people. It can also see differences
in unique motivations based on each group. Motivation is the degree to which a threat
agent is prepared to implement a threat. The motivational factors are the elements that
drive a threat agent to consider attacking a computer system. Some common motivations
for threats include [25]:

a. Profit (direct or indirect).
b. Direct grudge.
c. Fun / Reputation.
d. Further access to partner/connected systems.
e. Political.
f. Secular.
g. Personal gain.
h. Religious.
i. Revenge.
j. Power, terrorism.
k. Curiosity.

92



Electronics 2021, 10, 1849

3.3.2. Capability

The capability of threats is determined by analysing risk assessment models and the
network vulnerability in a next to real-time semi-automated information environment [15].

Risk = (Threat) + (Vulnerability) + (Consequences) (3)

In Equation (3), the risk of the threat agent can be evaluated by the combination
of threats, the vulnerability identified for the threat concerning the CVE list of the NIST
database and identified consequences of the threat agents.

Threat = Intent × Capability (4)

Similarly, in Equation (4), the capability of the threat will be evaluated by the multipli-
cation of intention of the threat agents determined by the model and the overall capability
of the threat agent. Further, vulnerability exploitation is achieved with the help of several
kali Linux tools such as NESSUS, SAINTS, WHISKER, SARA, etc. The initial phase of
the automatic version of the threat assessment model is collecting the DataStream/ PCAP
files from the server, which has been achieved by the administration of the server between
2012 to 2019. This data mainly consists of PCAP files, which will be extracted in a semi-
automatic manner with the help of a machine learning PYTHON tool library available
on Tensorflow. The information extracted from these PCAP files having some unique
attributes such as Time (in min), Highest Protocol, TCP protocol, Source I.P. Address,
Destination I.P. Address, Source port, Destination port, Total Packet Length, City, Region,
Country, Latitude, Longitude, and Internet Service Provider. The large number of PCAP
files collected from the server will be converted into a large number of Excel sheets based
on the unique attributes. These Excel sheets consist of all the valuable information available
about the threat in the PCAP files, such as time spent on the network, location of their I.P.s,
and environment used by them while penetrating the server.

A large amount of information about the threats can be profiled based on their activi-
ties performed on the network or specific environment or Protocol used to achieve their
goal. We use all this information to extract all critical threat intelligence (CTI) from these
threats to determine the threats’ capability, opportunity, and motivation. This CTI can
also be used to identify the new threat in-network and extracted all information by taking
previously identified CTI as a reference. As shown in Figure 3, the motivation of these
threat agent groups can be calculated based on the environment used by them, the type of
activities executing during the process, factors responsible for digging information, and
data from the server.

In the first phase of the model, an algorithm was executed against the PCAP files
captured from the ESXi server and extracted the unique attributes from the PCAP files
I.P. addresses, such as time (in min), Highest Protocol, TCP protocol, Source I.P. Address,
Destination I.P. Address, Source port, Destination port, Total Packet Length, City, Region,
Country, Latitude, Longitude, and Internet Service Provider. When the model has all this
information about the attacker, the next phase model extracts the location of the threat
agents from where they generate the traffic in the network. The model considers only those
threat agents for location identification who have generated more than 1000 packets in the
network. The model considers the threshold point based on the level of skill or knowledge
the threat agent showing while traversing the network. Likewise, if considered less than
1000 packets generated I.P. address of threat agent, then the exploitation of vulnerable port
is significantly less or can be ignorable. It is the primary reason for a semi-automatic model
to provide the optimised time complexity for threat assessment of an organisation.

3.3.3. Opportunity

Similarly, opportunity can be calculated by identifying the number of open ports, the
number of protocols that have unrestricted access and would be vulnerable, and what
other factors help a hacker do unauthorised access to the server. The model will evaluate
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all this information by initialising the PCAP file captured by the model. The model will
determine the open ports with the help of various tools like NMAP, NS-LOOKUP, DIPScan,
etc. The combination of all the information about such attributes led to the evaluation of
the opportunity of the threat agent groups.

4. Results and Discussion

4.1. State-of-the-Art Algorithms

Many different models are used to perform threat assessment for a network in an in-
formational environment on specialised datasets, where some of the datasets are discussed
in the previous section. Here, we illustrate all the threats identified in a network captured
during the penetration testing against the ESXi server of the University of Hertfordshire.
To provide an overview of the current state-of-the-art ML approaches used to perform the
threat assessment, we group all the identified threats from a network based on their profile
maintenance concerning the PYTHON program run against the DataStream/PCAP files
captured in the experiment. Similarly, the critical threat intelligence [26] feed is evaluated
from the group of threat agents based on their footprints extracted during the analysis
phase of the experiment. This overview is further divided into two main categories, i.e.,
traditional extraction of information from the PCAP files and machine learning techniques
applied on the information extracted from the PCAP files to generate the footprints used
by the threat agents during traversing network of the server.

The PYTHON script provides the accuracy and the unique attributes of the threat
agents for precision, false-positive rate (FPR), anomaly detection rate (ADR), and fault-
measure as initially reported [27]. Secondly, we calculated the performance of the threat
agent followed by our proposed three-dimensional metrics, i.e., motivation, opportunity,
and capability. Figure 4 shows that the input is an enormous number of heterogeneous
PCAP files captured during the experiment. The potential output generated with analysis
of PCAP files is the unique number of Excel sheets which consist of information about the
threat agents such as time (in min), Highest Protocol, TCP protocol, Source I.P. Address,
Destination I.P. Address, Source port, Destination port, Total Packet Length, City, Region,
Country, Latitude, Longitude, and Internet Service Provider. The specific attributes for
each experiment run against the PCAP files can be retrieved from https://github.com/
Gauravsbin/Excell-sheets-of-pcap-files-and-results-of-Threat-Assessment-analysis (ac-
cessed on 8 May 2021) [28]. Furthermore, with the help of these unique attributes, we can
determine the capability and opportunity of the threat agents [29]. Based on the footprints
followed by the threat agents during the analysis, we can determine the motivation factor
for attackers.

Some of the captured PCAP files were corrupted during the experiment, and the
PYTHON program list of crashed files generated during the investigation can be fetched as
shown in Figure 5. We also checked all these crashed files manually and with other analysis
tools. We found the same result that no information can be extracted from these files. There
may be some capture issue or the connection lost on the hacker’s end during the network
establishment. The time complexity to generate the unique I.P.s with information attributes
can also be evaluated from this experiment. This is the unique feature of this model as
compared to the existing model and methodologies. This could happen because of the
use of semi-automatic approaches for threat assessment of networks next to the real-time
informational environment.

4.2. Workflow and Comparative Experiments

As per the previous discussion, the output is generated in the form of Excel sheets
with the unique attribute of threat agents in a semi-automatic manner. So, to determine
the motivation, opportunity, and capability of threat agent groups, we applied machine
learning techniques on the previous phase’s output to provide a semi-automatic feature to
the model [30]. This novel approach helps us optimise the threat assessment’s complexity
against the network of influential organisations. This paper also shows the process of
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using ML libraries of PYTHON on TensorFlow and automatic techniques of the JUPYTER
notebook to identify the unique tuples of DataStream/PCAP files. This approach mainly
depends on the chronological order of packets in PCAP files. Here, we first make groups of
all the unique I.P.s extracted from raw PCAP files captured from the network with the help
of Wireshark. The grouping of all unique I.P.s based on their attributes and characteristic
features was identified during the analysis and implementation of DataStream.

 

Figure 4. Workflow for raw PCAP file traffic-based feature extraction and experimental results for
Unique I.P. addresses with Time complexity.

Similarly, the potential output generated in the previous phase is used as potential
input for the second phase of analysis and implementation. Such a process is known as the
profiling of threat agents. As in the previous stage, we generated the Excel sheet for each
captured PCAP file consist of helpful information like ports open. They are operating on
that layer: time spent on the network, location of the threat agent, etc.
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Figure 5. Workflow for raw PCAP file and experimental results for Unique I.P. addresses with
Time complexity.

Based on this analysis, we make one more IPYNB file (Interactive Python Notebook)
known as the Jupyter notebook. Jupyter is a free, open-source, interactive web tool known
as a computational notebook. Researchers can combine software code, computational
output, explanatory text, and multimedia resources in a single document. A Jupyter
Notebook document is a JSON document, following a versioned scheme, containing
an ordered list of input/output cells which can have code, text (using MARKDOWN),
mathematics, plots, and rich media, usually ending with the IPYNB extension [31–33]. This
file consists of an algorithm performing data clustering of Unique I.P.s found in the Excel
sheet of the previous phase. The data clusters of I.P.s form based on the number of I.P.s
facing a particular type of attack. This specific type of attack is determined based on the
number of factors identified during the analysis. The IPYNB file is collecting all the unique
I.P.s as input and extracting the information like on which layer they are operating, what
type of ports and protocols are compromised when they are attacking the source I.P.s of
end-users, and what information they extracted from the particular environment of the
V.M.s, etc. Based on the analysis, the model designed the group of all the threat agents into
particular categories concerning their attacking behaviours identified during the analysis.

Figures 6–8 show the histogram of the bar chart with the help of the IPYNB algorithm
for each Excel sheet generated during the first phase. Note that we have demonstrated
the experimental results of only three PCAP files, and similarly, we can show this for the
other PCAP file. There are two parts to the outputs generated by the. IPYNB file. In the
first part, three histograms are generated for every file in the output Excel sheet, and the
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second part develops the histograms on the cumulative data of all the files in the folder.
For every file in the output Excel sheet, three histograms have been generated, and all
these three histograms consist of common data at the y-axis, i.e., the number of unique I.P.s.
Figures 6a, 7a and 8a show the protocols being used by the attackers and the number of
unique I.P.s using these protocols. Figures 6b, 7b and 8b show the ports on the host targeted
and the number of unique I.P.s that targeted them. This histogram highlights the vulnerable
ports. Figures 6c, 7c and 8c show the time spent as a function of the number of unique
I.P.s. This histogram highlights how much time an attacker will usually spend to attack a
host. These histograms for the protocols, ports, and time spent on the network will help
evaluate the three main attributes for the threat agents, i.e., motivation, opportunity, and
capability. Once we identify the port open during the network access, we can determine
the opportunity for the groups of threat agents used during the penetration of the network.
In the same way, the above histograms will help us identify the protocols accessed by the
threat agents, evaluate the hacker’s potential capability, and level of skills acquired by
threat actors.

 
(a) (b) 

(c) 

Figure 6. Experimental Results for PCAP file (AF 26.11.2014). (a) Number of Unique I.P.s vs. Protocol being used;
(b) Number of Unique Attackers vs. Vulnerable Ports; (c) Number of Unique I.P.s vs. Time Spent.
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(a) (b) 

 
(c) 

Figure 7. Experimental Results for PCAP file (AH 25.11.2014). (a) Number of Unique I.P.s vs. Protocol being used;
(b) Number of Unique Attackers vs. Vulnerable Ports; (c) Number of Unique I.P.s vs. Time Spent.

From this analysis, we can identify the particular groups of threat agents accessing a
specific protocol for penetration of the network. For example, in Figure 8, the TCP protocol
is used by most of the I.P.s and mainly targets the network layers. So, we can conclude that
in this analysis, the threat agents have primarily distributed denial of services (DDOS) type
of attacks.

Figure 9 histograms are based on the accumulated data in the potential output pro-
duced in the Excel sheets. They are used to represent the number of packets generated
for traffic during penetration testing, protocols, or layers being used by threat agents and
targeting vulnerable ports for achieving the goal. Figure 9a shows how many packets are
sent to which port on the host machine, and Figure 9b shows the volume of packets for
every Protocol used to attack the host.
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(a) (b) 

 
(c) 

Figure 8. Experimental Results for PCAP file (AR 17.12.2014). (a) Number of Unique I.P.s vs. Protocol being used;
(b) Number of Unique Attackers vs. Vulnerable Ports; (c) Number of Unique I.P.s vs. Time Spent.

Figure 10 represents the histogram between the total data collected from each unique
I.P., whole time spent on the network, and protocols used to attack the network. Figure 10a
highlights the amount spent by the attacker for every Protocol used to attack the host. In
Figure 10b, the data points for time spent are highlighted in blue, whereas the data points
for total packets sent are highlighted in red. Even though these have different units, it gives
us a statistical relative visual of how the time spent by the attacker varies concerning the
number of packets sent for the same protocols used.
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(a) 

 
(b) 

Figure 9. Histogram for (a) Total Packets sent vs. Vulnerable Ports, (b) Total Packets sent vs. Protocol
used by Attackers.

 
(a) 

 
(b) 

Figure 10. Histogram for (a) Time Spent vs. Protocol used by Attackers, (b) Protocol used by
Attackers vs. Total Packets sent.
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5. Conclusions and Future Work

Threats and threat agent’s risks are emerging in threat assessment of a network for an
organisation and business of the companies. The security risk management practitioners
enable a mechanism to explore these risks and enforce their countermeasures based on
the threat agent profiling and determining the critical threat intelligence feed to them.
This paper presents a semi-automatic model based on the threat assessment of the PCAP
files captured by the semi-automatic featured tools during the penetration testing run
against the ESXi server of the University of Hertfordshire. The framework captured the
data between 2012 and 2019, which illustrates the value of assets stored on the server,
and the motivation, opportunity, and capability of the threat agents while accessing the
network. We evaluate the situational awareness data through this semi-automatic threat
assessment model by exploring the threat profiles for the historically captured data with
the aid tools. Furthermore, we provide the threat agent practitioners with an idea of
using an automatic model for threat assessment of a network. This research’s findings will
support decision makers, management, and software developer practitioners regarding the
building of threat agent profiling for their historical data. Critical Threat Intelligence feeds
for the threat agent’s groups might be helpful for the evaluation of new threats found in
the network. In the future, we aim to build an automatic machine learning–based threat
and vulnerability analysis security reference model as a security risk management tool
to evaluate the security needs of networks with sequential requirements of the next to
real-time informational environment.
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Abstract: The enormous growth of services and data transmitted over the internet, the bloodstream
of modern civilization, has caused a remarkable increase in cyber attack threats. This fact has forced
the development of methods of preventing attacks. Among them, an important and constantly
growing role is that of machine learning (ML) approaches. Convolutional neural networks (CNN)
belong to the hottest ML techniques that have gained popularity, thanks to the rapid growth of
computing power available. Thus, it is no wonder that these techniques have started to also be
applied in the network traffic classification domain. This has resulted in a constant increase in the
number of scientific papers describing various approaches to CNN-based traffic analysis. This paper
is a survey of them, prepared with particular emphasis on a crucial but often disregarded aspect
of this topic—the data transformation schemes. Their importance is a consequence of the fact that
network traffic data and machine learning data have totally different structures. The former is a
time series of values—consecutive bytes of the datastream. The latter, in turn, are one-, two- or
even three-dimensional data samples of fixed lengths/sizes. In this paper, we introduce a taxonomy
of data transformation schemes. Next, we use this categorization to describe various CNN-based
analytical approaches found in the literature.

Keywords: network traffic analysis; convolutional neural networks; machine learning; network
traffic images; visualization of traffic

1. Introduction

1.1. Deep-Learning Approach to Network Traffic Analysis

The rapid growth of computer networks over the last decades [1] has entailed a larger
amount of cyber-attacks. In order to minimize the losses, many security methods are in
heavy use. Among others, network traffic analysis is in the lead. This day-to-day operation
consists of processing typical patterns, such as traffic flow, bandwidth usage or resource
access. Together, these patterns identify the normal network behavior, also known as a
baseline. Having this baseline in mind, it is possible to interpret abnormal activities, which
may indicate an attack.

Deep learning methods have also begun gaining popularity recently. This is mainly
caused by the development of computing capabilities based on parallel processors origi-
nated from graphics cards. This has resulted in the rapid increase in efficient implementa-
tions of computationally demanding complex neural networks and, finally, a remarkable
growth in capabilities to solve advanced problems. Among the most successful architec-
tures of this kind are convolutional neural networks (CNNs, conv-nets). They are ideally
suited for multidimensional data, originate from image processing but can be successfully
applied to other computing domains.

Internet traffic analysis and machine learning are the two worlds that must be con-
nected with one another, especially when applying the latter to the data provided by the
former. The originator of the junction of traffic analysis with CNNs is Wang, who, during
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the innovative presentation at the “Black Hat” conference in 2015 [2], pointed out the simi-
larities between images and TCP flow payloads. Despite the utilization of an autoencoder
to identify network traffic, in a later work, Wang signaled the usefulness of CNNs for
the same task. To the best of our knowledge, this is the first mention of network traffic
identification or malware detection with the advantage of CNNs.

There is a striking change in the number of research papers that are devoted to the
analysis of network traffic by CNN models (see Figure 1). To enhance the analysis, we
distinguish three possible subjects of the articles: malware detection, traffic classification,
and the junction of both. These categories are connected with datasets studied in each
paper. The typical indicators of the datasets are the motifs of data, e.g., captured botnets are
the foundation of the CTU-13 dataset, so each article utilizing it will belong to the malware
detection group.

Figure 1. The growth of CNN-based models, which process transformed network traffic in the years
2015–2020.

What is particularly interesting seems to be the overview from the perspective of
traffic transformation methods before being given as an entry to the CNNs. Deep learning
models require particular data formats that are rarely similar to original computer traffic.
In most of the reviewed articles, the traffic data are transformed into the forms needed
for the analytical part of the whole workflow. These transformations usually require
performing one or more typical actions, e.g., the selection of specific network layers,
trimming the data stream, or computing some traffic features. Due to the given architecture
of some learning algorithms, these data transformations often demand an increase in the
dimensionalities of the traffic data. The network traffic data are a time series, while the
CNNs require multidimensional input consisting of equal-length samples. Due to this
fact, the original traffic data must always be transformed into a format acceptable by the
deep-learning models.

1.2. Our Contributions to the Topic

This survey deals with transformations of the network traffic, which are the input of
the deep learning models, with particular attention paid to the CNN models. We have
studied many articles and finally chose 136 papers written recently in this field of science.
It is essential to highlight that other surveys present these studies from the perspective of
cyber-attacks, particular system traffic, or mixed deep-learning models.

We explicitly focus on the network traffic transformations before being given as an
entry to the CNN models.

1. This paper proposes the new taxonomy of the network traffic transformations for
CNN processing purposes.

2. Additionally, all 136 revised articles are comprehensively investigated and mapped
to the adequate transformation algorithms. The survey differentiates three categories
of research papers:

(a) Traffic classification.
(b) Malware detection.
(c) The combination of traffic classification and malware detection.
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The first contains all articles that focus on encrypted traffic identification. The malware
detection category is about finding unwanted traffic. The last includes research
about both mentioned categories. These categories are firmly connected with the
datasets utilized by each group of authors. Moreover, it is possible to distinguish
different themes of the datasets, such as dealing with VPN traffic or exploring features
of botnets.

3. This work highlights and describes the utilized datasets and the architecture of each
CNN model.

The proposed taxonomy is the first on this topic. While preparing this work, we
inherited and developed the concept from the CNN chapter from [3].

As the number of papers in the described field is constantly growing, we decided to re-
view the proposed works and highlight all scientific observations. The detailed comparison
in this area can establish current trends as well as enhance network traffic analysis.

1.3. Paper Structure

This paper consists of nine sections. Section 2 touches upon fundamental issues in
the discussed scientific field. The following subsections are devoted to main categories of
methods that reflect the ways that the network traffic is transformed prior to transferring
them into the CNN-based neural models. Section 3 presents approaches based on raw
traffic, i.e., network traffic without any filtering. Section 4 is about all transformations
working on flows—particles of the entire traffic. Section 5 highlights data manipulations
on payloads extracted from the raw traffic. Section 6 focuses on all concepts based on
payload that is extracted from flows. Traffic features approaches are the main subject of
Section 7. Section 8, in contrast to Section 7, gives a concrete overview of those articles that
additionally focus on the feature extraction process. Section 9 concludes the paper.

2. Preliminaries

2.1. Network Monitoring

The internet is based on a protocol suite, which was developed by the Defense Ad-
vanced Research Projects Agency (DARPA). The idea of a distributed topology, with a
packet switched network is described from the time perspective by its author Baran in [4].
With the rapid growth of the internet at the end of the 20th century, there was also a
necessity for network accounting and monitoring. Almost in parallel to network traffic
profiling for accounting reasons, frequent and large-scale network attacks have led to an
increased need for developing techniques for analyzing network traffic. In the design
philosophy of the DARPA internet protocols [5], Clark explained flow as being connected
with the necessity to treat differently those packets transmitted by intermediary network
devices with an appropriate type of service demanded by the endpoints applications. In
such a way, particular packets belonging to the same connection can be distinguished.
According to the basic principles of packet switching networks, each datagram from a
network connection can take different routes. In the beginning, the original ARPANET
host-to-host protocol provided flow control based on both bytes and packets. However,
later, due to efficiency reason, only the bytes number was used for acknowledgments.

Later, at the beginning of the 1990s, Mills et al. proposed internet accounting [6].
Network accounting introduced packet aggregation based on flows, using packet header
information. Then, the idea was developed to use real-time traffic flow measurement
(RTFM) [7]. Claffy et al. proposed a methodology for profiling traffic flows on the internet
for communication analysis [8].

Then, with the implementation of the NetFlow [9] protocol, the traditional under-
standing of IP flow was defined as a set of five, up to seven, IP packet attributes flowing
in a single direction. When a TCP session is considered, a flow consists of all packets
transmitted until this session terminates. NetFlow, among others, uses the following IP
packet attributes: IP source address, IP destination address, source port, destination port,
layer 3 protocol type, type of service, router or switch interface. All packets with the
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same earlier-mentioned attributes are grouped into a flow, and then packets and bytes
are counted. With the introduction of the IP flow information export (IPFIX) protocol,
the number of flow attributes, named IPFIX information elements, increased to several
hundred. The RFC7011 explains that [10]: “(. . .) A Flow is defined as a set of packets or
frames passing an Observation Point in the network during a certain time interval. All
packets belonging to a particular Flow have a set of common properties. Each property is
defined as the result of applying a function to the values of:

1. One or more packet header fields (e.g., destination IP address), transport header fields
(e.g., destination port number), or application header fields (e.g., RTP header fields
[RFC3550]);

2. One or more characteristics of the packet itself (e.g., number of MPLS labels);
3. One or more of the fields derived from Packet Treatment (e.g., next-hop IP address,

the output interface) (. . .)”.

In the studied papers, we have found different usages of the flow term with sev-
eral nouns, such as traffic, packet, data, and IP packets, which can mislead the read-
ers. Therefore, we have decided to unify network traffic terms for this survey as the
following definitions:

• Raw traffic —network traffic observed in an observation point, such as a line, to which
the probe is attached, an Ethernet-based LAN, or the ports of a switch or router [10].

• Flow (also called traffic flow (e.g., [10]), network connection (e.g., [11]), internet stream
(e.g., [12]))—grouped raw network traffic according the same properties, usually 5-
tuple: source and destination IP address, source and destination port number, and
type of service.

• Session—bi-directional flow. Traffic grouped according to the same properties as a
flow, which mimics conversation between the end devices. A session usually requires
establishing a TCP connection in the form of a three-way handshake.

• Traffic features [13] (also called flow features)—set of features describing the traffic.
They can be statistical features of flow data obtained from flow probe, using one of the
flow profiling protocols, e.g., IPFIX, or processed using the appropriate software or
particular network protocols headers fields [14]. When collected and exported in IPFIX
flow records, they are called information elements (IEs) [10]. Some of these features
can be exported in IPFIX flow records, using a textual representation of IPFIX [15]. A
standard list of IEs is maintained by the internet assigned numbers authority (IANA).
Moreover, the internet community can define their new elements, which fulfill the
applications’ specifications [16]. Hofstede et al. prepared a more detailed specification
of flow monitoring with NetFlow and IPFIX [17].

• Payload—transmitted data encapsulated in the particular ISO/OSI model protocol
data unit (PDU). The Layer 4 (and above layers) payload (L4+ payload) are the actual
upper—layers (L5, L6, L7) data, e.g., HTTP request or response—FTP data. The Layer
3 payload is a segment (TCP) or a datagram (UDP) of the Layer 4 PDU, including the
L5-L7 PDUs. The Layer 2 payload (L2 payload) is a packet—usually an IP packet.

Traffic data can be collected from an observation point with a hardware or software
solution. Written in C, an open-source library Libpcap (see: https://www.tcpdump.org/,
accessed on: 2 July 2021) is available for different platforms. This library delivers an
application programming interface (API), which can be implemented in capturing software,
e.g., tcpdump or Wireshark. Collected traffic data with the libpcap library can be saved in
the pcap file format and used to create a dataset for analytics and classification.

Depending on the available datasets (see Section 2.4) and implemented machine
learning algorithms, traffic datasets can directly feed the chosen CNN-based deep learning
model (CDM) or may have to be pre-processed according to several paths, as is presented in
the upper part of the workflow diagram in Figure 2. Different possible side paths—raw
traffic processing or filtering—are indicated with blue arcs.
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The straightforward path is with only trimming or padding block. In the case of using
only internet raw traffic for a machine (deep) learning (straight line in Figure 2), there is
a necessity to change the length of the original stream data into chunks to prepare these
according to the input size of the chosen CDM. If the input dimension of the selected model
is smaller than the stream data chunk, the latter has to be trimmed to the size of the CDM’s
input vector dimension. When the input stream is shorter than is expected by the CDM,
the remaining part of the input vector is padded with an arbitrarily selected value—usually
with zeros, to fit the suitable CDM’s input vector dimension.

Following two side paths—alternatively: flows or sessions—requires grouping traffic
data according to the same properties. Then, the flows or sessions’ data must be trimmed
or padded, again as in raw traffic, to fit the suitable CDM’s input vector dimension.

An alternate path for flows or sessions data can lead through selected layers (L2, L3,
L4+) payload extraction. In intrusion detection systems (IDS), such processing is called
deep packet inspection (DPI). Then again, extracted payloads must be trimmed or padded
to fit the suitable CDM’s input vector dimension.

Finally, the traffic data samples became an input for machine learning data described
in more detail in Section 2.2.

Figure 2. Workflow diagram of network traffic classification using deep convolutional neural
networks with various data transformation paths.

2.2. Convolutional Neural Networks

Deep neural networks have recently become one of the hottest methodologies applied
in machine learning and pattern recognition. They provide machine learning models that
surpass previous approaches. Thanks to the rapid development of computing resources
and common usage of relatively cheap parallel-computing platforms, previously long-
lasting machine learning tasks have become available for everyone. Among the most
popular types of deep networks are convolutional neural networks (CNN) [18]. They are
based on convolution operators, the weight of which is a subject of learning. Due to the
multidimensional nature of convolution, the CNN has gained enormous popularity in
image processing and analysis. Their history starts from the LeNet [19] by LeCun et al.,
which was a breakthrough in image pattern recognition. The CNN-based approach consid-
erably surpassed the previous methods to classify hand-written digits recognition (MINIST
datasets). It became possible because the neural network, in this case, is responsible not
only for classifying the data samples (as, up to that time, typical neural nets did) but also
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for extracting features. In particular, the convolutional layers perform this task. In the case
of conv-nets, the typical structure of the recognition scheme consists of two parts. The
first one is a set of consecutive convolution layers that are stacked alternately with pooling
layers. Convolution layers are responsible for extracting data features while pooling layers
for reduction of the data size. The combination of feature extraction with size reduction
allows for detecting data features at increasing scales. Finally, if necessary, the output of
the convolution and pooling layer is flattened to obtain a final feature vector. Its further
processing is a typical classification task that is usually based on the structure resembling
(or sometimes being equal to) the multilayer perceptron (MLP classifier). Contrary to con-
volutional layers, in classification layers, all neurons located at a given layer are connected
to all in the next one. Because of that, they are called fully connected (FC) or dense layers.
The combination of the CNN and FC layers constitute the complete classification frame-
work. In many papers, the name CNN is spread into the complete neural model consisting
of both parts, the actual CNN and FC. However, formally speaking, it should rather be
used exclusively for the first—feature extraction—part of the model. An example of such
a type of network is shown in Figure 3. The diagram shows the LeNet consisting of the
two parts mentioned above. The data feature extraction part inputs and the 32 × 32 image,
consist of layers—convolution (conv 1), pooling (pool 1), convolution (conv 2), pooling
(pool 2)—and outputs the vector of 400 data features. The classification part consists of
three fully connected layers: the first with 120 neurons, the second with 84 neurons, and
finally, the third with ten neurons. The number of neurons equals the number of output
classes, which is equal, in this case, to the number of possible digits that might appear on
the input image. For the sake of simplicity, we use shortcuts for the principal layers of the
neural model: C—convolutional layer, P—pooling layer and, FC—fully connected layer.
The LeNet structure may thus be coded as C|P|C|P|FC|FC|FC.

Figure 3. Architecture of the LeNet neural network (C|P|C|P|FC|FC|FC).

In the classic case of the image input data, the number of its dimension equals 2 for
gray-level images and 3 for color ones. In the first case, it is a data array, the sizes of which
equal the image sizes. In the second one, such a structure is tripled and consists of three
planes of the size of an image, each of which represents one color component (in most cases
red, green, and blue). The size of the third dimension equals, therefore, 3. Although the 2D
and 3D above structures are mostly used in the digital image domain, the 1D input is also
possible. In such a case, the convolution in at least the first layer is a 1D convolution.

Following the enormous growth in popularity of the CNN structures, they started
to be applied in many domains other than vision systems. One of these domains was
the categorization of the IP network traffic. In this case, the input data to be classified
are samples of the network traffic. The resulting classes, in turn, are related to the types
of traffic.

There are several ways of preparing the traffic data to obtain valuable input for the
machine (deep) learning model described in detail in Section 2.1 (see also Figure 2). One of
the possible preprocessing methods makes use of the traffic features. These features are,
however, different from data features extracted by CNN. The primers are intentionally and
carefully selected features of particular meaning: either properties of the traffic (e.g., IP
address, port) or some statistics (e.g., number of bytes, packets). The data features, in turn,
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are automatically selected numbers derived from the original data vector that makes the
input of the learning model.

In traffic analysis applications, the input data are one-dimensional time series con-
sisting of consecutive bytes transmitted. Following various dimensionalities of possible
inputs of the CNN (1-, 2- or 3D), one may find in the traffic analysis several solutions that
either keep the original 1D dimensional nature of the traffic data, or increase the number
of dimensions. The 1D CNN solutions consist of 1D convolution filters, at least at the
input layer. The 2D solutions add the second dimension by using, in the vast majority
of cases, two approaches: traffic wrapping or one-hot encoding. The 3D solution either
exploits more sophisticated wrapping or combines both techniques. The schematic diagram
showing the data flow in each case is shown in the lower part of Figure 2.

Independently of the method used to add the second dimension of data, the input
data for the machine learning model should consist of equal-sized data samples. To obtain
such samples, data trimming (for samples originally too long) or padding (for those that
are too short) is usually performed (see Section 2.1 for details).

The traffic wrapping cuts the data sample consisting of n bytes into n2 pieces of the
same length n1. Values of n1 and n2 are chosen in such a way that n1 · n2 = n. In the
output data 2D array, each data value has not only neighbors that were transmitted just
before and just after (these are horizontal neighbors in the 2D array), but also has vertical
neighbors that, coming back to the original 1D data sample, are equivalent to the data
values that appeared at a certain time before and the same time after the current data value.
For example, if the data sample of size n consists of bytes, the t-th byte has two direct
horizontal neighbors, t − 1 and t + 1, and two direct vertical ones, t − n1 and t + n1. The
traffic wrapping is shown in Figure 4. This approach performs in a way that may be called
linear stacking and is applied in all but one among the studied approaches. Several atypical
approaches to 1D to 2D sample mapping (diagonal, waterfall, spirals) were studied in [20].

Figure 4. Introducing the second dimension by wrapping the network traffic data.

The second technique of increasing the traffic data dimensions is one-hot encoding. This
approach replaces numerical integer values by the binary vector such that all but one of its
elements equals zero, and the unique element equals one. Such an approach is applicable
for numerical variables belonging to a finite set of m possible values (for example, a value
of a byte belongs to the set of possible m = 256 values). The one-hot-encoder thus inputs
an integer of m values and outputs a binary vector of size m, containing value one at the
position related to the current input values and zero elsewhere (an alternative solution
encodes n-values variable as a binary vector of size n − 1, where the n-th input value is
encoded as an all-zero output). Replacing single values by vectors converts the 1D vector
of integers into a 2D binary array—see Figure 5.
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Figure 5. Introducing the second dimension using one-hot encoding.

The origin of the one-hot encoding approach is related to the observation that—in
most cases—elements of the traffic data sample (single values) are not ordered, and there is
no intrinsic order of values represented by bytes. They usually represent some pieces of
information encoded using bytes via standardized codes. They should thus be treated as
unordered categorical values, rather than a set of consecutive integers. This property makes
them different from, for example, image data, where pixel values are ordered—higher
values of pixels represent a higher value of luminance. The property of having ordered
values of the input data is essential in neural network learning algorithms, which are
inseparable parts of the neural models that use gradient descent approaches to modify
network weights iteratively.

The one-hot-encoded vector is the sparse 1D data structure of the length equal to
the encoded variable’s possible values. Making it shorter is possible, using another clas-
sic trick—the embedding technique. It produces a shorter vector of a given length of
possibly the same amount of information as the one-hot-encoded input. The vector em-
bedding is performed using a fully connected layer that takes a binary one-hot-encoded
vector as the input and produces a shorter embedding vector further processed by the
convolution layer(s).

The architecture of the neural models consists of classic convolution, pooling and fully
connected layers. It also includes often typical mechanisms found in other deep-neural
models, such as regularization (mostly drop-out), preventing overfitting, or softmax output
normalization that allows for interpreting the output of the model as probabilities.

In many neural approaches to network traffic analysis, pre-trained neural CNN-
based models are used. They gained popularity in the image analysis domain due to
their effectiveness and ability to work as backbones in many image analysis fields. In
their case, the transfer learning approach in most widely used, where the image pre-
trained model is learned to adapt to the network-traffic data. Pre-trained models focus on
recognizing single objects located within the image and work usually on images with fixed
sizes. To this group belong the following well-known networks: LeNet [19], AlexNet [21],
GoogLeNet/Inception [22], DenseNet [23], ResNet [24], VGG [25], XCeption [26], and
MobileNet [27].

2.3. Visual Aspects of the Traffic Data

The visualization of the network traffic is one of the classic approaches to traffic
monitoring. The most traditional way is visualizing network structure as graphs where
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nodes and edges represent the network topology. A routing graph is a typical example
of such visualization. However, this is just one of the possible network visualizations.
Along with developing the internet and constantly increasing abilities to process traffic
data, data visualization techniques have always played a significant role in this field. There
have been many contributions in this field since the first editions of the Visualization for
Cyber Security (VizSec) forum [28,29]. To perform meaningful visualizations, in some
cases, authors use data reduction methods, e.g., PCA for dimensionality reduction [30].

Thanks to transforming the 1D time series of the original traffic data into 2- and
3-matrices, one may look at network traffic as digital images [31]. The single elements of
the traffic data samples—which, in most cases, are simply bytes—play the role of pixels.
The luminance of the pixel refers to the value of a particular element/byte, where higher
byte values are represented by lighter pixels. The 1D traffic data converted into higher-
dimensional data samples of a fixed length may be displayed as binary, gray level, or
color images. In the first case, the input must be binary. One uses this type of traffic-
to-image transformation in the case of one-hot-encoded network traffic. In the case of
gray-level images, image pixels, one usually applies wrapping techniques. The resulting
gray-level image looks like an image of a texture, including either irregular or regular
patterns. In rarer cases, the resulting image is a color one, which is the 3D data structure.
The third dimension has a fixed size of 3, due to the number of planes referring to three
color components. Each of them is a gray-level image with the luminance value associated
with the intensity of a particular component.

They interpret the network-traffic samples as images allowed for directly applying
the image-processing techniques to this type of, initially, non-image data. They have been
used, e.g., for detecting anomalies in internet traffic [32,33].

Because 2- and 3D CNN-based neural models were initially developed to process
digital images, image representation of traffic has become an obvious visualization method
in the CNN-based neural models. Since the ready-to-use neural backbone models are
designed to process the input data of a fixed size, the size of the traffic data sample must
become compliant with the input image size.

Because 2- and 3D CNN-based neural models were initially developed to process
digital images, image representation of traffic became an obvious visualization method in
CNN-based neural models. Since the ready-to-use neural backbone models are designed
to process the input data of a fixed size, the size of the traffic data sample must become
compliant with the input image size. This fact is noticeable in many network models
where the size of the traffic data sample is equal to the size of the input of the neural
model initially developed to process images of particular sizes. A typical example of such
a strict dependence of the traffic data sample and the input of pre-trained backbone is a
sample size that equals 784, which appears in many approaches. They also force the 2D
input of the neural model equal to be a square array, where the length of the edge equals
28 (28 × 28 = 784)—see [34]. Such a choice is not motivated by the particular properties of
the network traffic, but by the neural LeNet model, which was originally used to recognize
hand-written digits on squared bitmaps of size 28 × 28. Examples of images of network
traffic processed using the method [34] are shown in Figure 6. The grayscale images are
built from matrices using flow wrapping. The hexadecimal value of black pixels stand for
0x00, and white ones for 0xff. One may see that different samples of the same traffic (rows)
look similar, while images derived from different types of internet traffic differ from one
another (columns).
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Figure 6. Traffic visualizations of trojan Zeus (the first column), Skype (the second column), Outlook
(the third column), backdoor Htbot (fourth column) and botnet Virut (fifth column). Images were cre-
ated by the authors with the advantage of the tool introduced in [34] on the USTC-TFC2016 dataset.

2.4. The Datasets

The crucial role in all machine learning methods is that of the datasets. They are
necessary to perform the learning process of classifiers. They also help compare various
approaches. In the case of traffic classification, several open datasets are commonly used
in papers under study. The datasets include various types of traffic data: raw traffic,
flows and features. Short characteristics of the most frequently employed in the studied
papers are listed in Table 1. Figure 7 shows the popularity of particular datasets in the
investigated papers.

The group of 28 articles use less popular datasets (Figure 7). These datasets in alpha-
betic order are as follows:

Table 1. The summary of the most popular datasets used in the studied papers—sorted by the year of creation.

Dataset Applied in Format Size [GB] Year

KDD Cup 1999 9 articles: [35–43] features 0.74 1998
NSL-KDD 7 articles: [38,43–48] features 0.04 2009

ISCX-IDS-2012 6 articles: [49–54] flow, raw packets 8.42 2012
CTU-13 5 articles: [55–59] features, raw packets 74.27 2013

UNSW-NB15 5 articles: [31,42,60–62] features, flow, raw packets 0.55 2015
ISCX VPN-nonVPN 19 articles: [12,49,51,57,63–77] features, raw packets 28 2016

USTC-TFC2016 11 articles: [34,66,68,69,78–84] raw packets 3.71 2017
ISCX-IDS-2017 5 articles: [42,49,54,85,86] features, flow, raw packets 51.1 2018

Figure 7. Popularity of the datasets within the reviewed articles. Digits in the brackets stand for the
number of all occurrences of each dataset.

BoT-IoT, CAN 2017, CIC-AAGM2017, CIRA-CIC-DoHBrw-2020, CSE-CIC-IDS2018,
CTU-Malware, CTU-Mixed, DARPA 1998, DARPA 1999, EDU1, ISCX-Bot-2014, ISCX
Tor-nonTor, Malware Capture Facility Project (malware), MAWILab, Mirai-RGU, NIMS,
NLANR AMP, NLANR MAWI, SCU-RNE, UPC Broadband Traffic Research group’s
dataset, VAST 2013 challenge and WRCCDC.
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All the datasets contain a certain number of labeled traffic samples. Labels refer to the
traffic classes. Classes always belong to one of two groups. In most cases, these groups
are malware and benign traffic. One dataset, VPN-nonVPN, contains classes grouped
according to the VPN connections within the frames of which the traffic was registered.
For details regarding classes, see Table 2.

There are many datasets used in scientific papers for network monitoring and clas-
sification. They usually consist of real or simulated data. Some of them are described
only in publications but are not available for other researchers for methods evaluation.
In this survey, we have selected and compared only those datasets that were used in the
research described in the studied papers. A comprehensive analysis that highlights datasets
utilized for IDS concepts purposes is in [87]. The paper touched upon the question of
pcap and NetFlow differences. It analyzed common datasets concerning the wanted traffic
occurrence (not malware), the data format, anonymity, volume of the traffic, type of traffic,
labeling, etc. It is crucial to point out that some described datasets are publicly available.

Table 2. The traffic details of the most popular datasets. Datasets are sorted by the number of occurrences in articles.

Dataset Type of Data Traffic Details

ISCX VPN-nonVPN encrypted
14 classes: Browsing, VPN-Browsing, Email, VPN-Email, Chat, VPN-Chat,
Streaming, VPN-Streaming, File Transfer, VPN-File Transfer, VoIP, VPN-VoIP, P2P
and VPN-P2P [63].

USTC-TFC2016 malware

20 classes: 10 malware and 10 benign traffic. Malware: Cridex (a worm), Geodo (a
trojan), Htbot (a backdoor), Miuref (a trojan), Neris (a botnet), Nsis-ay (a botnet),
Shifu (a trojan), Tinba (a trojan), Virut (a botnet), Zeus (a trojan). Benign traffic:
BitTorrent, FTP, Facetime, Gmail, MySQL, Outlook, SMB, Skype, Weibo,
WorldOfWarcraft [34].

KDD Cup 1999 malware 41 traffic features and 22 attacks. The 4 attack categories are: Dos, R2L, U2R and
Probing [43].

CTU-13 malware
7 botnets: Neris, Rbot, Virut, Menti, Sogou, Murlo, NSIS.ay in 9 different
characteristics: IRC, SPAM, ClickFraud, Port Scan, DDos, FastFlux, P2P, HTTP and
compiled and controlled by the researchers [88].

ISCX-IDS-2012 malware 4 attack scenarios: Infiltrating the network from the inside, HTTP DoS, DDoS using
an IRC botnet and SSH brute force [87].

NSL-KDD malware 41 features and 1 label. The 3 groups of features are basic features, content features;
and traffic features. Possible attack labels are: DoS, probe, U2R and R2L [45].

ISCX-IDS-2017 malware

16 types of attacks: Brute Force (FTP-Patator, SSH-Patator), DoS/DDoS (DoS
slowloris, DoS Slowhttptest, DoS Hulk, DoS GoldenEye, DDoS LOIT), Web Attacks
(Brute Force, XSS, SQL Injection), Infiltrations (Dropbox download, Cool disk –
MAC), Bugs/Exploits (Heartbleed, Meta exploit Win Vista), Botnet ARES and Port
Scan [89].

UNSW-NB15 malware 9 types of attacks: Fuzzers, Analysis, Backdoors, DoS, Exploits, Generic,
Reconnaissance, Shellcode and Worms [90].

Having a given dataset, in the case of network traffic classification, one follows the
classic machine learning workflow. The dataset is divided into training and testing sets.
The former is used to train the neural model, while the latter is used to test it. However,
this workflow is preceded by transforming the network traffic data into data samples that
the neural model may use. Finally, the evaluation of the results is usually performed using
typical measures: precision, recall, accuracy, and F1-score.

2.5. Other Surveys

Because the classification of computer network traffic seems to be a leading trend
in the latest research, many surveys have been published that widely discuss this topic.
However, each paper examines the scientific problem from a different perspective.

Identifying malware by machine learning techniques was widely investigated in [91].
The paper focused on different types of malware analysis. In addition, one can find a
brief description of common malware types. Then, feature selection, classification, and
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clustering for malware detection were discussed. Finally, the authors mentioned trends of
malware development. The survey did not focus on network traffic.

Another paper [92], was written on the subject of traffic classification for quality
of service purposes. The article examined many machine learning methods and their
advantages for anomaly and intrusion detection. It is important to highlight that the survey
also discussed the practicality of the methods. Unfortunately, when it comes to CNNs,
there was only one paragraph fully devoted to the history of CNNs.

Unwanted network traffic detection in the Internet of Medical Things (IoMT) was
extensively discussed in [93]. Researchers analyzed types of malware attacks, architec-
tures of the IoT environment and taxonomy of security IoT protocols. The latter focused
on key management, authentication, access control and intrusion detection. The arti-
cle stated that future research will be based, among others, on blockchain usage and
cross-platform detection.

Work in the topic of Android malware classification was categorized in [94]. In the
paper, a novel taxonomy of android malware families was introduced. The interesting part
of the paper is a list of Android malware datasets and the surveyed articles’ limitations.
The paper finished with future directions.

A comprehensive review of malware analysis tools that detect and analyze malware
executables is given in [95]. Except for reverse engineering tools as well as memory
forensics, packet analysis, detection tools, online scanners and sandboxes were elaborated.

Deep learning techniques were introduced as those that can quickly solve complex
problems [96]. The article highlighted the following architectures of deep neural networks
(DNNs): feed-forward neural network (FNN), convolutional neural network (CNN), re-
current neural network (RNN) and generative adversarial network (GAN). One section
touched on the deep learning private data frameworks. The deep learning threats and
attacks, as well as defense techniques, were also examined.

A survey [1] for collecting articles that propose deep learning-based modes to find
intrusion in the network data was introduced. In the paper, one can find the taxonomy of
deep learning models. In the list of research papers on supervised instance classification
models for intrusion detection, there is a brief mention of [34]. The authors, among others,
concluded that advances in deep learning methods are noticeable. On top of that, they
said that it is often impossible to reproduce some deep learning models, due to the lack of
adequate information. The authors also proposed a novel classification of four network
traffic datasets.

The utilization of deep learning methods for the purposes of cybersecurity was ex-
amined in [97]. The paper singled out types of machine learning, types of deep learning
and algorithms for both. Then, deep learning platforms were examined. Finally, the article
outlined network attacks. CNN usage by [34] was only mentioned. The detection of cyber-
attacks to the IoT infrastructure with the advantage of deep learning articles was widely
discussed in [98]. The researchers reviewed the IoT architecture, reference models and IoT
protocols. Then, they introduced threats against IoT systems and continued with intrusion
detection systems (IDS). An interesting IDS taxonomy was also described in the paper. In
the CNN section, they mentioned a few articles, but only [34] is related to security, based
on network traffic. The next survey dealt with the development and detection trends of
unwanted software [99]. In addition, the authors focused on those areas that were omitted
by other surveys, e.g., advances in the creation of new types of malware.

The detection of intrusions throughout analysis of images generated from network
traffic was outlined in [100]. The paper distinguished classical and neural networks
methods. The authors dwelt on deep learning models of the convolutional neural network
(CNN), long short-term memory (LSTM), support vector machine (SVM) and hybrid ones.
When it comes to only CNN models, they detailed the works of [20,34,56,85]. This review
points out that [101] was one of the first concepts of converting network traffic to images.
The paper aroused our interest. The work proposed the creation of two-dimensional images
that consist of 4 bytes in an IP address structure. The matrix then shows the intensity of
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traffic in the image representation. Nevertheless, this idea does not refer explicitly to CNN,
and is not covered in further sections of this survey.

A systematic literature review highlighted interesting trends in the IoT infrastruc-
ture [102]. The researchers concluded that the majority of attacks take place in the network
layer. There is a mention of the most popular datasets as well as common attacks.

Network traffic classification algorithms, for instance, based on the port number,
statistical characteristics, host behaviors and deep learning, was considered in [3]. The
last category encapsulated the following models: stack autoencoder (SAE), CNN, LSTM
and deep belief networks (DBN). The CNN section described only three methods, where
the CNN input was transformed beforehand—From the one-dimensional data to different
one-dimensional data, to two-dimensional data or to three-dimensional data.

While preparing this survey, we decided to develop the concept of describing nothing
but the CNN models’ usage for traffic classification and malware detection purposes.
Contrary to [3], our article consists of 91 papers, i.e., all papers on this topic written until
2021. The conclusion of the CNN chapter in [3] is that the transformation from the 1st
dimension to the 3rd dimension is better than other transformations. We believe that it is
hard to hypothesize with only a few examples. On top of that, the compared examples
utilized a variety of methods. Therefore, the proposed survey inherits and enhances the
classification of different forms of transformations.

3. Raw Traffic

The first group of transformation methods works on the captured packets as they
come in—the raw traffic. This type of data seems to be the most direct input of the CNN-
based deep learning model (CDM), as its considerable merit is the lack of necessity of the
prepossessing phase. However, only four research groups decided to base their work on
this type of data while crafting the CNN input. These are 1D transformation [78] and 2D
input concepts [35,103] (see Table 3). In addition, ref. [79] proposed both a 1D approach
and a 2D one.

The one-dimensional entry to CNN is a vector created from raw traffic packets. While
transforming packets, Marín et al. proposed the removal of only two attributes of traffic
from protocol data units (PDU), i.e., MAC and IP addresses [78]. After that, a fixed size of
1300 bytes is set. It means that all longer packets are trimmed, while smaller packets are
zero-padded. In the end, each packet is labeled to be either benign or malware. Finally,
vectors are given to the 6-Layer CNN, which is tested on the USTC-TFC2016 dataset. This
is an unwanted traffic detection approach.

The idea of wrapping raw traffic packets into the matrix was proposed by Ko et al.
to test an 11-Layer CDM [103]. Traffic originated from the EDU1 dataset. This research
proposed 200 × 200 bytes images. This is a traffic classification approach.

The scientific concept of raw traffic packets wrapping was further studied by Jia et al. [35].
The traffic images were based on the DARPA 1999. The authors unified the packets length
so that each reached 784 bytes. Then, they wrapped the vector to create a matrix of 28 × 28
bytes size. The paper provided the images as an entry for LeNet [19]. The work’s aim was
to enhance malware detection—in particular, the detection of intrusions.

The following paper, written by Zhang et al., used two different versions of CNN
input [79]. The 1300 bytes size vectors are given to two 10-Layer CDM. 2D CNN obtains a
traffic matrix, whose size is not revealed. It is important to highlight that vector as an entry
to 1D CNN achieves better results than the matrix given to the 2D CDM. In the proposed
approach, the packets are left unchanged. The deep learning model works on raw traffic
from the USTC-TFC2016 dataset to detect malware. The paper proposed two types of
transformations.
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Table 3. The summary of articles that are in the raw traffic transformation group.

Article Input Dimension Layers Dataset Year

[78] 1D C|P|C|P|FC|FC USTC-TFC2016 2018
[103] 2D (200 × 200) C|C|P|C|P|C|P|F|FC|FC|FC EDU1 2019
[35] 2D (28 × 28) LeNet [19] DARPA 1999 2020
[79] 1D, 2D C|C|P|C|C|P|F|FC|FC|FC USTC-TFC2016 2019

4. Flows

Flows, grouped raw network traffic according to the same properties, form the second
part of network traffic that could be processed while preparing CNN entries. Some papers
work on datasets that already consist of flows, whereas others order the raw traffic to pick
up all packets belonging to each flow.

4.1. One Dimensional CNN Input

A big group of research articles processed, in CNN-based tools, vectors built from
flows. The transformations are basically differentiated in two areas: sizes of input vectors
and data manipulations [49,64,66,80–82,104,105] (Table 4).

An extended version of [78] was widely elaborated by Casas et al. for flow vectors
in network security, i.e., malware detection [104]. The authors decided to use only two
packets and the first 100 bytes of each. This approach was based on statistical calculations.
The 3-Layer CDM was tested on the MAWILab dataset.

The same research group, Marín et al., continued to investigate malware detec-
tion [105]. The authors checked the same, previously proposed CNN tool with vectors
crafted from flows of the CTU-Malware dataset. Then, the tests were extended with USTC-
TFC2016 in the next two papers [80,81]. In each, the 3-Layer CNN obtained the flow vector
as an input. The articles also tested different machine learning models, also not related
exclusively to CNNs.

The objective of traffic classification enhancement was set out by Song et al. in [64].
The authors utilized 8-Layer CDM, which contains an embedding layer (EMB). Pcaps
from ISCX VPN-nonVPN were then transformed to flow vectors to test the CNN models.
Traffic prepossessing was done according to the idea of Wang Wei et al. [34]. Wang’s
concept is described in the next subsection. After the normalization process, the one-hot
encoding method was used for each byte in the vector, which enlarges up to 255 different
values of bytes. The matrix consists of concatenated vectors. To increase the speed and
effectiveness of the process, all one-hot-encoded vectors of the matrix are converted into
low-dimensional dense vectors.

Hwang et al. widely tested different sizes of CNN input vectors [82]. An exam-
ple of the vector is 2 by 50 bytes, which means two flows and 50 bytes of each. The
researchers used pcaps from the USTC-TFC2016, the Mirai-RGU and their own datasets.
The introduced 11-Layer CDM to deal with malware detection, especially anomaly detec-
tion problems.

The proposed concept of Chen et al. can determine whether traffic belongs to any
of the known classes [66]. The idea requires unchanged flows that form vectors, which
later become the input of the 16-Layer CDM. This function enhances the capability of the
detection of yet-unknown traffic. The tool was tested on two datasets: USTC-TFC2016 and
ISCX VPN-nonVPN. This article is an example of both approaches: traffic classification as
well as malware detection.

Flows were also used by Chen et al. to form a 1D-CNN input [49]. Vectors of the sizes
of 784 bytes were created due to the idea of [63]. Three different datasets—ISCX VPN-
nonVPN, ISCX-IDS-2012 and ISCX-IDS-2017—were used to check the proposed 5-Layer
CDM’s effectiveness. The CDM classifies traffic.
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4.2. Two-Dimensional CNN Input

Contrary to the previously described approaches, the two-dimensional CDM input
requires increasing the dimensionality of the traffic data. Flow wrapping seems to be
one of the leading trends of traffic manipulations within discussed CNN
entries [34,50,55–58,60,61,68,106] (Table 4). The practical concept, which started in 2017,
wraps the network traffic data into the matrix [34].

The very first article that fulfilled the concept of [2] is the paper written by
Wang Wei et al. [34]. This paper seems to be the first practical approach to utilize CNNs
to process network traffic. Ref. [34] uses 6-Layer CNN to detect malware in the USTC-
TFC2016 dataset. The authors decided to give the CDM a matrix of 28 bytes per 28 bytes.
The process of creating the image (matrix) is the following: raw traffic packets are ag-
gregated into flows or sessions, and then data are anonymized. The next step is to trim
the flows to 784 bytes and ’wrap’ the vector so then one has a matrix of 28 × 28 bytes,
visualized as a gray level image. The authors decided to share the tool used to create the
matrix. While aggregating the packets into flow, one can choose one of the four versions of
the process:

• Trim according to flows with all network layers;
• Trim according to flow with only Layer 7 (L4+);
• Trim according to session with all network layers;
• Trim according to sessions with only Layer 7 (L4+).

The choice of the only L4+ could have been placed in Section 6 of our survey. Never-
theless, the remaining two aggregating methods are also widely discussed in the paper,
and this indicator makes the paper ideal for this section.

Moskalenko and Moskalenko proposed a typical flow wrapping to check 2-Layer
CNN for malware detection [55]. To create the matrix, raw packets are aggregated into
flows. Then, 784 bytes of sequential flows are taken to create a wrapped vector—the matrix
of 28 × 28 pixels. The last step is to normalize the matrix values (pixels’ brightnesses) in
the range [0,1]. The CDM is tested by pcaps from the CTU-Mixed and CTU-13 datasets.

Flow wrapping is also utilized to detect malware—more specifically, botnets by
Taheri et al. [56]. The flows from the CTU-13 dataset are transformed into grayscale images
of 28 bytes × 28 bytes and delivered to the entry of the DenseNet CNN [23]. It is important
to underline that all layers of flows are utilized.

Zhou et al. delivered the following sizes of session images to the entry of the 5-Layer
CDM: 16 × 16, 20 × 20, 28 × 28, 32 × 32 [106]. The CDM detecting botnets was tested
on the ISCX-Bot-2014 dataset. The raw traffic packets from the dataset were aggregated
into flows.

The transformation concept of [34] was utilized in the malware detection article of
Wang et al., which introduced the 5-Layer CDM [60]. The tool tests were conducted
on captured packets from the UNSW-NB15 dataset. From the raw traffic, sessions were
cropped. Finally, the CNN input was a 28 by 28 bytes matrix.

The same transformation to 32 by 32 bytes images was used in the research in which
malware detection was a theme [57]. Huang et al., in their article, tested the 7-Layer CDM’s
quality against sessions with all layers from the CTU-13 and ISCX VPN-nonVPN datasets.

The novel transformation of flow via one-hot encoding was proposed by Wang et al. to
test 5-Layer CDM (named HAST-I) [50]. The CNN tool was introduced to detect malware.
The network traffic came from the DARPA 1998, and ISCX-IDS-2012 datasets. In the
beginning, raw packets were aggregated into flows. Then, during thorough tests, flows
were trimmed to either 600 or 800 bytes. Later, one-hot encoding transformed each byte in
the vector into a vector. All the vectors were transpositioned and then concatenated so that
a matrix was formed. The smaller, 256 × 600 bytes image achieved the best classification
results for the ISCX-IDS-2012 dataset, while the 256 × 800 bytes were ideal for DARPA 1998.

A few different traffic transformations for malware detection purposes were based on
three CDMs [61]. Out of the proposed tools, only one was exclusively CNN. The different
CDMs of Millar et al. were given three different types of entries: 50 byte flow vector, 24
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traffic features and flow wrapping. The first two methods tested non-CNN based models,
whereas the last type of entry was a 2D flow image, which was given to the CNN model. In
these flows’ images, each pixel represents a byte of data in the network. A row of the image
stands for the next packet in the flow. In each field, the value means the packet filling. The
CNN model was tested on UNSW-NB15.

Moskalenko et al. investigated flow wrapping inherited from [34] to detect mal-
ware [58]. It used LeNet [19]. The tests input was taken from two datasets: CTU-Mixed
and CTU-13.

A simple flow wrapping method to 28 × 28 bytes matrices was used during the image
generating process [68]. Li et al. proposed traffic classification for 9-Layer CDM, which
was tested on data from the ISCX VPN-nonVPN and USTC-TFC2016 datasets.

4.3. Various Dimensionalities

A few papers verified the various dimensions of CNN inputs built from
flows [12,63,65,67,69,83,107,108] (see Table 4).

Flow vectors are the input of the 6-Layer CDM proposed by Wang et al. [63]. Data are
transformed as in [34] until the 784-byte vectors are formed. In this approach, the CDM
deals with the ISCX VPN-nonVPN dataset. Additionally, the researchers mentioned that the
proposed method is compared with 2D transformation. The interesting outcome achieved
by the authors was that the 2D approach achieved worse results than the 1D approach.

A thought-provoking transformation of network traffic into the third dimension to
classify traffic was proposed by Ran et al. The researchers utilized the 8-Layer CDM [83],
and then tested it on pcaps from USTC-TFC2016. The 3D model was built in four steps.
The first one identified flows within packets. The next step extracted a chosen number
of bytes from each flow. The third step concerned trimming all packets to one fixed size.
Longer packets were trimmed, whereas shorter ones were padded with zeros. Then, each
packet was transformed into a 2D matrix with the usage of one-hot encoding. To create a
3D image, all 2D images of the same packets had to be put together.

Flow vectors were also used as a CNN entry in the research articles of [107,108].
Aceto et al. utilized three types of CNN entries. Two methods, based on forming 784-byte
vectors, were taken from [63]. The third method proposed a matrix of traffic features as
a CNN entry. We describe this 2D concept in detail in Section 8. The articles utilized
6-Layer CDMs from [34,63]. Flows for this traffic classification approach were taken from
the authors’ own dataset.

While discussing in detail the wrapping flows, one should mention the approach of
Cui et al., which improved it slightly, with the advantage of the sessions’ weights [67].
On top of that, 6-Layer CDM of [63] was checked by traffic that originates from ISCX
VPN-nonVPN. Additionally, during flow transformation, unrelated SNMP, DNS and ARP
sessions were diluted, whereas valid sessions’ weights were increased. The paper’s aim
was to classify traffic. It is important to underline that the paper introduced a 5-Layer
CDM, CapsNet. The core part of the paper, which is a 2D transformation model, achieved
a better outcome than the 1D classification.

The next paper of He and Li distinguished two types of traffic from the ISCX VPN-
nonVPN dataset and touched upon flow wrapping [65]. The raw traffic packets were
aggregated into sessions. Then, for non-VPN traffic, the first 90 non-zero payloads of
flows were taken. In the second group, the VPN traffic one, the first 20 non-zero payloads
were chosen for further processing. In both groups, the tool, introduced in [34], was used.
Additionally, all DNS and NetBIOS names packets were erased. The authors decided to
remove also the three-way handshake packets. Then, traffic images of 28 × 28 byte size
were provided to the 5-Layer CDM for traffic classification. The paper also proposed a 1D
model, which works on 784-byte vectors, and compared its results with the CNN of [70].

Yet another work on the topic of traffic classification slightly modified flow wrap-
ping [12]. The experiment transformed the traffic of the first 20 packets of each flow to
not only 28 by 28 bytes images, but also other square images. These values tested by
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Pacheco et al. were not explicitly specified. In this paper, CNNs from [34,63] were tested
on traffic captured during research as well as on the VPN-NonVPN dataset.

Recently, the concept of wrapping flows to create CNN input images was also utilized
by Chen et al. for malware detection purposes [69]. The tests were conducted on pcaps
originated from the following datasets: VPN-nonVPN and USTC-TFC2016.

Table 4. All research works of the flow transformation method

Article Input Dimension Layers Dataset Year

[104] 1D C|FC|FC MAWILab 2019
[105] 1D same as [104] CTU-Malware 2019

[80,81] 1D same as [104] USTC-TFC2016 and CTU-Malware 2019 and 2020
[64] 1D EMB|C|C|C|C|P|FC|FC ISCX VPN-nonVPN 2019

[82] 1D C|P|C|P|FC|FC|FC|
FC|FC|FC|FC

USTC-TFC2016 and Mirai-RGU
and own 2020

[66] 1D C|C|P|C|C|P|C|C|C|
P|C|C|C|FC|FC|FC

USTC-TFC2016 and ISCX
VPN-nonVPN 2020

[49] 1D C|P|C|P|FC ISCX VPN-nonVPN,
ISCX-IDS-2012 and ISCX-IDS-2017 2020

[34] 2D (28 × 28) C|P|C|P|FC|FC USTC-TFC2016 2017
[55] 2D (28 × 28) C|C CTU-Mixed and CTU-13 2018
[56] 2D (28 × 28) DenseNet [23] CTU-13 2018

[106] 2D (16 × 16, 20 × 20, 28 × 28
and 32 × 32) C|P|C|P|FC ISCX-Bot-2014 2018

[60] 2D (28 × 28) C|P|C|P|FC UNSW-NB15 2018
[57] 2D (32 × 32) C|P|C|P|C|C|FC CTU-13 and ISCX VPN-nonVPN 2018
[50] 2D (256 × 600 and 256 × 800) C|P|C|P|FC DARPA 1998 and ISCX-IDS-2012 2018
[58] 2D (28 × 28) LeNet [19] CTU-Mixed and CTU-13 2020

[68] 2D (28 × 28) C|P|C|P|C|P|C|P|FC ISCX VPN-nonVPN and
USTC-TFC2016 2020

[63] 1D, 2D (probably 28 × 28) C|P|C|P|FC|FC ISCX VPN-nonVPN 2017
[83] 1D, 2D(NS),3D C|C|P|C|C|P|FC|FC USTC-TFC2016 2018

[107,108] 1D, 2D (28 × 28) same as [34,63] Own 2018
[67] 1D, 2D (28 × 28) same as [63] ISCX VPN-nonVPN 2019
[65] 1D, 2D (NS) C|P|C|P|FC ISCX VPN-nonVPN 2020

[12] 1D, 2D (28 × 28 and other
square images) same as [34,63] own 2020

[69] 1D, 2D (32 × 32) C|P|C|P|C|FC ISCX VPN-nonVPN and
USTC-TFC2016 2020

5. Payload Extracted from Raw Traffic

The next possible transformation is based on the extraction of chosen payloads from
the raw traffic. For example, according to Figure 2, one can remove the headers of Layers 2,
3 and 4. The most popular idea is to remove the L4 header and form the CDM entry from
only the L4+ payload.

5.1. One-Dimensional CNN Input

This section outlines those papers that provided the CNN model a vector, formed
with the advantage of payloads and header manipulations [70–73] (Table 5). In this section,
extractions are made from raw traffic packets.

An interesting concept of Lotfollahi et al. is based on 1D vectors, which reach the
length of 1500 bytes [70]. In the first step, headers of L2 are removed. On top of that, there
are some changes in the L4 layer. According to the design, normally shorter than TCP, UDP
packets are padded with zeros to reach the TCP length. The next step is to remove not
only the entire three-way handshake communication, but also the DNS queries. Finally,
the vectors reach the length of 1500 bytes, in which each byte value is normalized. The
paper used the ISCX VPN-nonVPN dataset to test the 6-Layer CDM. This is typical traffic
classification work.

The same transformation idea, like in the previous work, was inherited to classify
traffic [71]. The authors, Akbari and Tahoun, utilized a federated learning model, called
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the model-averaging technique, and created 3-Layer and 5-Layer CDMs. The publication’s
models were tested on the USTC-TFC2016 dataset.

5.2. Two-Dimensional CNN Input

The concept of creating traffic images from the extracted payload of raw traffic packets
is a next form of 2D-CNN input. This transformation was carried out in the following
group of scientific investigations [73,109–112] (see Table 5).

In the research of He and Shi, images were generated with the advantage of wrapping
the payload of raw traffic [109]. It seems that the authors chose the L4+ payload, so they
removed the L2, L3 and L4 headers. The researchers aimed to identify traffic, especially
SSH applications. The used 5-Layer CDM was tested on traffic from the article’s own
dataset. The authors informed that the CNN input is a 28 by 28 bytes image.

Li et al. removed the L2 headers and modified the L4+ headers to form the CNN
input [110]. The modification in L4 means unifying the length of TCP and UDP headers.
On top of that, all duplicated and empty packets (with no payload) were erased. In this
research paper, the transformation of packets to 30 × 30 byte matrices was utilized in order
to classify traffic for virtualization purposes with the 5-Layer CNN. Tests were conducted
on traffic captured by the authors.

The payload of L4+ was extracted from the raw traffic packets to create a 2D im-
age [111]. The creation of the image required taking 10,000 packets from each application
traffic captured in the UPC Broadband Traffic research group. Then, payloads of each
packet were divided by four to constitute one pixel of a future image. The sizes of all
application’s traffic were readjusted to the following: 36, 64, 256 and 1024 pixels. In the
case of a smaller number of payload samples, the images were padded with zeros. The
paper of Lim et al. used 4-Layer CDM and also ResNet to classify the captured traffic.

A similar concept of choosing only L4+ payload while creating images was applied by
Xue et al. [112]. The transformation’s last step was to wrap vectors in order to create 2D
images. The paper utilized six different CNN networks: ResNet [24], VGG16, VGG19 [25],
Inception V3 [22], Xception [26] and MobileNet [27]. Their task was to work on traffic
classification issues. Models were tested on traffic captured within the authors’ research.

5.3. Various Dimensionalities

Papers in this section compare a few transformations methods (see Table 5).
Only the transport layer’s payload (L4+) was taken from the raw traffic to form the

CNN input [72]. The authors Xu et al. tested four sizes of input data: 400, 625, 784 and
900 bytes, which were later left as a vector or transformed to an image. Vectors are the
input to the first 8-Layer CDM. Moreover, the entry of the second 12-Layer CDM is a square
matrix. Four variants were investigated: 20 by 20, 25 by 25, 28 by 28 and 30 by 30 bytes.
Traffic classification tests were extensively conducted with the advantage of pcap files
of the ISCX VPN-nonVPN dataset. Due to the dataset choice, this was a typical traffic
classification approach. The CNNs that work on vectors outperformed those models that
deal with matrices.

The paper of Zhang et al. applied three versions of transformations, i.e., to the vector
(1D), to the matrix (2D) and to the cubic form (3D) for traffic classification purposes [73].
The one-dimensional CNN input is a 1456 byte vector that consists of the raw traffic
payload of L4+. The second dimension was implemented by wrapping a different initial
vector (1521 bytes) into a 39 by 39 byte matrix. The third dimension was also created by
wrapping. An initial vector (1452 bytes) was changed into 22 by 22 by 3 bytes RGB colored
cubic forms. The network traffic was taken from the ISCX VPN-nonVPN dataset as well as
their own dataset. For this transformation, the paper used 5-Layer CDM. The results of the
experiments indicate the matrix as the input for achieving the highest classification results.
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Table 5. Works that extract payload of raw traffic.

Article Input Dimension-Payload Layers Dataset Year

[70] 1D -L3 C|C|P|FC|FC|FC ISCX VPN-nonVPN 2019
[71] 1D -L3 C|C|P|FC|FC and C|P|FC USTC-TFC2016 2019
[109] 2D (28 × 28) -L4+ C|P|C|P|FC Own 2018
[110] 2D (30 × 30) -L4+ C|C|C|C|FC Own 2019

[111] 2D (6 × 6, 8 × 8, 16 × 16 and
32 × 32 [pixels]) -L4+ C|C|P|FC and ResNet [24] Own 2019

[112] 2D (128 × 128) -L4+ ResNet [24], VGG16, VGG19 [25], Inception
V3 [22], Xception [26] and MobileNet [27]

The dataset of the UPC
Broadband Traffic
Research Group

2020

[72] 1D, 2D (20 × 20, 25 × 25, 28 × 28 and
30 × 30) -L4+ C|C|P|C|C|P|FC|FC ISCX VPN-nonVPN 2020

[73] 1D, 2D (39 × 39), 3D -L4+ C|C|FC|FC|FC ISCX VPN-nonVPN
and own 2020

6. Payload Extracted from Flows

This section is entirely devoted to the transformations of raw traffic, which extract
payloads from grouped packets, i.e., flows. This section discusses 13 research papers.

6.1. One Dimensional CNN Input

Another group of articles proposed giving the CNN model an extracted payload of
flows [51,52,113,114] (see Table 6). All papers worked on L4+ payloads, which means that
headers from L2, L3 and L4 were decapsulated.

Zeng et al. created 900 byte vectors from flows and used them to form a 5-Layer CDM
entry [51,52]. While creating the vectors, TCP and UDP headers were removed. In [51] the
malware detection model’s performance was checked with data from ISCX VPN-nonVPN
and ISCX-IDS-2012. The latter paper detected malware in the vehicular ad hoc network
(VANET) by testing the CNN model on the network traffic of the ISCX-IDS-2012 dataset
and their own simulated dataset, NS-3 VANET. The datasets contained pcap files from
which flows were aggregated. In both papers, the main concept was a hybrid deep learning
model, which obtains 30 byte by 30 byte images. These flow images were built according to
the concept of [63]. As the hybrid models do not fulfill the requirements of this CNN-based
survey, the two papers [51,52] are not described in the Section 4.

The next paper of Wang et al. also introduced a CNN input vector, that is, the L4+
payload [113]. The deep learning model’s entry reached the size of 200 bytes. The work
introduced a few models for traffic classification. The solel CNN was App-CNN, which is
a 5-Layer CDM. Flows were taken from the researchers’ own dataset.

Similarly, in the approach of Wang et al., CNN’s entry is a fix-length vector, only
consisting of the flow payloads from L4+ [114]. Then, only the top hundreds of flow bytes
are stuck into the vector. Three different deep learning models, in which one of them is
solely a CNN, were investigated. The 5-Layer CDM classifies traffic. Additionally, it was
tested on the authors’ own dataset.

6.2. Two-Dimensional CNN Input

Some papers decided to process the payload of grouped raw traffic—
flows [20,74,84,115–119] (Table 6). After the extraction step, which is the common part for
all papers, the changes within these concepts arise. The biggest differences are mainly the
layer choice as well as the selection of headers for removal.

A matrix of 32 bytes × 32 bytes was proposed to examine the 6-Layer CDM of Ma
and Qin in the work [115]. The input was formed from 1024 bytes of the L4+ payload.
The flows were caught by the authors. According to the paper, the first 1024 bytes contain
crucial information.

In the next paper, Zhao and Chen used the L4+ payload while transforming network
traffic [116]. On top of that, much larger unidirectional flow images of 87 bytes per 87 bytes
were used to classify the traffic of smartphone applications. The researchers tested the
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5-Layer CDM model on their own dataset. During the preprocessing phase, all tiny flows
with less than two packets were removed. After that, five flow vectors, 1500 bytes each,
were converted into a 2D image of the mentioned size.

Wrapping the L2 payload of flows to create an image was the dimension transforma-
tion used by Zhang et al. [84]. The paper dealt with the malware detection problem with
the advantage of different CNN models: LeNet [19], AlexNet [21] and VGGNet [25]. Tests
were accomplished on the USTC-TFC2016 dataset. Each input image had 28 by 28 bytes.

Removal of the L4 header, and so choosing the L4+ payload of flow, was applied by
Zhou and Cui [74]. Additionally, the authors examined the usefulness of Alexnet [21] to
classify traffic from the ISCX VPN-nonVPN dataset. The usage of the datasets means that
the authors were dealing with the encrypted payloads.

The next article, written by Feng et al., inherited the idea of [34] of wrapping only
the L4+ payload of flow and widely utilized it for traffic classification purposes [117]. The
paper used 6-Layer CDM. The tests of the model were based on flows coming from the
DARPA 1998 dataset.

A different idea of choosing the L3 payload was tested by Zhao et al. While trans-
forming flows from the Malware Capture Facility Project (malware samples) and their own
dataset (benign samples), researchers decided to focus on the first 32 packets of each flow,
and the first 512 bytes of each packet [119]. Then, chosen data werer saved as a matrix of
32 by 512 bytes. Later, after the normalization process, the final matrix was reshaped to a
128 by 128 byte size. If anything was smaller than the desired size, they were padded with
zeros. The matrices were given as an input to the proposed 7-Layer CDM network. The
paper also utilized an interesting metric regularization term, which enforced the model
to learn more discriminative features. This feature impacted the classification so that the
results were more precise.

A novel approach of the L2 payload of flow transformation was utilized by Saleh and Ji.
The authors constituted images by one of the five possible mappings of flow vector (1D)
into a 2D matrix. Prior to that, pcaps from the authors’ own dataset were aggregated into
flows [20] for the purpose of network traffic classification. Then, all invalid connections
were removed. Matrices of 17 by 17 bytes size or 25 by 25 bytes size were an entry to
the VGG-16 CNN [25], the 16-Layer CNN model. The authors proposed the following
mappings: linear, diagonal, waterfall, center spiral and edge spiral. The first method is
frankly wrapping flows. The diagonal mapping starts by placing bytes from the top left
corner and then arranges them diagonally. The waterfall method is said to imitate nature:
a water stream pulling into a cliff. Here, the first byte is also in the top left corner. The
second byte moves along the diagonal, the third one to the left side, the fourth up and
again along the diagonal and so on. The center spiral starts from the central position and
locates the next bytes around the previous ones. The last mapping is the center spiral in
the reverse order. Despite attempts of various mappings, the classic, linear one—the flow
wrapping—achieved the best results.

6.3. Various Dimensionalities

Research works described in this section deal with two various dimensionalities of
CNN input (Table 6).

Android traffic was transformed into images [118] according to the method of remov-
ing 24 bytes, i.e., the header of L4. The authors, Yunjie et al., decided to enlarge images,
as they used 1024 bytes. Thus, the images achieved 32 by 32 byte sizes. The interesting
part of the algorithm was the step where third party traffic was removed. The paper adds
to a growing corpus of malware detection research. The 7-Layer CDM was used to find
unwanted traffic within the CIC-AAGM2017 dataset. On top of that, the authors dealt with
two various dimensions of CNN input. The 2D method outperformed the 1D concept.

In the following approach, the one dimension is changed into three dimensions to
better detect unwanted traffic [31]. Consequently, the CNN input is three dimensional. The
paper of Millar et al. proposed a segmented CDM of 1D- and 2D-CNNs. Additionally, the
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1D-CNN and separable 2D-CNN models were introduced. Their quality was tested on
3D flow images generated from the UNSW-NB15 dataset. The 1D CDM was given a 2D
flow image. At the beginning of image creation, 97 bytes of flow were chosen. A total of 47
bytes were taken from the flow’s header, whereas the remaining 50 were from the payload.
Then, an additional nine flows were added, so the 2nd dimension was achieved by the
flow wrapping concept. The third dimension was built with the advantage of one-hot
encoding. While comparing the separate models of the 1D- and 2D-CNNs, one can see that
the application of the one-dimensional transformation resulted in higher effectiveness.

Table 6. Papers that belong to the group extracted payload—flows.

Article Input Dimension-Payload Layers Dataset Year

[51] 1D -L4+ C|P|C|P|FC ISCX VPN-nonVPN and
ISCX-IDS-2012 2019

[52] 1D -L4+ C|P|C|P|FC ISCX-IDS-2012 and own 2019
[113] 1D -L4+ C|P|C|P|FC Own 2020
[114] 1D -L4+ C|P|C|P|FC Own 2020
[115] 2D (32 × 32) -L4+ C|C|C|P|FC| FC Own 2017
[116] 2D (87 × 87) -L4+ C|P|C|P|FC Own 2018

[84] 2D (28 × 28) -L2 LeNet [19], AlexNet [21] and
VGGNNet [25] USTC-TFC2016 2020

[74] 2D (28 × 28) -L4+ Alexnet [21] ISCX VPN-nonVPN 2020
[117] 2D (28 × 28) -L4+ C|P|C|P|FC|FC DARPA 1998 2020

[119] 2D (128 × 128) -L3 C|P|C|P|FC|FC|FC
Own (benign traffic) and Malware
Capture Facility Project (malware

traffic)
2020

[20] 2D (17 × 17, 25 × 25 and 49 × 49) -L2 VGG [25] Own 2020
[118] 1D, 2D (32 × 32) -L4+ C|P|C|P|FC|FC CIC-AAGM2017 2020

[31] 2D (97 × 10), 3D -L4+
C|C|P|C|P|FC|FC|FC and

segmented CNN: C|C|P|C|P|FC
with C|C|P|C|P|FC|FC

UNSW-NB15 2019

7. Traffic Features

The papers collected in this chapter proposed a transformation of the features of the
network traffic to the CNN entry. The difference between this chapter’s concept and the
next one is that here, the research groups utilized only those datasets that consist of traffic
features (e.g., KDD Cup 1999). In contrast, in the next chapter, the papers not only created
interesting CNN entries, but also proposed feature extraction techniques.

7.1. One-Dimensional CNN Input

The transformation of chosen network traffic features into a vector that later becomes
the CNN deep learning model input is a core part of Refs. [36–38,120–122]. These papers
used network traffic datasets with explicitly traffic features, or extracted them from flow,
pcap based datasets. On top of that, four works combined traffic features with the traffic
payload [53,75,123,124].

A simple vector of features was given as an entry to different CDMs, which were used
to detect unwanted traffic, e.g., intrusions [36]. The solely CNNs which were used were
3-Layer CNN, 4-Layer CNN and 5-Layer CNN. The authors, Vinayakumar et al., chose the
KDD Cup 1999 dataset to test the proposed models.

The same transformation was used by Vinayakumar et al. in a work that focused on
SSH traffic identification [120]. The paper concept was ten different deep learning models.
The most interesting are two CNN models, i.e., 3-Layer and 6-Layer. The vector consisted
of flow features, for instance, protocol, duration of flow, maximum packet, etc. The article
made use of publicly available datasets: NLANR AMP, NLANR MAWI and NIMS.

The CNN model is given a vector, which consists of Can 2017 dataset features, which
were collected from in-vehicle on-board diagnostics [121]. The article of Lokman et al.
considered malware and intrusion detections with the advantage of 4-Layer CDM.
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The 6-Layer CDM, to detect unwanted traffic, was also tested with a vector of network
traffic features [37]. The traffic samples in Manimaran et al. research were taken from the
KDD Cup 1999 dataset.

Another paper, written by Liu and Zhang also proposed 1D input of traffic features to
improve malware detection [38]. Here, the 5-Layer CDM was tested on data from the KDD
Cup 1999 and NSL-KDD datasets.

The same transformation was performed by Susilo and Sari on the BoT-IoT dataset [122].
It appears that the 5-Layer CDM input was the vector of features. The paper showed the
malware detection approach.

The discussed transformation approach was extended by combining ten network
features with additional traffic payloads [53]. The researchers, Cui et al., decided to test
GoogLeNet [22] on the ISCX-IDS-2012 dataset. This work widely investigated malware as
well as intrusion detection.

A combination of network traffic features with flow payloads was classified by a few
AI models [123]. The paper of Zhao et al. used 6-Layer CDM ([63]) and other classical
methods, e.g., random forest. The CNN was given a vector with 29 attributes, where 12
were statistical features, 16 byte values, and the last one was a port number. The statistical
features were the payload size (5 features) and the packet length (7 features). The byte
values were 16 bytes of the payload. The model was tested on the researchers’ own dataset,
which consisted of flows.

The trend of combining traffic payload with its statistical features continued in the
article of Dong et al. [75]. Firstly, all unneeded packets, such as DHCP and NetBios, were
removed from the pcap files. The second step was to aggregate raw traffic packets with
respect to the sessions. After removing all retransmission flows and those related to a
particular application, each packet was trimmed to the set size. Then everything was joined
into one vector. The last step was the normalization of the vector’s data. In this paper, two
6-Layer CNNs from different articles [63,70], were utilized. Both CDMs aimed to classify
encrypted traffic. The input of CNNs was crafted from the ISCX VPN-nonVPN dataset.

The idea of Yang et al. was to create the CNN input in four steps: payload ex-
traction, inter-arrival time calculation, truncating/padding process and normalization
process [124]. The 8-Layer CDM tested this kind of an payload and time feature input.
Flows were originated from the WRCCDC dataset. This article is an example of a traffic
classification approach.

7.2. Two-Dimensional CNN Input

The next method of CNN input transformation is vector of features
wrapping [39–48,76,85,125]. This idea changes the form of input data representation
from a vector to a matrix, similar to that done with flows. The combination of both traffic
features and payload was also proposed in [126].

Vector of features wrapping was first introduced in the work of Liu et al., which was
focused on malware detection and intrusion detection purposes [39]. The paper proposed
32 by 32 byte matrices to be given as an entry of LeNet [19]. CNN was tested on KDD Cup
1999, which consisted of feature vectors. To create feature wrapping images, the authors
chose 1024 bytes from feature vectors, which were later transformed into images.

A novel transformation of network traffic was proposed by Liu et al. in their work
focused on malware detection and the intrusion detection challenge [40]. For this task, the
paper used two CNNs: ResNet 50 [24] and GoogLeNet [22]. Network traffic was taken
from the NSL-KDD dataset. The paper introduced an innovative method to create input
for CNN images. Firstly, all symbolic features from the dataset, i.e., protocol type, flag and
service, were converted into binary vectors (one-hot encoded). All continuous features
were normalized to scale [0–1]. After that, the authors discretized the scaled continuous
value into ten intervals. The next step was to use one-hot encoding again. This time,
the method ordered intervals into binary vectors. The vector with 484 features was then
changed into a greyscale image. Eight bytes were changed into one pixel. Finally, the data
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became an image of 8 bytes by 8 bytes in size. If necessary, the images were padded with
zeros. It is important to draw attention to the fact that the dataset consisted of vectors of 41
network traffic features. To sum up, vectors of 41 traffic features were transformed into
2D images.

Replicating vectors of features as a 11-Layer CDM entry was proposed by Naseer and
Saleem in their work which dwelt on traffic classification malware detection, mainly intru-
sion detection [41]. The tool was tested on transformed features vectors from the KDD Cup
1999 dataset. The vector contained 41 features. Three symbolic features: ’protocol_type’,
’service’ and ’flag’ were converted to become a quantitative date. Then, whole vectors were
replicated three times, and five chosen features were concatenated. These actions created
128 features vectors. Later, the vectors were again replicated (probably eight times) to
create an image 32 bytes by 32 bytes—2D matrices. These matrices then became greyscale
images, which were the CNN tool entry.

Malware and intrusion detection, more precisely anomaly detection, were closely
investigated [42]. Kim et al. utilized the GoogleLeNet CNN model and tested its usefulness
for the topic with the advantage of three datasets: KDD Cup 1999, UNSW-NB15, and
ISCX-IDS-2017. This means that they dealt with vectors of network traffic features, flows
and raw packets. While processing the dataset, the authors normalized numerical data
with the min–max normalization algorithm. Then they transformed categorical features
into numerical ones with the advantage of one-hot encoding. Later, all data were encoded
to a greyscale vector and reorganized into a greyscale image. Finally, the created images
were of the following sizes:

• 12 by 12 bytes images for KDD Cup 1999.
• 14 by 14 bytes images for UNSW-NB15.
• 9 by 9 bytes images for ISCX-IDS-2017.

A novel transformation of the feature vector into an image was widely examined
Mohammadpour et al. [44]. The first step was taken to convert nominal attributes into
discrete attributes with the advantage of one-hot encoding. This action established the
number of attributes to 122. Then, the authors removed one of the 122 features. The
remaining features were normalized in the range of [0, 1] by max–min normalization.
Finally, the 121 feature vector was wrapped to a 2D matrix. The paper used 7-Layer CDM
to deal with the NSL-KDD dataset traffic. The authors’ aim in this paper was to develop
intrusion as well as malware detection issues.

The same transformation of a feature vector into a 2D matrix was introduced in
the paper of Wang et al., which was fully devoted to the detection of unwanted traf-
fic in the network [43]. The authors checked the usefulness of the proposed 9-Layer
CDM and LeNet [19], on vectors of network features from the KDD Cup 1999 and the
NSL-KDD datasets.

Unchanged transformation from [44] was used to test the 4-Layer CDM of Hu et al.
The introduced tool had to detect malware as well as intrusions in wireless networks. In
the CDM, there is a split convolution module (SPC), which is a special layer to minimize
the problem of an unbalanced dataset [46]. The paper made use of the NSL-KDD dataset.

The researchers Li et al. decided to utilize randomly repeating features to enhance
traffic images [47]. The paper focused on 9 by 9 bytes, 9 by 10 bytes, 10 by 10 bytes and 11
by 11 bytes matrices. The authors decided to find malware, especially intrusions in the net-
work, with 7-Layer CDM. The idea was tested with the advantage of the NSL-KDD dataset.

Network traffic transformation proposed by Mohammadpour et al. [44] was contin-
ued [85]. This time, the authors detected malware and intrusions with 4-Layer CDM on
the traffic from the ISCX-IDS-2017 dataset. The model consists of a layer known as a mean
convolutional layer (MC). This layer enhances classification so that all anomaly samples are
separated during computing. Moreover, this helps in learning the prediction error filters,
which can generate low-level abnormal features.
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The same idea of 2D transformation was utilized [125], where Zhang proposed
a 6-Layer CDM to deal with malware detection. The vector of features images was
32 × 32 bytes. They were formed from the KDD Cup 1999 dataset.

To detect malware as well as detect intrusions, Pham et al. utilized two methods
of network traffic transformations [76]. The first one, based on histogram creation, was
inherited from [77]. The second one, for the purpose of image creation, multiplied the
packet’s length by the normalized delivery time. This was done in order to differentiate
two packets of the same length, collected at different times. Thanks to multiplication,
the same length packets were stuck in different parts of the image, not disturbing the
sequence pattern. The next step was to reduce the multiplication outcome to the image
size in order to achieve data within the image’s size—the so-called modulo operation. The
researchers created 30 by 30 pixel images for the CSE-CIC-IDS2018 dataset traffic and a 300
by 300 pixels matrix for ISCX VPN-nonVPN. The used CDM was a 9-Layer one.

A novel sliding window based approach was introduced in [126] for traffic classifi-
cation. Li et al. used 7-Layer CDM, which was later evaluated by flows from their own
dataset. The CNN input was an image created in a few steps. At first, the flow traffic was
divided into segments that corresponded to particular applications activities. Then, each
segmented traffic stream was represented by a matrix and a vector. The matrix consisted of
a number of packets received in the chosen time unit. The vector held frequency-domain
features of the traffic.

The same network data transformation, as in [40], was applied by Su et al. The authors
utilized the neuro evolution of augmenting topologies algorithm to find the optimal CNN
architecture [48]. As there was not one chosen CNN for malware detection purposes, this
paper will not be covered in the summary table at the end of this section. Tests of different
CNNs were conducted on the NSL-KDD dataset.

7.3. Three-Dimensional CNN Input

A few articles proposed CLM models that require a 3D entry [127–130] (see Table 7).
Probability distributions of the network flow sequence to images were converted [128].

To fulfill the task, reproducing kernel Hilbert space (RKHS) embeddings were used by
Chen et al. This method is said to create a neat image representation of a (conditional)
distribution. Network flows were originated from the researchers own dataset. The article
aimed to develop traffic classification methods with the advantage of a 7-Layer CDM.

There is a traffic classification in terms of QoS and a security approach in which
CNN input is an RGBA image [127]. The article used four predefined CNNs: LeNet [19],
AlexNet [21], ConvNet and GoogleNet [22]. The network traffic in the form of pcaps
was taken from the researchers’ own dataset. Raw traffic packets were firstly aggregated
into flows. Then, four features—size (s), interarrival_time (t), protocol (p) and direction
(d)—were taken. Merged together, the following vector of the packet’s feature was formed:
[s, t, p, d]. Later, vectors with the packets’ features formed a flow matrix, so that each matrix
element was a vector. Salman et al. highlighted that a feature vector of four elements can
become an RGBA pixel [127]. They followed this idea and created RGBA images. The size
of each was firmly connected to the mode of the model: offline vs. online. The online mode
worked on smaller images with 16 packets of the flow, whereas the offline was capable of
processing 28 packets of the flow.

Volumetric colored images that represent the amount of the data captured within a
chosen time was also utilized as a CNN entry [129]. The concept assumed a colored input
of 656 by 874 pixels. This input was built from the dataset of De Schepper et al. and tested
8-Layer CDM in terms of traffic classification accuracy.

The concept of building a 3D entry from a features vector was used by
Arivudainambi et al. for malware detection [130]. With the advantage of PCA compres-
sions, seven attributes were minimized to only two crucial ones. Then, the CDM model was
given an entry from the traffic captured by the authors. Details of the CNN architecture
were not revealed.
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In contrast to the previous articles, one work tested various dimensions within the
discussed transformation approach [45]. In the article of Wu et al., 11 by 11 byte images
were given as an entry of a 5-Layer CDM. The classification tool was that of [44], which
was tested on network traffic features from the NSL-KDD dataset. CNN input images
were created as in [44]. This is a malware detection approach. The paper compared the 2D
transformation and classification results with those of 1D. Having analyzed these results,
one can see that the feature wrapping concept is a better method for classification.

Table 7. The summary of all feature-based articles.

Article Input Dimension Layers Dataset

[36] 1D C|P|FC, C|C|P|FC and C|C|C|P|FC KDD Cup 1999
[120] 1D C|P|FC and C|C|C|C|P|FC NLANR AMP, NLANR MAWI and NIMS
[121] 1D EMB|C|P|FC Can 2017
[37] 1D C|P|C|P|FC|FC KDD Cup 1999
[38] 1D C|P|C|P|FC

[122] 1D EMB|C|P|FC|FC BoT-IoT
[53] 1D GoogLeNet [22] ISCX-IDS-2012

[123] 1D same as [63] Own
[75] 1D [63,70] ISCX VPN-nonVPN

[124] 1D C|C|P|C|C|P|FC|FC WRCCDC
[39] 2D (32 × 32) LeNet [19] KDD Cup 1999
[40] 2D (8 × 8) ResNet [24] and GoogLeNet [22] KDD Cup 1999
[41] 2D C|P|C|P|C|P|C|P|F| FC|FC KDD Cup 1999

[42] 2D GoogLeNet [22] KDD Cup 1999, UNSW-NB15 and
ISCX-IDS-2017

[44] 2D (11 × 11) C|P|C|P|FC|FC|FC NSL-KDD
[43] 2D (probably 11 × 11) LeNet [19] and C|C|C|C|C|P|FC|FC|FC KDD Cup 1999 and NSL-KDD
[46] 2D C|SPC|SPC|FC NSL-KDD
[47] 2D (9 × 10, 11 × 11, 9 × 9 and 10 × 10) C|P|C|P|FC|FC|FC NSL-KDD
[85] 2D (11 × 11) MC|C|C|FC ISCX-IDS-2017

[125] 2D (32 × 32) C|P|C|P|C|FC KDD Cup 1999
[76] 2D (30 × 30 and 300 × 300 [pixels]) C|P|C|P|C|P|C|FC|FC CSE-CIC-IDS 2018 and ISCX VPN-nonVPN

[126] 2D C|P|C|P|C|P|FC own
[128] 3D C|P|C|P|FC|FC|FC own

[127] 3D LeNet [19], AlexNet [21], ConvNet,
GoogleNet [22] and ResNet [24] own

[129] 3D C|P|C|P|C|P| FC|FC own
[45] 1D, 2D (11 × 11) C|P|C|P|FC NSL-KDD

8. Extracted Features

When compared to the previous section, this category of traffic transformations fo-
cused not only on classification but also on feature extraction. Here, the used datasets were
mainly flow or packet-based. Therefore, after the extraction process, the CNN models dealt
with traffic features.

8.1. One-dimensional CNN input

These following batch of papers widely elaborated feature extraction approaches to
form input vectors [54,59,62,131,132] (see Table 8).

The different CNN model works on the basis of CTU-Malware, UNSW-NB15 and
SCU-RNE datasets [62]. Shao et al. also proposed a novel method to extract features by a
4-Layer CDM. The idea learns the representation of a time series input data at each network
model layer with the advantage of a hierarchical transformation of a CNN. The researchers
compared the extraction tool with other feedforward networks. Further, the method avoids
explicit feature extraction. The research paper proposed a 5-Layer CNN classifier to detect
malware within computer network traffic.

MontazeriShatoori et al. created in a novel way CNN input vectors from pcaps and
flows originated from the CIRA-CIC-DoHBrw-2020 dataset [131]. While preparing an
input vector for CNN, all statistical features of flows were chosen from raw packets, i.e., the
number of flow bytes sent, the rate of flow bytes sent, the number of flow bytes received,
the rate of flow bytes received, packet length (e.g., mean, variance), packet time (e.g.,
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mean, variance), request/response time difference (e.g., mean, variance). It is important to
highlight that the authors decided to share their statistical feature extractor tool ’DoHMeter’
publicly. They used CNN and other hybrid deep learning models to detect malware within
DNS over HTTPS tunnels. The details of the CNN were not described.

Yet another publication written by Kolcun et al. utilized vector of features as the
CNN entry to deal with the traffic classification challenge in IoT [132]. There are a few
models proposed, but only one meets the requirements of this review, the 4-Layer CDM.
The model’s input is a vector of features that originates from the authors’ own dataset.
They are 19 chosen features, among others: source and destination ports, a number of
received bytes, mean size of packets, a variance of the packets’ sizes and duration of the
stream.

Fourteen features from the CTU-13 dataset were extracted to form a 5-Layer CNN
input [59]. These features included the traffic flow start time, protocol, the total number of
packets or average packet rate, etc. This is a concept of detecting malware in the network
traffic, especially botnets.

Differentiation of the features of flow packets due to time arrivals was proposed by
Doriguzzi-Corin et al. to create network traffic vectors [54]. Once all flows in a particular
time window were chosen, 11 special features were extracted. Longer flows were truncated.
Then, these feature vectors were normalized and, if needed, zero-padded. The last step was
devoted to labeling. The authors gave the vectors as an entry to 3-Layer CDM. The research
was based on the traffic taken from the following datasets: ISCX-IDS-2012, ISCX-IDS-2017
and CSE-CIC-IDS2018.

8.2. Two-dimensional CNN input

The following eight articles created matrices of wrapped traffic features. These features
were first extracted from the chosen datasets [77,86,107,108,133–136] (Table 8).

The first 2D concept of extracting traffic features from captured flows was proposed by
Lopez-Martin et al. [133]. The authors took advantage of the 6-Layer CDM to classify the
traffic. The deep learning model was given matrices containing six flow features, i.e., source
port, destination port, the number of bytes in payload, TCP window size, interarrival time,
and packet’s direction in each row. The six features were taken from the 20 packets. Thus,
the 2D input size was 20 by 6. Flows were originated from the authors own dataset, from
Spanish research centers.

Two papers [107,108] utilized a few concepts of traffic transformations. The flow
wrapping approaches are widely discussed in Section 4. On top of that, Aceto et al.
followed the idea of [133] and also provided matrices of extracted features to classification
models. The CDM used in this category of traffic manipulations was a 6-Layer CDM. This
is a typical traffic classification study. The traffic was taken from the author’s own capture.

Images based on the arrival time of packets are the input of the deep learning model
of Yang et al. in another traffic classification research article [134]. Scientific work uses
AlexNet CNN [21]. The tool was tested on the author’s own dataset, where flows were
captured. CNN’s input was 10 by 10 bytes matrices. These 2D images are generated from
the inter-arrival time of the first 50 packets of a session or their lengths. For packet lengths,
the 1500 byte maximum transmission unit (MTU), and for an inter-arrival time, the 1200
milliseconds, constitute states which later form matrices.

The same concept of CNN entry was further tested by Hussein et al. on a few models:
LeNet [19], AlexNet [21], ConvNet and GoogleNet [22,135]. Vectors were crafted from
traffic features, which originated from the authors’ own dataset. During processing, input
data were transformed into images with a size of 16 × 16 bytes. The goal of the paper was
to detect malware or find intrusions.

CNNs’ input was created by concatenating matrices [136]. The article tested malware
detection on a few different models. Among others, two were exclusively CNN based:
5-Layer CDM and ResNet [24]. The test was based on flows from VAST 2013 challenge col-
lections. When it comes to the deep learning models’ inputs, the authors created interesting
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correlation matrices on the numeric features of flows. While doing this, they omitted cate-
gorical data. This means that each numerical feature of the flow had a correlation matrix.
Then all matrices for all traffic features were concatenated. It is important to highlight that
each matrix was surrounded by a chosen value of top features. The image was called SC
matrices. This is an outstanding concept of Liu et al. of the discussed topic when compared
to other proposed ideas. LeNet [19] was used to enhance network traffic classification
field [77]. The tests of the model were carried out on pcaps from the ISCX VPN-nonVPN
and ISCX Tor-nonTor datasets. Raw traffic packets were processed beforehand. The first
step of the process was to aggregate packets into flows. Then flows were divided into 60-s
blocks. The next step was time normalization: the opening time was zero, and the final time
was 1500. That means that 60 s is now 1500. Later, all pairs of IP datagram sizes and arrival
times of the flow were registered in the 2D histogram. Each cell in the histogram contains
the number of received packets in a particular time and of a particular size. Histograms are
1500 by 1500 bytes size and are named Flowpic. Shapira and Shavitt provide Flowpic as an
input of CNN [77]. This is an interesting concept, dealing with the topic of transformations
from different perspective of input data.

A thought-provoking article of Zhang et al. dwells on the traffic classification scientific
problem and amends the concept of [50]. The changes included extracting features from
the raw traffic [86]. The paper assumed that each flow consistsed of five packets, which,
according to the authors’ suggestion, were the most important ones. This assumption
reduced redundant features from the top network layer and proposed more compact
flows. The authors summarized these changes with the statement that more flows can be
processed, and the introduction of zero elements was more firmly reduced. The image
was 16 by 16 bytes in size. The proposed CNN model was a segmented CDM. The top
branch of the model was responsible for image segmentation tasks that handle pixel-level
classifications. The bottom branch main task was to deal with abnormal traffic that was
imbalanced. The model was tested on ISCX-IDS-2017.

Table 8. Extracting features papers.

Article Input Dimension Layers Dataset Year

[62] 1D C|C|P|FC CTU-Malware, UNSW-NB15 and
SCU-RNE 2019

[132] 1D C|C|P|FC Own 2020

[59] 1D C|C|P|FC|FC CTU-13 2020

[54] 1D C|P|FC ISCX-IDS-2012, ISCX-IDS-2017 and
CSE-CIC-IDS2018 2020

[133] 2D (20 × 6 [features]) C|P|C|P|FC|FC Own 2017
[107,108] 2D (20 × 6 [features]) same as [133] Own 2020

[134] 2D (66 × 10, 81 × 10 and 76 × 10
[pixels]) AlexNet Own 2018

[135] 2D (16 × 16) LeNet [19], AlexNet [21], ConvNet and
GoogleNet [22] Own 2019

[136] 2D (3 × 30) C|C|C|P|FC and ResNet [24] VAST 2013 challenge 2019

[77] 2D (1500 × 1500) LeNet [19] ISCX VPN-nonVPN and ISCX
Tor-nonTor 2019

[86] 2D (16 × 16)
Segmented CNN:

|C|C|C|C|C|P|FC and
C|P|C|P|C|P|FC

ISCX-IDS-2017 2019

9. Summary and Conclusions

There have been many scientific publications on CNN-based deep learning models
(CDMs) for traffic classification and malware detection since 2015, as indicated in Figure 1.
The aim of this survey was to study different dataset transformations described in the
selected papers, using different criteria. The following aspects were considered:

• Network traffic data (raw traffic, flow, L2, L3, L4+ payload, traffic feature as shown in
Table 9.

• Network traffic data transformation to the form of the input required by CDM.
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• Different structure of CNN layers and models.
• Dimensionality of the CDM’s input data.
• Current trends in CDMs for network traffic classification.

The type of network traffic data as an input for CDM is one of the crucial elements.
Network traffic data used in the studied papers were acquired from different sources:
test-beds, real traffic, or datasets prepared for and shared to the scientific community.
Acquisition and the preprocessing of network traffic are an essential part of data analysis.
The two most popular datasets within the elaborated topic are ISCX VPN-nonVPN (19
articles) and USTC-TFC2016 (11 articles). On top of that, many scientists did not share their
datasets (25 articles).

As shown in Table 9, the numerousness of papers in each category highlights the
paths followed by researchers. The most popular categories are manipulations of flows
and traffic features. Using raw traffic so data do not need preprocessing is the least popular
category. Under that reasoning, feature vectors as well flows were widely taken from
utilized datasets.

Table 9. The summary of the most common transformation methods of the CNNs’ inputs.

Transformation Articles’ No. Articles

Raw traffic (1D) 2 [78,79]
Raw traffic (2D) 2 [35,103]
Flows (1D) 13 [49,63–67,80–82,104,105,107,108]
Flows (2D) 14 [12,34,50,55–58,60,61,65,67–69,106]
Flows (3D) 1 [83]
Extracted payload—raw traffic (1D) 4 [70–73]
Extracted payload—raw traffic (2D) 6 [72,73,109–112]
Extracted payload—raw traffic (3D) 1 [73]
Extracted payload—flows (1D) 4 [51,52,113,114]
Extracted payload—flows (2D) 9 [20,31,74,84,115–119]
Extracted payload—flows (3D) 1 [31]
Feature-based approaches (1D) 10 [36–38,53,75,120–124]
Feature-based approaches (2D) 13 [39–48,76,85,125]
Feature-based approaches (3D) 4 [127–130]
Extracting Features (1D) 5 [54,59,62,131,132]
Extracting Features (2D) 8 [77,86,107,108,133–136]

Analyzing CNN layers and models, LeNet was the most common CDM. Moreover,
some papers amended their architecture with one or more additional layers. This was
caused by the usefulness and practicality of the model in other scientific areas, such as data
science and image recognition. Then, there is only a need to adjust the input data (network
traffic), so it fits the requirements of the trained LeNet on, for instance, the MNIST dataset.
This aspect is called transfer learning.

This survey is CNN based, so the majority of papers decided to form a 2D input to the
deep learning model. Vectors as CNN entries were not so frequently used. Methods that
proposed a 3D input to the 3D-CNN, dyed red, were in the minority (see Figure 8).

Figure 8. The popularity of discussed transformation methods, with the CNN architecture.
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Regarding the comparison of dimensions, as the input data for CDM, we observed the
following trends. Among various dimensions, 2D was the most common approach. The
majority of articles added the second dimension with the advantage of wrapping. In the
group of 2D methods, the entry size of 28 by 28 bytes was the leading trend. This concept
may have been taken from the CNN structure used for the MNIST dataset.

As presented in Table 10, a noticeable batch of research papers utilized two or more
dimensions of the CNN entries. We found out that seven papers gave proof of high results
obtained by lower dimensions. This conclusion was not only unexpected, but also relevant
for further studies (see Table 10). On top of that, manipulations on flows were the most
common ones within the papers that compared various dimensions of CNN entry.

Table 10. The comparison of papers using more than one transformation model for CNN
entry purposes.

Article 1D 2D 3D Transformation

[79] �(best) � — Raw traffic
[63] �(best) � — Flows
[83] � � �(best) Flows
[107] � �(best) — Flows (1D, 2D) & Extracting Features (2D)
[108] � �(best) — Flows (1D, 2D) & Extracting Features (2D)
[67] � �(best) — Flows
[65] �(best) � — Flows
[12] �(best) � — Flows
[69] � �(best) — Flows
[72] �(best) � — Extracted payload—raw traffic
[73] � �(best) � Extracted payload—raw traffic
[118] � �(best) — Extracted payload—flows
[31] - �(best) � Extracted payload—flows
[45] � �(best) - Feature-based approaches

In some of the studied papers, researchers also used other CDMs to analyze network
traffic. For example, the following methods were applied to the study of network traffic
analysis: classical methods (tree-based, K-nearest neighbor, naive Bayes, logistic regression,
support vector machine and semi-supervised) and neuronal methods (recurrent, multilayer
perceptron, autoencoder and hybrid models).

Considering the constant increase in the number of papers on CNN-based models
for computer network traffic analysis, one may conclude that this approach is becom-
ing one of the classic approaches to traffic classification. One may also predict that the
growth in the number of applications will continuously improve both the efficiency and
detection/classification speed.
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Abstract: The paper elaborates on how text analysis influences classification—a key part of the
spam-filtering process. The authors propose a multistage meta-algorithm for checking classifier
performance. As a result, the algorithm allows for the fast selection of the best-performing classifiers
as well as for the analysis of higher-dimensionality data. The last aspect is especially important
when analyzing large datasets. The approach of cross-validation between different datasets for
supervised learning is applied in the meta-algorithm. Three machine-learning methods allowing a
user to classify e-mails as desirable (ham) or potentially harmful (spam) messages were compared in
the paper to illustrate the operation of the meta-algorithm. The used methods are simple, but as the
results showed, they are powerful enough. We use the following classifiers: k-nearest neighbours
(k-NNs), support vector machines (SVM), and the naïve Bayes classifier (NB). The conducted research
gave us the conclusion that multinomial naïve Bayes classifier can be an excellent weapon in the fight
against the constantly increasing amount of spam messages. It was also confirmed that the proposed
solution gives very accurate results.

Keywords: classifiers; e-mail; ham; machine learning; spam

1. Introduction

The spam problem is an ongoing issue: in 2018 14.5 billion spam e-mails were sent per
day [1]. According to the Internet Security Threat Report [2] released in 2019 by Symantec,
spam levels for their customers increased in 2018. What draws the attention is that small
enterprises were attacked more often than large companies, and e-mail malware reached
stable levels. Therefore, there is a need to tailor even simple tools for detection and filtering
of spam in all organizations.

For the sake of the presented study, we follow the definition by Emilio Ferrara, stating
that this is any “attempt to abuse, or manipulate, a techno-social system by producing and
injecting unsolicited and/or undesired content aimed at steering the behavior of humans
or the system itself, at the direct or indirect, immediate or long-term advantage of the
spammer(s)” [3]. Here, we focus on so-called junk e-mails. These are unwanted messages
sent at large scale by e-mail. The term spam refers to the undesired (or even harmful)
e-mails, while ham is used to indicate the valid and important messages desired by the
recipient. Additionally, we assume the scenario where junk e-mails are sent by botnets and
they are not aimed at specific users (contrary to, e.g., spear phishing).

This paper proposes a method for identification of the best-performing machine-
learning-based classifiers and selection of the one with the leading parameters. The
proposed solution solves the problem of fast recognition of the most interesting parameters.
This allows for quick analysis of data of higher dimensionality. This is especially important
if large datasets are to be analyzed and we want to assure the proper scalability of our
system. In our paper, we also show how to find a database to train a machine-learning
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model used for spam detection (defined here as a binary classifier), to process the text so that
the data can be fed to a machine-learning model and how to implement a selected machine-
learning model-based classifier. We also propose a method that allows for cross-validation
between different datasets in the training and test phases. The obtained results show that
our solution gives accurate results consistent with other literature studies and outperforms
the reported results in some cases. To the best of our knowledge, our paper is the first
which discusses the efficiency of SVM, MNB, k-NN algorithms for such comprehensive
datasets as almost the whole Enron (4 datasets) and Lingspam databases. Moreover, it uses
an unusual cross-validation concept by mixing and applying different datasets for training
and test purposes. Such an approach is extremely rare in the literature. Finally, it presents
a multistage algorithm for fast and precise selection of machine-learning classifiers for
spam filtering. It allows for quick selection of interesting parameters, which is essential
for working with large datasets. The quality of the results is proven by a big numerical
example given for the method validation.

The structure of the paper is as follows. The review of spam filters based on different
machine-learning tools with typical performance metrics and several publicly available
datasets is presented in Section 2. In Section 3, the materials and methods are discussed.
The assumptions, useful databases of spam messages, text-preprocessing aspects (includ-
ing tokenization, conversion, removal of punctuation marks, stemming/lemmatization,
and dictionary construction) as well as the considered supervised learning solutions are
described. The performance of the selected methods is evaluated on four large datasets
in Section 4. The dataset structures created with the unique approach of assuring cross-
validation between different datasets in training and test phases are analyzed first. Next,
the text preprocessing impact on the used dictionary is studied. An innovative multistage
meta-algorithm for checking the classifier performance is described in action and validated.
The final summary is given in Section 5.

2. Related Work

The increasing number of spam e-mails has created a strong need to develop more
reliable and efficient anti-spam filters, including ones based on machine-learning tools.
They are efficient, since they only require the preparation of a set of training samples,
i.e., pre-classified e-mails [4]. In recent years, various machine-learning methods have
been successfully used to effectively detect and filter unwanted messages. The following
classification methods are most commonly used for spam filtering: Support Vector Ma-
chine (SVM), Naïve Bayes classifier (NB), k-Nearest Neighbours (k-NN), Artificial Neutral
Network (ANN), Decision Tree (DT), Random Forest (RF), Logistic Regression (LR). Below,
we present some results reported in the literature. Note that some of the metrics results are
compared with our method during the validation of our approach. The values are given at
the end of the numerical study in separate table.

The applicability of using different machine-learning methods to recognize spam
e-mails was analyzed in [5]. The SpamAssassin dataset, which contains 6000 e-mails with
the spam rate 37.04% used in all experiments. Sharma and Arora in [6] analyzed Bayes Net
(BN), Logic Boost (LB), RT, JRip (JR), J48-based DTs, Multilayer Perceptron (MP), Kstar (KS),
RF, and Random Committee (RC) machine-learning algorithms. The dataset with 4601
instances and 55 spam base attributes downloaded from UCI Machine-Learning Repository
were used in the performed research. Harisinghaney et al. [7] applied the following three
different algorithms: k-NN, NB, and DBSCAN-based clustering. The performance for the
four metrics accuracy, precision, sensitivity, and specificity were calculated and compared.
Unfortunately, contrary to our approach, only a small set of the Enron Corpus dataset was
used in the analysis (2500 mails for training and another 2500 mails for testing from 200,399
messages of the cleaned Enron Corpus). In [8] a comprehensive study of machine-learning
mechanisms for spam mail detection such as NB, SVM, and k-NN combined with NB
is presented. The TREC 2007 public corpus with 12 attributes and 4899 messages as the
spam base dataset was used for performance evaluation. The accuracy and F-measure
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were calculated and compared for all algorithms. The authors in [9] prepared a special
dataset called SHED: Spam Ham E-mail Dataset. They collected 6002 e-mails (4490 spam
and 1512 ham e-mails) and extracted from them various features. The performance of
different classification approaches (NB, BN, AdaBoost, and RF) was evaluated using four
metrics: accuracy, precision, recall, and time taken to build the model. In [10] the NB,
SVM and hybrid solutions were studied using Lingspam dataset. The authors observed
that the SVM algorithm in most cases offers high precision and recall, while NB offers
faster classification speed. They also require fewer training samples. The authors in [11]
showed how to develop a high-performance and low-computation method for classifying
spam e-mails. The UCI SpamBase dataset was used with a total of 4601 data instances
for experimentation. The following classifiers were evaluated and compared: RF, ANN,
Logistic, SVM, Random Tree, k-NN, Decision Table, BN, NB, and neural networks applying
Radial Basis Functions (RBF). Seven metrics were used to evaluate the performance of
the classifiers. In [12], another comparison between different machine-learning classifiers
was presented. The classifiers analyzed in this paper include SVM, NB, and J48. The
dataset used in this research was enron1 from the Enron collection of e-mails. It contained
3762 spam messages and 5172 ham messages. The performance analysis of seven machine-
learning techniques for e-mail spam classification was analyzed in [13]. The following
techniques were compared: NB, SVM, k-NN, RF, Bagging, Boosting (AdaBoost), and
Ensemble Classifier. The evaluation was performed on the e-mail spam dataset from UCI
Machine-Learning Repository and Kaggle website. In [14], the problem of spam review
detection is addressed. The authors proposed in their system deep-learning methods:
Multilayer Perceptron (MLP), Convolutional Neural Network (CNN), and a variant of
Recurrent Neural Network (RNN) based on Long Short-Term Memory (LSTM) cells. They
also applied traditional classifiers such as NB, k-NN and SVM. They worked on Ott and
Yelp Datasets in their study. The presented results showed that considering accuracy,
both SVM and NB classifiers performed almost same. The problem of spam and malware
elimination from e-mails was discussed in [15]. The authors analyzed and compared
ten classification techniques: k-NN, SVM, DT, RF, AdaBoost, Extra Tree (ET), Gaussian
Naïve Bayes (GNB), Multinomial Naïve Bayes (MNB), Bernoulli Naïve Bayes (BNB), and
Gradient Boosting (GB). These algorithms were trained on previously labeled data from
the shortened Enron and CMU datasets (26,000 spam and 19,000 ham e-mails) and the
accuracy of each classifier was computed. The SVM obtained the best results. We would
like to emphasise that—although we also compare some classifiers—our main aim is to
propose a general meta-algorithm to deal with various classifiers. This differs us from
works such as [15].

Guarav et al. [16] examined the efficiency of NB, DT, and RF algorithms used in the
classification process. The experiments were carried out on three different types of datasets:
Lingspam, Enron and PU. In the comparative study, the authors showed that the accuracy
level for all algorithms highly depended on a specific dataset. In [17] the four classifiers: NB,
DT, Ensemble Boosting and Ensemble Hybrid Boosting (EHB) were analyzed and compared.
The authors used UCI Machine-Learning Repository as a spam dataset. The mentioned
dataset has 4601 instances, 57 attributes, and a single output which allows classification
of e-mail as spam or ham. A large group of machine-learning techniques for e-mail spam
classification was also analyzed and presented in [18]. The authors studied the efficiency
of the following algorithms: SVM, k-NN, NB, DT, RF, AdaBoost and Bagging. They used
e-mail data sets from different websites, such as Kaggle, along with some datasets created
on their own. A spam e-mail dataset from Kaggle was used for training. The performed
research showed that the NB gave the best results, but expressed a limitation due to class-
conditional independence. Gibson et al. [19] analyzed machine-learning algorithms that
are optimized with bio-inspired methods. They implemented Multinominal Naïve Bayes
(MNB), SVM, RF, DT, and Multilayer Perceptron algorithms which were tested on seven
different e-mail datasets: Lingspam, PUA, PU1, PU2, PU3, Enron, and SpamAssassin. The
bio-inspired algorithms such as Particle Swarm Optimization (PSO) and Genetic Algorithm
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(GA) were added for performance optimization of classifiers. The GA worked well for
RF and DT, whereas PSO worked well for MNB. The authors proved that MNB with
GA performed the best overall. In [20], three techniques, namely NB, k-NN and SVM,
were studied on a prepared dataset. The corpus consists of 16,843 messages, 11,291 of
which are marked as spam (from the Babletext web site) and 5552 are labeled as ham
(from the SpamAssassin web site). The best accuracy was obtained for NB. The authors
in [21] compared: Logistic Regression (LR), DT, NB, k-NN, and SVM as the classifiers. The
assumed dataset was a spam database taken from UCI Machine-Learning Repository. The
RD and k-NN obtained the same performance; however, k-NN algorithm requires more
time to build the model. The accuracy of both algorithms exceeded 99%. Saidini et al. [22]
explored the use of a semantic-based classification approach to improve the accuracy of
spam detection. The NB, k-NN, DT, AdaBoost, and RF machine-learning classifiers were
compared in terms of accuracy, recall, precision, and F-measure. The test dataset was
collected from several public sources: Enron, Lingspam and some specialized forums.
To extend the evaluation part, the authors also used another dataset, called CSDMC2010.
They noted that NB and SVM performed better than the other tested classifiers. The
categorization by domain significantly improved the spam detection process. The best
results were obtained using AdaBoost, NB, and RF classifiers, where the accuracy achieved
more than 98% in most of domains. In [23], the authors implemented MNB, RF, k-NN, GB, as
well as RNN and MLP for deep-learning implementation. The dataset with 4601 instances
(1813 spam and 2788 non-spam messages) from the UCI Machine-Learning Repository
was applied for analysis. Rastenis et al. [24] proposed an automated spam and phishing
e-mail classification solution, which is based on e-mail message body text automated
classification. It also solves the problem of correct classification of e-mails written in
different languages. They compared NB, General Linearized Model (GLM), Fast Large
Margin (FLM), DT, RF, GB, and SVM on Nazario, SpamAssassin, and Vilnius Technical
University datasets. Records from different datasets were mixed into one reduced dataset
(700 spam and 700 phishing e-mails).

Although we focus here on the usage of many classifications simultaneously, it can
be mentioned that a large part of the literature is devoted to the analysis of one type of
model to classify e-mails (e.g., [25]) or the potential attacks on classification tasks (such as
for instance in [26]). Additionally, it is necessary to remember that some works report that
although it is evident that algorithms that perform well in the spam classification (e.g., NB),
in other contexts they offer poor performance (e.g., [27,28]). Therefore, the model should
always be aligned with a specific problem and data type.

3. Materials and Methods

3.1. Assumptions

E-mail spam filtering is a compound task, and in general we follow the methods
elaborated before, where [29] is the main source of inspiration for us. The main goal of this
paper is to explore one of its key areas, i.e., machine-learning-based classification, to help
with the initial decision if a given e-mail message is indeed spam or ham. The element that
enables this research is a dataset selected as a pool for training. The dataset is a collection
of real e-mail examples. Access to a useful dataset is not a trivial issue, since typically in
the academical world it is not possible to obtain e-mails for scientific research. Additionally,
it is necessary to gain access to the database where the messages are already labeled as
spam or ham.

Here, we propose a multistage meta-algorithm that allows us to select the best hyper-
parameters for various classification algorithms and then compare their performance to
decide on which one to use. The meta-algorithm is presented in Figure 1. Please note that
the classification algorithms shown are only used as illustration. The following stages of
the meta-algorithm are as follows:

1. Selection of a database.
2. Text analysis.
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3. Spam detection: cross-validation on different datasets.
4. Final selection.

Start

Selection of
a database

Text analysis

Spam detection:
cross-validation on
different datasets

Final selection

Stop

Accessibility
Age

Clean

Tokenization
Stemming/lemmatization
Dictionary construction

Multiple substages
Increasing size of

validation/training sets
Fast selection and validation

Criteria
Quality metrics

Comparison

Figure 1. The proposed multistage meta-algorithm for performance check of the spam detection
algorithms.

These elements are presented in the subsequent part of the paper. As for now, we can
emphasise that our approach deals mainly with the impact the text preprocessing has on
the classification process and then analyzes illustratively some of the machine-learning
methods performance in this difficult task. Our solution consists of two parts. The first
one focuses on the text documents (e-mails) analysis and preprocessing (points 1 and
2 above), so that the documents can be represented as an input for the methods used
afterwards. The second one (points 3 and 4 above) implements the classifiers and provides
the tools to evaluate them. First, we present the selection of the database (assumptions in
Section 3.2 and their concretization in Section 4.1) to obtain the samples to train, adjust,
validate, and test any model. Second, we elaborate on how to process the dataset to make
it usable for various models and valuable enough to provide meaningful data. As in many
cases, data processing (along with feature selection) is important since the quality strongly
depends on it. The assumptions behind the text analysis are discussed in Section 3.3,
while the details related to concrete data are shown in Section 4.2. Third, the main part of
the method is performed in a few substages (five in our example case), and assures the
proper scalability of the system. It consists mainly in the preselection of the classifiers
and adjustment of their hyperparameters. The concept lays in the fact that the largest
number of tests is conducted on the smallest dataset. This approach allows us to obtain the
most interesting parameters relatively quickly, and then proceed to check them on data
of higher dimensionality. The exemplary classifiers are shortly refreshed in Section 3.4.
We emphasise that these models are used only to illustrate our method. All substages are
thoroughly shown in the numerical example (Section 4.3). Fourth, as concerns the final
selection, we just present the comparison of the output in Section 4.4. The selection should
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be performed based on a specific application or user’s needs, and we do not settle these
concerns here.

As can be seen, the proposed meta-algorithm does not solve any specific machine-
learning problem, but is a kind of super-algorithm able to select the best algorithms to
solve classification problems. As concerns the complexity of the meta-algorithm, we can
see that it does not involve any loops or recurrences, so it is purely linear and, therefore,
its scalability is very good. In fact, the only elements that can increase the complexity are
related to its elements. Potentially problematic stages are related to text analysis, but is
it necessary to mention that tokenization, lemmatization, stemming, etc. operate linearly
from the viewpoint of the dataset size and its efficiency is mainly related to the search
mechanisms involved. As we are using the mechanisms built in the popular machine-
learning package, we do not consider their internal complexity. Clearly, a problematic part
of the calculations can be also related to the models themselves. Although it is known
that the pessimistic complexity of the used classification algorithms (k-NNs, NBs, SVMs) is
in general polynomial (no larger than cubic—even in the case of naive implementations),
we additionally purposely limit the calculation time by cutting the hyperparameter and
training processing times by fast skipping of the models with poor performance based on
the training sets with increasing size and complexity. In practice, our experiments were
done on a standard desktop PC and the processing time has not exceeded standard times
reported in the literature.

3.2. Databases

The first issue to solve while dealing with e-mail spam filtering is to find a dataset
needed to train and test the models. It is extremely difficult to find a useful dataset of this
kind. Although the total number of e-mails sent/received worldwide in 2019 was expected
to reach 293.6 billion [30] per day, the access to the data is hindered due to privacy issues.
We had to use publicly accessible data that are free and open to the whole world, which
diminishes the set of potential candidates. Additionally, we were interested in databases
conforming the following properties: (a) accessible: public and free to download for
academic purposes; (b) relatively new: the old databases are not useful since the spamming
environment is extremely dynamic; (c) virus-free. During the research, a few sources were
selected. Their short descriptions are given below.

• Enron Corpus: chosen to be a foundation for this paper. The corpus is described in
detail in the following.

• Lingspam: a part of the database (962 e-mails) was preprocessed and used by Gre-
gory Piatetsky-Shapiro and Matthew Mayo in their implementation of e-mail spam
filtering [29]. The dataset was also downloaded and used in our experiments.

• SpamAssassin (SA): a public corpus which was last updated in 2006 [31]. SA is an
open-source anti-spam platform [32], filtering e-mail and blocking spam. The tests are
carried out on e-mail headers and bodies.

• Honeypot: the last event entered in the website is up to date. Honeypot gathers
statistics about harvesters, spam servers, dictionary attackers, and comment spammers.
The owners claim that they “periodically collate the e-mail messages they receive
and share the resulting corpus with anti-spam developers and researchers” [33].
Unfortunately, they do not provide any ham e-mails.

• MailBait: fills the inbox with e-mails by signing up the provided address for mailing
lists and newsletters [34]. It is not anonymised (browser data and IP pass through)
and it does not provide ham.

The Enron Corpus [35] was collected at Enron Corporation in 2002, during the investi-
gation after the bankruptcy of the company. The original set was generated by 158 employ-
ees and consists of more than 600,000 e-mails. This database has already been used in the
studies on machine-learning-based spam detection [36]. The corpus consists of two subdi-
rectories: the ‘raw’ one (original messages with no modifications) and the ‘preprocessed’
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one (where the messages in non-Latin encoding, virus-infected e-mails and ham sent by
the owners to themselves were removed).

3.3. Processing of the Data

Text preprocessing plays a crucial role in spam filtering [24,37]. For any spam detection
model to be effective, the content of the e-mails should be normalized and represented as
feature vectors. The starting point is the tokenization of the raw text data. Then there are
several steps shown in Figure 2 to obtain the data in the form that is ready to be analyzed
by the model.

RAW TEXT (e-mails collection)

Tokenization

Conversion to lowercase

Removal of punctuation marks, digits and stop words

Stemming/lemmatization

Dictionary

FEATURE VECTORS (text representation)

Figure 2. Text preprocessing steps.

Tokenization technique allows us to split the content of the e-mails into basic process-
ing units that are called tokens or features. Given that the paper deals with text data, the
tokens are simply separate words. For instance, the tokenized sentence “Subject: christmas
tree farm pictures” is a collection of strings: “Subject”, “:”, “christmas”, “tree”, “farm” and
“pictures”. The next step involves converting all tokens to lowercase. As a result of this
simple operation, the number of words taken into account is significantly reduced. Instead
of treating “Example”, “example” and “EXAMPLE” as three different words, after convert-
ing them to lowercase, we make sure that the program will count them as one (“example”).
Punctuation marks, digits, and stop words are all common in both spam and ham e-mails
and do not add any value to text analysis. Since we implement our solution in Python,
we refer to tools related to this programming language. There are several libraries and
functions that may be applied to eliminate the mentioned language elements not essential
from the spam detection viewpoint. Below is the list of functionalities chosen by us.

• Python method string.isalpha() checks whether the characters in the string are alpha-
betic or not. If the character is a digit, the method returns False.

• The method string.punctuation() allows removal of common punctuation marks, such
as commas, periods, semicolons, etc.

• Natural Language Toolkit (NLTK) offers a module containing a list of stop words that
are the most common words in a language. The examples of stop words are short
words, for example: “the”, “is”, “at”, “which”, or “on” [38]. The universal list of stop
words does not exist, any set can be adopted depending on the purpose.

Next, stemming reduces the morphological variants of the word to its base (stem).
The algorithms enabling that operation are often called stemmers. In Python, that may be
implemented with the use of NLTK [39]. For English language, there exist two stemmers:
PorterStemmer and LancasterStemmer. For the purpose of this paper, the PorterStemmer
(PS) was chosen and tested with the designed models because of its simplicity and the
speed of its operation. PS is dated to 1979 and often generates stems that are not authentic

145



Electronics 2021, 10, 2083

English words. It results from the fact that it is based on suffix stripping (examples shown
in Table 1). Instead of considering linguistics to build the stem, it applies a set of algorithmic
rules that decide if it is reasonable to remove the suffix or not.

Table 1. Examples of stemming with PS.

Word Before Word After

Cats Cat
Trouble Troubl

Troubling Troubl
Troubled Troubl

Other option, known as lemmatization, is a more complex approach to searching a
word’s stem. In this case, the root word is referred to as a lemma. First, the algorithm
identifies the part of the speech of a word; and then, based on this information, it applies
appropriate normalization. As in the stemming case, lemmatization mechanisms are also
provided by NLTK [39]. WordNet Lemmatizer (WNL) generates lemmas by searching for
them in the WordNet Database. Examples are shown in Table 2. In the research reported
here, text preprocessing was supported by the most basic lemmatization version in specific
test cases. However, the method works most efficiently when one defines the context by
assigning the value to pos parameter (for instance by giving it the value v—verb). Testing
with the pos value defined is outside of the scope of this paper, but its usefulness may be
noticed after the analysis of the impact the pos = v has on the verbs shown in Table 2.

Table 2. Examples of lemmatization with WNL.

Value pos Undefined

Word Before Word After

He He
Was Wa
Has Ha

Playing Playing

pos = v

Word Before Word After

He He
Was Be
Has Have

Playing Play

One may ask which one is better: stemming or lemmatization? The answer is that
it depends on the program and the requirements that one is working with. If speed is
a priority, then it is more beneficial to use stemming. When language is crucial for the
application’s purpose, lemmatizing should be a choice as it is more precise.

In e-mail spam filtering, the goal of building the dictionary structure (key-value with
unique keys) consists of assessing the word’s weight and importance given all available
text documents. First, word occurrences are calculated. In the case of the application
presented here, words are limited to strings of the length between 3 and 20 characters.
Single letters and extremely short/long strings do not add value to the paper (they are
common for both ham and spam).

First, we create two separate dictionaries (spamWords and hamWords). The function
responsible for the dictionary generation returns the number n n (defined during the tests)
of the most common words for each of them. Next, another function builds dictionaries
which include common words (subtractFromSpam, subtractFromHam). Based on these
structures, three others are defined:
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1. spamDictionary = spamWords − subtractFromSpam;
2. hamDictionary = hamWords − subtractFromHam;
3. finalDictionary = spamDictionary + hamDictionary.

According to the informal research carried out by Dave C. Trudgian [40], the unbal-
anced distribution of spam and ham most common words significantly affects the models’
accuracy. The results were improved when the final dictionary included more spam’s most
common words than ham’s most common words. Table 3 presents the ratios implemented
in the application described in this paper.

Table 3. Implemented most common words ratios (spam:ham).

No. Spam Ham Total

1 150 50 200
2 900 600 1500
3 2000 1000 3000

Employing machine-learning methods to classify an e-mail as spam or ham requires
representation of the text in a specific form. Given the chosen classifiers (described in
Section 3.4 below), the structures they need are feature vectors. Signal-to-noise ratio (SNR)
may be used to facilitate the understanding of the feature engineering concept. Although
the exact definition varies depending on the function in spam detection, its basic idea is
straightforward. SNR is the ratio of the input considered relevant to insignificant data.
In spam classification, a signal might be a typical word occurring in spam messages, and is
a noise word that is common for the given language and occurs in both spam and ham e-
mails (for example, one of the stop words) [41]. If the separation of the signal from the noise
is done badly, the noise can blur the true meaning of the signal. There are many feature
elimination techniques that might help us to identify the critical features, as well as decide
which ones should be removed. The methods used in this paper have already been shown
once (Figure 2). The objective of every single stage in the process of building the dictionary
is to reduce the number of irrelevant words. That is why the function responsible for the
dictionary creation and the one that converts e-mails into feature vectors, start with the
same lines of code, from the process of content tokenization to stemming/lemmatization.

The function that extracts features generates a feature matrix as an output. For each
e-mail, it creates a vector (the array data type in Python) of the dictionary’s length, filled
with 0 s. After going through all preprocessing stages, it compares the e-mail’s content
with the dictionary (word by word). If a word from the e-mail occurs in the dictionary,
1 is added to the vector’s elements. As a result, we obtain a feature matrix in which the
number of e-mails is the number of rows and the dictionary’s length describes the number
of columns.

3.4. Methods

The solutions discussed in this paper are based on supervised learning, since they
apply training sets with the target labels annotated. The generated dictionary is a mixture
of labeled words that are assigned to one of the two target categories: spam or ham. The
models make their predictions based on the dictionary’s content. One can imagine that a
question is posed to a program: if this e-mail consists of these words, is it spam or ham?
The model responds to this unknown question by comparing it to the similar questions
and answers (labels) it was given at the starting point.

The process of labeling (generating a dictionary in the case of the described application)
is carried out with the use of a training set. A test set is used to measure the program’s
performance during the last step of the experiment.

Classification, interesting in the context of this paper, is one of the prevailing super-
vised machine-learning tasks. Its goal is to predict discrete values (might be categories,
classes, or labels) for new examples (that had not been seen by the program before) from
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one or more features. The set of classes is finite and there are several types of learning.
Spam filtering is a two-class learning (also referred to as binary classification) [41]. The
program (or its part) performing a classification task is called a classifier. In this paper, the
classifiers were implemented with scikit-learn (sklearn), which is a free machine-learning
library for the Python programming language.

The training phase is aimed at minimizing the errors, but it is important to remember
that no model is perfect. Here, we use a set of typical measures defined in the context
of a confusion matrix: true negatives (TN), false positives (FP), false negatives (FN), and
true positives (TP). Out of the four, the most undesirable outcome in the case of spam
filtering is a false positive as it may result in losing a portion of critical information. Several
parameters which allow evaluation of the classifiers are built based on the values that make
up the confusion matrix: accuracy, sensitivity, specificity, positive predictive value (PPV),
and negative predictive value (NPV). Accuracy was the main indicator of the classifier
performance in the tests carried out in this research. In the most interesting cases, all five
parameters were calculated for each tested classifier.

Below, we present three machine-learning algorithms we are comparing on the task of
spam detection.

Despite its simplicity, k-nearest neighbours (k-NN) proved to be successful in a great
number of supervised machine-learning tasks [42]. k-NN perform the classification of
the new point (in the multidimensional space, where each point is a vector representing
a sample being a single e-mail), based on k elements in its nearest distance. k-NN is
sometimes called a “lazy learner”, which means that it does not need to learn, but waits for
classification until the very last moment. Gathering and labeling data could be referred
to as a training phase. Once it is ready, the training stage is also completed. However,
this fact leads to a time-consuming testing phase, during which the pairwise distances are
calculated and compared.

Supervised neighbour-based learning methods are provided by the sklearn.neigbours
library. k-NN may be implemented with the use of KNeighboursClassifier and the specific
line of code responsible for the model definition is (when k = 5):

model = KNeighboursClassifier (nneighbours = 5)
When a new query point is given, KNeighboursClassifier carries out learning based

on its k nearest points (n_neighbours). The distance function applied by us is simply the
standard Euclidean distance.

When the corpus we are working with is large, there may be hundreds of thousands
features in the dictionary. If we convert the text documents (for instance e-mails) into
feature vectors, each of them will then have hundreds of thousands of components and
most of them will be zero. Such vectors are referred to as sparse. High-dimensional data
are problematic for all machine-learning tasks due to the well-known curse of dimension-
ality [43].This is due to the higher demand for memory and computation compared to
low-dimensional vectors. This difficulty may be overcome with scipy Python library using
data types that can pull nonzero elements out of the sparse vectors. The second aspect
is related to the fact that with the high dimensionality comes a threat of the insufficient
number of documents in the training set. It is necessary to make sure that there are enough
training instances to cover all features. Otherwise, the algorithm operation may result in
overfitting, where the quality results are satisfactory for the training set of samples, but not
for the testing set (and the following usage cases).

Support vector machines (SVM) [44] are most typically used in classification applica-
tions, although their usefulness is broader (e.g., outlier detection). If given a labeled dataset,
SVM finds a classification (separation) hyperplane by searching for the maximum distance
between data points (vectors representing samples) belonging to different classes. There
exist two types of SVM models: hard-margin (each point needs to be classified accurately)
and soft-margin (incorrect classification is also acceptable). Contrary to k-NN classifier, it
is beneficial for the SVM to operate in high dimensions [45]. By increasing the number of
features, data points tend to be more efficiently separated. The points that are closest to
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the classification hyperplane are called support vectors. A hyperplane is also referred to
as a decision boundary and separates elements belonging to different categories. The gap
between the two hyperplanes drawn on support vectors is called a margin. The bigger the
margin, the better.

In the application built for the purposes of this paper, two support vector classification
(SVC()) based models, NuSVC() and LinearSVC(), were implemented with sklearn; with
all parameters taking default values.

The family of naïve Bayes (NB) classifiers is based on the Bayes theorem that bounds
absolute and conditional probabilities. In the case of machine learning and spam recogni-
tion, the probabilities can be associated with the relative frequencies of word appearance in
messages (i.e., relative frequency counting of words). The second concept is the so-called
naïve assumption that all features are independent of each other given the output (a class
to which they belong). Although this assumption of independence rarely holds true, naïve
Bayes classifier can perform a very successful classification, even if the training data does
not provide many examples. Moreover, the classifiers that belong to NB family are known
to be fast and simple.

The variant tested for the purpose of this paper is provided by sklearn. Multinomial
naïve Bayes classifier MultinomialNB() applies the NB algorithm to multinomially dis-
tributed data [46]. It is also the most common option used in text classification. The data
are represented in the form of word vector counts.

4. Numerical Results with Validation

The results were obtained based on our proprietary-software solution developed in
Python 3.7.3.

4.1. Datasets Structure

The classifiers were tested on four datasets of various sizes. Three of them (composed
of four datasets: enron1, enron2, enron4, enron5) are the extracts of the Enron Corpus [35].
In this phase, we propose to introduce cross-validation between different datasets (enron 1
and 4 as well as enron 2 and 5) in the training and test phases. These datasets’ structure
is described in detail in Tables 4–6. The fourth dataset (Table 7) is the exact copy of the
part of the Lingspam corpus, used by Gregory Piatetsky-Shapiro and Matthew Mayo as
a foundation for the paper described in [29]. The variety of the datasets provides the
opportunity to carry out broad research.

Table 4. Dataset 1 structure.

Training (≈73%) Test (≈27%)

enron1 enron2

Ham Spam Ham Spam

351 351 130 130

702 260

962

Table 5. Dataset 2 structure.

Training (≈63%) Test (≈37%)

enron1 enron2

Ham Spam Ham Spam

3672 1500 1493 1493

5172 2986

8158
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Table 6. Dataset 3 structure.

Training (≈67%) Test (≈33%)

enron1 enron4 enron1 enron4 enron2 enron5 enron2 enron5

Ham Spam Ham Spam

3672 1500 1500 4492 1464 1293 1464 1290

5172 5992 2757 2754

11,164 5511

16,675

Table 7. Dataset 4 structure.

Training (≈73%) Test (≈27%)

Lingspam

Ham Spam Ham Spam

351 351 130 130

702 260

962

4.2. Text-Preprocessing Impact on the Dictionary

Although the purpose of using the basic tex preprocessing methods (tokenization,
etc. see Section 3.3) is straightforward and easy to explain, things become complicated
regarding stemming and lemmatization. This chapter shows the differences in the ten
most common words in the dictionary when none of the two methods is applied and when
stemming or lemmatization is implemented. The test was repeated for each dataset and
the results are shown in Tables 8–11.

Table 8. Ten most common features for dataset 1.

Basic Methods Stemming Lemmatization

Word Occurrences Word Occurrences Word Occurrences

enron 462 enron 462 enron 462

nbsp 310 meter 329 meter 329

meter 298 nbsp 310 nbsp 310

pills 267 pill 279 pill 279

http 264 deal 269 deal 270

subject 229 http 264 http 264

deal 201 subject 229 subject 230

thanks 195 need 203 thanks 195

height 179 thank 202 volume 188

width 171 volum 188 need 183

For dataset 1, both stemming and lemmatization caused the number of occurrences of
the word deal increased by almost 70. Moreover, the words need and volum(e) appeared
in the table, pushing the words height and width out (Table 8). For dataset 2, implementing
either stemming or lemmatization resulted in the increase of the number of occurrences of
the word deal by almost 700. Furthermore, the word volum(e) appeared in top 10, pushing
the word forwarded out (Table 9). Table 10 presents the results for dataset 3, which is the
biggest one (includes 16,675 e-mails). Adding the function responsible for stemming or
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lemmatization contributed to the change in the number of occurrences of the deal word.
The number increased by approximately 800. When none of the method was present
in the program, word statements was the last one in the top 10 list. Once the method
(either stemming or lemmatization) was defined, the word schedul(e) emerged with the
significant number of occurrences (3852 for stemming and 2591 for lemmatization). Taking
dataset 4 into account, the differences were less visible (Table 11). What stands out is the
increased number of occurrences of the word order, which changed by almost 100 after
implementing each of the two methods. With stemming, linguist appears in the top 10,
pushing out the word free.

Table 9. Ten most common features for dataset 2.

Basic Methods Stemming Lemmatization

Word Occurrences Word Occurrences Word Occurrences

enron 6555 enron 6555 enron 6555

subject 4745 subject 4745 subject 4747

deal 2751 deal 3443 deal 3433

meter 2459 meter 2715 meter 2710

please 2230 pleas 2229 please 2230

daren 1901 thank 1945 daren 1901

thanks 1728 daren 1901 thanks 1728

corp 1644 volum 1645 corp 1644

mmbtu 1349 corp 1644 volume 1644

forwarded 1295 mmbtu 1408 mmbtu 1349

Table 10. Ten most common features for dataset 3.

Basic Methods Stemming Lemmatization

Word Occurrences Word Occurrences Word Occurrences

enron 7166 enron 7166 enron 7166

http 3119 deal 3879 deal 3872

deal 3073 schedul 3852 http 3108

meter 2443 http 3108 company 2839

company 2198 compani 2839 meter 2691

dbcaps 2010 meter 2697 schedule 2591

data 1996 dbcap 2010 dbcaps 2010

database 1921 data 1996 data 1996

daren 1901 databas 1908 database 1908

statements 1770 daren 1901 daren 1901

Above, significant differences were shown for only the ten most common words.
Therefore, if we refer to all 200, 1500 and 3000 words, there will be even more dissimilarity
in the number of word occurrences which sometimes leads to either including the word
in the dictionary or not. All designed models (k-NN, SVM, and NB) take e-mails as input.
The e-mails are represented as vectors, with the elements being the word counts, based on
the content of the dictionary. Let us assume that schedul(e) is a word strongly indicating
that the e-mail is not spam. For dataset 3, when the function responsible for building the
dictionary does not apply stemming or lemmatization, schedul(e) is not included in the
small dictionary of ten features (Table 10) and because of that it would not be taken as a
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valid portion of the information by the model. This could arise from the fact that the word
takes many forms, such as “schedule”, “schedules”, “scheduling”, “scheduled”—which
are all counted as separate words. Using stemming or lemmatization may prevent such
situations.

Table 11. Ten most common features for dataset 4.

Basic Methods Stemming Lemmatization

Word Occurrences Word Occurrences Word Occurrences

order 1190 order 1287 order 1269

report 1135 report 1213 report 1208

language 1089 mail 1107 language 1097

mail 987 languag 1097 address 996

address 959 address 1002 mail 987

e-mail 944 e-mail 960 e-mail 944

program 771 linguist 828 program 803

money 763 program 803 money 763

send 758 send 763 send 758

free 745 money 763 free 745

4.3. Spam Detection

Here, we discuss the results related to the five substages of our meta-algorithm. The
substages are introduced in Table 12.

Table 12. Five substages of checking the classifiers performance.

Substage No. of Tests Dataset Purpose

1 27 1 Checking the performance of the NuSVC, LinearSVC and MNB classifiers.
Finding the best-performing ones for the Stage 3 testing.

2 72 1 Checking the performance of the k-NN classifier for various k values. Finding the
best-performing ones for the Stage 3 testing.

3 10 2 Checking the performance of the classifiers with the specific parameters chosen in
Stage 1 and 2. Finding the best-performing ones for the Stage 4 and 5 testing.

4 4 3 Checking the performance of the classifiers with specific parameters chosen in
Stage 3. Recognition of the leading one.

5 4 4
Checking the performance of the classifiers with specific parameters chosen in
Stage 3. Recognition of the leading one and comparison with the results obtained
by Gregory Piatetsky-Shapiro and Matthew Mayo [29].

The exact results related to various substages are summarized in Appendix A given at
the end of the paper. Here, we give only the main findings. Based on the Substage 1 results,
the following facts may be observed:

• For all tests, the maximum accuracies were achieved by the MNB classifier.
• For each classifier, its maximum accuracy was obtained when stemming was imple-

mented.
• The highest test average accuracy was achieved when dict = 200, with stemming.

After Substage 1, three classifiers were chosen for testing in Substage 2:

• MNB—dict = 1500, lemmatization;
• LinearSVC—dict = 200, stemming;
• NuSVC—dict = 3000, stemming.
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The results based on confusion matrices are presented in Table 13. MNB classifier
provides the highest probability that the e-mail classified as ham is actually a desired
message (PPV = 0.887), while NuSVC performs best when predicting if the spam e-mail is
in fact a spam (NPV = 0.986).

Table 13. Evaluation of the chosen classifier performance in Substage 1.

Model Accuracy Sensitivity Specificity PPV NPV

MNB 0.923 0.969 0.877 0.887 0.966

LinearSVC 0.842 0.977 0.708 0.770 0.968

NuSVC 0.762 0.992 0.531 0.679 0.986

Substage 2 aimed to find the parameters (k and number of features in the dictionary)
for which k-NN classifies the e-mails most efficiently. Because of the k-NN’s computational
complexity, dataset 1 (the smallest one) was chosen to conduct the experiment. The three
highest accuracy values were obtained for the following parameters:

• accuracy = 0.915, k = 11, dict = 200, lemmatization;
• accuracy = 0.912, k = 9, dict = 200, no stemming or lemmatization;
• accuracy = 0.908, k = 11, dict = 200, no stemming or lemmatization.

The results of Substage 2 are interpreted with the help of graphs. Figure 3 shows the
maximum accuracy obtained for k across all Substage 2 results. The maximum is obtained
for k = 11. For values of k that are bigger than 11, the accuracy rapidly declines. This is
because the greater k, the simpler the classifier. Finally, if k is too big, most of the test points
will belong to the same (prevailing) class.

Figure 3. k-NN accuracy vs. k.

Figure 4 presents the accuracy of the average tests for each dictionary size. The higher
the data dimensionality, the worse the k-NN’s accuracy. The difference between k-NN
when dict = 200 and dict = 1500 or dict = 3000 is significant (≈0.2). To show the tendency,
the power trend line was added to the graph. As we can see, the accuracy tends to change
in a similar way. What is interesting, the power trend line and the exponential curve are
alike. The only difference is that the arc of the first one is more symmetrical [47]. Hence, it
may be concluded that in this case the accuracy experiences an exponential change.
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Figure 4. Accuracy of the average tests vs. dictionary length.

The three k-NN models with the highest accuracy were chosen to be tested in Sub-
stage 3. Table 14 presents the five indicator values. This allows performance of a more
thorough evaluation.

Table 14. Evaluation of the chosen classifiers performance in Substage 2.

k Accuracy Sensitivity Specificity PPV NPV

11 (1) 0.915 0.938 0.892 0.897 0.935

9 0.912 0.923 0.900 0.902 0.921

11 (2) 0.908 0.915 0.900 0.902 0.914

Substage 3 consisted of ten tests. The first six of them were chosen as the top results
of Substage 1 and Substage 2. The other four were conducted because of their promising
performance in the previous experiments. The top accuracy values were obtained for the
following parameters (these four models were designated for testing in Substages 4 and 5):

• MNB (1)—accuracy = 0.914, dict = 3000, lemmatization;
• MNB (2)—accuracy = 0.909, dict = 1500, lemmatization;
• NuSVC—accuracy = 0.885, dict = 1500, stemming;
• k-NN k = 11—accuracy = 0.828, dict = 200, lemmatization.

Table 15 includes the quality metrics related to the four models that will be tested
in Substages 4 and 5. When compared to MNB, NuSVC and k-NN have lower accuracy,
sensitivity, and NPV. However, both obtained better specificity and PPV parameters. On the
other hand, MNB was better at predicting the negative class.

Table 15. Evaluation of the chosen classifiers performance in Substage 3.

Model Accuracy Sensitivity Specificity PPV NPV

MNB (1) 0.914 0.952 0.876 0.885 0.948

MNB (2) 0.909 0.950 0.868 0.878 0.945

NuSVC 0.885 0.805 0.965 0.959 0.832

k-NN k = 11 0.828 0.719 0.938 0.920 0.769
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In Substage 4, once again, MNB models achieved the highest values of accuracy: 0.919
and 0.909. Surprisingly, k-NN with k = 11 performed slightly better than NuSVC. Except
for NuSVC, all models obtained higher accuracy than in Substage 3.

A collection of values that facilitate assessing the performance of the classifiers in
Substage 4 is presented in Table 16. A very low specificity was noted for NuSVC. The
model made a considerable mistake by classifying 933 ham e-mails as spam. The number
was approximately two times higher than in the case of the other classifiers.

Table 16. Evaluation of the classifiers performance in Substage 4.

Model Accuracy Sensitivity Specificity PPV NPV

MNB (1) 0.919 0.976 0.863 0.877 0.973

MNB (2) 0.909 0.972 0.846 0.863 0.968

NuSVC 0.829 0.996 0.662 0.746 0.995

k-NN k = 11 0.860 0.865 0.855 0.856 0.863

Substage 5 aimed at testing the classifiers that had performed best in Substage 3, but
on the dataset that was not related to Enron. The sizes of dataset 1 and the one used in this
substage (dataset 4, extracted from Lingspam corpus) were the same and that is why the
accuracies will be compared to those obtained in Substage 1. The training set consisted of
702 e-mails. In the test set, there were 260 messages. In both cases, when MNB classified
the messages, it achieved the highest accuracy. For MNB (1), there were 3000 features in the
dictionary, for MNB (2)—1500. In each case, the lemmatization was added to the program.
k-NN fared the worst—much less than it achieved in Substage 1, when its accuracy was
0.915 for the same parameters. This may be a result of the source dataset content (Enron vs.
Lingspam). NuSVC improved its accuracy by 0.157.

Table 17 summarizes metrics for the 4 models tested in Substage 5 and for the results
obtained by G. Piatetsky-Shapiro and M. Mayo in a similar experiment on the same
dataset [29]. The probability that k-NN classified a harmful message as spam is only
0.608—this is the bottom value among all results. This fact has a direct impact on the
accuracy of k-NNs, which was the lowest one in this substage. Both MNB models obtained
specificity and PPV equal to 1. It means there was not a single non-spam e-mail that would
be misclassified as spam. Moreover, the total number of misclassified e-mails was only 10
(spam classified as ham). In Substage 5, for dataset 4, MNB classifier turned out to be nearly
perfect. The results are a little better than those achieved by G. Piatetsky-Shapiro and
M. Mayo [29]. This is possibly because of the more complex text-preprocessing methods
that were implemented.

Table 17. Evaluation of the classifiers performance in Substage 5.

Model Accuracy Sensitivity Specificity PPV NPV

MNB (1) 0.962 0.923 1 1 0.929

MNB (2) 0.962 0.923 1 1 0.929

NuSVC 0.915 0.862 0.969 0.966 0.875

k-NN k = 11 0.796 0.608 0.985 0.975 0.715

Results obtained by G. Piatetsky-Shapiro and M. Mayo [29]

MNB 0.962 0.931 0.992 0.992 0.935

4.4. Method Validation and Discussion of Results

First, we note that text preprocessing has a significant impact on the behavior of the
classifiers. There is no doubt it is always beneficial to apply the basic methods, such as
conversion to lowercase (or uppercase as the effect is the same), removing stop words,
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digits or punctuation marks and other techniques, as described in Figure 2. Implementing
advanced text-preprocessing methods (stemming or lemmatization) allows the acquisition
of higher accuracy of the classification.

Second, the selected size of the dictionary (the number of features) matters. For
the support vector machines and naïve Bayes classification, the results were better if
the number of features was larger. On the contrary, k-NNs’ accuracy tends to decrease
rapidly for higher data dimensionality. k-NN obtained the highest accuracy for the smallest
dictionary size. k-NN performs well when that data dimensionality is low. Its efficiency
is also highly dependent on the k parameter. It might be assumed that if k-NN achieves
the maximum accuracy for the given kmax, the performance will experience a sharp drop
for k > kmax. Testing the support vector classification methods proved that LinearSVC is
relatively efficient when the dataset is small. For large datasets NuSVC classification is
more accurate.

Third, among all designed classifiers, MNB turned out to be a leader. In the relevant
stages, the maximum accuracy across all results was obtained by MNB. Naïve Bayes
classification is efficient in all cases but eventually returns the best outcomes when the
dictionary consists of many features and the lemmatization technique is included in the
application.

Fourth, the classifiers that achieved the best results when tested on the extract from
the Enron Corpus, classified the e-mails even more accurately for the dataset extracted
from the Lingspam corpus. This indicates that the content (words) and the structure of the
data impact the model performance directly.

Fifth, the most important aspect related to validation of our work is related to the
quality of the obtained results. Here, one of the most important aspect of our proposal is
summarized with Table 18. It shows a signification progress in comparison with the results
reported in the referenced literature (the highest values are marked in red). One can see
that especially the specificity provided by our approach is attractive. It is important in the
case of unbalanced datasets and applications related to anomaly detection (where spam
detection is also assigned).

Table 18. Comparison of the validation results with various performance metrics.

Method Measure Our Result Results Reported in the Literature

MNB Accuracy 0.962 0.477 [7], 0.598 [24], 0.832 [23], 0.898 [11], 0.917 [14],
0.957 [10], 0.962 [29], 0.994 [5]

MNB Sensitivity 0.923 0.496 [7], 0.897 [11], 0.931 [29]

MNB Specificity 1 .000 0.516 [7], 0.900 [11], 0.992 [29]

SVM Accuracy 0.915 0.840 [24], 0.917 [14], 0.919 [11], 0.940 [12], 0.962 [5],
0.966 [22], 0.971 [10]

SVM Sensitivity 0.867 0.901 [12], 0.918 [11], 0.976 [22]

SVM Specificity 0.969 0.920 [11]

k-NN Accuracy 0.796 0.453 [7], 0.846 [23], 0.908 [11], 0.920 [13], 0.990 [21]

k-NN Sensitivity 0.608 0.319 [7], 0.921 [11]

k-NN Specificity 0.985 0.478 [7], 0.887 [11]

5. Summary

The proposed multistage meta-algorithm for checking the classifiers performance,
including an experimental method that involves the use of cross-validation between differ-
ent datasets, allowed us to obtain reliable performance metrics in our illustrative example
limited to the three important and representative classifiers. According to our results,
which are consistent with other literature studies (but also typically outperform them
from the viewpoint of the used metrics, especially aligned with unbalanced datasets), the
multinomial naïve Bayes classifier is a method that once combined with well-thought text-
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preprocessing techniques as used in our meta-algorithm, may turn into the best weapon
against spammers, who are becoming wiser every day. The advantage of our solution
is that it can work with large datasets and give reliable results in a short time period by
introducing the concept of fast recognition of the most interesting parameters. Moreover,
the proposed method allows for cross-validation between different datasets in training and
test phases.

Finally, the whole validation study presented in the paper based on our multistage
meta-algorithm, including especially many (five) substages of cross-validation, shows
that the whole method is robust. It is run on a standard desktop PC and operates within
minutes to prove the results.
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ANN Artificial Neutral Network
BN Bayes Net(work)
BNB Bernoulli Naïve Bayes
CNN Convolutional Neural Network
DT Decision Tree
EHB Ensemble Hybrid Boosting
ET Extra Tree
FLM Fast Large Margin
GA Genetic Algorithm
GB Gradient Boosting
GLM General Linearized Model
GNB Gaussian Naïve Bayes (Classifier)
k-NN k-Nearest Neighbours
LB Logic Boost
LR Linear Regression
LR Logistic Regression
LSTM Long Short-Term Memory
MLP Multilayer Perceptron
MNB Multinomial Naïve Bayes (Classifier)
NB Naïve Bayes (Classifier)
NLTK Natural Language Toolkit
NPV Negative Predictive Value
PPV Positive Predictive Value
PSO Particle Swarm Optimization
RBF Radial Basis Functions
RC Random Committee
ROC Receiver Operating Characteristic
RNN Recurrent Neural Network
RF Random Forest
SNR Signal-to-Noise Ratio
SVM Support Vector Machine
WNL WordNet Lemmatizer

Appendix A

Here, we present the detailed results related to our numerical study, especially the
ones related to the five substages.

The results obtained in Substage 1, with some additional parameters (such as test/model
average and test/model maximum) are shown in Table A1.

Table A1. Accuracies obtained in Substage 1 tests.

Accuracies

Stem/Lem No. Stemming Lemmatization Model-Avg Model-Max

200 1500 3000 200 1500 3000 200 1500 3000

NuSVC 0.750 0.757 0.758 0.758 0.758 0.762 0.754 0.735 0.738 0.752 0.762

LinearSVC 0.804 0.796 0.804 0.842 0.773 0.762 0.823 0.792 0.781 0.797 0.842

MNB 0.900 0.915 0.919 0.923 0.888 0.885 0.900 0.923 0.915 0.908 0.923

Test-avg 0.818 0.823 0.827 0.841 0.806 0.803 0.826 0.817 0.811

Test-max 0.900 0.915 0.919 0.923 0.888 0.885 0.900 0.923 0.915

All results of Substage 2 are presented in Table A2.

Table A2. Accuracies obtained in Substage 2 tests.

Accuracies

Stem/Lem No. Stemming Lemmatization Model-Avg Model-Max

k 200 1500 3000 200 1500 3000 200 1500 3000
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The results of Substage 3 are presented in Table A3.

Table A3. Accuracies obtained in Substage 3 tests.

Test Model
Accuracy

(Substage 1/2)
Dictionary Length Stem/Lem

Accuracy
(Substage 3)

1 MNB 0.923 1500 lem 0.909

2 k-NN k = 11 0.915 200 lem 0.828

3 k-NN k = 9 0.912 200 no 0.825

4 k-NN k = 11 0.908 200 no 0.821

5 LinearSVC 0.842 200 stem 0.880

6 NuSVC 0.762 3000 stem 0.884

Additional tests

7 NuSVC 0.762 1500 stem 0.885

8 MNB 0.923 3000 lem 0.914

9 k-NN k = 11 0.915 1500 lem 0.795

10 LinearSVC 0.842 1500 stem 0.859

The results of Substage 4 are shown in Table A4.

Table A4. Accuracies obtained in Substage 4 tests.

Test Model
Accuracy

(Substage 3)
Dictionary Length Stem/Lem

Accuracy
(Substage 4)

1 MNB (1) 0.914 3000 lem 0.919

2 MNB (2) 0.909 1500 lem 0.909

3 NuSVC 0.885 1500 stem 0.829

4 k-NN k = 11 0.828 200 lem 0.860

The accuracies obtained by the classifiers in Substage 5 are presented in Table A5.

Table A5. Accuracies obtained in Substage 5 tests.

Test Model
Accuracy

(Substage 1)
Dictionary Length Stem/Lem

Accuracy
(Substage 5)

1 MNB (1) 0.915 3000 lem 0.962

2 MNB (2) 0.923 1500 lem 0.962

3 NuSVC 0.758 1500 stem 0.915

4 k-NN k = 11 0.915 200 lem 0.796

The confusion matrices of MNB (1) and MNB (2) are identical and presented below
as Table A6.

Table A6. MNB (1) and MNB (2) confusion matrix in Substage 5.

Ham Spam

Ham 130 0

Spam 10 120

159



Electronics 2021, 10, 2083

References

1. Bauer, E. 15 Outrageous Email Spam Statistics that Still Ring True in 2018. Available online: https://www.propellercrm.com/
blog/email-spam-statistics (accessed on 6 August 2021).

2. Symantec. Internet Security Threat Report. 2019. Available online: https://www.symantec.com/content/dam/symantec/docs/
reports/istr-24-2019-en.pdf (accessed on 6 August 2021).

3. Ferrara, E. The History of Digital Spam. Commun. ACM 2019, 62, 82–91. [CrossRef]
4. Dada, E.G.; Bassi, J.S.; Chiroma, H.; Adetunmbi, A.O.; Ajibuwa, O.E. Machine Learning for Email Spam Filtering: Review,

Approaches and Open Research Problems. Heliyon 2019, 5, e01802. [CrossRef] [PubMed]
5. Awad, W.A.; ELseuofi, S.M. Machine Learning Methods for Spam E-Mail Classification. Int. J. Comput. Sci. Inf. Technol. 2011, 3,

173–184. [CrossRef]
6. Sharma, S.; Arora, A. Adaptive Approach for Spam Detection. Int. J. Comput. Sci. Issues 2013, 10, 23.
7. Harisinghaney, A.; Dixit, A.; Gupta, S.; Arora, A. Text and Image Based Spam Email Classification using KNN, Naïve Bayes

and Reverse DBSCAN Algorithm. In Proceedings of the International Conference on Reliability Optimization and Information
Technology (ICROIT), Faridabad, India, 6–8 February 2014; pp. 153–155. [CrossRef]

8. Sharma, D. Experimental Analysis of KNN with Naive Bayes, SVM and Naive Bayes Algorithms for Spam Mail Detection. Int. J.
Comput. Sci. Technol. 2016, 7, 225–228.

9. Sharma, U.; Khurana, S.S. SHED: Spam Ham Email Dataset. Int. J. Recent Innov. Trends Comput. Commun. 2017, 5, 1078–1082.
10. Jawale, D.S.; Mahajan, A.G. Hybrid Spam Detection using Machine Learning. Int. J. Adv. Res. Ideas Innov. Technol. 2018, 4,

2828–2832.
11. Bassiouni, M.; Ali, M.; El-Dahshan, E.A. Ham and Spam E-Mails Classification Using Machine Learning Techniques. J. Appl.

Secur. Res. 2018, 13, 315–331. [CrossRef]
12. Shajideen, N.M.; Bindu, V. Spam Filtering: A Comparison between Different Machine Learning Classifiers. In Proceedings of the

Second International Conference on Electronics, Communication and Aerospace Technology (ICECA), Coimbatore, India, 29–31
March 2018; pp. 1919–1922. [CrossRef]

13. Suryawanshi, S.; Goswami, A.; Patil, P. Email Spam Detection: An Empirical Comparative Study of Different ML and Ensemble
Classifiers. In Proceedings of the IEEE 9th International Conference on Advanced Computing (IACC), Tiruchirappalli, India,
13–14 December 2019; pp. 69–74. [CrossRef]

14. Shahariar, G.M.; Biswas, S.; Omar, F.; Shah, F.M.; Hassan, S.B. Spam Review Detection Using Deep Learning. In Proceedings of
the IEEE 10th Annual Information Technology, Electronics and Mobile Communication Conference (IEMCON), Vancouver, BC,
Canada, 17–19 October 2019; pp. 0027–0033. [CrossRef]

15. Swetha, M.S.; Sarraf, G. Spam Email and Malware Elimination Employing Various Classification Techniques. In Proceedings
of the 4th International Conference on Recent Trends on Electronics, Information, Communication and Technology (RTEICT),
Bangalore, India, 17–18 May 2019; pp. 140–145. [CrossRef]

16. Gaurav, D.; Tiwari, S.M.; Goyal, A.; Gandhi, N.; Abraham, A. Machine Intelligence-based Algorithms for Spam Filtering on
Document Labeling. Soft Comput. 2020, 24, 9625–9638. [CrossRef]

17. Ablel-Rheem, D.M.; Ibrahim, A.O.; Kasim, S.; Almazroi, A.A.; Ismail, M.A. Hybrid Feature Selection and Ensemble Learning
Method for Spam Email Classification. Int. J. Adv. Trends Comput. Sci. Eng. 2020, 9, 217–223. [CrossRef]

18. Kumar, N.; Sonowal, S. Nishant, Email Spam Detection Using Machine Learning Algorithms. In Proceedings of the Second
International Conference on Inventive Research in Computing Applications (ICIRCA), Coimbatore, India, 15–17 July 2020; pp.
108–113. [CrossRef]

19. Gibson, S.; Issac, B.; Zhang, L.; Jacob, S.M. Detecting Spam Email with Machine Learning Optimized with Bio-Inspired
Metaheuristic Algorithms. IEEE Access 2020, 8, 187914–187932. [CrossRef]

20. Karimovich, G.S.; Jaloldin ugli, K.S.; Salimbayevich, O.I. Analysis of Machine Learning Methods for Filtering Spam Messages
in Email Services. In Proceedings of the International Conference on Information Science and Communications Technologies
(ICISCT), Tashkent, Uzbekistan, 4–6 November 2020; pp. 1–4. [CrossRef]

21. Nandhini, S.; Marseline, K.S. Performance Evaluation of Machine Learning Algorithms for Email Spam Detection. In Proceedings
of the International Conference on Emerging Trends in Information Technology and Engineering (ic-ETITE), Vellore, India, 24–25
February 2020; pp. 1–4. [CrossRef]

22. Saidani, N.; Adi, K.; Allili, M.S. A Semantic-Based Classification Approach for an Enhanced Spam Detection. Comput. Secur. 2020,
94, 101716. [CrossRef]

23. Hossain, F.; Uddin, M.N.; Halder, R.K. Analysis of Optimized Machine Learning and Deep Learning Techniques for Spam
Detection. In Proceedings of the IEEE International IOT, Electronics and Mechatronics Conference (IEMTRONICS), Toronto, ON,
Canada, 21–24 April 2021; pp. 1–7. [CrossRef]
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Abstract: This paper presents a new approach to generate datasets for cyber threat research in a
multi-node system. For this purpose, the proof-of-concept of such a system is implemented. The
system will be used to collect unique datasets with examples of information hiding techniques. These
techniques are not present in publicly available cyber threat detection datasets, while the cyber threats
that use them represent an emerging cyber defense challenge worldwide. The network data were
collected thanks to the development of a dedicated application that automatically generates random
network configurations and runs scenarios of information hiding techniques. The generated datasets
were used in the data-driven research workflow for cyber threat detection, including the generation
of data representations (network flows), feature selection based on correlations, data augmentation
of training datasets, and preparation of machine learning classifiers based on Random Forest and
Multilayer Perceptron architectures. The presented results show the usefulness and correctness of
the design process to detect information hiding techniques. The challenges and research directions to
detect cyber deception methods are discussed in general in the paper.

Keywords: cybersecurity; data science; machine learning; datasets; cyber threats modeling; multi-agent
systems; cyber deception

1. Introduction

In recent years, threats in cyberspace have evolved into well-organized, long-term,
and resource-intensive intrusion campaigns known as Advanced Persistent Threats. As a
result, there is a need to increase research into and the implementation of new cyber defense
solutions, methods, operations, and procedures. Cybersecurity research activity is very
broad, but it could be summarized by offering new developments and solutions for new
use cases for each function of the NIST Cybersecurity Framework (CSF) [1]. Examples
of a tailored solution that has been developed based on a new use case for cybersecurity
would be physical unclonable functions [2]. The need for a new secure identification and
authentication method was driven by the restricted requirements of cyber-physical systems.
The resulting concept offers low computational cost and resource requirements, whereas
Identify and Protect functions are easily provided for such systems. The same strategy
for research in cyber threat detection is followed in this paper. One of the most important
scientific and technological areas that are increasingly being used for cyber defense is data
science and data-driven methods. The following list summarizes the five areas of work
around data science in cybersecurity:

1. Modeling cyber threats to leverage across the data pipeline, from observation to flaw
detection to actionable cyber threat data—for example modeling techniques: NIST
Incident Response [3], Cyber Kill Chain [4], and MITRE ATT&CK [5].

2. Applying new models of cyber threats and setting up platforms to simulate them in
near-production environments.

3. Elaboration of detection algorithms that are technically feasible in modern networks
and systems.
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4. Sharing the collected information on cyber threats and applying this information in
technical solutions.

5. Accelerating the decision-making process within cybersecurity teams and depart-
ments together with the company’s decision-makers.

For a more detailed overview of the challenges of data-driven cyber threats and in-
trusion detection, see [6]. This paper presents efforts to create an end-to-end process that
combines aspects 1, 2, and 3. This is possible by extending the established approach for cy-
ber threat detection systems [7], mainly realized by Network and Host Intrusion Detection
Systems (NIDS, HIDS), to Multi-Node Cyber Threat Detection (MNCTD) systems. The cy-
ber defense action matrix [4] shows that classical NIDS or HIDS can be used individually in
four out of seven phases of the Cyber Kill Chain—weaponization, exploitation, installation,
and C2 (Command and Control). MNCTD goes further and proposes the combination of
the detection capabilities of all steps into a cyber threat detection system that focuses on
network communications.

Any research project on such models, algorithms, and systems suffers from the avail-
ability of the right data. The recognized problem of availability of specific datasets for the
particular research hypothesis and preparation of appropriate datasets for cyber threat
detection is a critical challenge [8]. In the first part, this paper summarizes the current
state of datasets for cyber security research available in academia and industry. It then
proposes an approach to create specific datasets for hybrid cyber threat detection sys-
tems research, as such datasets are scarcely available in the public domain. Most of these
available datasets focus on network attacks, such as Distributed Denial of Service (DDoS),
SSH Brute Force, or botnet communication over open text protocols such as HTTP or IRC.
Modern cyber threat modeling shifts thinking to identify threat phases (Cyber Kill Chain)
or tactics realized through various techniques (MITRE ATT&CK) to block a threat as early
as possible. Developing new solutions for cyber defense is about defining the aspects of
the threat using the chosen modeling method and creating certain observable indicators
that can be analyzed by detection algorithms. Such an approach could provide the desired
ability to block and counter cyber threat campaigns as soon as indicators of threat are
detected. Another novelty of this paper is the emphasis on the increasing importance of
detecting information concealment techniques used in cyber attacks, especially in APT
campaigns. One of the most important reports on the rise of stegomalware was the June
2017 McAfee report [9]. In it, steganography was identified as the emerging element used
in new malware campaigns. Information hiding techniques can be used at any stage of
a cyber threat campaign, but the focus is on methods that work with communication
activities over networks:

• Delivery and C2 Phase designated by Cyber Kill Chain methodology.
• Defense Evasion, Exfiltration, and C2 Tactics classified by MITRE ATT&CK methodology.

This paper presents the possibility of preparing datasets with information hiding
techniques to develop the concept of a Multi-Node Cyber Threat Detection platform.
The created multi-agent system for collecting network packet traces was applied in the
automatically generated environment of network nodes and with the random setup of
malicious pairs of hosts (sender-receiver) per experimental run. Then, the collected sample
datasets were used in the data science workflow for cyber threat detection. The classical
pipeline of a data science experiment includes data cleaning, feature selection, under-
or over-selection of rare class examples, and development of the default solution for
classification problems.

The structure of the paper is as follows:

• Section 2 briefly presents the available datasets and the systematic approach to eval-
uating self-generated datasets. It builds the context for the need for the research in
this paper:
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– Generating datasets for cyber threat detection research in the domain of infor-
mation hiding techniques applied by modern malware and malicious cyber
operations like APTs.

– Establish the possibility to generate these datasets in different and randomized
networking environments with a varying set of sources and destinations for the
simulated cyber attacks.

• Section 3 presents the methodology used to establish the framework for end-to-end
dataset generation for cyber threat detection research. It follows the context of the
research established in Section 2. This section covers the concept of the system for
capturing network traffic in a multi-node setup, simulation of benign and malicious
network flows and scenarios for generating the final datasets, and a simple methodol-
ogy for generating datasets.

• Section 4 shows examples of data science experiments enabled by the generated data.
This part presents the empirical evaluation of the datasets generated by the methods
introduced in Section 3.

• Section 5 concludes the paper with a summary of the results and further research
directions that could be based on this paper.

Contributions of the Paper

The main contributions of the paper are:

• An approach to collect datasets for cyber threat detection research in a multi-node
setup using the developed agent system. This contribution goes far beyond the state-
of-the-art presented in Section 2.3. The majority of the available datasets are focused
on providing indicators for simulated cyber attacks from single endpoints like central
collectors, whereas this research tackles multi-node cyber data collection to follow the
cyber attack path of execution.

• Application of the information hiding techniques in communication networks [10]
to research cyber threats as an emerging problem in cyberspace. The paper shows
how to generate network data streams using information hiding techniques. This
is a key effect, as most of the state-of-the-art datasets presented in Section 2.3 in-
clude the classic types of cyber attacks only with no covert communication samples.
The introduction of this paper and Section 2.4 show the increase in malware applying
information hiding techniques for Command and Control channels, to exfiltrate data
or to persistently maintain the presence in the compromised environments. It means
that any research into cyber threat detection methods in the area of steganography
used in malicious operations has never been as important.

• Development of an automated and randomized tool for setting up network configu-
rations (nodes and links) when performing simulations of network communication
scenarios. According to the state-of-the-art cyber data collection environments of the
datasets presented in Section 2.3 they were mostly configured once with the chosen
sources and destinations of cyber attacks. The contribution of this paper offers a
solution to mitigate the biases in datasets related to the shape and topology of the
environment in which they were collected.

• The execution of reference cyber threat detection experiments on the collected datasets.
Most of the state-of-the-art research papers related to datasets included in Section 2.3
present the datasets and collection process. This paper contributes to the approach
applied by the authors where the collected datasets were evaluated to be feasible in
data-driven cyber threat detection workflows.

2. Related Work

2.1. Multi-Node Cyber Defense Solutions

The systems that could be built upon the results of this paper combine the idea
of network intrusion detection systems with the concept of multi-agent systems into a
multi-node cyber threat detection system. In the last 30 years, it has been investigated in
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different aspects related to architectures, computational aspects (for example, involving
AI), effective collaboration within multi-agent platforms, and applications. One of the
milestones is the paper [11], where the idea of intrusion detection using autonomous agents
was proposed. Publications such as [12–14] combined are drawing a comprehensive review
of the state-of-the-art in multi-agent cyber defense solutions.

Nowadays, a cyber defense based on multi-agent systems is recognized as a modern
and very efficient approach with continuous emerging. Interest in such systems has
been extensively revisited recently within academia, industry, law enforcement agencies,
and even the military. In [15], the author developed the idea that intelligent autonomous
agents will be the standard on the battlefield of the future. It means that intelligent
autonomous cyber defense agents are going to become the main element of any entity
involved with the battlefield, where cyberspace will become the crucial area of conflict.
The paper introduced several novel ideas with summarization of the other ones into the
reference architecture of any multi-agent system for cyber defense.

A current industrial application of such systems could be any Internet of Things
networks or, in general, cyber-physical systems and networks. The justification behind this
is that these systems are by default distributed and multi-node. Furthermore, the require-
ments on the lightness of the computation on the nodes implicates that only multi-agent
cyber threat detection solutions would fit such environments. For example, the state-of-
the-art in this field from two papers [16,17] introduce the intrusion detection system in
connected vehicles (Vehicle-to-Vehicle, V2V). The system presented in [16] consists of the
part that is analyzing the node of the environment—a vehicle—with the option of central-
ized data analytics in the cloud. The main contribution of the authors was to consider
each single element of the vehicle as the valuable source of data to detect cyber threats.
Next, it was proposed to combine the real time data from such different and distributed
elements together for the classification algorithm based on Bayesian networks. The pa-
per [17] investigates such multi-agent cyber threat detection within a single vehicle more
deeply in terms of how to combine data from different sensors to detect intrusions. Such
an approach complies with the general idea of multi-agent intrusion detection systems and
it is an important example of how to apply it to solve the modern problems of security in
cyberspace. As the use case of a connected vehicle will be rapidly adopted, cyber defense
solutions involving multi-agent concepts crucially need to be developed.

2.2. Generation of Datasets for Cyber Threat Detection Research

The general prerequisite for any discovery problem to be addressed by data science
methods is to have the right data. There are three main approaches to obtaining data for
cyber threat detection:

• Collecting data from actual production networks and cyber intrusions,
• Building models of production networks and simulating network communications

(malicious and benign),
• The use of mathematical, statistical, machine learning, and other algorithms to gener-

ate the data.

The first approach is highly desirable, as working on actual data should guarantee
low-fault detection algorithms that are ready for actual cyber attacks. The main problem
with the reliability of this approach is that few organizations could use such data for cyber
threat detection research. Cyber attacks are very rare if we consider the total observation
time. This means that it would take a very long time to collect enough examples to train a
detection algorithm on these indicators. Another challenge with such data is the privacy
concern. It is impossible to share such information, so the cybersecurity community cannot
benefit from it for cyber threat detection.

The simulation approach is usually used in modern research into intrusion detection
systems in industry and academia. One of the most well-known research institutes in
this field is the Canadian Institute of Cybersecurity (CIC) at the University of Brunswick.
The institute has published nearly 30 datasets over the past decade, while researchers have
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developed reference methods for generating such data. A 2018 paper [18] summarizes the
current approach to generating the simulated networks and data for cyber threat detection
research over them. The main outcome was the development of a parametric configuration
of the network communication patterns to be simulated, called profiles. This improved the
quality of the resulting datasets. Another systematic approach was presented in [19]. This
paper adds the new idea of simulated datasets for cyber threat detection systems based on
a novel architecture:

• Collecting sensors distributed on network nodes,
• Allowing for continuous communication and coordination between sensors,
• The use of a central processing unit to improve detection decisions,
• The automation of the network scenarios in which the data was collected,
• The use of data science methods to oversample the least representative samples of

malicious data.

The details are presented in Section 3. The latter approach exploits the mathemati-
cal foundations of modeling and data analysis, in particular, to apply machine learning
methods for data generation. It could help to increase the similarity of generated data with
actual production or to address shortcomings of simulations (complementary between
approaches). An example of applying machine learning to improve detection rates and
complement the small number of malicious samples is presented in [20]. It uses adversarial
machine learning methods for cyber threat detection research. Generative Adversarial Net-
works (GAN) are implemented to generate synthetic samples. Then, the module IDS was
trained on them along with the original samples. It also fixes the problems of unbalanced
or missing data on input. This approach greatly improves the performance of the IDS
detection algorithm. The major challenge in applying machine learning for cyber threat
detection is the explainability and transparency of such algorithms.

2.3. Availability of Datasets for Cyber Threat Detection Research

Historically, the first milestones in the public availability of datasets for cyber threat
detection research were in 1998–1999, when the DARPA’98 and KDD’99 datasets were released.
Since then, many other and different datasets have been created, but there are still not enough
publicly available datasets for cybersecurity research. This section presents some examples of
publicly available datasets that are generally recognized as comprehensive, well-prepared,
and appropriate for cybersecurity research on cyber threat detection systems.

Canadian Institute of Cybersecurity datasets: ISCX 2012 Dataset [21] was the first
participation of the Canadian Institute of Cybersecurity that provided a systematic ap-
proach for creating datasets for cyber threat detection systems research. They introduced
the concept of profiles, which contain detailed descriptions of intrusions and abstract distri-
bution models for lower-level applications, protocols, or network entities. Previously, they
analyzed real-world traces to create these profiles. The dataset created included benign
and malicious network traffic traces of HTTP, SMTP, SSH, IMAP, POP3, and FTP. The NSL-
KDD ISCX Dataset [22] was created as a solution to the inherent problems of the original
KDD’99 dataset. It still suffers from some of the problems and may not perfectly represent
real-world networks. Nevertheless, it can be used as a useful benchmark dataset to help
researchers compare different cyber threat detection methods. The CIC 2017 dataset [23]
contains benign and the most recent widespread attacks stored as network traffic traces
from actual real-world executions. Implemented attacks include Brute Force FTP, Brute
Force SSH, DoS, Heartbleed, web attack, infiltration, botnet, and DDoS. Due to the nature
of the prepared profiles, they can be directly applied to a variety of network protocols
with different topologies to create a dataset for specific requirements. The CSE-CIC 2018
dataset [24] follows the pattern in the scaled infrastructure of 500 devices. The dataset
provides the network traffic traces and system logs from each of these devices.

UNSW-NB15 Dataset [25]: The raw network packets of the UNSW-NB 15 dataset
were created in the Cyber Range Lab of the Australian Center for Cyber Security (ACCS).
It contains a mixture of actual normal activities and synthetic current attack behaviors
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from fuzzers, backdoors, DoS, exploits, generic cyber attacks, reconnaissance, shellcode,
and worms. Argus, Zeek (formerly BroIDS), and the authors’ tools were used for data
collection. Class tagging was also provided. The number of records in the training set
was 175,341, and the testing set was 82,332 from different types of network traffic (benign
and malicious).

UGR’16 Dataset [26]: The dataset was created with real traffic and actual attacks.
The network traffic was recorded by Netflow v9 collectors strategically placed in the
network of one of the Internet Service Providers from Spain. It consists of two datasets
split into weeks:

• CALIBRATION set was collected from March to June 2016 (four months) with accurate
background traffic data.

• itemize TEST was collected from July to August 2016 with factual background and
synthetically generated traffic data of various known attack types.

The main advantage of this dataset is its usefulness for evaluating cyber threat de-
tection algorithms with a long-term perspective. The models can also take into account
differentiation by day/night or working days/off days.

CAIDA Datasets: The Center for Applied Internet Data Analysis (CAIDA) collects
various types of data from geographically and topologically diverse locations and makes
these data available to the research community. Information was collected from active and
passive measurement infrastructures that provide insights into global Internet behavior.
CAIDA collects, curates, archives, and shares the datasets resulting from these measure-
ments. It also processes and shares several derived datasets. Datasets through April 2016
are available at [27]. One of the most well-known CAIDA datasets is the DDoS 2007 dataset,
which contains network traffic traces from large-scale distributed denial-of-service attacks.
More recent datasets are made available on the Impact Cyber Trust Project [28] system.
The Information Marketplace for Policy and Analysis of Cyber-risk Furthermore, Trust
(IMPACT) project was created by the U.S. Department of Homeland Security to support
the global cyber-risk research community through the coordination and development of
real-world data and information sharing capabilities. The IMPACT project enables the
sharing of empirical data and information among the global cybersecurity research and
development (R&D) community in academia, industry, and government to accelerate
solutions to cyber risk and infrastructure security. Datasets are available exclusively to
researchers from the U.S. and collaborating countries.

2.4. Malware with Information Hiding Techniques Applied

Network steganography, as a branch of information hiding techniques, is rapidly
evolving and has attracted tremendous interest from cybersecurity researchers since the
paper [29]. Any network steganography technique must meet three conditions [10]:

• Modified properties of the protocol;
• Modified properties of the protocol may refer to mechanisms related to inadequacies

of the communication channel, the nature of the messages exchanged, or their form;
• Communication parties trying to prevent the observer from detecting the transmission

of data using information hiding techniques.

The Morto worm [30], a malware with network steganography capabilities, used
records stored on Domain Name System (DNS) servers to communicate with C2 servers.
This was the first actual implementation of network steganography in malware ever
discovered. Over the years, DNS has proven to be one of the most popular network
protocols abused for information concealment techniques. Any system from IT that has
access to the Internet must use it, so port 53 is wide open and allowed by firewalls and
cyber threat detection systems. The DNS protocol is characterized by open text messages
that provide many opportunities to hide data in them using text steganography methods.
Another protocol that has been used for network steganography in malware in recent years
is the Secure Shell (SSH) protocol. It was discovered in 2013 in the Fokitor Trojan [31].
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The motivation to use SSH for such operations is the same as DNS: widely used in IT
systems, port 22 open and allowed. In this method, the SSH protocol connections merely
carried the hidden information as a payload. The Regin malware [32], discovered in 2014,
was equipped with three mechanisms to prevent network communication:

• Stealth data tunneling in ICMP protocol traffic (ping).
• Insertion of steering commands in cookies in the HTTP protocol header.
• Insertion of steering commands into specially prepared TCP protocol segments or

UDP datagrams.

This is the ongoing trend of implementing different steganographic C2 channels and
using them depending on the deployment conditions. Steganography, a cyber deception
method, provides the ability to bypass the detection and measures of standard network
security applications, such as blocking by firewalls or triggering alerts by cyber threat
detection systems.

Another trend is the combination of different methods to hide information, e.g., com-
bining multimedia steganography with hidden communication via TCP/IP protocols.
The typical approach for combining multimedia steganography and network communica-
tion to form hybrid steganography is as follows:

• Use of multimedia steganography to hide the data.
• Use of standard protocols of the TCP/IP stack, especially application network traf-

fic, to smuggle multimedia files between victims and attackers either directly or via
C2 servers.

The first practical application of such an approach was a 2011 malware campaign.
Duqu [33] used multimedia steganography to hide data in JPEG images and then sent
them to the C2 server. This communication looks like an ordinary image file transfer, but in
reality it is used to establish a covert C2 channel. A similar technique was used for the
2014 Zeus Trojan morph, Lurk [34], where images were the carriers of the hidden control
commands. In the following years, the C2 channels used in modern cyber threat campaigns
were considered for information hiding techniques. More recently, the techniques have
evolved, spreading multimedia steganography over open social networks (OSN) and
adding methods of text steganography. This introduced a new level of complexity to any
forensic analysis, making it a problem similar to finding a needle in a haystack. An example
of a practical application is Hammertoss APT, applied by the group APT29 [35]. They used
Twitter to exchange URLs to image files that contained hidden data. Each Twitter message
also contained a specially prepared hashtag needed to decode the hidden part of the
image. The project attracted interest from cybersecurity researchers who were looking for
models to define detection techniques, as the classical signature approach was insufficient.
Interesting proofs-of-concept of steganography systems include:

• Stegobot [36]—one of the pioneering systems using OSNs as an overlay network for
the technical operations.

• Instegogram [37]—a technique that uses the image feed of a given Instagram account
to decode C2 messages from images. The main achievement here was using a popular
internet service to smuggle malware communications.

• StegHash with SocialStegDisc [38]—The StegHash technique was used to distribute
multimedia files with hidden data portions across many Internet services and accounts.
The mechanism of hashtags creates an invisible chain through which the original
message can be recovered. SocialStegDisc implemented the StegHash technique to
address the scheme in a novel steganographic file system.

Therefore, the use of hybrid and network steganography to breach the security of
computer systems, in particular, is an important area of research to identify vulnerabilities
and methods to combat them. This is the critical goal of this work, to improve the security
of cyberspace.
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3. Generating Datasets for Cyber Threat Detection Research

3.1. Application of Multi-Node Cyber Threat Detection System

A multi-node cyber threat detection system operates in the environment of distributed
network devices running open operating systems (e.g., Linux), mainly programmable
routers. Each router contains the execution environment of mobile agents that are inter-
connected to form a platform that controls the Central Unit. For the purpose of this study,
the monitoring mode of such a system is considered.

On the execution platform, it is possible to run agents with different purpose settings:

• Agents collect network traffic logs in a specific format and send this data to the Central
Unit for analysis.

• Agents equipped with motion logic that follows the developed algorithm for comput-
ing anomaly metrics and cooperates in selecting additional areas of the observation
network. The goal is to discover the sources of the attack.

To build a multi-agent peer-to-peer communication, the concept of the actor sys-
tem [39] has been used. The main purpose of the actor system is to develop a high-level
and non-blocking parallel execution model for computation. The atomic execution units,
called actors, execute their assigned tasks and then share the results via the message box
communication abstraction. The actor system is responsible for creating and managing
the lives of the actors (agents) in various distributed environments. The scheme of the
prepared platform is shown in Figure 1. It shows the main nodes of the architecture:

• The Central Unit node, which manages the actor system of the whole platform and
coordinates the life cycle of the distributed agents and of itself. More details are
presented in Table 1.

• A router with the actor system instance in which the single node managing agent
is instanced and connected with the whole platform managed by the Central Unit.
Furthermore, this agent could spawn other node agents to operate different functions.
Figure 1 shows such an agent called the Interface Sniffer Agent.

Central Unit (CU)

Actor System

Platform Manager Agent

Router

Actor System

Router Manager Agent

Interface Sniffer
Agent

Interface Sniffer
Agent

Figure 1. Scheme of monitoring platform based on actor system approach.

As the prototype of the platform is utilized in the monitor mode (sniffing and collecting
network data), the main functionalities to be included within the main nodes of the
system are:

• Sniffing network traffic on all interfaces of a router;
• Storing PCAP files at the nodes;
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• Collecting PCAP files across nodes in the Central Unit.

The interface Sniffer Agent would provide the first and second functionality. The third
is implemented by the communication scheme between the Platform Manager Agent,
Router Manager Agents, and Interface Sniffer Agents. The whole platform (node agents
and Central Unit) provides the other functions, such as life cycle management, PCAP
file management, or controlling the operation mode of the system. Table 1 summarizes
the operational aspects for each main component of the platform: Central Unit, a router,
Router Controlling Agent, and Internal Sniffing Agent. It includes the functional role
(Objectives column) realized by each of them and the communication patterns with the
other components that are utilized to fulfill the role (Communication patterns column).

Table 1. Summary of operational aspects of multi-node Network Traffic Monitoring Platform.

Module Objective Communication Patterns

Central Unit

1. Hosting main control agent of entire
platform

2. Managing entire platform
3. Managing joining process of routers

hosting platforms
4. Managing joining process of router control

agents
5. Maintaining status of remote router

hosting platforms and control agents on
each of them

6. Receiving message about new PCAP file
available on router

7. Downloading PCAP file from selected
remote router

8. Managing collection of PCAP files
downloaded from remote routers

1. Initializing the connection between
Central Unit and any router hosting
platform

2. Requesting creation of new controlling
agent on remote router platform

3. Submitting configuration settings to
newly created controlling agent on
remote router platform

4. Receiving notification about availability
of new PCAP file

5. Retrieving PCAP file over HTTP protocol

A router Computing and networking platform that hosts
remote portion of entire agent system Receiving requests to create new control agent

Router Controlling Agent

1. Router management
2. Joining platform agent system
3. Managing network interfaces and setting

up sniffing on them
4. Providing HTTP server through which

PCAP files can be downloaded from
Central Unit

5. Managing status of availability of new
PCAP files

1. Receiving configuration settings from
Central Unit

2. Requesting creation of internal agents to
sniff network interfaces

3. Controlling start and stop of network
sniffing per selected interface

4. Notifying Central Unit about availability
of new PCAP file

Internal Sniffing Agent

1. Creating sniffing process on bound
network interface

2. Managing sniffing strategy
3. Managing end of sniffing action by passing

callback to router control agent

1. Receiving request to start sniffing
2. Receiving request to stop sniffing
3. Collecting information when new PCAP

file is available
4. Notifying router control agent of

availability of new PCAP file

The concept of architecture realized by the presented proof-of-concept is easily ex-
pandable by embedding processing and detection algorithms together with any distributed
computing strategies to be imposed within the system. Any complexity in terms of logical
distribution of the processing and decision-making could be considered. However, the con-
straints and limitations of such an expansion for any logical workflow of the cyber threat
detections and mitigations are driven by:

• The performance related to the type of the networks and its protocols.
• The data flow rates and processing performance.
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• The physical bandwidth of interfaces within network nodes (routers and the other
network appliances).

• The computational resources within a single network node where the cyber threat
detection agent would operate.

• The multi-node cyber threat detection system management links to the performance.

Network packets need to be processed in the time imposed by the bandwidth of
the interfaces within a network node. If there is an objective to detect and react to cyber
threats inline, then the detection and computation architecture is required to be able to
draw decisions within the time frame of the network packet processing. For 10 Gb/s
networks, one packet of 300 bytes (average size in the Internet) needs to be processed in
240 nanoseconds. Otherwise, the system would process the copy of the data, so the main
constraints will be limited to copy operation, transferring data to the other agents, and the
size of the generated data in time (directly based on the network flow data rates).

In fact, the proof-of-concept was implemented in Python as the most efficient for fast
prototyping. It was used in the monitor mode only to collect PCAPs as datasets. However,
the real production multi-node cyber threat detection system should be implemented in
more suitable hardware and software for technological stacking. Software programming
languages for data processing within constrained environments in terms of computational
resources are C, C++, or Rust. If the software processing cannot fulfill the processing re-
quirements, then hardware solutions to accelerate the computations needs to be considered,
such as ASICs or FPGAs. The Central Unit node or any other node considered in general as
the “computational center” could be built upon Big Data technological stacks characterized
by high scalability, efficiency, and possibility to parallelize computations. The main limita-
tion would be related to the available hardware resources and if it is possible to implement
several computational servers as the component of a production multi-node cyber threat
detection system.

3.2. Network Traffic Streams Simulations
3.2.1. Malicious Network Data Streams

The network data streams within the scope of this paper must contain steganographic
techniques of the various types. For this work, the implementation could be simple so that
the required data can be generated for further research. The choices of such methods are:

• Method based on intentionally lost packets that can carry hidden payloads. It could
be implemented in various network protocols such as SIP or RTP, with one important
characteristic rule—a packet is detected as lost even if it eventually reaches the desti-
nation, it is simply discarded. No verification is performed. This fact can be directly
applied to network steganography in the following way:

– Some packets must be intentionally delayed to be detected as lost.
– The payload of such packets could be overwritten to carry steganograms.
– When such a packet finally arrives at its destination, it is simply discarded. If a

steganographic receiver is installed, it could intercept these packets to extract the
hidden payload.

• Method based on modulating the transmission time between packets to encode bits ‘0’
and ‘1’. Delay-based network steganography is a type of time-based steganography.
It uses modulation of the transmission times of successive packets in network traffic
to encode ‘1’ and ‘0’ bits of hidden data. Probably any network protocol can be used
for such a method. The secret between sender and receiver is to encode and decode
the hidden data in the temporal relationships between the packets. The sender side
must be parameterized with the type of distribution used to generate the network
stream. The receiver side must also be parameterized with this distribution and with
decision thresholds in the decoding module.

The dedicated applications were prepared as the element of the whole end-to-end
framework for cyber threat detection research. The signalization over lost packets in
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the multimedia stream of packets utilizes the RTP protocol. The hidden communication
over packets with the modulated time of sending uses the ICMP protocol. The prepared
applications could also be executed in benign mode to generate the expected network flows
of the selected protocols (RTP or ICMP).

3.2.2. Benign Network Data Streams

The approach to generating benign network traffic was developed by analyzing
the typical patterns of network communications in consumer and enterprise networks
LAN/WAN. Several specific applications and protocols were identified:

• Surfing the Internet and using the HTTP protocol.
• VoIP communication using SIP, RTP, UDP, HTTP, and TCP protocols.
• Video streaming using RTP and HTTP protocols.
• Data transfer using HTTP, FTP, SSH/SFTP, TCP, UDP, or email protocols.
• Using network-related protocols such as ICMP.

For this study, some publicly available applications and scripts were used to simulate
such traffic. The complementary method uses publicly available network traces to replay
them within a network. The applications mentioned in Section 2.4 are also used in benign
mode to generate legitimate traffic without using information hiding techniques.

3.2.3. Engine of Generation of Network Topologies for Experimentation

A network emulation engine should be used for functions such as:

• Enabling rapid prototyping of new use cases.
• Enabling automatic generation of new network topologies, i.e., setting up a new

dataset.

When generating a new topology, the basic features must be specified, such as:

• The number of routers and hosts,
• IP address ranges and routing,
• Whether to provide access to the Internet,
• Whether a firewall should be included,
• Placement of the Central Unit of the entire Cyber Threat Detection Agent system.

Based on these parameters, a random graph should be generated and then fed into a
network emulation engine via an API or configuration file. Preparing such an automation
promises to minimize any bias in the network topologies on the measured effectiveness of
the newly developed cyber threat detection algorithms. This means that well-generalized
cyber threat detection models should be created that can work equally efficiently in any
network topology.

For this research, we developed such a tool for the automatic generation of test
application scenarios, which consist of the following elements:

• The backend network engine and simulation tool—GNS3 [40];
• The text file to hold the network configuration—nodes and their types;
• the main script in Python, which

– Interprets and validates the entered network configuration,
– Randomly generated connections between nodes,
– Automatically sets up the network using the GNS3 API;

• The set of scripts in Python to configure the senders and receivers of the network
traffic depending on the purpose—to run benign, malicious, or mixed scenarios using
the agent system presented in Section 3.1.

It should be noted that the crucial aspect of the prepared solution is the automated
and randomized mechanism for:

• Generation of links between the configured set of nodes.
• Selection of senders and receivers for each network data stream profile (benign or

malicious).
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Such an approach allows the generation of datasets from many network scenarios and
data generation configurations. It could also provide the ability to mitigate any factors
associated with configuration bias across the broad spectrum of research in data-driven
cyber threat detection. Data sets were collected in specific network scenarios with a small
degree of variation in the sender-receiver network data configuration (benign or malicious).

3.2.4. Generation of Example Datasets

As presented in Section 3.2.3, the application to automatically generate the network
configurations and network communication scenarios was implemented in this article.
Figure 2 shows an example output topology of the fully working network of nodes (routers,
PC hosts, firewall, Internet connection) prepared by this tool for the purpose of this article.

Among the setup presented in Figure 2, the seven different network scenarios of
hidden communication between transmitters and receivers were run. The configuration
for each scenario is shown in Table 2. A given scenario (Table 2, first column) consists of
the setup of the sender and receiver for a hidden communication over lost packets (second
column in Table 2) and the setup of the sender and receiver for a hidden communication
over lost packets (third column in Table 2). The order of operations to collect the datasets is
as follows:

1. Select nodes (computer hosts) that represent the pairs of a sender and a receiver of a
hidden communication for both techniques in this study.

2. Run benign network communication patterns along with hidden network communication.
3. Collect PCAPs for each network node used.
4. Drag all PCAPs to the Central Unit of the platform.
5. Finish generating and collecting data.

Table 2. Setup of pairs of sender-receiver for generation of hidden communication simulations.

Scenario
Hidden Communication over
Lost Packets

Hidden Communication over
Time Modulation

Scenario 1 Sender: Host H1 Sender: Host H6
Receiver: Host H2 Receiver: Host H7

Scenario 2 Sender: Host H2 Sender: Host H1
Receiver: Host H3 Receiver: Host H6

Scenario 3 Sender: Host H3 Sender: Host H1
Receiver: Host H4 Receiver: Host H2

Scenario 4 Sender: Host H4 Sender: Host H2
Receiver: Host H5 Receiver: Host H3

Scenario 5 Sender: Host H1 Sender: Host H3
Receiver: Host H5 Receiver: Host H7

Scenario 6 Sender: Host H6 Sender: Host H4
Receiver: Host H7 Receiver: Host H5

Scenario 7 Sender: Host H4 Sender: Host H5
Receiver: Host H7 Receiver: Host H6
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R12
R1

R7

R2

R11

R5

R6

R9

R8
R14

R4

Internet Access

H1
IP: 192.168.42.100

H7
IP: 192.168.49.100

H2
IP: 192.168.43.100

H6
IP: 192.168.47.100

R3

H5
IP: 192.168.46.100

H4
IP: 192.168.45.100

H3
IP: 192.168.44.100

Central Unit
IP: 192.168.15.100

Figure 2. Network setup for simulations of hidden communication techniques.

4. Cyber Threat Detection Research Enabled

4.1. Cyber Threat Detection as Standard ML Classification Problem

In terms of machine learning, cyber threat detection is defined by the principles of the
classification problem adapted to the chosen goal of detection. The two classical objectives
for cyber threat detection algorithms are:

• Anomaly detection to anomalously detect observations defined as a deviation from the
specified base model. The detected anomaly is examined in more detail to determine
if it is a cyber threat.

• Detection of cyber threats by finding patterns of the known nature of a cyber attack.
Tagged records are required.

Since the datasets generated for this work contain the detailed labels of the cyber
threats, the set of experiments follows the second option to be presented. Table 3 shows
the general workflow used in this work for cyber threat detection experiments on the
hidden communication techniques. It presents the objectives to be achieved for each step
of the workflow.
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Table 3. Generic procedure to research cyber threat detection methods.

Workflow Step Objective

Step 1 Benign and malicious network communication simulation scenarios

Step 2 Collect raw source data

Step 3 Generate network data representation from raw source data

Step 4 Data labeling

Step 5 Feature selection

Step 6 Prepare train and test datasets

Step 7 Train data augmentation to balance samples per each label

Step 8 Train, test, and evaluate a machine learning classifier

4.1.1. Network Flows Generation

The records were collected by the system presented in Section 3.1 as network data
traces in PCAP format. These PCAPs were then processed into network datasets using
CICFlowMeter [41].

Each network flow dataset was bidirectional and consisted of 84 metrics. Network
flows were identified by the classic 5-tuple key (source IP, destination IP, source port,
destination port, Layer 4 protocol code). When a flow exceeded the configured flow timeout
(in seconds) or the flow was inactive (activity timeout), the status was saved and exported.
In the exported flow table, the timestamp adds the 5-tuple key to distinguish the flows.
In the case of this experiment, the parameters were set to:

• flow timeout—120 s
• activity timeout—30 s

The output of the application is a CSV file. Another step was the labeling. It was done
manually through the script based on the coding scheme shown in Table 2. The last step
in the data preparation was to combine all CSV files into a final dataset with all collected
observations from the simulated scenarios. This dataset was then preprocessed in the data
experimentation phase according to the state of the art in data science.

4.1.2. Training Classifiers for Cyber Threat Detection

This part shows how to use the prepared datasets to find the classifier to be used as a
cyber threat detector. The first step was to analyze the metrics in the dataset. The aim was to
check which metrics were more important for predicting the target class (feature selection).
The process involved pairwise correlation between the metrics and the explained variable
(class or label). Figure 3 shows the filtered matrix of the metrics for which the absolute
value of the correlation coefficient of any metric with a label greater than 0.05. The most
positively or negatively correlated metrics were related to time (inter-arrival time (IAT),
time of activity) and volume of the network data (number of packets, number of bytes).
The practical aspect of this step was to reduce the dimension of the problem. The number
of metric outputs was 28 since 52 metrics were filtered and three metrics were skipped
since they were not relevant to the problem (flow ID, timestamp, IP addresses).
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Figure 3. Pairwise correlation matrix of prepared dataset. Filtered according to level of correlation
between label column and other parameters for feature selection purposes.

Subsequently, the filtered data were divided into training (80% of the datasets) and
testing (20% of the datasets) datasets. The number of collected data streams distributed
among the training and testing datasets after the split is shown in Table 4.

Table 4. Distribution of flows among training and test datasets split from collected dataset as
described in Section 3.2.4.

Types of Flows Flows in Training Dataset Flows in Testing Dataset

Benign traffic (Label: 0) 92,737 23,163

Hidden communication over
lost packets (Label: 1) 742 195

Hidden communication over
time modulation (Label: 2) 457 127

The first problem that arises is the imbalance of the class examples in the training
dataset. The imbalanced classifications poses a challenge to any predictive algorithm.
In the case of imbalance in the training examples, the trained models might have poor
predictive performance, especially for the minor classes. On the other hand, the minor
classes are important because the context of the experiment is cyber threat detection
research, where cyber attacks are sporadic compared to harmless attacks. The Synthetic
Minority Oversampling Technique (SMOTE) [42] and Edited nearest neighbor (ENN) [43]
were applied as data extensions to overcome the problem. SMOTE is used to increase
the number of samples in the minority class by linear interpolation, and ENN is used to
remove the noise from the majority samples. Table 5 contains the number of data streams
before and after applying SMOTE-ENN techniques to the training dataset.
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Table 5. Data augmentation results—number of flows in training dataset before and after SMOTE-
ENN.

Types of Flows
Flows in Training Dataset
before SMOTE-ENN

Flows in Training Dataset
after SMOTE-ENN

Benign traffic (Label: 0) 92,737 92,737

Hidden communication over
lost packets (Label: 1) 742 92,706

Hidden communication over
time modulation (Label: 2) 457 92,643

The experimental phase was conducted to measure the possibility of predicting cy-
ber threats by applying selected ML classifiers. Two classifiers were chosen to test the
preparation of the example solution for this paper:

• Random Forest (RF) [44] was implemented based on RandomForestClassifier from the
Scikit-learn [45]. The initial setup was based on the default parameters as described
in [46].

• Multilayer Perceptron (MLP) classifier was implemented as the custom architecture in
TensorFlow [47] using the Keras subpackage. The setup of this classifier in terms of
architecture, optimizer, loss function, and evaluation metrics is presented in Table 6.

Table 6. Custom MLP classifier architecture setup per each layer (6) with selected optimizer, loss
function, evaluation metric, and training procedure.

Parameter The Custom MLP Classifier

Layer 1 (Input) Input, size: 28 × 20, activation: relu

Layer 2 Dense, size: 20 × 20, activation: relu

Layer 3 BatchNormalization, size: 20 × 20, activation: relu

Layer 4 Dense, size: 20 × 150, activation: relu

Layer 5 Dense, size: 150 × 20, activation: relu

Layer 6 (Predictions) Dense, size: 20 × 20, activation: softmax

Optimizer Adam with the learning rate: 0.001

Loss Categorical Cross Entropy

Evaluation metrics accuracy

Training setup batch size: 128, epochs: 20, validation split: 0.15

Both classifiers were trained with the SMOTE-ENN training datasets and evaluated
with non-SMOTE-ENN test datasets. The metrics of accuracy, precision, recognition,
and F1 score were used to evaluate the performance. The result metrics for the RF and
MLP classifier are shown in Tables 7 and 8, respectively. The last rows of both tables
show the overall accuracy of the respective classifier. Figures 4 and 5 show the confusion
matrices of the two selected classifier models. The classification was conducted within
three classes (0, 1, or 2), so the size of each confusion matrix was 3 × 3. Each cell presented
the number of instances of a given true class (rows) classified into a given predicted class
(columns). The diagonal of each matrix included true positives. The other cells could be
classically interpreted as false positives, false negatives, and true negatives in relation to a
selected class.
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Table 7. Performance of RF classifier in terms of precision, recall, F1 score, and overall accuracy
metrics.

Types of Flows Precision Recall F1 Score

Benign traffic (Label: 0) 1.00 0.99 1.00
Lost packets attack (Label: 1) 0.49 0.92 0.64

Packet timing attack (Label: 2) 0.93 1.00 0.97

Overall accuracy 0.99

Table 8. Performance of custom MLP classifier in terms of precision, recall, F1 score, and overall
accuracy metrics.

Types of Flows Precision Recall F1 Score

Benign traffic (Label: 0) 1.00 0.99 1.00
Lost packets attack (Label: 1) 0.42 0.99 0.59

Packet timing attack (Label: 2) 0.84 1.00 0.91

Overall accuracy 0.99

Figure 4. Confusion matrix of RF classifier.
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Figure 5. Confusion matrix of custom MLP classifier.

4.2. Conclusions and Future Directions

The prepared models show almost perfect results for the Label 2—Time Modulation
Information Hiding Attack. The results for Label 1—Flows with Lost Packets Information
Hiding Technique—were noticeably worse. The presented results should be considered as
an example for the research work with the generated datasets. Table 9 supplements Table 3
with a summary of the actions performed for each step in this work.

Each step of the workflow shown in Table 9 could be considered to be different
research directions, such as:

• Generating more data using the prepared application for simulations, especially for
more examples of hidden communication techniques.

• Selection of a different predictive model or design of a more complex architecture
combining some classifiers.

• To find a data representation that is better suited to the context of detecting information
hiding techniques. The output data representation of CICFlowMeter contains several
different metrics related to temporal aspects of network communication. Thus, this
is the most likely answer as to why the detection of temporally modulated hidden
communication had better performance.

• With other feature selection or data augmentation methods.
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Table 9. Summary of realized actions per each step of generic procedure to research cyber threat
detection methods.

Workflow Step Objective Realization in This Paper

Step 1 Benign and malicious network
communication simulations

Implementation of the dedicated tool to
set up networks and simulations;
proof-of-concept implementation of
Multi-node Cyber Threat Detection
System to use in monitor and collect
mode

Step 2 Collecting raw source data Network traffic traces collected as PCAP
files

Step 3
Generating network data
representation from raw
source data

Generation of network flows including 80
metrics from [41]

Step 4 Data labeling
Labeling based on Table 2 by adding the
column Label with the respected coding
to the corresponding network flows

Step 5 Feature selection
Selecting features using correlation
coefficient between Label and the other
features

Step 6 Preparing train and test
datasets Train/test split method from [45]

Step 7 Train data augmentation to
balance samples per each label

Augmentation of the training dataset
with SMOTE-ENN method

Step 8 Train, test, and evaluate a
machine learning classifier

Preparing Random Forest and the custom
MLP classifiers.

5. Summary

This paper presents an approach for the availability of datasets for cyber threat
detection research and the application to Data Science. As a first step, the multi-agent
platform for collecting network flows was implemented for this purpose. Such a platform
enabled the collection of network flow data in a multi-node setup. One of the achievements
was the implementation of an automated solution for generating network configurations
and running application scenarios for cyber threat activities. This is a promising aspect
to scale research experiments for cyber threat detection. Another future aspect to be
explored is the ease of practical implementation of such solutions. The input problem
of any practical cyber threat detection solution is the working environment in which the
method is implemented. The standard approach is the learning phase, which assumes
that the cyber detection engine must be adapted to the network environment through
monitoring and learning. After reaching readiness, the cyber threat detection engine is
partially trained with new examples of malicious activity or feedback data from human
operators. The ability to scale the data generated in different network configurations would
improve cyber threat detection engines for the sake of greater generality. Other practical
implications could include easier implementation in working environments and reduced
relearning and manual tuning efforts.

The unique value of this research was to emphasize the recognition of information con-
cealment techniques, which are generally considered concepts within the broad domain of
cyber deception. The most important prerequisite for working on cyber threat detection is
the availability of the right data. All known data sets that are available focus on the publicly
known types of cyber attacks. The examples of the use of cyber deception techniques are
very rare or non-existent. One of the main contributions of this work was the development
of a network environment integrated with the tools to collect such examples. This was
achieved by proposing the implementation of a multi-agent system as a Multi-Node Cyber
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Threat Detection platform utilizing the monitor mode. Based on the collected data, the ref-
erence data science workflow was evaluated by applying methods for data representation
and classification of malicious network flows. The final result confirms the usefulness of
the presented end-to-end approach for researching the discovery of information hiding
techniques. The authors will apply it in further research and development projects. Cyber
attackers are increasingly using cyber deception techniques. Moreover, advanced cyber
attacks, for example, APT (Advanced Persistent Threat) campaigns, could combine more
than one deception technique in two dimensions:

• Within different abstraction layers within the ISO-OSI 7-layer model, with the applica-
tion layer in particular considered a significant threat.

• Per each step of a cyber attack modeled as Cyber Kill Chain. [4]

This poses a massive threat to the security of cyberspace, so more efforts need to
be made in the coming years to improve cyber defense capabilities in the area of cyber
deception.
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Abstract: Pseudorandom number and bit sequence generators are widely used in cybersecurity,
measurement, and other technology fields. A special place among such generators is occupied by
additive Fibonacci generators (AFG). By itself, such a generator is not cryptographically strong.
Nevertheless, when used as a primary it can be quite resistant to cryptanalysis generators. This
paper proposes a modification to AGF, the essence of which is to use prime numbers as modules of
recurrent equations describing the operation of generators. This modification made it possible to
ensure the constancy of the repetition period of the output pseudorandom pulse sequence in the
entire range of possible values of the initial settings–keys (seed) at specific values of the module.
In addition, it has proposed a new generator scheme, which consists of two generators: the first of
which is based on a modified AFG and the second is based on a linear feedback shift register (LFSR).
The output pulses of both generators are combined through a logic element XOR. The results of
the experiment show that the specific values of modules provide a constant repetition period of the
output pseudorandom pulse sequence in a whole range of possible values of the initial settings–keys
(seed) and provide all the requirements of the NIST test to statistical characteristics of the sequence.
Modified AFGs are designed primarily for hardware implementation, which allows them to provide
high performance.

Keywords: cybersecurity; pseudorandom sequences generators; prime numbers; additive Fibonacci
generator; statistical characteristics

1. Introduction

At the present stage of scientific development and technological progress, pseudoran-
dom bit sequence generators have found more and more application areas. The scientific
and practical importance of generating qualitative pseudorandom sequences are significant
and many researchers are devoted to this area to find the best algorithms for generating
pseudorandom sequences with properties that are closest to random sequences.

In particular, Professor Amalia Beatriz Orue Lopez from Isabel I University in Burgos,
Spain [1–3], Professor Miguel Angel Murillo-Escoba from the Centre for Research and
Higher Education in Ensenada, Baja California, Mexico [4,5] and Rafik Hamza from LAMIE
Laboratory, University of Batna, Algeria [6] in their articles research the various methods of
constructing pseudorandom sequence generators, in order to determine issues regarding
information protection and estimation quality.

Pseudorandom sequence generators are used in various fields of science and technol-
ogy. A special place among such generators is occupied by additive Fibonacci generators
(AFG) [7–16].
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Almost all Fibonacci generators are designed for hardware implementation are used as
recurrent equation modules equal to the power of two. This greatly simplifies the hardware
implementation of Fibonacci generators but narrows their functionality and does not allow
for the improvement of their statistical characteristics without a significant increase in
the number of bits of structural elements. The main motivation for this work was the
awareness of the need to solve the hardware implementation of Fibonacci generators with
an arbitrary module value. This was also facilitated by the authors’ experience gained in
the hardware implementation of controlled digital frequency synthesizers [17].

Creating new circuit engineering solutions for the hardware implementation of Fi-
bonacci generators allows for the implementation of a new approach to its creation, which,
unlike previous approaches, enables the design of generators with an arbitrary module
of the recurrent equation, in particular with modules whose values are prime numbers.
As a result, there is an opportunity to significantly improve the generator’s statistical
characteristics.

This work was aimed at researching the hardware implementation of an additive
Fibonacci generator, based on an algorithm that uses a module of prime numbers, and to
analyse their characteristics.

2. Related Works

Additive Fibonacci generators (AFG) are widely used in cybersecurity devices to
generate pseudorandom sequences of bits or numbers.

By itself, such a generator is not cryptographically strong. Nevertheless, using it is fun-
damental to create a completely secure and resistant cryptanalysis algorithm. For example,
based on these generators, the algorithms Fish, Pike and Mush are implemented [7,8].

The use of Additive Fibonacci Generators is not limited to cybersecurity systems
(cryptography), they are also used for other applications.

In particular, Ref. [18] describes a method for constructing a pseudorandom number
generator based on a recurrent linear sequence of Fibonacci p-numbers to generate a
variable carrier frequency of pulse-width modulation (PWM) of the power converter
control system to reduce acoustic noise and electromagnetic obstacle level.

The classical algorithm of AGF was formed based on the equation:

xi = (xi−l + xi−k) mod(m), l > k > 0 (1)

General view:

xi = (xi−a + xi−b + . . . + xi−p) mod(m), a > b > . . . > p > 0 (2)

An effective hardware implementation of Equations (1) and (2) are chosen according
to Equation 2 − m = 2n. This simplifies the hardware implementation of the generators.
Compliance with the requirements for the selection of parameters l, k and a, b, . . . , p in
Equations (1) and (2) ensures that the repetition period of the sequence at the output of the
sequence of generators will be no less than 2n − 1 [8].

In articles [10–19], modified additive Fibonacci generators (MAFG) were proposed,
operating according to the equation:

xi = (xi−a + xi−b + . . . + xi−p + a) mod(2n), (3)

where, a = a0 ⊕ a1 ⊕ . . . ⊕ az; ai ((i = 0, 1, . . . , z), (z ≤ n − 1))—values of the number xi
binary bits.

In the studies of [10,11,19], it is shown that the process of adding the number “a” causes
certain “confusion”—the dependence of each bit of the number, including the youngest
bit, from all its other bits, allows to significantly improve the statistical characteristics of
the output signals of the MAFG. An array of initial values of numbers xi, xi−a, xi−b, . . . ,
xi−p, is called the cryptographic generator key and is under the condition of hardware
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implementation. These numbers are used as the initial values of the registers that are part
of its block diagram.

Our research on AGF and MAGF [10,11,13,18,19] show a significant dependence of
the statistical characteristics of the pseudorandom sequence at the output of the generator
on the output parameters. In particular, they strongly depend on the value of the repetition
period of the output sequence [10,13]. This means the presence of so-called “weak keys”,
which could be relatively easily disclosed.

This paper presents the results of research aimed at eliminating this shortcoming of
AFG and MAFG. We focus on the hardware implementation of generators.

3. Case Study

3.1. The Structure Schema and the Work Principle of the New AFG

As emphasized above, the construction AGF and MAGF uses algorithms in which
the modulus of recurrent Equations (1)–(3) is the power of number 2. This significantly
simplifies hardware implementation.

Papers [17,18] proposed a new approach to constructing two-level frequency synthe-
sizers using the change of the average value of the output frequency with an arbitrarily
given step. These approaches can be effectively applied in the hardware implementation of
our proposed generators.

Figure 1 shows a variant of one such additive Fibonacci generator [10].

ix

1ix2ix

cf

Figure 1. Structure schema of AFG.

AFG consists of registers RG1-RG3, adders AD1-AD2, multiplexer MUX and logical
element OR. The generator functions according to the equation:

xi = (xi−2 + xi−1) mod(m), (4)

where, m—prime number; xi, xi−1, xi−2—numbers in registers RG1, RG2 i RG3.
The number of binary bits n of the structural elements of the scheme (RG1-RG3, AD1,

AD2) is selected based on the need to ensure the condition 2n > m.
Herewith, the smallest value n is selected, at which this condition is fulfilled. The num-

ber A, which is applied to one of the AD2 input groups, is determined by the equation A
= 2n − m. In the absence of carrying signals on the outputs of AD1 and AD2 to the RG1
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information inputs through the multiplex, MUX passes a number from the output AD1,
and in the presence of one of these signals the number from the output AD2. The initial
number—the key (seed) X(0)—is written to registers RG1-RG3.

Clock pulses receive at the clock inputs of the registers RG1-RG3. The output pseudo-
random bits sequence formed on one of the register’s RG1 bits. The described operating
mode of the generator provides a change of the numbers in registers RG1-RG3 in the range
of values 0 ÷ m − 1.

3.2. Research of the New AFG Characteristics

Figure 2 shows the dependences of the repetition periods of the studied pseudorandom
numbers sequence generators on the value of the key X(0).

Figure 2. Dependences of AFG repetition periods on the key.

Figure 2a,b shows the dependencies for the new AFG, that function following Equation
(4): m = 13 (Figure 2a) and m = 17 (Figure 2b). In Figure 2c, the corresponding dependence
for the classical AFG, which operates following Equation (4) at m = 24 = 16, is given for
comparison. In order to go through all possible values, the initial number is determined by
the formula:

X(0) = (xi−2(0) + m xi−1(0) + m2 xi(0), (5)

where, xi(0), xi−1(0), xi−2(0) are the initial values of the numbers in the registers RG1-RG3,
accordingly.

This article presents only some results of different AFG versions of repetition periods
research. During the work, a large amount of AFG at different modulus values was
analysed. This allows us to draw the following conclusions:
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• A new type of AFG, in which the modulus of recurrent equations is a prime number
(Figure 1), differs favourably from classical AFG, in which the modulus of recurrent
equations is a power of 2, in the absence or relatively small number of “weak keys”
(in which the repetition period of the pseudo-random sequence is small);

• In AFG of a new type (Figure 1), there are values of the module for which there are no
“weak keys”.

Table 1 presents the values of the repetition periods of the output sequence of new
AFG for some m values fixed on the whole set of possible X(0) values.

Table 1. The dependence of the repetition periods of the new AFG output sequence for some m
values on the whole set of possible X(0) values.

Prime Numbers, Max and Min Repetition Period Values

m 2 3 5 7 11 13 17 19

period 7 13 24
4

48
6

120
10 183 288

16
180
9

m 23 29 31 37 41 43 47 53

period 506
22 871 993 1368

36 1723 231
21 2257 1404

m 59 61 67 71 73 79 83 89

period 58 930 4488
66 5113 5403 3120 2296

82
3960

44
m 97 101 103 107 109 113 127 131

period 3116 100
50 3536 2862 1485 4256 16,257

In Table 1, for values m = 2, 3, 13, 29, 31, 41, 47, 53, 59, 61, 71, 73, 79, 97, 103, 107, 109,
113, 127 no “weak keys” were found in the whole X(0) range values. The only fixed value
of the period is indicated in the table. For other m values, a small number of “weak keys”
were fixed, for which, along with the principal (predominant) reduced values of the period
were indicated.

At sufficiently large m values, the procedure for finding the repetition periods of the
output sequence for all possible X(0) values requires a lot of machine time and, under
certain conditions, is such that it is practically not implemented. Table 2 shows the values
of the repetition periods for relatively large values of m prime numbers when xi(0) = 1,
xi−1(0) = 1, xi−2(0) = 1.

Table 2. Dependence of repetition periods of the new AFG output sequence for some m values, at
xi(0) = 1, xi−1(0) = 1, xi−2(0) = 1.

Prime Numbers, Repetition Period Values

m 8191 9973 65,537
(Fermat number)

2,147,483,647
(Marsenn number)

period 22,366,291 99,46,728 1,431,699,455 >1010

The tendencies revealed at small values of the module m (Table 1) allow us to state
with a high probability that, at relatively large values, the number of “weak keys” will be
small or absent.

According to this property, the proposed Fibonacci generator, in which the mod-
ules of the recurrent equation are prime numbers, differs favourably from the known
Fibonacci generators, in which the value of the modulus is equal to the power of two. For
comparison, Table 3 shows some research results of the repetition periods of the output
pseudo-random sequence of the classical additive Fibonacci generator, which functions
according to Equation (4), at n = 2m. The results are obtained by imitation modelling.
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Table 3. Dependence of repetition periods of the output sequence of classical AGF for some values of
m on the whole set of values X(0).

m Values, Max and Min Repetition Period Values

m 2 4 8 16 32 64 128 256

period 7 14
7

28
7

56
7

112
7

224
7

448
7

896
7

Thus, in contrast to the proposed device, in the known device, at 2 > m, there are
different values of the repetition periods, including those that have critically small values.
This indicates the presence of “weak keys”. In addition, the maximum values of the
repetition periods are usually smaller than the relative values of module m in the proposed
device. These trends are also observed for arbitrary and much larger values of the modulus
m.

Research of the statistical characteristics of the output pseudorandom bit sequences
of new AFGs were carried out with NIST tests package [20]. If the proportion fell outside
of this interval (0.98–1.0), then this was evidence that the data were non-random. Testing
was carried out at different values. As a result, the sequence was entirely non-random, so
requirements of statistical security were not accepted. For example, Figure 3 presents a
statistical portrait of the output sequence at m = 2,147,483,647.

Figure 3. Statistical portrait of AFG at m = 2,147,483,647.

As can be seen from Figure 3, the sequence of the investigated generator does not
meet the requirements of randomness as most of the tests were valued at 0 and did not fall
within the specified interval.

Thus, new AFGs, built using prime numbers as modules of recurrent equations,
provide the absence or the small number of “weak keys”. At the same time, they do not
accord to the criteria of statistical security; however, they can be used in conjunction with
other pseudorandom bit sequence generators (PRBSGs). In this case, their useful property
can be used to ensure the constancy of the repetition period of the output sequence for all
possible values of the initial settings, and for many values of the module m.
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3.3. Structure Scheme and Operation Principle of the Combined PRBSG

The structure scheme of the combined PRBSG is given in Figure 4.

ix

1ix2ix

cf

Figure 4. Structure scheme of the combined PRBSG.

The combined PRBSG consists of two generators: a generator based on a new AFG
(Figure 1) and a generator based on the shift register with linear feedbacks LFSR. The
output pulses of both generators are combined through a logic element XOR. The choice of
type and LFSR bit number depends on the need to provide the specified characteristics of
the output bit sequence. Instead of LFSR, other types of PRBSGs be used, which requires
additional research.

In this work, the combined PRBSG used LFSR work according to the forming equation
F(x) = 1 + 18x + 31x. The matrix T1 and the power of the matrix r = 10 [8] are used.

Figure 5 shows a statistical portrait of the LFSR, from which it follows that the output
pseudo-random sequence does not pass only two tests from the NIST set.
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Figure 5. Statistical portrait of the LFSR (F(x) = 1 + 18x + 31x, matrix T1, power of the matrix r = 10).

Figure 6 shows the result of testing combined PRBSG (Figure 4) with such parameters:
new AFG m = 2,147,483,647, LFSR F(x) = 1 + 18x + 31x, matrix T1 and the power of the
matrix r = 10. The output sequence passes all tests from the NIST set.

Figure 6. Statistical portrait of the combined PRBSG.

Thus, as can be seen from Figure 6, the results of all tests are within the allowable
range. This suggests that the combined PRBSG generator provides the formation of the
output pseudo-random sequence with high statistical characteristics.

4. Conclusions

New AFG (Figure 1), built using prime numbers as modules of recurrent equations
at specific values of modules, provide a constant repetition period of the output pseudo-
random pulse sequence in the whole range of possible values of the initial settings keys
(seed).

According to this property, the proposed Fibonacci generator differs favourably from
the known Fibonacci generators, in which the value of the modulus is equal to the power
of two. In contrast to the proposed device, in the known device, at m > 2, there are different
values of the repetition periods, including those with critically small values. This indicates
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the presence of “weak keys”. In addition, the maximum values of the repetition periods
in the known device are usually smaller than the relative values of the module m of the
proposed device.

When two pseudorandom pulse sequences combine through a logical element XOR,
the period of the combined sequence is not less than the repetition period of each of them.

Combined PRBSG (Figure 4), under specific requirements for their construction, can
provide the specified statistical characteristics and the absence of “weak keys” in the whole
range of possible values of the initial settings–keys (seed).

The results obtained and presented in the article show that the proposed generators
can be effectively used in cyber security, particularly as components of cryptographic
information protection or noise generators for information security, or as noise-like code
sequences of modern communication systems.

Perspective for further research is the development and analysis of other types of com-
bined PRBSG with the possibility of their hardware implementation, as well as expanding
the scope of such generators.
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Abstract: Android has become the leading operating system for mobile devices, and the most
targeted one by malware. Therefore, many analysis methods have been proposed for detecting
Android malware. However, few of them use proper datasets for evaluation. In this paper, we
propose BrainShield, a hybrid malware detection model trained on the Omnidroid dataset to reduce
attacks on Android devices. The latter is the most diversified dataset in terms of the number of
different features, and contains the largest number of samples, 22,000 samples, for model evaluation
in the Android malware detection field. BrainShield’s implementation is based on a client/server
architecture and consists of three fully connected neural networks: (1) the first is used for static
analysis and reaches an accuracy of 92.9% trained on 840 static features; (2) the second is a dynamic
neural network that reaches an accuracy of 81.1% trained on 3722 dynamic features; and (3) the third
neural network proposed is hybrid, reaching an accuracy of 91.1% trained on 7081 static and dynamic
features. Simulation results show that BrainShield is able to improve the accuracy and the precision
of well-known malware detection methods.

Keywords: android device; BrainShield; hybrid model; machine learning; malware detection;
Omnidroid

1. Introduction

Due to their popularity, mobile devices are becoming more and more part of our
daily life. However, these devices, which handle both private and confidential data, are
vulnerable to attacks by malicious people, and these are known as cyberattacks. Some of
the most well-known recent examples of cyberattacks include the distributed denial of
service (DDoS) attack by Mirai Botnet [1], and the massive data hijacking carried out by the
WannaCry ransomware [2]. Therefore, this situation makes malware detection techniques
worth investigating and improving. Malware can be any type of software that serves illegal
purposes, such as spoofing or extortion [3]. This is often the case with adware that sends a
lot of ads. In this paper, we generally focus on mobile app malware, and therefore, we use
packages to allow us to install them.

Malware can be found in Google Play, which is the official market for Android apps.
Indeed, since 2015, the number of malware has increased rapidly, which has encouraged
many researchers to develop a number of malware detection methods, such as antivirus
available on the Google Play Store, static method, dynamic method and hybrid method,
as detailed in Section 3. However, these methods still have some limitations in terms of
performance to detect the malware on the newly installed applications on Android devices,
as presented in Section 3.5.

Therefore, this paper presents an extension of our previously published research work
in [4] regarding malware detection on Android devices.
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In [4], the proposed model is based on client/server architecture to reduce the heavy
computation of data on the mobile device and perform the processing remotely on the
server for prediction of the newly installed applications. We focused on the static analysis
method for malware detection using the random forest regression algorithm ranging from
−100 (benign) to 100 (malware) to manage the uncertainty predictions. We obtained good
prediction results in terms of performance with good correlation coefficients, minimum
computation time, and the smallest number of errors for malware detection.

Consequently, in this paper, we propose BrainShield, a hybrid malware detection
model trained on the Omnidroid dataset [5] to reduce the attacks on Android devices,
by improving the accuracy and the precision of well-known malware detection methods.
More specifically, our main goal is to determine whether new samples provided to our
classification model are malware or not, based on the rules previously established by the
learning algorithm.

The main contributions of this paper are as follows:

1. Describe the architecture of the proposed Model called BrainShield, which is based
on (1) a hybrid machine learning malware detection model for Android devices;
(2) the fully connected neural networks (i.e., dense layers) composed of three layers
(i.e., input layer, hidden layer and output layer) adopting one vector Tensorflow
algorithm; and (3) a binary class classification that provides, as output, a probability
value between 0 (i.e., benign apps) and 1 (i.e., malware apps);

2. Implement the proposed model to perform the prediction;
3. Provide the methodology that brings the detection results;
4. Train the Model with Omnidroid [5], which is the most known and diversified dataset.

This dataset contains 22,000 samples and about 32,000 features (i.e., 26,000 static
features and 6000 dynamic features);

5. Use the machine learning techniques [6], such as dropout and feature selection, to
increase the accuracy of the proposed neural networks.

The rest of the paper is organized as follows. Section 2 details the technical back-
ground. Section 3 presents an overview of the existing malware detection methods for
Android devices and their limitations. All the components of BrainShield’s architecture are
detailed in Section 4. In Section 5, the implementation of the BrainShield prototype and
the methodology that brings the detection results are described. In Section 6, the results
obtained in terms of accuracy, recall, precision, area under curve (AUC) and F1 score are
illustrated, and a discussion of these results is presented. Finally, Section 6 concludes the
paper by emphasizing our contribution and future work.

2. Background

In this section, we introduce a set of definitions related to Android apps, machine
learning, and features used by BrainShield to detect malware apps.

Malware detection is a classification problem [7], which consists of determining the
class of an app. The different classes presented in this paper are of two types: (1) malware
app; and (2) benign app. Malware is an Android package kit (APK), also known as an
Android app, used to serve illegal purposes, such as espionage or extortion. An app is
benign if it is legitimate and harmless.

Machine learning [8] is a discipline that consists of many different methods and
objectives. We use: (1) the fully connected neural networks (i.e., dense layers) with one
vector Tensorflow algorithm; the Dropout regularization on the hidden layer for reducing
overfitting and improving the generalization error of deep neural networks; (2) the Sigmoid
activation function on the output layer to give a probabilistic distribution between 0 and 1;
and (3) the optimizer ADAM to optimize the error.

The common point of these machine learning methods is to provide them with many
features, labeled for supervised learning or not for unsupervised learning, which serve
as input to the learning algorithm. The quantity of data and a balance of data are very
important to build a precise classification model that we adopt in our proposed model.
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Labeling is the act of considering an app as a malware app (i.e., value = 1) or as a benign
app (i.e., value = 0). Therefore, we use the binary class classification method that gives, as
output, a probability value between 0 (i.e., benign apps) and 1 (i.e., malware apps).

Features are needed in the case of supervised learning. They represent an app as
faithfully as possible. Static features are those obtained using static tools, while dynamic
features are those obtained using dynamic tools [9].

Evaluation metrics [10] are quantifiable measures, which determine if the detection
model efficiently differentiates malware from benign apps. Among these metrics, let us
quote the ones used for the evaluation of the performance of our proposed model. The
accuracy represents the proportion of correct predictions. The precision is the proportion of
correct positive predictions. A detection model producing no false positive has an accuracy
of 1. The recall is the proportion of actual positive results that have been correctly identified.
In addition, the recall is called the true positive rate (TPR). A detection model producing
no false negative has a recall of 1. The F1 score is the harmonic mean of the precision and
the recall. Therefore, this score considers both false positive and false negative. The area
under the receiver operating characteristic (AUROC) curve measures the two-dimensional
area underneath the receiver operating characteristic (ROC) curve. It gives an aggregate
measure of performance across all classification thresholds.

3. Related Work

In this section, we present a literature review based on four categories of malware
detection methods for mobile devices using the Android operating system: (1) company
solutions; (2) static method; (3) dynamic method; and (4) hybrid method. At the end of this
section, we present the limitations of the existing methods.

3.1. Company Solutions

In this section, we present a non-exhaustive list of the most popular Android apps,
known as antivirus, available on the Google Play Store. This list provides solutions
proposed by companies that have additional features to detect malicious apps. Table 1
illustrates a comparison of these Android apps, including the descriptive information for
each app, according to Google Play Store in autumn 2019, as well as the prices offered by
each app publisher.

Table 1. List of antivirus software on Google Play Store.

Play Store Name Publisher Free App Price
Number of
Downloads

Security Master Cheetah Mobile Yes 20 $/year 500,000,000+
AVG Antivirus AVG Mobile Yes 16 $/year 100,000,000+
Avast Antivirus Avast Software Yes 13 $/year 100,000,000+

Kaspersky Mobile Kaspersky Lab Yes 20 $/year 50,000,000+
Security Center Hyper speed Yes No 50,000,000+
Mobile Security ESET No 7 $/year 10,000,000+

McAfee McAfee LLC No 41 $ 10,000,000+
Malware Bytes Malwarebytes No 14 $/year 10,000,000+

Norton Antivirus Norton Mobile Yes 20 $/year 10,000,000+
Sophos Mobile Sophos Limited Yes No 1,000,000+

The detection methods used by Android apps and presented in Table 1 are not known.
This opacity does not allow us to develop our own detection method, but guides us to study
more existing detection methods on the market. In addition, most of these Android apps
provide additional functionalities besides malware detection, such as network scanner,
virtual private network (VPN) service, AppLock, and permissions scanner. Typically, these
features are accessible through a monthly or annual paid subscription.

Even Google Inc. cannot be certain of the 100% detection rate. Although Google Inc.
made huge strides in 2019, its Google Bouncer in 2012 detection system was bypassable.
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Indeed, the official announcement of its existence in February 2012 [11] caused a boom in
the field of research. Several researchers have studied Google Bouncer to find out more. On
4 June 2012, Jon Oberheide and Charlie Miller [12] presented interesting results. They were
able to explore the system using a command system to search for attributes of the Bouncer
environment, such as the version of the kernel running, the contents of the file system,
or information on some of the devices emulated by the Bouncer environment. Against
all these new and increasingly virulent threats, Google Inc. has revised its policy and
established Google Play Protect [13], which is the integrated malware protection platform
for most Android devices. The Google Play Protect is supported by machine learning
techniques to analyze more than 50 billion apps per day. Despite those advancements,
malware is still found in the Google Play Store [14].

3.2. Static Method

The static analysis method does not require running the app on a device. It focuses on
the app code rather than on its actual behavior when it is executed, since the app code is
supposed to be faithful to the app functionality.

Fournier et al. [4] proposed a static detection method based on 151 Android system
permissions trained with Waikato environment for knowledge analysis (WEKA). The
model is based on training a set of 10,000 apps, consisting of 5000 benign apps and 5000
malware. Malware is from the Drebin dataset [15] dated from 2010 to 2012. The benign
apps come from the top 500 in each category of the Google Play Store. The inconvenience
is that no security check was offered to verify that such apps were non-malware. In the
same vein, the accuracy announced on the test set is 94.62%.

IntelliAV [16] is an on-device malware detection system, which uses static analysis
coupled with machine learning. The app is available on Google Play Store. Based on
a training and validation set of 19,722 apps, including 9664 malware ones, the authors
obtained a TPR of 92.5% and a false positive rate (FPR) of 4.2% on the validation set, with
1000 attributes generated by the training process. Moreover, the authors evaluated their
model on a set of 2898 benign apps and 2311 malware from VirusTotal dated from February
2017. The accuracy is 71.96%.

MaMaDroid [17] detects malware from a behavioral perspective, modeled as a se-
quence of abstract API calls. It is based on a static analysis system that collects API calls
made by an app, and then builds a model from the sequences obtained from the call graph
in the form of Markov chains. This ensures that the model is more resilient to API changes,
and that the feature set is manageable in size. MaMaDroid has been tested using a dataset
of 8500 benign apps, and 35,500 malware collected over a six-year period, with F-measure
reaching 99%.

DroidSieve [18] adopts a combination of features, which is suggested by authors as
crucial for the robust detection of simple and obfuscated malware. Thus, syntactic features
(e.g., API calls and system permissions) are integrated into such a detection method. These
features have been used to build a classifier that is robust for both old and new malware,
which tend to be increasingly obfuscated. To enrich all the syntactic functionalities, new
features based on explicit intentions, meta-information and Dalvik Virtual Machine (DEX)
files have been added. The authors created a ranking system of the most relevant features
for detecting malware, where Android permissions and intents come first. The system
achieves an accuracy of 99.82% with zero false positives.

FlowDroid [19] is a tool that performs taint analysis on the app code, which enables
the discovery of connections where the device’s International Mobile Equipment Identity
(IMEI) is sent to a third party, using the network. It achieves 93% as recall, and 86%
as precision.

Maldozer [20] is based on the classification of raw sequences of calls to API methods,
using deep learning techniques. Maldozer can be used as a malware detection system on
servers, on mobile devices, and even on Internet of Things (IoT) devices. It achieves an
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F1-Score of 96–99% and a false positive rate of 0.06%. The datasets used were from the
Malgenome project (2010–2011).

AndroGuard [21] is a Python library that extracts various information from code, re-
sources or the AndroidManifest.xml file from Android. It is used for static feature extraction.

3.3. Dynamic Method

The dynamic analysis method requires running the app code on a device. Dynamic
analysis is used in the literature, since techniques, such as encryption, obfuscation of code,
dynamic loading of code or reflection, can be implemented to avoid detection by the static
analysis method. A significant number of searches attempt to work around this problem
by monitoring the actions of the app in an emulator or on a real device.

TaintDroid [22] introduces and prototypes a taint tracking method, which is widely
used. The authors had to manually explore the apps, which greatly limits the number of
apps that can be analyzed. Indeed, only 30 random apps have been selected.

AppsPlayground [23] takes the concept of taint tracking and develops an intelligent
method of input generation and app path for dynamic analysis, which makes the detection
automatic, and where the tests are performed on emulator. On the other hand, like
TaintDroid, it requires a modification of the Android operating system to track data via
taint tracking. AppsPlayground was evaluated with 3968 apps from the Google Play store.

Chen et al. [24] proposed the detection of systems based on data mining by ransomware
for automatic detection. The actual behavior of the apps is controlled and generated in the
call flow graph API (Application Programming Interface) as a set of functionalities.

Emulator vs. real phone [25] offers a detailed study of the differences between the exe-
cution environments. This study is recommended to perform the detection on a real device.

DroidBox [26] allows monitoring a wide range of events, such as file access, network
traffic or DEX files loaded dynamically at runtime. DroidBox uses API 16, which covers
99.6% of smartphones according to Android. It is used for feature extraction in the context
of dynamic analysis.

3.4. Hybrid Method

We define the hybrid analysis method as a method that combines static and dynamic
analysis methods.

MADAM [27] is a hybrid framework using machine learning to detect malware.
It classifies them based on suspicious behavior observed at different levels of Android:
kernel, application, user, and package. MADAM requires administrator privileges on
the phone used, since it works at the kernel level. Thus, the authors specify that their
solution is not intended for the general public, but seeks to prove the strength of such an
approach (i.e., multi-level, dynamic, and on the device). The 2018 version offers real-world
experiments on 2800 malware of 125 different families from three datasets.

SAMADroid [28] uses machine learning to detect malware. It works on both local
hosts (i.e., on-devices) to perform dynamic analysis, and remote hosts, to obtain static
analysis and prediction. The SAMADroid client app is developed for Android devices. The
dataset for neural network training is Drebin (2010–2012) [15], which contains old malware.
However, SAMADroid claims to achieve an accuracy of 99.07%.

AndroPyTool adopted by Martin et al. [29] presents two tools that are of great im-
portance for our own detection method: (1) the AndroPyTool framework; (2) and the
Omnidroid dataset. AndroPyTool is developed in Python, and the code is hosted on
GitHub. It can perform a complete extraction of static and dynamic features. It integrates
the most used Android malware analysis tools (i.e., FlowDroid [19], DroidBox [26], Andro-
Guard [21] and Strace [30]) to perform a source code inspection, and to retrieve information
on behavior when the sample is run in a controlled environment.

3.5. Limitations of the Existing Methods

Static, dynamic or hybrid approaches have the following shortcomings:
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1. Little or no diversified features [4,16,20]
2. Evaluation of the model based on a poor dataset in terms of sample quantities [4];
3. An evaluation of the model based on a dataset containing old apps [4,28];
4. Obsolete methods due to new Android versions [31].

For dynamic analysis, (1) manual intervention may be required [22,32] to guarantee
full exploration of the app; and (2) the app could determine if the runtime environment
is an emulation. In this case, the malicious code would not be triggered, which would
prevent its detection [23].

In addition to the previous shortcomings, hybrid approaches may have the following
drawbacks: (1) the average performance; and (2) the device must be necessarily rooted.

Finally, all the methods presented above have high accuracy only if they are associated
with: (1) many apps in the dataset for training and evaluation; and (2) recent malware.
Indeed, any method that claims to achieve an accuracy of around 99%, while using old
databases for evaluating the model, is considered to be obsolete.

4. BrainShield

In this section, we present the proposed hybrid malware detection model called
BrainShield. BrainShield consists of three components: (1) dataset; (2) neural networks;
and (3) client/server architecture.

4.1. Dataset

Omnidroid has obtained, thanks to AndroPyTool [29], a hybrid malware detection
tool. The Omnidroid dataset [5] is selected for its static and dynamic features. To the best
of our knowledge, it is the most diversified existing dataset in terms of types of features
(i.e., static or dynamic). The static features are permissions, receivers, services, activities,
Application Programming Interface (API) calls, API packages, opcodes, system commands
and FlowDroid, whereas the dynamic features are opennet, sendnet, fdaccess, dataleaks,
recvnet, cryptousage, and dexclass. Moreover, this dataset is balanced in terms of a number
of copies, sample dates, and features. In addition, the number of apps in this dataset is
significant, since there are 22,000 samples, as well as the number of features, is substantial:
25,999 static features and 5932 dynamic features. Omnidroid’s samples date from 2012 to
2018, which covers a long period.

Moreover, we define a test set, which allows us to avoid over-fitting on the validation
set. The test set is used at the very end of learning, and only once, to verify that the model
can adapt to new samples. We have chosen to distribute our dataset as follows:

1. 70% (15,400) for the training set;
2. 15% (3300) for the validation set;
3. 15% (3300) for the test set.

4.2. Neural Networks

The use of neural networks is preferred, since it offers advantages of adaptation to new
samples, which cannot be overlooked, unlike traditional detection systems operating with
security rules. In particular, we chose to use fully connected neural networks (i.e., dense
layers) with one vector Tensorflow algorithm. We build our model with three layers:
(1) one input layer; (2) one hidden layer; and (3) one output layer. We use: (1) the Relu
activation function on the input layer, which, as input, the features (i.e., static and dynamic)
collected from the Omidroid dataset [5]; (2) the Dropout regularization on the hidden layer
for reducing overfitting and improving the generalization error of deep neural networks;
(3) the Sigmoid activation function on the output layer to give a probabilistic distribution
between 0 and 1; and (4) the optimizer ADAM to optimize the error. During the training,
we aim to minimize the loss function [33]. In our case, it is the binary cross entropy, which
measures the performance of a classification model whose output is a probability value
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between 0 (i.e., benign apps) and 1 (i.e., malware apps). The binary cross entropy is denoted
in Equation (1) [33]: This is example 1 of an Equation:

Binary cross entropy = −(ylog(p) + (1 − y) × log(1 − p)), (1)

where p is the predicted probability observation and y is the binary indicator (0 or 1). To
carry out good training on a dataset, it is necessary to adjust certain parameters, called
hyperparameters, such as (1) the number of iterations (i.e., 200) as presented in Section 6;
the dropout rate (i.e., 0.3), the learning rate (i.e., 0.002) and the activation function (i.e.,
Relu) proposed by Keras [34]; and (3) the number of neurons as input, as discussed
in Section 5.2.1.

4.3. Architectural Design

A client/server architecture is chosen, in order to perform more flexibility with solu-
tions and to use the feature extraction tools. Static, dynamic and hybrid proposed methods
can be executed separately. Moreover, dynamic methods need to run the apps on a device,
thus it makes sense to run the app in a specific environment. This device can be a real
phone or a virtual machine.

BrainShield’s architecture consists of two parts, as shown in Figure 1: (1) client; and
(2) server.

1. The client is the Android device on which the apps must be analyzed;
2. The server is the place on which malware is detected, and it is developed with Python.

Feature extraction and prediction are done on the server.

After feature extraction, each app corresponds to a feature vector. This vector is the
input of the neural networks. The architecture is common to the static method, dynamic
method, and hybrid method. The differences between these three methods rely on the
static and dynamic feature extractions, as well as on the neural networks. Indeed, An-
droGuard [21] is used for static features, while DroidBox [26] is used to extract dynamic
features. The hybrid prediction is based on both static and dynamic features.

 

Figure 1. Architecture of BrainShield.

Chen et al. [24] proposed the detection of systems based on data mining by ran-
somware for automatic detection. The actual behavior of the apps is controlled and
generated in the call flow graph API as a set of functionalities.

Emulator vs. real phone [25] offers a detailed study of the differences between the exe-
cution environments. This study is recommended to perform the detection on a real device.

DroidBox [26] allows monitoring a wide range of events, such as file access, network
traffic, or DEX files loaded dynamically at runtime. DroidBox uses API 16, which covers
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99.6% of smartphones according to Android. It is used for feature extraction in the context
of dynamic analysis.

5. Implementation

In this section, we present the architecture of BrainShield’s prototype and the steps
of the implementation to perform the prediction. Then, we provide the methodology that
brings the detection results.

5.1. BrainShield’s Prototype Implementation

The architecture of BrainShield’s prototype, as shown in Figure 1, is divided into two
parts: (1) the client; (2) and the server.

1. The client is the Android app written in Kotlin 1.3.70 (https://kotlinlang.org/
(accessed on 20 November 2021)) that runs on the Huawei P20 Lite (ANE-LX3)
(Huawei, Shenzen, China) phone;

2. The server is a Python 3.7.6 app (Python, Wilmington, DE, USA) developed with
Flask 1.1 that runs on an Amazon server. This is an Ubuntu Server 18.04 LTS (HVM),
SSD Volume, type t2.xlarge server with 4 vCPUs, x86_64 architecture, 16384 MiB of
RAM and 16 GB of SSD memory.

In this architecture, we present the nine steps to perform the prediction, as shown in
Figure 2: (1) labelling by assigning a class as benign or malicious to each app; (2) training
the fully connected neural networks; (3) acquisition of APKs to be able to predict unknown
apps; (4) client sends the analysis request to the server; (5) server returns the missing APKS
to the client; (6) client sends APKs missing on the server; (7) feature extraction on the server;
(8) prediction provided by the neural network for each app; and (9) sending prediction to
the client.

Figure 2. Steps of BrainShield.

Figure 3 depicts how we train the neural networks. We first load the database and then
randomly shuffle it to have different sets of malicious and benign applications between
each different training. After choosing the features, setting some parameters, creating our
neural network and splitting the database into three groups, the neural network training
can take place. The number of iterations can be varied, and then we finish by evaluating
the neural network on the test set.
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Figure 3. Pseudocode for training the neural network.

5.2. Methodology

We present hereafter the methodology, which consists of four parts: (1) hyperparame-
ter tuning; (2) feature selection; (3) impact of feature selection; and (4) relabeling.

5.2.1. Hyperparameter Tuning

This section describes how to set the training hyperparameters values of our proposed
model BrainShield based on the neural networks to detect malware.

As initial settings, the dropout rate (i.e., 0.3), the learning rate (i.e., 0.002) and the
activation function (i.e., Relu) are by default proposed by Keras [34]. Moreover, the number
of 50 iterations and the number of 1119 neurons as input are chosen as those large enough
to have viable results and to complete hundreds of training in a suitable time. The final
values of hyperparameters are illustrated in Table 2.

Table 2. Final values of hyperparameters.

Epoch Number Static Dynamic Hybrid

Epoch number 200 250 200
Learning rate 0.002 0.002 0.002
Dropout rate 0.5 0.5 0.5

Batch size 512 512 512
Number of features 840 2800 Static: 840; Dynamic: 2800

Number of neurons as input 280 933 Static: 280; Dynamic: 933
Loss function Binary crossentropy Binary crossentropy Binary crossentropy

Activation function Relu Relu Relu
Function of prediction Sigmoid Sigmoid Sigmoid

In order to obtain the best value for the epoch number (i.e., number of iterations),
we consider 7 values for the epoch number (i.e., 50, 100, 150, 200, 250, 300, 400), and we
compare the different results of training using the evaluation metrics (i.e., the accuracy, the
recall, the precision, the AUC, and the F1 score). The results are obtained from statistical
averages over 10 training sessions and are illustrated in Figure 4. Such results show that
the evaluation metrics are being improved for up to 250 iterations. Then, for higher values
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of epoch number, no improvement in the evaluation metrics is observed (e.g., 70 training
sessions with a total duration of 157 min were performed).

 

Figure 4. Epoch number comparison.

Hereafter, we justify the choice of (1) the dropout rate; (2) the learning rate; (3) the
number of neurons, and (4) the activation functions.

Dropout Rate

In the same vein, we vary the value of the dropout rate from 0 (no dropout at all) to
0.9 (we forget 90% between each epoch) to obtain its best value. In Figure 5, we observe
that a dropout rate of 0.3 makes it possible to obtain the best accuracy, as well as the best
F1 score.

 

Figure 5. Dropout rate comparison.

Learning Rate

A too high learning rate may result in exceeding the minimum value of the loss
function, while a too low learning rate may lead to an unnecessary too long learning
process [35]. In order to obtain the appropriate learning rate value, we vary the learning
rate from 0.00002 to 0.2. Figure 6 illustrates that neural networks with the default value of
0.002, as well as those with the value of 0.0002, enable us to obtain the best results, in terms
of F1 Score. In this context, we choose to keep the default value of 0.002, as proposed by
Keras. Indeed, both recall and AUC are being improved for detecting the false negatives
(malware not detected), which constitutes the basis of malware detection.
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Figure 6. Learning rate comparison.

Number of Neurons

In order to obtain the best value for the number of neurons as input, we vary the
number of neurons from 10 to 4359 neurons. To attain these limits, we started by choosing
a number of neurons equal to the number of features (i.e., 3359). Then, we increased and
decreased this number with a pace of 250. Moreover, when the number of neurons is less
than 100, we tightened the pace. In Figure 7, we observe that increasing the number of
neurons above the number of features does not improve the results, in terms of accuracy,
recall, precision, AUC, as well as F1 score. In addition, we can notice that the results are
roughly the same from 3359 neurons to 350 neurons. Beyond this threshold, the results
deteriorate. In light of such results, we estimate that the minimum number of neurons as
input must be equal to 10% of the number of features to keep the same results.

 

Figure 7. Number of neurons comparison.

Activation Function

In order to choose the activation function allowing us to obtain the best results, we
choose to compare all the activation functions offered by Keras [34]. Depending on the
dataset, each activation function has its advantages and disadvantages. In Figure 8, we
note that all the activation functions barely give the same results, except the softmax and
the linear activation functions.
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Figure 8. Activation functions comparison.

5.2.2. Feature Selection

Omnidroid initially consists of 25,999 static features. In Table 3, we present three
distributions of different features. The initial distribution is Omnidroid, to which no filter
is applied. The other two distributions come from the results of the selection method that
we proposed.

Table 3. Static features repartition.

Initial Step 1 Step 2

Features Nb % Nb % Nb %
Receivers 6415 24.7 216 6.4 171 8.7
Activities 6089 23.4 27 0.8 1 0.1

Permissions 5501 21.2 710 21.1 82 4.2
Services 4365 16.8 82 2.4 3 0.2
API calls 2129 8.2 1914 57.0 1369 69.4

FlowDroid 961 3.7 95 2.8 83 4.2
Opcodes 224 0.9 224 6.7 221 11.2

API Packages 212 0.8 0 0.0 0 0.0
Commands 103 0.4 91 2.7 43 2.2

Total 25,999 100 3359 100 1973 100

Step 1 consists of removing the empty features, as well as eliminating the features for
which the sum of features of an app is equal to 1. In other words, only one feature over
25,999 is equal to 1. As a result, the number of features gets reduced from 25,999 to 3359.
The first step proposed is therefore relevant.

Step 2 consists of removing the features whose sum does not exceed 220 for permis-
sions, opcodes, API calls, system commands, and activities; and which does not exceed
22 for services, receivers, API packages and for FlowDroid, thus going from 3359 to 1973.
The objective is to reduce the size of the dataset to allow faster training, as well as greater
simplicity when loading the dataset into the RAM. We noticed a reduction of 96.8% in load-
ing time. Although the results for the recall and precision assessment metrics are different
in Figure 9, the F1 score shows that the results are very similar for the dataset of 25,999
and 3359 features, and we lose 0.1% of F1 score for that of 1973 features. Therefore, we
confirm that the empty columns do not allow the neural network to improve the detection
results. These features, although not useful for learning, slow down the learning time and
considerably increase the allocated resources.

We now try a selection of static features, using Pearson’s correlation method [36].
It allows us to select the features with the highest correlation between the features and
the malware or benign apps. In Figure 10, we observe that the selection of features with
Pearson’s correlation enables us to improve the results obtained from the model with 3359
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features. Indeed, the neural networks of 1680 and 840 features enable us to obtain an F1
score of 86.44%, compared to 85.3% in Figure 9.

 

Figure 9. Static Omnidroid dataset vs. static Omnidroid simplified.

 

Figure 10. Feature selection with Pearson Correlation.

In the same vein, the approach that we propose for the selection of static features is
carried out for the selection of dynamic features. According to this approach, we remove
the features whose columns are empty or equal to 1, which reduces the number of features
from 5.932 to 3722, as illustrated in Table 4.

Table 4. Dynamic features repartition.

Initial Step 1 Step 2

Features Nb % Nb % Nb %
Opennet 1483 25.0 862 23.2 0 0.0
Sendnet 1186 20.0 718 19.3 0 0.0
Fdaccess 937 15.8 630 16.9 0 0.0
Dataleaks 867 14.6 509 13.7 134 43.2
Recvnet 837 14.1 540 14.5 0 0.0

Cryptousage 488 8.2 369 9.9 156 50.3
Dexclass 134 2.3 94 2.5 20 6.5

Total 5932 100 3722 100 310 100

In Figure 11, we note that 2210 dynamic features of Omnidroid are empty. To obtain
the dataset of the 310 most diverse features, we remove all the features whose sum was less
than or equal to 20. In Figure 11, we note an improvement in the results for 3722 features,
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which is not the case for 310 features, as presented in Table 3. In this context, we have
chosen to keep 3722 dynamic features.

 

Figure 11. Dynamic Omnidroid dataset vs. dynamic Omnidroid simplified.

5.2.3. Impact of Feature Selection

Figure 12 illustrates the impact of the number of features on the accuracy, showing the
differences when training and validating a model with 3359 and 840 static features, respectively.

 
Figure 12. Impact of feature selection on accuracy.

In particular, we observe that the reduction in the number of features makes it possible
to increase the accuracy on the training set and the validation set. Indeed, the training
curve and the validation curve of the model with 840 features are above the training curve
and the validation curve of the model with 3359 features, respectively.

5.2.4. Relabeling

The Omnidroid dataset was labeled by VirusTotal with a threshold ε equal to 1. This
threshold ε represents the number of antiviruses that detects an app as malicious. Thus, a
threshold ε set to 1 means that if only one of the sixty antiviruses on VirusTotal detects an
app as malicious, then this app will be labeled as malicious in Omnidroid. Therefore, we
track the number of apps detected by antivirus according to the number of antiviruses.
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The results in Figure 13 are valid as of September 2019. We used the VirusTotal
service [37] thanks to an academic API, to obtain a report for each app identified by its
hash. Therefore, such results date from little more than a year and a half after the initial
results obtained by [29]. Thus, we notice that a year and half later, only 9024 apps are
detected as benign, with a threshold ε equal to 1, which corresponds to 0 antivirus on the
abscissa axis. In addition, we note that 1807 apps are classified as malware, even though
only one antivirus has detected them as malicious. A threshold ε equal to 2 would have
been enough to classify them as benign.

 

Figure 13. Scans on VirusTotal of 22,000 apps.

In Figures 14 and 15, the representations are based on 22,000 app reports from Septem-
ber 2019, which are collected using a python script and a VirusTotal academic key. We have
relabeled Omnidroid for static trainings by setting the threshold ε from 1 to 4 for 2018′s
reports, and from 1 to 10 for 2019′s reports.

 
Figure 14. Static relabeling comparison.
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Figure 15. Dynamic relabeling comparison.

In Figure 14, we note an improvement in the results following the relabeling. We
deduce that there have been new scans of antivirus among VirusTotal for a year and a half,
and that this has an impact on the detection of malware.

Moreover, we have relabeled Omnidroid for dynamic trainings in Figure 15, but this
time by varying the threshold ε from 1 to 6 for the reports. As with static relabeling, we
notice an improvement in the results following dynamic relabeling. In particular, the recall
is the metric that is improved the most (i.e., up to 10%). Relabeling has made it possible to
detect more malware that were previously undetected by Omnidroid labeling.

6. Results

Following the relabeling, we set the number of iterations to the value that enables us
to obtain the best scores for each type of neural network. Table 2 shows the final values of
the hyperparameters.

The static feature selection was achieved with a manual method consisting in removing
the empty features from 25,999 to 3359 features, as well as with Pearson’s Correlation, from
3359 to 840 features. Table 5 illustrates the results of the static neural network on the test set.

Table 5. Static results.

Accuracy Precision Number of Features

Martin et al. [29] 89.3% 89.3% 25,999
Proposed model 92.9% 92.1% 840

Gain 3.6% 2.8% 96.8%

Table 6 presents the results of the dynamic neural network on the test set.

Table 6. Dynamic results.

Accuracy Precision Number of Features

Martin et al. [29] 78.6% 78.6% 5932
Proposed model 81.1% 83.4% 3722

Gain 2.5% 4.8% 37.3%
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Table 7 shows the results of the hybrid neural network on the test set.

Table 7. Hybrid results.

Accuracy Precision Number of Features

Martin et al. [29] 89.7% 89.7% Static: 25,999; Dynamic: 5932
Proposed model 91.1% 91% Static: 3359; Dynamic: 3722

Gain 1.4% 1.3% 77.8%

7. Discussion

We have chosen the Android operating system, since it is the most widely used
operating system in the world, with more than 80% of the mobile market [38]. Moreover,
the results presented in Figure 16 are valid on the date of the samples in the dataset. For a
reminder, the collection of malware is registered in Omnidroid dates from 2012 to 2018. We
have observed the relabeling impact clearly with more recent reports from VirusTotal on
the evaluation metrics. Accordingly, we can wonder what will happen to the accuracy and
the precision of neural networks in several years.

 

Figure 16. Detection results comparison.

Moreover, the apps may have evolved too much to be run on an API 16 emulator,
which is that of DroidBox [26], the tool for extracting dynamic features. API 16 (summer
2012) enables to run of relatively old apps for the period of summer 2020. However, it
is possible that app developers consider this API too old and set the API minimum to
21. Thus, it would be impossible to run their apps on the emulator. However, this can
be an advantage, since we can analyze old apps. In addition, the extraction of dynamic
features can be difficult in the context of apps requiring identification (Facebook, Instagram,
WhatsApp, Messenger type apps, etc.). In fact, the automatic feature extraction tool would
be blocked at the displaying of identification, and would not be able to explore all the app’s
functionalities. As a reminder, the emulator has a feature called Monkey that enables us
to randomly click on the screen to simulate user clicks. The extracted features would be
either nonexistent or in too little representative quantity to be able to make a prediction.
This is an intrinsic limitation of dynamic analysis.

8. Conclusions

We have proposed static, dynamic and hybrid methods for detecting malware tar-
geting Android mobile devices. Our three methods are based on fully connected neural
networks trained by the Tensorflow/Keras libraries. The static network, reaching an ac-
curacy of 92.9% and a precision of 91.1%, is trained on 840 static features. The dynamic
neural network, reaching an accuracy of 81.1% and a precision of 83.4%, is trained on
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3722 dynamic features. The hybrid neural network, reaching an accuracy of 91.1% and
a precision of 91.0%, is trained on 7081 features (i.e., 3359 statics and 3722 dynamics).
Feature selection techniques are used, such as Pearson correlation and a manual method.
In addition, we have presented that 22,636 static features and 2210 dynamic features of the
Omnidroid dataset are empty for a total of 24,846 out of 31,931 (i.e., 77.81%).

As future work, this research could be generalized to other operating systems, such as
iOS, which represents about 20% of the mobile market [38]. At that point, new tools for
extracting static and dynamic features should be developed, in order to build a new dataset
that we would be labeled by using VirusTotal. In addition, all results related to the learning
techniques, the evaluation metrics, as well as the hyperparameter configuration, could be
reused for training the neural networks. For further research, it would be necessary to
update the dataset with the most recent labelling techniques, and to develop an automation
tool for updating neural networks automatically.
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Abstract: In this article, the problem of detecting JPEG images, which have been steganographically
manipulated, is discussed. The performance of employing various shallow and deep learning
algorithms in image steganography detection is analyzed. The data, images from the BOSS database,
were used with information hidden using three popular steganographic algorithms: JPEG universal
wavelet relative distortion (J-Uniward), nsF5, and uniform embedding revisited distortion (UERD)
at two density levels. Various feature spaces were verified, with the discrete cosine transform
residuals (DCTR) and the Gabor filter residuals (GFR) yielding best results. Almost perfect detection
was achieved for the nsF5 algorithm at 0.4 bpnzac density (99.9% accuracy), while the detection of
J-Uniward at 0.1 bpnzac density turned out to be hardly possible (max. 56.3% accuracy). The ensemble
classifiers turned out to be an encouraging alternative to deep learning-based detection methods.

Keywords: steganography; machine learning; image processing; BOSS database; ensemble classifier;
deep learning; steganalysis; stegomalware

1. Introduction

Steganography is a method of hiding classified information in non-secret material.
In other words, we can hide a secret message in data that we publicly send or deliver, hiding
the very existence of a secret communication. Steganographic methods pose a significant
threat to users, as they can be used to spread malicious software, or can be used by such
malware (so-called stegomalware [1]), for example, for C&C communications or to leak
sensitive data.

An important share of steganographic methods use multimedial data, including
images, as a carrier. These methods are often referred to as digital media steganogra-
phy and image steganography, respectively. An example is a method used by the Vaw-
trak/Neverquest malware [2], the idea of which was to hide URL addresses within favicon
images. Another example would be the Invoke-PSImage [3] tool, where developers hid
PowerShell scripts in image pixels using a commonly used least-significant bit (LSB) ap-
proach. Yet another variance may be hiding information in the structure of GIF files [4],
which is quite innovative due to the binary complexity of the GIF structure.

It is observed that a growing number of malware infections take advantage of some
kinds of hidden transmission, including that based on image steganography. Since malware
infections pose a significant threat to the security of users worldwide, finding efficient,
reliable, and fast methods of detecting hidden content becomes very important. Therefore,
numerous initiatives and projects have been recently initiated to increase malware and
stegomalware resilience–one of them is the Secure Intelligent Methods for Advanced
RecoGnition of malware and stegomalware (SIMARGL) project [5], realized within the EU
Horizon 2020 framework.

The experiments presented in this article are part of this initiative. The aim of our
research was to find the most effective automatic methods for detecting digital steganogra-
phy in JPEG images. JPEG-compressed images are usually stored in files with extensions:
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.jpeg, .jpg, .jpe, .jif, .jfif, and .jfi. JPEG compression is commonly used for image storage and
transfer; according to [6], 74.3% of web pages contain JPEG images. Therefore, these images
can also be easily used for malicious purposes. In this study, we researched various machine
learning (ML) methods of creating predictive models able to discover steganographically
hidden content that can be potentially used by malware. Such a detection method can be
integrated with antimalware software or any other system performing file scanning for
security purposes (e.g., a messaging system).

The great advantage of our research is that we experimented both with shallow ML
algorithms and with deep learning methods. As for shallow algorithms, we focused on
ensemble classifiers, which have been recently shown to yield good results in detection
tasks. When dealing with deep learning methods, we concentrated on a lightweight
approach, which did not involve computationally-intensive convolutional layers in a
neural network architecture. However, for the sake of simplicity, we did not research the
impact of hidden content on detection accuracy—all experiments were conducted with
random hidden messages.

Our article is structured as follows: first, in Section 2, we briefly review the state of
the art in the area of hiding data in digital images and its detection. Next, in Section 3, we
describe the experimental environment, including the test scenarios and the evaluation
metrics used. The results are described in Section 4. The article concludes with discussion
of the results in Section 5 and a summary in Section 6.

2. Related Work

This article focuses on JPEG images as carriers of steganographically embedded data.
The popularity of this file format has resulted in a number of data-hiding methods being
proposed, as well as various detection methods. In this section, we briefly review the basics
of JPEG-based image steganography, including the most commonly used algorithms. Next,
we proceed to the detection methods.

2.1. JPEG-Based Image Steganography

While multiple steganographic algorithms operate in the spatial domain, there are
some that introduce changes on the level of discrete cosine transform (DCT) coefficients
stored in JPEG files. Moreover, certain algorithms are designed to minimize the probability
of detection through the use of content-adaptiveness: they embed data predominately in
less predictable regions, where changes are more difficult to identify. Such modifications
are the most challenging to detect; this is why we selected them for our study. Follow-
ing other studies, e.g., [7], we chose nsF5 [8], JPEG universal wavelet relative distortion
(J-Uniward) [9], and uniform embedding revisited distortion (UERD) [10]. They are briefly
characterized in the following subsections.

2.1.1. nsF5

The nsF5 [8] algorithm embeds data by modifying the least significant bits of AC
(“alternating current”, having at least one non-zero frequency) DCT coefficients of JPEG
cover objects. Data is hidden using syndrome coding. Assuming that the sender has a
p-bit message m ∈ {0, 1}p to embed using n AC DCT values with their least significant
bits x ∈ {0, 1}n while only k coefficients xi, i ∈ I are non-zero, only some bits xi, i ∈ I are
modified, thus receiving y ∈ {0, 1}n. This vector needs to satisfy:

Dy = m,

where D is a binary p × n matrix that is shared between the sending and receiving party.
The embedding party needs to find the solution for the aforementioned equation that does
not require modifying the bits of zero-valued coefficients (xi = yi, i /∈ I). The solution
needs to minimize the Hamming weight between the modified and unmodified least-
significant-bit vectors (x − y). Using this coding method allows the sender to introduce
fewer changes than there are bits to embed, thus decreasing the impact of embedding
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on the carrier object. While the example provided shows how syndrome coding works,
usually a more sophisticated coding scheme, syndrome trellis coding (STC) [11], using a
parity-check matrix in place of D, is applied. The y vector represents a path through a
trellis built based on the parity-check matrix.

2.1.2. J-Uniward

J-Uniward [9] is a method for modeling steganographic distortion caused by data
embedding. It aims to provide a function that determines which regions of the cover object
are less predictable and harder to model. Changes introduced during steganographic data
embedding in those areas are harder to detect than if they were introduced uniformly
across the carrier. Through computation of relative changes of values based on directional
filter bank decomposition this method is able to detect smooth edges that are easy to model.
By detecting these predictable and unpredictable areas, this method provides a way of
determining where embedding changes would be least noticeable. This method is paired
with a coding scheme, such as syndrome trellis coding (STC), to create a content-adaptive
data-hiding algorithm.

2.1.3. UERD

UERD [10] is a steganographic embedding scheme that aims to minimize the probabil-
ity of steganographically encoded information’s presence being detected, by minimizing
the embedding’s impact on the statistical parameters of the cover information. It achieves
this by analyzing the parameters of DCT coefficients of given modes, as well as whole
DCT blocks and their neighbors. Through this, the method can determine whether the
region can be considered “noisy” and whether embedding will impact statistical features
such as histograms of the file. “Wet” regions are those where statistical parameters are
predictable and where embedding would cause noticeable changes. The scheme does not
exclude values such as the DC mode coefficients or zero DCT coefficients from being used
when embedding, as their statistical profiles can make them suitable from the security
perspective. UERD attempts to uniformly spread the relative changes of statistics resulting
from embedding. UERD employs syndrome trellis coding (STC) to hide message bits in the
desired values.

Figure 1 shows a sample clean image, the same image with random data hidden using
the UERD algorithm at 0.4 bpnzac (bits per non-zero AC DCT coefficient) rate, and an
image which is the difference between them. As can be observed, despite there being almost
5% hidden data in the image (b) no artifacts can be perceived. What is more, it is hardly
possible to observe any difference between the clean and steganographically-modified
image, even if they are displayed next to one another. It is only the differential image
(c) that proves the manipulation. The same refers to nsF5, J-Uniward, and other modern
algorithms realizing image steganography—their manipulations are often imperceptible
and difficult to detect, considering that the original image is rarely available.

2.2. Detection Methods

In recent years, several methods of detecting image steganography have been re-
searched. They usually involve the extraction of some sort of parameters out of analyzed
images, followed by applying a classification algorithm. They are usually based on an
ML approach, employing either shallow or deep learning algorithms. Therefore, in this
subsection, we first describe the features most frequently used with steganalytic algo-
rithms, and then briefly describe typical examples of shallow and deep learning-based
detection algorithms.
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(a) (b) (c)

Figure 1. (a) Clean image, (b) image with data hidden using UERD algorithm, and (c) differential
image between them, scaled 100 times. Density of steganographic data: 0.4 bpnzac, which means
here 2638 B of hidden data in each 53 kB image file. Clean image source: unsplash.com (accessed on 8
April 2022).

2.2.1. Feature Extraction

In the literature, several feature spaces for image steganalysis have been researched.
One of them is based on discrete cosine transform residuals (DCTR) [12], the main purpose
of which is to analyze the data resulting from obtaining the DCT value for a given image.
First, in this method, a random 8 × 8 pixel filter is created that will be applied to the entire
analyzed set. Then, a histogram is created after applying the convolution function with
the previously mentioned filter, iterating through each fragment of the analyzed image.
In [13], an example of using DCTR parameters in connection with a multi-level filter is
proposed. A different variation of this approach is a method based on gabor filter residuals
(GFR) [14]. It works in a very similar way to DCTR, but instead of a random 8 × 8 filter,
Gabor filters are used. Article [15] describes a successful application of GFR features in
JPEG steganography detection. Another approach to parameterization is using the phase
aware projection model (PHARM) [16]. In this approach, various linear and non-linear
filters are used, while the histogram is constructed from the projection of values for each
residual image fragment.

2.2.2. Shallow Machine Learning Classifiers

A number of shallow classification methods have been proposed for JPEG steganalysis.
These include the use of algorithms such as support vector machines (SVM) [17–19] or
logistic regression [20]. A method often appearing in recent publications is an ensemble
classifier built using the Fisher linear discriminant (FLD) as the base learner [21]. In certain
cases [7], parameter extractors coupled with this ensemble classifier outperformed more
recent deep learning-based systems. As such, this algorithm has become a point of reference
when looking into the performance of shallow ML methods in detecting steganography.
The rationale driving attempts to increase its detection accuracy is the fact that data is split
randomly into subsets used to train each base learner. Thus, it may be possible that certain
base learners are assigned less varied datasets. Their detection accuracy may suffer from
poor generalization capabilities. Simple ensemble vote-combining methods such as the one
used by default do not take such effects into consideration.
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2.2.3. Deep Learning Methods

In recent years, neural networks have often been reported as being used for detecting
steganographically hidden data in digital images. As input data, extracted image param-
eters based on decompressed DCT values such as DCTR, GFR, or PHARM have been
used. Proprietary variants of convolutional networks such as XuNet [22], ResNet [23],
DenseNet [24], or AleksNet [25] are most often used for this purpose. The common feature
of these networks is combining the convolution-batch normalization-dense structures,
i.e., the convolutional function, the normalization layer, and the basal layer of neurons with
the appropriate activation function. Functions such as sigmoid [26], TLU [27] (threshold
linear unit), and Gaussian [28] are used, but the most common are rectified linear unit
(ReLU) [29] or TanH [22].

3. Materials and Methods

In our experiments, we compared how shallow and deep learning methods cope with
detecting hidden data in JPEG images. We tested a variety of deep and shallow ML-based
classifiers and various feature spaces. Initially, we used raw DCT coefficients as input
for the tested methods. As it did not produce satisfactory results, we extracted various
parameters from the images. We performed experiments in DCTR, GFR, and PHARM
feature spaces. We taught our models features extracted from pairs of images: without
and with steganographically hidden data. Details of the data and the classifiers used are
presented in the next subsections.

3.1. Datasets Used

We used the “Break Our Steganograhic System” (BOSS) image collection [30], which
contains 10,000 black and white photos (with no hidden data). The photos were converted
into JPEG with a quality factor of 75. Then, we generated three other sets of images, hiding
random data with a density of either 0.4 or 0.1 bpnzac, using three different steganographic
algorithms: J-Uniward, nsF5, and UERD. We used their code published at [31]. All exper-
iments, including generation of the steganographic files, were run on a virtual machine
with 64 GB RAM and 8 vCPU cores of Intel Xeon Gold 5220 processor, running on a DELL
PowerEdge R740 server. Each dataset was divided in parallel into training and test subsets,
in the ratio of 90:10.

3.2. Configuration of Ensemble Classifier

The base component of the shallow classifier is the ensemble classifier based on the
FLD model [21]. A diagram presenting the way the ensemble classifier operates is shown
in Figure 2. The set of feature vectors created by extracting DCTR, GFR, or PHARM charac-
teristics from pictures is used to generate smaller subsets through a random selection of
samples from the original set (a process called bootstrapping). These subsets are then used
to train individual base learners independently from each other to diversify their classifica-
tion logic. Throughout the training process, the size of the subset and the population of the
ensemble (the number of base learners) is adjusted to minimize the out-of-bag error of the
system. These subsets are then used to train individual base learners. Upon testing, each
base learner reaches its decision independently of others and the results from the whole
“population” are aggregated to produce a single decision.

Figure 2. A diagram showing the structure of the ensemble classifier.
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In our work, we focused on maximizing the detection ability of this classifier through
the use of various methods to combine the votes of base learners. While the individual votes
in the original ensemble were fused by simply choosing the more popular classification
decision, we decided to explore the potential gain of employing machine learning for
this. We trained the original ensemble classifier and then used it to obtain the decisions
of all base learners for both the training and testing sets. The resulting data formed new
feature vectors, which were used for further analysis with different ways of combining the
votes of individual base learners. We performed this analysis using primarily methods
implemented in the scikit-learn library [32]. As such, the original ensemble became a
dimension-reducing layer.

3.3. Deep Learning Environment

The neural network environment was based on the Keras [33] and Tensorflow [34]
library due to the simplicity of the model definition. The network architecture was mainly
based on the Dense-BatchNormalization structure, but not using the convolution part as
described in the available literature. We also tested various activation functions for the
dense layer, such as sigmoid, softsign, TanH, and softmax, but the best results were obtained
for the ReLU function. We used two optimizers: adaptive moment estimation (Adam) [35]
and stochastic gradient descent (SGD) [36], which gave different results depending on
the type of input parameters. The last parameter that significantly influenced the model
learning efficiency was the learning rate. We found that lowering it gave very promising
results without changing the network architecture and the optimizer. One of the network
configurations used is displayed in Figure 3.

Figure 3. Example of 3 Dense-BatchNormalization neural networks used for detecting data hidden
by a JPEG-based steganographic method.
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3.4. Testing Scenarios

For the shallow ML-based algorithms, we decided to focus on the ensemble classifier,
which has been reported in related studies as one of the most promising. During our
experiments, we verified a number of ML-based methods used to combine the set of votes
coming from all base learners to return the final classifier decision. These include: linear
regression, logistic regression, linear discriminant analysis (LDA), and k nearest neighbors
(k-NN). Moreover, the majority voting scheme (i.e., choosing the most popular classification
decision, which is the original ensemble vote fusion method), as well as unquantized
majority voting (i.e., classification based on the sum of non-quantized decisions of the
whole ensemble) was included for comparison.

As for deep learning methods, two network architectures were selected for experiments:

• Three dense layers with the ReLU activation function, with 250 neurons in the first,
120 in the second, and 50 in the third, used in four reference models;

• Two dense layers also with the ReLU function, having 500 neurons in the first layer
and 250 in the second, used in the last (fifth) reference model.

We decided not to use any convolutional layers due to their high computational
requirements. However, we used additional normalization layers (BatchNormalization)
between the dense layers. Half of the three-layer dense models used the Adam optimizer
and half used SGD models, while the two-layer dense model used only the Adam optimizer.
In the case of learning rate for the Adam optimizer, the values 1 × e−4 or 1 × e−5 were
used, while for SGD, 1 × e−3 or 1 × e−4 were used. The version of the SGD optimizer
with learning rate 1 × e−3 or 1 × e−4 and the 1 × e−4 version of the Adam optimizer
were omitted here, because they yielded much worse results compared to the version with
three dense layers. In total, five different neural network configurations were tested for
steganography detection.

3.5. Evaluation Metrics

To evaluate the models created, we employed commonly used metrics. The first is
accuracy, which indicates what percentage of the entire set of classified data is the correct
classification. The second metric is precision, which determines what proportion of the
results indicated by the classifier as belonging to a given class actually belongs to it. Another
metric is recall, which determines what part of the classification results of a given class is
detected by the model. The fourth metric analyzed is the F1-score, which is the harmonic
mean of precision and recall. It reaches 1.0 when both components give maximum results.
The last metric we used to test the effectiveness of the model is the area under the ROC
curve (AUC). We will also present the ROC curves themselves, as they visually present the
effectiveness of the detection model.

In our results, we focus on evaluating the accuracy for each model combination, while
for the best parameters we also provide the values of the other metrics. Since the testset is
ideally balanced, the accuracy score is not biased and reflects well the detection ability of a
given classifier.

4. Results

Tables 1 and 2 show the results of steganography detection obtained by shallow
and deep methods, respectively. We display the accuracy values achieved for various
steganographic algorithms and various hidden data densities, accompanied by average
accuracies for each classifier/parameter combination.
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Table 1. Accuracy of image steganography detection (in percentages) for various classifiers and
ensemble configurations. The best values in each column are shown in bold.

Classifier Parameters
J-Uniward nsF5 UERD

Avg.
0.1 0.4 0.1 0.4 0.1 0.4

Majority
voting

DCTR 50.9 84.9 78.7 99.9 66.1 95.3 79.3
GFR 54.9 89.4 70.4 99.2 65.5 95.9 79.2

PHARM 53.9 84.9 70.5 98.7 64.5 94.6 77.9

Unquant.
majority
voting

DCTR 53.3 85.0 79.4 99.9 66.3 95.3 79.9
GFR 55.4 89.5 70.3 99.2 65.9 95.7 79.3

PHARM 54.1 50.8 50.7 51.7 50.0 50.0 51.2

Linear
regression

DCTR 54.2 85.6 79.7 99.9 66.1 95.2 80.1
GFR 56.3 89.8 70.2 99.2 66.2 95.7 79.6

PHARM 54.5 85.7 70.1 98.8 64.0 94.0 77.9

Logistic
regression

DCTR 54.3 85.4 79.4 99.7 66.2 94.9 79.9
GFR 56.3 89.5 70.1 99.1 65.9 95.5 79.4

PHARM 54.6 62.0 − 98.5 64.5 94.7 70.7

LDA
DCTR 54.2 85.6 79.7 99.9 66.1 95.2 80.1
GFR 56.3 89.7 70.2 99.1 66.2 95.7 79.5

PHARM 54.4 85.7 70.1 98.8 64.0 94.0 77.8

k-NN
DCTR 53.8 85.0 78.9 99.9 66.8 95.2 79.9
GFR 56.1 89.8 70.2 99.3 66.1 95.9 79.6

PHARM 54.8 − − 93.9 63.5 94.8 67.8

Table 2. Accuracy of image steganography detection (in percentages) for various architectures of
neural networks and optimizers. The best values in each column are shown in bold.

Network Arch. Optimizer Parameters
J-Uniward nsF5 UERD

Avg.
0.1 0.4 0.1 0.4 0.1 0.4

250 × BN × 120 ×
BN × 50
(3 layers)

Adam 1e−4
DCTR – 83.1 76.3 98.8 66.5 94.5 78.3
GFR – 86.5 68.3 95.5 63.4 92.9 76.1

PHARM – 74.7 62.3 95.9 51.4 88.5 70.5

Adam 1e−5
DCTR – 83.0 74.2 99.7 64.7 93.1 77.5
GFR – 88.4 68.0 98.2 62.6 92.5 76.6

PHARM – 76.1 66.1 93.4 55.5 89.4 71.8

SGD 1e−3
DCTR – 77.0 73.8 99.6 62.8 91.4 75.8
GFR – 78.6 68.8 97.5 58.5 91.9 74.2

PHARM – 58.4 51.4 59.8 50.6 61.5 55.3

SGD 1e−4
DCTR – 73.3 52.1 99.1 51.6 91.9 69.7
GFR – 82.2 58.6 97.6 52.1 91.9 72.1

PHARM – 60.9 – 69.7 50.6 68.9 58.4

500 × BN × 250
(2 layers) Adam 1e−5

DCTR – 80.8 73.5 99.6 61.9 93.5 76.6
GFR 53.6 86.4 67.6 97.4 64.2 91.9 76.9

PHARM – 75.0 54.1 94.2 54.0 87.9 69.2

On average, the use of ML for ensemble vote combination allowed for higher detection
accuracy when using the systems based on DCTR or GFR features, despite marginally
worse performance in certain cases (such as GFR features extracted from nsF5-modified
files at 0.1 bpnzac). The PHARM-features-based classifiers sometimes yielded results worse
than when using the default, majority-based scheme, or failed to converge altogether.
There was no combination of type of parameters used (DCTR, GFR, PHARM) and method
of fusing base-learner votes into the final decision that outperformed the others in all
testing scenarios. The configuration that, on average, achieved the best results for the
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steganographic algorithms tested turned out to be the linear regression classifier fed with
DCTR features. While using linear discriminant analysis (LDA) to fuse votes coming
from a system operating on DCTR parameters achieved equal averaged accuracy, linear
regression is considered in further sections due to slightly better performance with GFR
and PHARM features.

As for the deep learning algorithms (Table 2), the lowest accuracy was obtained for the
set based on J-Uniward. Better results in terms of accuracy were obtained for the sets based
on UERD, and the best were achieved for nsF5. When analyzing the tested configurations,
the worst results are those based on the SGD optimizer, while the configurations based on
Adam performed better at higher learning rates. Comparing the configuration based on
three layers and two layers, the results are rather similar for the Adam optimizer.

Looking at the various feature spaces, it can be seen that the least accurate results were
always obtained for PHARM. On the other hand, the results obtained for the DCTR and
GFR parameters for all combinations were much better and rather similar, which means
that most probably they can be used interchangeably in JPEG steganalytic tools.

These observations are further confirmed in Figure 4. The PHARM parameters always
yielded the worst results. The GFR features usually gave slightly better results for the
higher embedding rate (0.4 bpnzac), while for the lower embedding rate (0.1 bpnzac) it was
the DCTR feature space that turned out to be slightly better for most of the tested classifiers,
both shallow and deep learning-based.

Figure 4. Accuracy achieved for various feature vectors against classifiers or network architectures.

After conducting the research, we selected the best configurations for specific types of
sets, differentiating for shallow and deep learning methods, and calculated the remaining
metrics. Their outcomes are visualized in Figure 5, while the details are shown in Tables 3
and 4. Based on Figure 6, one can notice that the differences between the main evaluation
metrics for the best shallow and deep methods for density 0.4 bpnzac are only minor.
A somewhat higher difference can be observed for all the tested steganographic algorithms
applied at the lower embedding rate: 0.1 bpnzac. Here, the ensemble (shallow) classifier
usually turned out to be slightly better.
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Table 3. Results of image steganography detection (in percentages) for the best shallow method
(linear regression).

Metric
J-Uniward nsF5 UERD

Avg.
0.1 0.4 0.1 0.4 0.1 0.4

Accuracy 54.2 85.6 79.7 99.9 66.1 95.2 80.1
Precision 54.2 86.4 80.2 99.9 67.9 96.1 80.8
Recall 54.1 84.4 78.9 99.8 61.1 94.1 78.7
F1-score 54.1 85.4 79.5 99.9 64.3 95.1 79.7
AUC 54.9 91.8 87.7 99.9 72.4 98.8 84.3

Table 4. Results of image steganography detection (in percentages) for the best deep learning method
(250 × BN × 120 × BN × 50 with Adam 1 × e−4 based on DCTR parameters).

Metric
J-Uniward nsF5 UERD

Avg.
0.1 0.4 0.1 0.4 0.1 0.4

Accuracy 50.2 83.1 76.3 98.8 66.5 94.5 78.2
Precision 50.2 80.2 74.5 98.5 63.6 94.6 76.9
Recall 46.1 87.7 80.7 99.0 78.7 94.3 81.1
F1-score 48.1 83.8 77.3 98.8 70.1 94.4 78.8
AUC 50.3 91.6 84.5 99.8 72.8 98.7 83.0

Figure 5. Visualization of evaluation results for the best shallow and deep steganalytic algorithms.

These observations are confirmed by the scores shown in Tables 3 and 4. The highest
difference is for the J-Uniward 0.1 set, where the difference is about 4% relative, while
for other sets we usually observe about 1–2% relative advantage in favor of the ensemble
classifier, which means that these differences are only minor.

In total, the parameters of detecting data hidden using nsF5 at 0.4 embedding rate
are close to 100%, regardless of the method. In contrast, the metrics for detection of data
hidden with J-Uniward at 0.1 bpnzac are very poor. For the ensemble classifier with linear
regression, all metrics are around 54%, while for the best neural network for most of
the results are at the chance level. In general, the detection of all the tested JPEG-based
steganographic methods working at the embedding rate of 0.4 bpnzac can be conducted
with accuracy, with F1-score and AUC scores above 85%. The detection of hidden content
embedded at a low rate of 0.1 bpnzac is problematic both for shallow and deep methods.
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In the best case, the detection accuracy reached 85% for the easiest, nsF5 algorithm, while it
was significantly lower for UERD and J-Uniward.

(a) (b)

Figure 6. Comparison of ROC curves for the best neural network and the best ensemble classifier for
data hidden (a) with density 0.4 bpnzac and (b) with density 0.1 bpnzac.

5. Discussion

The results obtained were compared to the results of similar studies. In article [37], the re-
search was also carried out for the BOSS dataset using an alternative version of J-Uniward—an
SUniward algorithm. The model was based on the Convolution-BatchNormalization Dense
neural network scheme. The authors obtained AUC at the level of 97.9% for density 0.4 bpn-
zac. It was a similar result to our best model, which is much less computationally complex,
due to the lack of a convolutional layer.

Articles [13,14] also conducted research on the BOSS dataset using the DCTR parame-
ters and the Gabor filters on the J-Uniward algorithm, while using different decision models.
They obtained a detection error, calculated based on false-alarm and missed-detection prob-
abilities, as proposed in [37], of around 0.04–0.05 for DCTR, and the out-of-bag error for
the Gabor filter was around 0.39, both assessed for density 0.4. Unfortunately, these re-
sults are difficult to compare with ours due to the different metrics used and the testing
methodology.

During experimentation with various types of neural network layers, we noticed
that adding a normalization layer significantly improved the effectiveness of a model.
For example, for the nsF5 method, it improved the results by about 15–20% relative, while
for the J-Uniward 0.4 case it made it possible to build a reasonable model. Without this layer,
the network tended to classify all images into one class. It indicates that normalization
layers in the Convolution-Dense-BatchNormalization model are indispensable, in contrast
to convolution layers, the lack of which can be compensated for by, for example, choosing
a different feature space.

The results achieved in our study for the three-layer and two-layer network configu-
rations were quite similar for the Adam optimizer. This may indicate that enlarging the
architecture of a neural network is pointless, as it can only have a negative impact on the
computational efficiency of the neural model.

It is noteworthy that the BOSS dataset used in this study is comprised exclusively of
grayscale images. Thus, only the luma channel was present in each JPEG file. However,
the steganographic algorithms tested (nsF5, J-Uniward, and UERD) typically introduce
changes only to DCT coefficient values of the luma channel. As such, non-grayscale
(colored) images can easily be analyzed in the same way as the files from the BOSS dataset,
with the chrominance channels being ignored in the detection process.
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6. Conclusions and Future Work

In this article, we analyzed the effectiveness of detecting hidden content in JPEG
images using either shallow, ensemble classifiers, or deep learning methods. We found that
performance depended heavily on the steganographic method used and on the density of
the embedded hidden data. While detecting the presence of content hidden with the nsF5
algorithm at the density 0.4 bpnzac is almost perfect, the detection of data hidden using
J-Uniward at 0.1 bpnzac is hardly possible, regardless of the analysis method used.

One of the aims of our study was to find the best feature space for image steganalysis.
DCTR and GFR parameters yielded the best results, while the feature space built on
the PHARM parameters returned worse scores. Therefore, we recommend extracting
either DCTR or GFR features when scanning JPEG files for security purposes, e.g., by
antimalware software.

We also found that the performance of the best deep learning algorithm (with the
network architecture: 250 × BN × 120 × BN × 50 and the Adam 1 × e−4 optimizer) was
either similar or slightly inferior to that of the best ensemble classifier built on linear
regression. Therefore, we claim that carefully selected ensemble classifiers could be a
promising alternative to deep learning methods in the field of image steganalysis.

Future work could concentrate on searching for effective detection methods for rates
of embedding hidden data lower than 0.4 bpnzac, bearing in mind malware or advanced
persistent threats (APTs) exchanging lower amounts of data. Researchers should especially
focus on steganalysis of algorithms such as J-Uniward, which turned out to be particularly
difficult to detect. It would be also interesting to see an application of elaborated algorithms,
e.g., in an intrusion detection system (IDS). A study on the impact of characteristics of the
hidden data (random, text, script) on the detectability of a JPEG-based steganographic
method would also be beneficial.
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Abstract: In this article we address the problem of efficient and secure monitoring of computer
network traffic. We proposed, implemented, and tested a hardware-accelerated implementation
of a network probe, using the DE5-Net FPGA development platform. We showed that even when
using a cryptographic SHA-3 hash function, the probe uses less than 17% of the available FPGA
resources, offering a throughput of over 20 Gbit/s. We have also researched the problem of choosing
an optimal hash function to be used in a network probe for addressing network flows in a flow cache.
In our work we compared five 32-bit hash functions, including two cryptographic ones: SHA-1 and
SHA-3. We ran a series of experiments with various hash functions, using traffic replayed from the
CICIDS 2017 dataset. We showed that SHA-1 and SHA-3 provide flow distributions as uniform as
the ones offered by the modified Vermont hash function proposed in 2008 (i.e., with low means and
standard deviations of the bucket occupation), yet assuring higher security against potential attacks
on a network probe.

Keywords: traffic analysis; network probe; hash function; SHA-3; FPGA

1. Introduction

At present, society is witnessing an unparalleled pace of technological development
and global expansion of the Internet. An increasing number of ventures rely on network
connectivity, both in the public sector and in business. Entities connected to the Internet
range from those used for leisure purposes to elements of critical infrastructure, such as
industrial process control or transportation management systems. In the background, a
new technology paradigm known as Internet of Things (IoT) is evolving, which consists
of objects that collect, process, and exchange data via diverse networks, often operating
without direct human supervision [1]. This automation is one of the reasons why people
have been already surrounded by massive numbers of IoT devices; it is estimated that
about 75 million IoT devices will be connected to the network by 2025 [2].

In parallel, computer networks enable criminal activities named cybercrimes [3].
Constantly, new cybercrime types are being developed [4]. Some methods were previously
associated only with mafia and now are a threat in the virtual world. This includes
extortion using distributed denial of service (DDoS) attacks or ransomware—software
that encrypts user data for ransom. According to the NETSCOUT Threat Intelligence
Report [5], 9.7 million DDoS attacks were encountered in 2021. As Cybersecurity Ventures
estimates [6], global cybercrime costs will grow yearly by 15%, reaching 10.5 trillion US
dollars annually by 2025. Even though general awareness of various cybersecurity threats
is increasing, as is the overall level of safety, constant effort to improve countermeasures is
required. The growing number of targets, new attack vectors, and the fact that malware
constantly evolves do not make this an easy task. It is estimated that over 450,000 new
malicious programs and potentially unwanted applications (PUA) are registered every
day [7].
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In response to numerous network threats, various cybersecurity methods have been
proposed. The first safeguards of a network are firewalls and intrusion detection/preven-
tion systems (ID/PS), whose task is to analyze incoming traffic and intercept packets when
a malicious signature is detected. Collecting IP traffic information for network monitoring
is a common practice of network operators and researchers. To build a coarse-grained
understanding of network traffic, the concept of network flows is used. It records traffic
statistics in the form of flow records. Each record contains important information about
a flow, such as its source and destination Internet Protocol (IP) addresses, start and end
timestamps, types of service, and application ports, along with the volume of packets or
bytes, etc. IP packets are assigned into flows based on their characteristics, such as source
or destination address, protocol type carried, and protocol port numbers (for TCP and
UDP) that can be referred to as flow keys. As a result of the analysis procedure, which
often incorporates the most cutting-edge approaches, including machine learning [8–10],
disallowed flows can be eliminated.

Flow-based network monitoring is today the most widespread technology, and Net-
Flow [11–13] is a widely used tool in network measurement and analysis. It is now gradu-
ally evolving into one of the most important means of ensuring network cybersecurity.

Performance of NetFlow monitoring tools has been identified as a crucial factor in
network security allowing for the application of immediate countermeasures. It has been
widely addressed, including the possibility for its hardware acceleration [14–18]. However,
it is important to note that also the monitoring device itself can be a target of a specialized
cyberattack [19], especially when the assailant has appropriate knowledge and is willing to
spend their resources and time for initial reconnaissance. Crossfire [20] is an example of such
a sophisticated attack (in comparison to the brute-force DDoS attack), tailored to a targeted
enterprise, that can isolate a target area by flooding carefully selected network links.

NetFlow-like tools face great challenges when both the speed and complexity of the
network traffic increase. To keep up with the multigigabit speed of network traffic, espe-
cially on high-bandwidth backbone links, NetFlow probes incorporate advanced techniques
to efficiently store and manipulate flow records [21]. A fast local memory inside the probe,
known as flow cache, is used to store the active flows. The flow cache is organized in a data
structure called a flow table, which consists of a list of flow records, one for each active flow.

To efficiently process incoming packets and access the database gathered based on
the flow key of the current packet often requires the use of sophisticated data structures,
which vastly reduces computational complexity. Hash-based data structures are commonly
proposed for this purpose as a solution allowing high-speed packet processing. Such data
structures are usually coupled with a hashing function that maps a flow key to a flow
cache location. Unfortunately, applying a perfect hashing function that maps each flow
key to a distinct flow cache location is not possible in practice. Thus, it is crucial to select a
hashing function that maps a small number of flow keys on to the same flow cache location,
so-called hash buckets. If the number of collisions is sufficiently small, then hash tables
work quite well and give O(1) search times. To ensure optimal utilization of the hash table
and reduce the vulnerability of a NetFlow probe to cyberattacks, the hash function needs
to be carefully chosen. If it is not, malicious traffic may be able to create collisions that
degenerate the hash table to linked lists with worst-case lookup times of O(n) and greatly
reduce the performance of the flow cache modules.

In [19], the authors evaluated the resilience of hash functions used in the software-
based NetFlow probes nProbe and Vermont. Theoretical analysis and real attacks proposed
by the authors show how easily flow monitors can be overloaded if the hash algorithm
has not been carefully chosen. The paper also presents a hash function that seems to
offer protection against hash collision attacks and computes fast enough to be deployed in
high-speed flow meters.

The obvious countermeasure against hash collision-based attacks (hash flooding or
HashDoS) is a hash function for which collisions cannot easily be created. Cryptographic
hash functions would provide such a feature; however, they are computationally expensive,
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which makes them difficult to use efficiently in NetFlow probes. The implementation of
such network monitoring elements with rigorous throughput may be challenging. Hard-
ware acceleration of their crucial functions can be an aid here. Still, to the best of our
knowledge, there is a lack of publications discussing hardware-accelerated network probes
for network traffic analysis with dedicated hash functions that would be resilient to tar-
geted attacks.

Our article aims at filling up this gap. In this work, we propose a hardware-accelerated
network probe that accelerates extraction of network packet characteristics and calculation
of the hash identifier. In addition, we describe the application of the cryptographic hash
functions SHA-1 and SHA-3 to map a flow key to a flow cache location. The efficiency of
our approach will be compared with the solutions discussed in [19].

Our article is organized as follows: First, in Section 2 we present the concept of a
hardware-accelerated network probe and review different hashing algorithms. Next, in
Section 3 we describe the experiments conducted. Their results are presented in Section 4,
followed by discussion and conclusions in Section 5.

2. Materials and Methods

In this section, we outline the concept of a hardware-accelerated network probe
(Section 2.1). Different hash algorithms that can produce hash table keys are discussed in
Section 2.2. Details of hardware implementations and functional verification of the design
are described in Section 2.3.

2.1. Hardware-Accelerated Network Probe

A network probe is a tool which acquires parameters from network traffic for traffic-
analysis purposes. In this work, we used a hardware-accelerated version of the software
network probe proposed in [22], which is also briefly presented here. The block diagram
of the probe is presented in Figure 1. The network probe processes the traffic data in the
following steps:

• capture network packets from a specific interface,
• analyze packets in chosen network stack layers,
• extract flow key and other features from the current packet,
• compute the hash value from the flow key,
• create or update a network flow record in the active flow cache,
• export inactive flows to the expired flow table,
• calculate flow parameters for the expired flows,
• store flow parameters in the output dataset.

Figure 1. Block diagram of hardware-accelerated network probe.

The traffic captured from a network interface is analyzed and then a network flow
record is created or an existing one is updated in the flow cache. Packet headers are analyzed
in terms of second, third, and fourth ISO/OSI Reference Model layers. Assignment of
new packets to flows is based on a hash function of the header parameters, which is
calculated using the IP source address, the IP destination address, the source port number,
the destination port number, and information on the transport layer protocol.

Considering the transport layer protocols, the conditions for classifying the stream
as ended are RST or FIN flags in the case of TCP, and reaching a predefined inactivity
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time in the case of UDP. The flows considered as ended are statistically analyzed and their
parameters extracted, as described in the next section. Expired flows are dumped to a file.

Captured packets are processed starting with the second ISO/OSI layer. From the
data link layer, information about the timestamp and the packet length is fetched. The
Ether_type field contains information about the higher-layer protocol used, which is, in the
network probe’s case, IPv4. After receiving the IP header, it is possible to decode the source
and destination IP addresses, along with the transport layer protocol. Knowing the values
of the headers of transport layer protocols, it is possible to decode the recipient’s port, and
the TCP flags, if applicable.

Current flows are stored in flow caches organized in buckets. For every incoming
packet, a hash of the flow key is calculated and then checked against the existing flow keys
in the appropriate bucket. If the hash does not exist, a new flow record is created in the
given bucket, with parameters such as: source and destination IP addresses, source and
destination port numbers, first packet timestamp, and transport layer protocol. If the hash
already exists, the existing flow is updated. The packet count value is incremented, TCP
flags are updated (if applicable), and a new timestamp and the packet size are added to
the list.

In the case of the TCP protocol, the appearance of a FIN or RST flag means the end of
the flow. Then, some of the flow’s parameters are updated. Furthermore, the flow is moved
from the active flows map to the expired flows list. Post-processing of the parameters
consists of converting source and destination IP addresses to ASCII format; marking last
timestamp; and calculating the flow’s duration and total byte count, and its statistical
parameters.

In the case of UDP packets, these are periodically checked by the application thread,
which will be iterating through the active flows cache. The last packet’s arrival time in
a flow is compared to the last packet’s arrival time on the network adapter, and if this
exceeds the time difference by a predefined value (set in our case to 10 s), it is moved from
the current flows cache to the expired flows list.

2.2. Hash Functions

Hashing is an extremely useful technique widely used to construct fast lookup meth-
ods to be able to quickly assign received packets to their corresponding flows. The hash
functions used for mapping flow keys to hash values need to be chosen carefully to ensure
optimal utilization of the hash table. Intuitively, a hash function is a function that maps
every item to a hash value in a fashion that is somehow random. The most obvious model
for a hash function is that it is fully random. Unfortunately, it is almost always impractical
to construct fully random hash functions, as the space required to store such a function is
essentially the same as that required to encode an arbitrary function as a lookupTable [23].
Thus, the hashing applied is usually a compromise between the randomness properties
that are desired in a hash function and the computational resources needed to store and
evaluate such a function.

Hash functions utilized in network monitoring devices should have the following
features:

1. good performance—hash calculation cannot become a bottleneck in the network
monitor;

2. uniform distribution—when this condition is fulfilled, buckets of the hash table which
stores data describing monitored flows are randomly selected for traffic that is not
manipulated, and none of them is likely to contain long list of packets (or to overflow);

3. collision resistance—when the hash function has this feature, it is extremely hard for
an attacker to forge two packets with different flow characteristics that will end in the
same hash table bucket, a situation that might eventually lead to bucket overflow.

Report [19] discusses hash algorithms used in two popular monitoring tools—nProbe [24]
and Vermont [25]. The authors of the current paper have identified some flaws in both
algorithms and proposed a modified version of Vermont. They also suggest that crypto-
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graphic hash functions might be best for such an application, if their implementations meet
performance demands.

The network probe implements all three algorithms from [19] in hardware. In addition,
two cryptographic hash functions were implemented—the cryptographically broken but
still widely used SHA-1 and the state-of-the-art SHA-3. All of the algorithms are described
in following subsections.

For the proposed network probe, a hash width of 32 bits was considered. If the result
of a given algorithm was wider, this was reduced accordingly to 32 bits. The network probe
considers source IP address, destination IP address, protocol, and protocol (TCP/UDP)
source/destination port numbers as flow keys.

2.2.1. Sum Modulo 32—nProbe

The nProbe [24] monitoring tool utilizes simple sum modulo as its hash algorithm.
For the proposed network probe, the calculation is presented as Equation (1):

h = (srcIP + dstIP + protocol + srcPort + dstPort)mod32 (1)

This algorithm is very simple; however, as the authors of [19] point out, after testing it
with a captured network packet trace, it does not have a perfectly uniform distribution—a
number of buckets contain considerably more entries than others. Another drawback is
relative ease of generating collisions, because an attacker can freely manipulate the values
of the flow keys provided that their sum is constant.

2.2.2. Nested CRC-32—Vermont

Cyclic redundancy checks or cyclic redundancy codes (CRC) have been utilized for
error detection in computing for a long time. A digest is calculated from transmitted data
and is appended to the frame. The same algorithm is applied to data upon frame reception,
and when the result is the same as the code calculated by the transmitter, it means that the
received packet is correct.

The actual algorithm can be described mathematically as polynomial division of binary
data being interpreted as polynomial over GF(2) (every bit is a polynomial coefficient—zero
or one) by generator polynomial G(x). The remainder of that division is treated as a check
sequence, which is appended to the transmitted frame [26].

The CRC-32 implementation used in the proposed network probe is based on IEEE
802.3 [27] polynomial. Implementation parameters, according to [26], are presented in
Table 1.

Table 1. The network probe hardware accelerator CRC-32’s implementation parameters, following [26].

Parameter Value

Polynomial x32 + x26 + x23 + x22 + x16 + x12 + x11 + x10 + x8 + x7 + x5 + x4 + x2 + x1 + 1
(0x04C11DB7)

Data width 32
Initial value 0xFFFFFFFF
Reflect input True
Reflect output True

Final XOR 0xFFFFFFFF

Vermont [25] is built on nested CRC-32 invocations. The algorithm starts with a given
initial seed, and Figure 2 presents how CRC-32 is invoked five times to include flow keys
in the hash calculation. The result of the preceding CRC-32 function is utilized as seed for
the next one.
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Figure 2. Illustration of Vermont hashing function.

The authors of [19] found that Vermont is computationally efficient and offers roughly
uniform distribution; however, they also proved that an attacker is still able to create hash
collisions on purpose.

2.2.3. Nested CRC-32 with w Constants—Modified Vermont

Report [19] proved that the CRC-based Vermont algorithm does not protect network
monitoring devices from targeted collision attacks. The goal of the authors of this current
paper was to design a function that does not have this flaw, but that offers the same
statistical qualities. The result of their research is a modified Vermont algorithm, presented
in Figure 3.

Figure 3. Illustration of modified Vermont hashing function, based on [19].

To ensure that an attacker cannot create collisions in a simple way, a unique secret
random value (w(i), initialized during network monitor activation) is added to every flow
key before CRC-32 calculation. This significantly increases the cost of a targeted attack, but
does not prevent it, since the CRC-32 scheme is still used.

2.2.4. SHA-1

SHA-1 is a cryptographic hash function created in 1995, described in [28,29]. In its
cycle of life it is currently marked as deprecated, because it is prone to a variety of attacks.
In 2015, a group of researchers was able to find a freestart collision, where the SHA-1
initialization vector was chosen by themselves [30], but soon the full SHA-1 algorithm was
also cracked [31–33].

An organized crime syndicate in possession of tens of thousands of dollars can create
an SHA-1 collision in about two months, and for instance, forge an SSL certificate. That
is the reason famous brands such as Microsoft, Google, and Mozilla abandoned the SHA-
1 algorithm; however, it still may be useful in real-time applications such as network
monitoring.

The SHA-1 function produces a 160-bit hash. It is capable of hashing messages as long
as 264 − 1 bits, which are divided into 512-bit blocks processed one by one.

The first step of the algorithm is padding, because the length of the message must be a
multiple of 512 bits. During this process, the information about message length is encoded
in 64 bits (hence the message length limit). This number is concatenated with exactly one
“1” bit and an appropriate number of “0” bits, so when the padding bit string is appended
to the message, the total length is a multiple of 512 bits. The temporary value of the hash is
stored in five 32-bit variables H, initialized as in Listing 1.
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Listing 1. Initial values of H variables in SHA-1 algorithm.

H_0 ( 0 ) = 0 x67452301
H_1 ( 0 ) = 0xEFCDAB89
H_2 ( 0 ) = 0x98BADCFE
H_3 ( 0 ) = 0 x10325476
H_4 ( 0 ) = 0xC3D2E1F0

Every block of the message is processed through 80 rounds according to the scheme in
Figure 4.

Figure 4. SHA-1 algorithm round scheme.

Variables A to E are assigned values of corresponding H registers from the previous
block or H(0) for the first block. The W array is generated—the first 16 words are 32-bit
chunks of the processed block and subsequent words are calculated with Equation (2).

W(i) = W(i − 3)⊕ W(i − 8)⊕ W(i − 14)⊕ W(i − 16) (2)

Function F and the value of variable K depend on the current round number as in
Equations (3) and (4).

F(i) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(B & C) | ((∼ B) & D) for 0 <= i <= 19
B ⊕ C ⊕ D for 20 <= i <= 39
(B & C) | (B & D) | (C & D) for 40 <= i <= 59
B ⊕ C ⊕ D for 60 <= i <= 79

(3)

K(i) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0x5A827999 for 0 <= i <= 19
0x6ED9EBA1 for 20 <= i <= 39
0x8F1BBCDC for 40 <= i <= 59
0xCA62C1D6 for 60 <= i <= 79

(4)

After 80 rounds for the given block, the H registers are updated as in Listing 2. When
all blocks of the message are processed, the hash can be read as a concatenation of H
variables.
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Listing 2. Update of H variables when block was processed in the SHA-1 algorithm.

H_0 ( i ) = H_0 ( i −1) + A
H_1 ( i ) = H_1 ( i −1) + B
H_2 ( i ) = H_2 ( i −1) + C
H_3 ( i ) = H_3 ( i −1) + D
H_4 ( i ) = H_4 ( i −1) + E

In the proposed network probe, SHA-1 is applied to a 104-bit string that consists of
32-bit IP source and destination addresses, 8-bit IP protocol information, and 16-bit source
and destination ports of TCP/UDP. The 160-bit hash is reduced to 32-bit words by XORing
(⊕) all H registers together.

2.2.5. SHA-3

SHA-3 [34] is the newest hash standard issued by NIST. Unlike previous SHA algo-
rithms, it is based on sponge construction [35] instead of the Merkle–Damgȧrd structure [36].
SHA-3 is in fact a slightly modified Keccak algorithm [37], the winner of the NIST contest.
SHA-3, like SHA-2, is capable of four hash length generations: 224, 256, 384, and 512 bits,
depending on the underlying sponge construction configuration.

Keccak has an internal state which is b-bit string S; this can be also presented as a
three-dimensional array (named A, Figure 5) with mapping as in Equation (5). For SHA-3,
b = 1600 and two more helper variables are derived from this value: w = b/25 = 64 and
l = log2(w) = 6.

A[x, y, z] = S[w(5y + x) + z] (5)

Figure 5. SHA-3 state as three-dimensional array A.

In Figure 5:

• the color green marks an example column of the state array (x = 1, z = 0),
• the color red marks an example row of the state array (y = 0, z = 0),
• the color blue marks an example lane of the state array (x = 2, y = 3),
• and the color yellow marks an example slice of the state array (z = 3).

An SHA-3 round consists of five step mappings denoted θ, ρ, π, χ, and ι (Equation (6)).
Each of those mappings takes state array A as an input and returns an updated state array
A’. The ι mapping also takes round index ir as an argument.

Rnd(A, ir) = ι(χ(π(ρ(θ(A)))), ir) (6)

A detailed explanation of every step mapping can be found in [34], and the descriptions
below will give a brief idea of how each of these works.
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The effect of θ is to XOR (⊕) each bit in the state with the parities of two columns in
the array. The ρ operation result is modification of the z coordinate for every bit in each lane
by an offset (modulo lane size), which depends on fixed x and y coordinates of this lane.
The π operation effect is rearranged positions of lanes in every state array slice. In the χ
operation, each bit of the state array is XORed (⊕) with a non-linear function of two other
bits in its row. The effect of the ι operation is to modify some of the bits in Lane(0,0) (the
exact center of the state array slice) in a way that depends on the round index ir. Lane(0,0)
is XORed (⊕) with a w-bit string, where most of the bits are “0”, but a selected few are the
result of rc(x) transformation dependent on round index ir.

Before the message is fed into the sponge construction, a two-bit suffix “01” is ap-
pended to its end. It supports domain separation and allows us to distinguish the SHA-3
hash function from other algorithms. Now the message must be padded so its length is a
multiple of rate (r) parameter, which essentially is the SHA-3 block width. SHA-3 utilizes a
pad10*1 padding scheme, which generates a bit string starting and ending with “1” and
filled with an appropriate number of 0s (hence the asterisk, which in regular expression
notation indicates zero or more).

Figure 6 presents the SHA-3 sponge construction’s principle of operation. At the
beginning, the SHA-3 state is initialized with a 1600-bit (b = 1600) string of zeros. In the
phase called absorption, the padded message is divided into series of r-bit blocks and XORed
(⊕) into a state vector. Then f transformation, which consists of 24 SHA-3 rounds, is applied
to the state. This process is repeated until the whole message is absorbed. In the second
stage, the actual hash is squeezed from the sponge. For all SHA-3 hash lengths, the hash can
be obtained without applying the f transformation again—an appropriate number of bits
is taken directly from the state vector as r is always greater than the hash length (Table 2).
Variable c is the capacity of the sponge, and for SHA-3 it is double the hash length (c = 2d).
As variables r and c satisfy relation r + c = b, the selection of capacity determines the block
width of the SHA-3 algorithm.

Figure 6. Sponge construction, which is the basis of SHA-3.

Table 2. Capacity c and rate r of SHA-3 algorithms in relation to hash length.

Hash Length d Capacity c = 2d Rate r = b − c

224 448 1152
256 512 1088
384 768 832
512 1024 576

In the network probe, SHA-3 is applied to a 104-bit string that consists of 32-bit IP
source and destination addresses, 8-bit IP protocol information, and 16-bit source and
destination ports for TCP/UDP. The SHA-3 digest is trimmed to the 32 most significant
bits, which are considered the flow hash.
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2.3. Implementation and Verification
2.3.1. Implementation

The proposed network probe hardware accelerator was implemented with the hard-
ware description language Verilog [38]. The accelerator’s top module is depicted in Figure 7.
It has a 128-bit data path with two AXI4-Stream interfaces [39], Slave and Master, used
for data flow. Packets are processed sequentially, and their order is not changed. Block
netprobe_top consists of two submodules that implement the two main functions of the
accelerator:

• netprobe_parser_top, where IP packet parsing and extraction of flow keys along with
some other parameters (e.g., payload length, TCP flags) is performed,

• netprobe_hash_top, where calculation of the 32-bit hash over flow keys extracted from
the IP packet header is carried out.

Figure 7. Block scheme of the network probe hardware accelerator’s top module—netprobe_top.

Figure 8 presents the structure of the packet parser module. The first block in the data
path is a protocol filter, responsible for dropping IP packets that contain a protocol other
than TCP or UDP. Packets that pass this protocol check are distributed in a round-robin
manner between two parallel parser engines which extract flow keys and other information
from the packet header.

Figure 8. Block scheme of the network probe hardware accelerator packet parser module—
netprobe_parser_top.

These modules were parallelized to avoid empty cycles on the Master interface due
to the unfavorable header structure of processed IP packets, e.g., such as IP header length
(IHL), and as a result the TCP header offset that causes the TCP port and TCP flag fields to
be in different packet beats for the 128-bit data path width. Parser engines process the IP
packet header, extract flow keys and the rest of the features, and forward data in an internal
format (two beats in a 128-bit data path). A placeholder for the hash is included, although
it is calculated later in the pipeline.

Module netprobe_hash_top is a block that wraps hash engines. It is parameterized with
a HASH_ALGORITHM variable, which selects an appropriate algorithm submodule to be
instantiated (Table 3).
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Table 3. Values of HASH_ALGORITHM parameter for netprobe_hash_top module configuration.

HASH_ALGORITHM Value Hash Algorithm

0 None—hash is not appended
1 Sum modulo 32—nProbe
2 Nested CRC-32—Vermont
3 Nested CRC-32 with w constants—modified Vermont
4 SHA-1
5 SHA-3

The module netprobe_hash_top also has a set of strap ports used for modified Vermont
and SHA-3 algorithm configuration as in Table 4. In the network probe hardware accelerator,
w constant straps were tied off to random integers and a 512-bit hash was selected for the
SHA-3 algorithm.

Table 4. Module netprobe_hash_top strap ports for algorithm configuration.

Strap Input Port Width Description

strap_w_src_addr 32 32-bit constant w for modified Vermont algorithm to sum with
Source IP Address key

strap_w_dst_addr 32 32-bit constant w for modified Vermont algorithm to sum with
Destination IP Address key

strap_w_protocol 32 32-bit constant w for modified Vermont algorithm to sum with
IP Protocol key

strap_w_src_port 32 32-bit constant w for modified Vermont algorithm to sum with
Source Port key

strap_w_dst_port 32 32-bit constant w for modified Vermont algorithm to sum with
Destination Port key

strap_hash_length 2 Selection of SHA-3 hash length—2′d0, 2′d1, 2′d2, 2′d3 mean
224, 256, 384, 512 bits, respectively.

The nProbe hash algorithm (for HASH_ALGORITHM = 1) was implemented as a
simple 32-bit adder, whose inputs are flow keys extracted from the internal packet format
and left-padded with zeros to 32-bit width if necessary.

The Vermont hash algorithm (for HASH_ALGORITHM = 2) was implemented as
5-stage pipeline, similarly to the diagram in Figure 2. Internal packet data are registered
in parallel to CRC-32 logic, and at every stage an appropriate flow key is selected to be
included in the hash.

The modified Vermont hash algorithm (for HASH_ALGORITHM = 3) was realized in
a similar manner to regular Vermont. Flow keys are obfuscated with w constants before
being used in CRC-32 calculations, as in Figure 3.

In the case of SHA-1 (for HASH_ALGORITHM = 4), concatenation of all flow keys
forms a 104-bit word, which is considered input to the hash function. The length of the
input word is less than 512 bits, which means that SHA-1 transformation (80 rounds) must
be applied only to a single block. This makes pipelined algorithm implementation possible,
as backpressure towards subsequent packets is not necessary.

Figure 9 presents an example of such a pipeline. Data with extracted flow keys are
constantly fed to the input, and multiple packets are processed simultaneously. Since the
internal packet format requires two cycles to be transmitted in a 128-bit data path, where
only the first cycle carries valid flow keys, a valid hash is obtained at the final stage of the
pipeline only for the first beat of this packet.

In regular SHA-1 implementation, the hash pipeline would have 80 stages—one per
SHA-1 round. It is possible to reduce the number of stages by unfolding the algorithm loop
and implementing two rounds between stage registers. This approach, however, leads to
critical path extension of circuits and as a result decreases maximum clock frequency. The
solution to this problem was proposed in [40], where the authors described a method with
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the SHA-1 algorithm loop unfolding using additional variables. This technique allows us
to perform two algorithm rounds within one clock cycle and reduces the required number
of stages by half. It was incorporated in the network probe hardware accelerator SHA-1
implementation; therefore, its pipeline had 40 stages.

For SHA-3 (for HASH_ALGORITHM = 5), as previously, concatenation of all flow
keys creates a 104-bit input word. Again, this is less than the SHA-3 block length, so the
approach illustrated in Figure 9 can be applied once more. The SHA-3 pipeline in the
proposed network probe hardware accelerator has 24 stages, one per SHA-3 round.

In all cases, a 32-bit flow hash is inserted into the initial placeholder of the output
accelerator packet.

Figure 9. Pipelined hash algorithm implementation in the network probe hardware accelerator.

2.3.2. Functional Verification

Functional verification of the proposed network probe hardware accelerator was con-
ducted using cocotb—an open source, Python-based testbench environment for VHDL/Ver-
ilog RTL [41]. It adopts the same concepts of constrained random verification as industry-
standard UVM [42]; however, it is implemented in Python rather than SystemVerilog.
This enables swift and productive construction of the verification environment, as Python
scripting is simple, and additionally, a huge library of existing code is available (e.g., packet
generation libraries and cryptographic algorithm implementations).

Figure 10 presents the structure of the cocotb-based verification environment. DUT
(Design Under Test, here netprobe_top) was instantiated as top level in the simulator and was
surrounded by verification environment components as drivers, monitors, and scoreboard,
which were extended from infrastructure provided by cocotb. Ports of the tested module
were stimulated directly from the Python function acting as a test case.

Figure 10. cocotb-based verification environment of netprobe_top module.
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At the beginning, a number of transaction objects that mimic IP packets were created
and randomized. The goal was to cover a broad space of possible network traffic, so
multiple packet parameters were changed: packet length, addresses, encapsulated protocol,
etc. These objects were passed to an AXI4-Stream driver, which transmitted them onto the
Slave interface of the netprobe_top module. Both Slave and Master interfaces were watched
by AXI4-Stream monitors, which were able to transform waveforms into transaction objects.
Initial packets and those processed by DUT were fed to the scoreboard component. The DUT
behavior model was applied to the stimulus packets there, and the result was compared
with transactions processed by the netprobe_top module itself. They must be the same, and
when this condition is not fulfilled, an error is reported.

Figure 11 is a screen capture from a simulation of netprobe_top module configured
with the SHA-3 algorithm. The selected SHA-3 hash length was 512 bit (strap_hash_length
equals 2’d3). The goal of the executed test case was to check the performance of the design.
Signal axis_m_tready of the accelerator’s Master interface was tied off to high value, which
indicates no backpressure. DUT was flooded with a number of short IP packets—signal
axis_s_tvalid went high at Cursor 1. After 32 clock cycles (latency for SHA-3 configuration),
the first result packets were presented on the Master interface (Cursor 2, axis_m_tvalid goes
high). Checks implemented in the testbench verified whether the axis_s_tready signal goes
low. Module netprobe_top does not introduce backpressure on its own, and even in these
harsh conditions, DUT behaved as expected.

Figure 11. Simulation of netprobe_top module with the SHA-3 hash algorithm using the cocotb-based
verification environment.

2.3.3. Synthesis Results

Synthesis of the network probe hardware accelerator was performed for Intel Stratix V
GX FPGA (5SGXEA7N2F45C2), an element of the Terasic DE5-Net development kit [43],
using Intel Quartus Prime 18.1 software.

Table 5 summarizes the synthesis results of the netprobe_top module for a range of hash
algorithms. Since nProbe, Vermont, and modified Vermont are based on simple hashing
schemes that use basic types of calculations (addition modulo 32 or CRC), hardware imple-
mentation of these algorithms requires little hardware resources (less than 1% of available
resources of FPGA used in the experiment). Although SHA-1 and SHA-3 cryptographic
functions are far more computationally expensive, the proposed implementation requires
few enough resources to be efficiently used as a part of the hardware NetFlow probe. Even
though SHA-1 and SHA-3 were optimized for performance, not for the area, the probe
with the most complex SHA-3 algorithm utilized only 16.44% of resources, leaving enough
of them to implement other functionalities of the NetFlow probe [17]. It is no surprise
that straightforward hash algorithms (such as nProbe, Vermont, or modified Vermont)
implementations can sustain multigigabit throughput, but realizations of cryptographic
functions (SHA-1, SHA-3) definitely match this. All investigated hash algorithms offer
throughput over 20 Gbit/s.
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Table 5. Module netprobe_top implementation results in Stratix V FPGA.

Hash Algorithm
Logic

Utilization

Maximum Clock
Frequency Fmax

(MHz)

Throughput
(Gbit/s)

Latency (Clock
Cycles/ns)

nProbe 0.56% 206.48 26.43 9/43.59
Vermont 0.69% 207.51 26.56 13/62.65

modified Vermont 0.79% 197.63 25.30 13/65.78
SHA-1 6.17% 201.61 25.81 48/238.08
SHA-3 16.44% 175.04 22.41 32/182.82

It has been assumed that cryptographic hash functions such as SHA are computation-
ally too expensive for efficient use in a flow monitor. The high bandwidth and low latency
of the hardware accelerator based on the SHA-1 and SHA-3 functions definitely enables
construction of a network probe working in a real-time manner—even when it is flooded
with the smallest IP packets.

It is worth mentioning that the low percentage of logic utilization allows for further
design optimization and parallelization [44]. Utilizing such techniques, it should be even
possible to reach a 100 Gbit/s bandwidth limit.

3. Experiments

In our experiments, we wanted to verify the following research hypotheses:

• It is possible to realize a network traffic probe with a cryptographic hash function,
working in a real-time regime.

• Cryptographic hash functions SHA-1 and SHA-3 provide comparable distribution of
flows to the reference methods.

In the experiments, the NetFlow probe was supplied with selected traffic, and the
distribution of flow records in the flow cache buckets was analyzed. We conducted tests for
five hardware-accelerated probes implementing different hash functions. Each probe was
supplied with three different types of network traffic to analyze the impact of traffic type
on flow record distribution over buckets in the flow cache.

3.1. Experimental Testbed

Verification and performance tests of the NetFlow probe hardware-accelerator designs
were carried out using a dedicated testbed. The hardware part of the probe was imple-
mented in the DE5-Net FPGA development platform. A general-purpose PC containing
10 Gbps Ethernet interfaces (Intel 82599 10 Gigabit Ethernet card) was connected to the
DE5-Net kit. The Ethernet connectivity between the DE5-Net FPGA platform and the PC
was established by means of multi-mode fiber optics, with SFP+ transceivers. The PC was
used as a traffic generator running the tcreplay network driver and as a network monitor
implementing the software part of the NetFlow probe.

3.2. Network Traffic Used

In our experiments, we used the CICIDS 2017 dataset [45]. It contains the traffic
captured during five days of activity in a simulated network. Both pcap and bidirectional
flow formats have been published. These datasets cover various kinds of attack, such as
botnets, (D)DoS, web application attacks, and SSH brute-force attempts. In total, 2,830,540
flows were collected over five days (from Monday to Friday).

In our experiments, we used the Monday, Wednesday, and Friday traffic. The traffic
collected on Monday contained 496,943 flows, purely with benign network communication.
The Wednesday traffic embraced 452,601 flows, which, apart from normal traffic, contained
traffic captured during DoS, Heartbleed, slowloris, Slowhttptest, Hulk, and GoldenEye
attacks. The Friday subset was the most numerous—it contained 792,487 flows with normal
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traffic and traffic with registered DDoS attacks, botnet communication, and various port
scan attacks.

3.3. Metrics

The hardware-accelerated network flow probe was modified so that the flow cache
stores records for all flows during a test session, i.e., flow records for terminated or expired
flows, were not removed from the flow cache buckets. This allowed measurement of such
values as:

• minimal number of flow records in a nonempty bucket (hereinafter named as Min),
• maximal number of flow records in a bucket (Max),
• mean number of flow records in a bucket (Mean),
• standard deviation (SD) of flow records in a bucket,
• number of nonempty buckets (Buckets).

This gave us an overview of the distribution of flow records over all buckets in the
flow cache for a given hash computation scheme and for the selected traffic type.

4. Results

In our experiments, each hash function was used in 16-bit and 32-bit versions, which
organized the flow cache into 216 and 232 buckets, respectively. Every probe was supplied
with three types of traffic from the CICIDS 2017 dataset labeled Normal (Monday), Normal +
attacks (Wednesday), and Normal + attacks (Friday) (see Section 3.2). For each traffic type, the
number of flows it contains was given as N.

The results for hardware-accelerated probes using 16-bit hash functions have been
presented in Table 6. For every traffic type used to supply, all probe metrics proposed
in Section 3.3 were recorded. As can be seen, all hash functions except Mod32 yielded
similar statistics over flow cache buckets. Mod32 function achieved noticeably worse
Max, Mean, and SD values than the rest of the hash functions. We observed, however,
that statistics for all functions were not much affected by anomalous traffic (DoS attacks,
botnet communication, port scan attacks)—see the results for the Wednesday and Friday
traffic. It can be noticed that traffic Normal + attacks (Friday) generated larger values of
recorded parameters for all functions than the other two traffic types. However, this can be
explained by the fact that it contains much more flows than the other two traffic types used.
Graphical presentation of the distribution of flow records over the flow cache buckets for
a hash function based on a simple modulo operation (Mod32), modified Vermont, or the
SHA-3 cryptographic function is shown in Figure 12. It can be seen that the distribution
produced by the simple modulo hash function is far from uniform. The modified Vermont
hash function and that based on the cryptographic SHA-3 function offer much better
distributions.

Table 6. Statistics of bucket occupation for various hash functions—216 buckets used.

Hash Function

Normal (Monday) Normal + Attacks (Wednesday) Normal + Attacks (Friday)
N = 496,943 N = 452,601 N = 792,487

Min Max Mean SD Min Max Mean SD Min Max Mean SD

Mod32 0 38 7.58 5.45 0 34 6.91 5.18 0 52 12.09 7.62
Vermont 0 21 7.58 2.66 0 21 6.91 2.62 2 27 12.09 3.38

Modified Vermont 0 19 7.58 2.63 0 19 6.91 2.47 1 27 12.09 3.32
SHA-1 0 21 7.58 2.76 0 21 6.91 2.62 1 32 12.09 3.47
SHA-3 0 20 7.58 2.75 0 22 6.91 2.62 1 29 12.09 3.47

A more precise overview is given in Table 7, where the results for the 32-bit version of
hash functions are presented. Such a hash size greatly increases the flow cache capacity
(up to 232 buckets). In this case, in addition to the metrics used in Table 6, the number of
nonempty buckets is also given (Buckets column). Again, all hash functions, except Mod32,
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showed similar distribution over flow cache buckets, which was not affected by typical
anomalous traffic. The Mod32 results significantly deviate from those obtained for the rest
of the hash functions. It is worth noting that for Vermont, modified Vermont, and the two
SHA hash functions, the mean value of flow records in a bucket was 1, and the number of
nonempty buckets was almost equal to the number of all flows present in the traffic. This
indicates that these functions put almost every flow record in a separate bucket, offering
almost uniform distribution of flow records over flow cache buckets for normal traffic and
typical anomalous traffic.

(a) (b) (c)

Figure 12. Visualization of bucket occupation for 216 buckets. (a) Mod32; (b) modified Vermont;
(c) SHA-3.

Table 7. Statistics of bucket occupation for various hash functions—232 buckets used.

Hash

Normal (Monday) Normal + Attacks (Wednesday) Normal + Attacks (Friday)
N = 496,943 N = 452,601 N = 792,487

Min Max Mean SD Buckets Min Max Mean SD Buckets Min Max Mean SD Buckets

Mod32 1 22 2.91 2.43 170,626 1 22 2.93 2.28 154,662 1 32 3.98 3.65 199,241
Vermont 1 2 1 0.01 496,919 1 2 1 0.01 452,577 1 2 1 0.01 792,465

Mod. Verm. 1 2 1 0.01 452,572 1 2 1 0.01 452,572 1 2 1 0.01 792,386
SHA-1 1 2 1 0.01 452,567 1 2 1 0.01 452,567 1 2 1 0.01 792,423
SHA-3 1 2 1 0.01 496,922 1 2 1 0.01 452,583 1 2 1 0.01 792,420

5. Discussion and Conclusions

A proper view of the statistics and the dynamics of a network is of great importance,
since it enables us to detect network attacks. Thus, network monitors using the network
flow concept are an important part of modern cybersecurity defense. As such, these devices
themselves may be the targets of cyberattacks. One of the possible weak points of NetFlow
probes is a network flow cache, which is usually implemented as a hash table. Due to the
limited size of a hash table, it is inevitable that, sooner or later, two different flows will be
mapped to the same hash bucket. It is essential that the hash function used for calculating
the hash keys offers a uniform distribution of NetFlow records over available buckets, so
that the lengths of all bucket lists would be almost equal. This makes it possible to use
a reasonably sized hash data structure to make the flow lookup fast, because of minimal
list lengths. The experiments conducted during this research show that even a relatively
simple hash function may guarantee such characteristics.

However, nowadays, when components of cybersecurity systems themselves may be
a targets of a cyberattack, a no less important feature of such systems is their resistance to
attacks. In the case of a NetFlow probe, it should be impossible for an attacker to create
directed collisions in the hash function. If an attacker is able to fabricate network traffic in
such a way as to lead to a large number of collisions in the hash function, some buckets of
the hash table may overflow, causing malfunction of the probe.

The results from Section 4 show that only very simple hash functions (i.e., Mod32) are
susceptible to common malicious traffic, such as DDoS or port scan attacks. More complex
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methods, such as Vermont, based on CRC32, offer relatively uniform distribution of flow
records over flow cache buckets for normal traffic, and typical anomalous traffic. However,
as demonstrated in [19], it is possible to prepare a targeted attack exploiting a vulnerability
of the implemented hash function.

Thus, it is crucial to select a hashing function that maps a small number of flow keys
on to the same flow cache location. A hash function should therefore compute hash keys
that are uniformly distributed, so that it should be impossible for an attacker to create
directed collisions. At the same time, the hash function must be fast so that it does not
become a bottleneck of the NetFlow probe.

The obvious countermeasure against hash collision-based attacks is the application
of cryptographic hash functions, for which collisions cannot be created easily. The results
presented in Section 4 prove that the use of the cryptographic functions SHA-1 and SHA-3
offers comparable distribution of flows in the flow cache to the dedicated methods (Vermont,
modified Vermont) used as reference. The advantage of implementing a hash function based
on cryptographic functions in a NetFlow probe is that it is very difficult (or even impossible)
to prepare a targeted attack on such a probe by fabricating network traffic to overflow flow
cache buckets through systematically creating packets that lead to hash collisions.

Cryptographic functions, however, have not usually been candidates for hash func-
tions in NetFlow probes, since they are considered to be computationally too expensive
for efficient use in flow monitoring. Our concept presented in Section 2.3 shows that
it was possible to implement a hardware-accelerated network flow probe employing a
cryptographic hash function that offered sufficient performance to construct a network
probe working in real-time with multigigabit traffic, even when it was flooded with the
smallest IP packets. Relatively low hardware resource utilization makes it possible to
reach a 100 Gbit/s bandwidth limit by applying hardware-specific design optimization
and parallelization.

It has to be emphasized that most available traffic datasets contain traffic with a
relatively small number of flows. The set CICIDS 2017 used in our experiment contains, in
total, 2,830,540 flows. Taking into account the fact that the flow cache of a probe that uses a
32-bit hash function contains 232 buckets, the flow records fill only a small fraction of the
flow cache. The use of datasets with significantly larger numbers of flows with normal and
anomalous traffic might give a better view of possible differences in distribution of flow
records over flow cache buckets for the evaluated hash functions. Such an approach, and
the application of customized traffic containing flows intentionally constructed to produce
hash collisions (which may not be a trivial task for some hash functions), could be the
subject of future work.

To conclude, we can state that the resistance of cryptographic hash functions to
collisions and the multigigabit efficiency of a hardware-accelerated implementation of hash
computation allow the creation of an effective monitoring solution for modern cybersecurity
systems while delivering a high level of resilience to targeted attacks.
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Abstract: Cognitive security is the interception between cognitive science and artificial intelligence
techniques used to protect institutions against cyberattacks. However, this field has not been ad-
dressed deeply in research. This study aims to define a Cognitive Cybersecurity Model by exploring
fundamental concepts for applying cognitive sciences in cybersecurity. For achieving this, we devel-
oped exploratory research based on two steps: (1) a text mining process to identify main interest areas
of research in the cybersecurity field and (2) a valuable review of the papers chosen in a systematic
literature review that was carried out using PRISMA methodology. The model we propose tries to fill
the gap in automatizing cognitive science without taking into account the users’ learning processes.
Its definition is supported by the main findings of the literature review, as it leads to more in-depth
future studies in this area.

Keywords: cognitive security; cybersecurity; cyberattacks

1. Introduction

Cybersecurity attacks have been relevant since the appearance of the first computers.
However, their evolution due to the level of techniques and tools has converted them into
the world’s main risk. The World Economic Forum [1] has classified cyberattack as one of
the top ten worldwide risks. Its impact is considered more significant than a food crisis due
to its scope in modern society and its probability of occurrence. Reactive solutions focus
mainly on attack alleviation processes, while proactive solutions could predict possible
cyberattacks and generate self-protection systems. This scenario has motivated companies
and researchers in the cybersecurity field to look for alternatives for replacing reactive
solutions with proactive ones. One approach used by specialized firms and researchers is
to establish anomaly detection processes that discover possible attack patterns and identify
attackers’ behaviors. In the last three years (2019–2021), several contributions to anomaly
detection have been developed in different domains such as SCADA systems, smart grids,
smart cities, critical infrastructures, and Cyber-Physical Systems (CPS) [2].

The anomaly detection process requires identifying features or components that differ
from typical behaviors [3]. In the initial phase of this anomaly detection process, modeling
cybersecurity expert knowledge and cognitive processes are relevant for building better
proactive solutions. However, the large volume of data generated by the different intercon-
nected devices in the digital world makes the identification process more challenging to
implement [4]. Several alternatives have been defined for supporting analysts’ cognitive
processes (i.e., augmented cognition) by using computational models that simulate the
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cognitive processes performed by cybersecurity experts. The identification of security
risk patterns based on the analysts’ cognitive processes can be approached through the
Observe–Orient–Decide–Act model (OODA) or the Monitor–Analyze–Plan–Execute model
(MAPE-K) [5].

Researchers have proposed the automation and support of the cognitive processes de-
fined in the OODA and MAPE-K models through different machine learning techniques [6].
In the same research line, we found that several works from 2019 to 2021 used convolution
networks, K-means, or deep learning for detecting phishing, ransomware, and even attacks
against smart grids [7].

Researchers have identified that the possible actions or strategies of adversaries can
be studied using game theory models with incomplete information based on Stackelberg’s
proposals [8]. This approach could support identifying a possible future attack and the
possible strategies used by the adversary. In this way, cybersecurity research’s central
objective is to expand security analysts’ cognitive capacity through data analysis, machine
learning techniques, and game theory in cybersecurity [9].

Researchers have proposed a more in-depth approach to improve the cybersecurity
proposals, focused on the adversary to identify their behavioral characteristics that lead
them to decide on a specific attack strategy [10]. Furthermore, this allows for identifying
the techniques that the adversary could select and how to use them. This approach
could enable cybersecurity analysts to anticipate and establish a more optimal defense
mechanism. Research has included the psychological perspective to analyze the adversaries’
behavior [11]. Incorporating Artificial Intelligence, Machine Learning, data analytics, and
psychology, among other fields related to cognitive sciences in cybersecurity, has generated
a new cybersecurity approach called cognitive security [12]. This approach goes one step
ahead of security intelligence to propose the best defensive strategies and take advantage
of both cognitive processes: cybersecurity analysts and adversaries [13].

This study aims to identify the fundamental concepts related to the application of
cognitive sciences in cybersecurity for establishing defense strategies to minimize the
impact of cyberattacks. For this reason, we developed an exploratory study based on
two stages:

• A text mining process to identify challenges in the field of cybersecurity and analyze
the impact of cyberattacks and the future direction of cybersecurity solutions based on
cognitive science;

• A Systematic Literature Review (SLR) to identify the contributions of applied cognitive
sciences in cybersecurity as alternatives for proactive strategies. The main contribution
of this study is the definition of a cognitive cybersecurity model supported by the
findings of a literature review in this research area based on the PRISMA methodology.

This study is structured as follows. Section 2 introduces and describes the theory that
explains the components of the research problem under research. Section 3 provides the
methodological procedure applied to judge the validity of the results of this study. Section 4
presents a proposal for a cognitive cybersecurity model. Finally, the Section 6 describes the
main findings and the lines of future work.

2. Background

2.1. Adversarial and User Analysis

In cyberattack scenarios, a competitive advantage by the adversary could exist in the
first instance. Table 1 shows the adversary has valuable information such as personal user
information, type of operating system, and user applications. Additionally, the adversary
has information about the types of security vulnerabilities that can be exploited. The adver-
sary has been trained in several cybersecurity areas, such as ethical hacking, vulnerability
analysis, and reverse engineering. In this context, a user has a clear disadvantage, and
from the perspective of game theory, we are faced with a game scenario with incomplete
information from the user’s side. The user does not know information related to the ad-
versary, such as the type of cyberattack it could perform, which techniques will be used

250



Electronics 2022, 11, 1692

to execute the attack, and which kind of resources are available. Establishing an optimal
defense/security attack strategy requires more information from a user perspective [14].

Table 1. Comparative of resources adversarial versus user.

Role Techniques IT Resources Information

User Empirical Knowledge Office or Home Desktop No information related to the adversaries

Organization Tactics, Techniques, and Procedures (TTP)
Ofensive/Defensive approaches

Perimetral security (Firewall, IPS, IDS)
Security Event Management (SIEM)

No or low information related to adversaries.
Adversaries could use VPN or deep network to
hide their information and maintain anonymity.

Adversaries

Offensive approaches (hacking, vulnerability
scans, deep network)

MITRE ATT&CK defines 245 techniques of
attacks, distributed in 14 categories.

Vulnerability tools
Exploit tools

Obfuscation tools
Lateral Movement Frameworks

Remote access trojans

Data from Social networks
(Facebook, Instagram, twitter)

Data from personal or enterprise blogs
or web pages.

Data for deep network.

Alternatively, another drawback for the user is the stimulus that affects his/her de-
cision criteria. For example, the COVID-19 pandemic has created a scenario where ad-
versaries interact with web pages with drug procurement for the virus or access to free
entertainment platforms [15]. In this context, the response time window in which the user
must decide between clicking or abstaining from clicking is critical. For gathering infor-
mation related to the adversary, pattern recognition techniques are used [7]. Meanwhile,
decision-making models based on Bayesian networks [16] and diffusion models [17] are
used for modeling user response time. Simmons et al. [18] propose the characterization
of cyberattacks based on five major classifiers: attack vector, operational impact, attack
target, defense, and informational impact. The adversary’s characterization is based on
two aspects: Risk adverseness and Experience level. Venkatesan et al. [19] propose that the
modeling of the adversary behavior considers at least the following aspects:

• Cultural characteristics;
• Behavior patterns;
• Types of attacks.

At this point, incorporating cognitive sciences can improve the development of proac-
tive cybersecurity solutions.

2.2. Cognitive Sciences

Research on cognitive sciences applied to cybersecurity acknowledges the importance
of the human factor in cybersecurity; this is particularly relevant with the challenges gener-
ated by the growth of technologies such as cloud, mobile, IoT, and social networks [20,21].
Cognitive science could enhance the processes of perception, comprehension, and projection
used by cybersecurity analysts to detect cyberattacks and establish future defense actions [9].

2.3. Cognitive Process

Currently, information is increasing fast, and the availability of processing data sur-
passes human capacities. According to [22], cognitive architectures and models have
primarily been developed using Artificial Intelligence to serve as decision aids to human
users. Analyzing the rational cognitive process can allow the design of the computational
level of cognitive prediction. Cassenti et al. [23] mention that by using technology based on
adaptive aids, the user’s cognitive state can be obtained and difficulties detected at any
stage of cognition. Additionally, Cassenti mentions that one missing element in technology
models concerns the human learning process, providing feedback that allows technology
to adapt to the user and accomplish goals. According to Cameron [24], cognitive strategies
are mental processes developed by humans to regulate the thought processes inside the
mind to achieve goals or solve problems (See, Figure 1).
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Figure 1. Relation between Information, Technology aids, and Cognitive Processes.

2.4. Cognitive Security

Cognitive security is the ability to generate cognition for efficient decision-making in
real-time by modeling human thought processes to detect cybersecurity attacks and develop
defense strategies. Specifically, it responds to the need to build situational awareness of
cybersecurity related to the environment of technology systems and the insights about
itself. In addition, cognitive security allows programmers to develop defense actions by
analyzing structured or unstructured information using cognitive sciences approaches, for
instance, by incorporating Artificial Intelligence techniques such as data mining, machine
learning, natural language processing, human-computer interaction, data analytics, big
data, stochastic processes, and game theory. These emulate the human thought process for
generating continuous learning, decision making, and security analysis [5].

2.5. Prisma Methodology

The PRISMA methodology is divided into four stages: identification, screening, eli-
gibility analysis, and inclusion [25]. The identification stage includes the development of
the following phases: study selection, inclusion and exclusion criteria, manual search, and
duplicate removal. The screening stage consists of choosing papers according to relevant
titles and abstracts. Next, the eligibility analysis stage includes the process of reading the
full texts that accomplished the screening criteria. Finally, the inclusion stage consists of
the relevant data extraction from full papers [26].

2.6. Text Mining

In this work, we applied text mining to execute the data analysis of selected papers.
Text mining can be defined as mathematical analysis to deduce patterns and trends in the
data. A classic exploration can detect these patterns because the relationships are very
complex or large amounts of text where repetitive patterns, trends, or rules that explain the
text’s behavior are discovered. Text Mining’s objective, an essential part of Data Science,
is to help understand the content of a set of texts through statistics and search algorithms
related to Artificial Intelligence [27]. In the text mining process, we obtain information
from large amounts of text, with unstructured information and the context in which it
was written, intending to extract non-obvious information. Text mining could conduct
a qualitative research project with a large sample size similar to a quantitative research
study [28].

3. Methods

Cognitive sciences applied to cybersecurity; an exploration based on PRISMA.
The methodology used in this study was the development of a systematic literature

review based on the PRISMA methodology, which includes four stages: identification,
screening, eligibility analysis, and inclusion (see Figure 2). Study selection was based on
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a systematic review following the Prisma Guidelines [21]. In the identification stage, we
found works in the following databases: Springer, Scopus, IEEE, Association for Computing
Machinery (ACM), Web of Science, and Science Direct, in the last three years, 2019 to 2020,
to identify the trends in cybersecurity. The search queries established were the following:

• “Cybersecurity” AND “Attacks” AND “Trends”;
• “Cybersecurity” AND “Trends” AND “Challenges”.

Figure 2. SLR according to Prisma methodology.

The inclusion criteria were: (i) documents published on the scientific database from
2019 to 2021. The exclusion criteria included: (i) documents not related to cybersecurity
and (ii) documents out of the research period (2019–2021). Figure 3 shows the screening
and eligibility process of the 1244 studies. Then, based on the review of papers’ titles and
abstracts using a web application, Rayyan, created for the systematic review process, we
removed the papers that did not comply with the inclusion criteria. At the end of the
screening process, 813 articles were selected for full-text reading. Finally, we removed
studies without clear proposals in the cybersecurity field, excluding 748 papers.

Figure 3. General topics in cybersecurity between 2019 to 2021.

Qualitative analysis using text mining technique.

Text mining, which is considered another field in cognitive science, is essential for
qualitative cybersecurity research. However, text mining requires text cleaning and tok-
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enization as prerequisites. In this way, the cleaning process of text, within the scope of
text mining, consists of eliminating everything that does not provide information on its
subject, structure, or content from the corpus. It should be noted that there is no single
way to do this step. It depends on the purpose of the analysis and the text source. We
applied a text mining analysis using R software to all 748 studies obtained in the included
stage of PRISMA methodology. Thus, we eliminated non-informative patterns (web page
URLs), punctuation marks, and single characters. We generated the text tokenization,
which divides the text into the units for the analysis in question. We proceeded to store
the tokenized text. Each element of the tokenized_text column is a list with a character
vector containing the generated tokens. However, there has been a significant change when
doing the tokenization process. Before the text’s division, the study elements (observations)
were the titles and keywords of selected papers. Each one was in a row, thus fulfilling the
condition of tidy data: one observation per row. When performing the tokenization, the
study element has become each token (word), thus violating the condition of tidy data.
Thus, each token list must be expanded to recover the ideal structure, doubling the other
columns’ value as many times as necessary [29]. We carried out the analysis for the years
2020–2021, obtaining the results in Table 2 and Figure 3.

Table 2. General topics in cybersecurity between 2019 to 2021.

5G Cloud Security Microgrid

AC microgrids Data integrity attack (DIA.) Multistate model

Advanced metering Deep learning Offensive Security

Artificial intelligence (AI.) Distributed resilient control Open software

Battery pack DevOps Security Plug-in electric vehicles

Blockchain Digital transformation Robust algorithm

Call detail record (CDR.) Event-triggered mechanism Smart contract

Cybersecurity awareness Energy security Smart sensor

Cyberattacks False data injection attacks Smart meters

Cyberattack detection Human Security Smart City

Cyber-physical systems (CPS.) Internet of Things (IoT) Software-defined architecture

Cyber power network Machine learning Supply chain management

We included the studies of all the works that evidenced the development of strategies
and structures in cybersecurity. Furthermore, we considered articles referring to models
developed for learning defense against a cyberattack.

Then, we developed a word cloud process to obtain more detail on scientific stud-
ies’ contributions in the cybersecurity domain. Algorithm 1 shows the R script used to
determine the cybersecurity topics, and Figure 4 shows the word cloud results.

Algorithm 1: Pseudo-code of R script to word cloud process
wordcloud ⇐ function(group, df )
print(group)
wordcloud(words = df token, freq = dffrequency
max.words = 400, random.order = FALSE,
rot.per = 0.35, color = brewer.pal(8,”Dark2”))
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Figure 4. Results of a word cloud of 748 papers.

Cybersecurity attacks and their impact

According to the World Economic Forum [1], cyberattacks were considered a fifth of
the worldwide risks above food crisis in 2020. Adversaries developed several cyberattack
scenarios. For instance, the United States Department of Justice discloses public information
about scams perpetrated through websites, social networks, emails, and robocalls, among
other means. All these related to fake news about COVID-19 vaccines, treatments, protective
equipment, and obviously, about criminals who conducted fake businesses to steal identities
or file fraud cite the USDJ. Another cybersecurity scenario covered by the United States
Department of Justice is when adversaries send text messages using fictitious phone
numbers and social media accounts to harass, intimidate, cyberstalk, and attempt to sex-
extort women [30]. On the other hand, CISA mentions that adversaries use Bots to conduct
credential harvesting, mail exfiltration, crypto mining, point-of-sale data exfiltration, and
the deployment of ransomware [31]. According to the FBI, from 2015 to 2019, reports about
fraud in the FBI’s Internet Crime Complaint Center (IC3) went from USD 1.1 billion to
USD 3.5 billion [32]. Establishing the most appropriate cybersecurity defense solution is
necessary to identify the characteristics of cyberattacks [33]. There are currently a great
variety of cyberattacks [34]; Table 3 shows those that are the most recurrent among the
selected papers for this study.

Table 3. Cybersecurity attacks detected in text mining process.

Type Description Reference

Phishing Is a malicious and deliberate attempt of sending fake messages that appear to come from a reputable source [35–40]

Insider threats Are encountered in international security, geopolitics, business, trade, and cybersecurity. Insider threats
could be considered more damaging than outsider attacks [41–43]

APT Are designed to steal corporate or national secrets. [44–46]

Cybercrime Criminal activity either targets or uses a computer, a computer network, or a networked device. [47,48]

Malware Malicious software designed to infiltrate a device without knowledge [49,50]

DDoS Denial of service attack on a computer system or network that causes a service or resource tobe inaccessible
to legitimate users [51–55]

Ransomware A type of malicious program that restricts access to certain parts of files of the infected operating system and
demands a ransom in exchange for removing this restriction [56–60]

Mobile malware Its name suggests malicious software that targets explicitly the operating systems on mobile phones [61–64]

Watering hole Refers to a tactic used during targeted attack campaigns where the APT is distributed through a trusted
website that is usually visited by employees of the target company or entity [65,66]
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We contrasted this result with an international organization related to cybersecurity.
We found that some of them were considered the most relevant cyberattacks in the year 2020,
according to The European Union Agency for Cybersecurity (ENISA) [34]. Additionally, we
compared this result with the report of a specialized cybersecurity firm. We found that four
out of nine attacks documented in our study had a growth rate of between 7 and 25 percent
in 2020 in America, Europe, and Asia (see Table 4). According to [67], a classification of
cyberattacks is based on the effects they cause against a system or its architecture: misuse
of resources; user access compromise; root access compromise; web access; malware; and
denial of service.

Table 4. Growth rate percentage of cyberattack 2020.

Attack Americas Europa Asia

DDoS 13% 17% 23%

Ransomware 3% 4% 6%

Mobile malware 15% 15% 25%

Phishing 7% 11% 14%

Other cyberattacks use machines as attack vectors [68], while others focus on human
behaviors [69]. In the case of phishing, attackers seek to exploit human vulnerabilities
resulting from factors such as solidarity, desperation, or authority control to carry out their
attack [70]. In contrast, Ransomware attacks exploit vulnerabilities in operating systems
or applications to encrypt users’ or organizations’ sensitive information [71]. Within
this context, Watering hole attackers use exploit kits with stealth features and seek to
compromise a specific group of end-users by infecting websites [65]. A malicious URL
attacker defines a link created to distribute malware or facilitate a scam [72]. Form hacking is
a type of cyberattack where hackers inject malicious JavaScript code into legitimate website
payment forms [73]. Table 5 shows a classification of attacks based on an adversary’s
resource (machine or human).

Table 5. Attacks adversary’s targets (machine or human).

Type Human Machine

Phishing X -
Insider threats X X

Web Based Attacks - X
Advanced persistent threat (APT) - X

Spam X X
Identity theft X X
Data breach X X

Botnets - X
Physical manipulation X -

Cybercrime X X
Malware X X

DDoS - X
Ransomware - X

Mobile malware X X
Watering hole X X

Information leakage X X
X represents the affectation of target due to attack.

Another way to classify cyberattacks could be based on the target, such as energy,
healthcare, and transportation [74,75]. Table 6 shows some services considered targets by
adversaries. An exciting fact obtained from text mining analysis is that most research works
focus on cybersecurity in the energy domain. False data injection is the most famous attack
in energy services because it focuses on modifying forecasted demand data [76]. The main
issue with energy services, such as smart grids, is connected to network infrastructure and
smart meters, which could have some vulnerabilities. This aspect increases the probability
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of cyberattacks on smart grid infrastructures [77]. Research focuses on preventing and
overcoming cyberattacks by using machine learning techniques, such as artificial neural
networks, to solve cybersecurity challenges, especially with the considerable volume of
data on power systems [74].

Table 6. Classification of cybersecurity attacks based on target services.

Services Description Reference

Financial services

Financial institutions are exposed due to their network dependence.
Financial services include payment systems or trading platforms. An

example of an attacker on financial services is accessing SWIFT
credentials to send fraudulent payment orders.

[38]

The energy
The energy sector is vulnerable to attacks because they need real-time

operations. Cyberattacks can generate failure or breakdown of
generation, transmission, distribution, or substation systems

[51]

Healthcare
The prime target is the theft of medical information. Cyber-criminals’

medical information is more valuable than personal financial
information. Ransomware attacks are growing on medical devices

[52]

Table 7 shows topics related to cybersecurity in energy facilities. Healthcare is another
domain of interest for adversaries for sensitive and personal information [75]. In healthcare,
one relevant issue is legacy software [78]. It is difficult for some hospitals or medical
centers to migrate their medical records to new systems, e.g., for factors such as budget,
data format, or time; this could be a disadvantage from a cybersecurity perspective. Some
research is focused on improving authentication methods to reduce this gap [79], following
the topics related to healthcare cybersecurity:

• Physical security, two-way authentication, security protocol, and privacy;
• Security medical devices and legacy software.

Adversary takes advantage of vulnerabilities in different domains, such as [80]:

• Hardware failure;
• Software failure;
• Data encryption;
• Loss of backup power;
• Accidental user error;
• External security breach;
• Physical security;
• Accidental user error;
• External security breach.

Table 7. Cybersecurity topics related to energy facilities.

Energy Systems Cybersecurity Scope Applied Mechanism

Cyber-physical power system (CPPS) Intrusion detection Temporal-topological correlation

Distribution systems Anomaly detection Multi-agent system

Electric drive system Attack pattern Fuzzy feature analysis

Industrial system Cyberattack monitoring and detection Frequent pattern tree

Smart distribution networks Situation awareness State estimation

Networked control system Resilience control Markov chain

Steam turbines Active defense k-connected graph

Microgrids Quantization effect Ruin probability

Smart grid Sequential false data injection attacks

Power outage

Stealthy attack

False data injection (FDI)

Denial-of-service (DoS)
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The growth of new electronic services and technologies such as IoT, big data, and
artificial intelligence have allowed the development of new attack vectors [81,82]. IoT has
generated interest by adversaries in carrying out security attacks due to its lack of advanced
security and great coverage [83]. IoT solutions are very attractive for attackers because of
the variety of attacks that can be performed on different components of IoT, among which
we can mention the following [84]:

• Mobile devices;
• Embedded systems;
• Consumer technologies;
• Operational systems.

The growth of crypto-currency and distributed authentication architecture is driving
the use of blockchain architecture [85]. Another use of blockchain is in healthcare orga-
nizations to improve data integrity, authentication, and privacy issues, especially those
with sensitive features such as medical records [86]. On the other hand, IoT is growing
in different domains such as healthcare, smart city, and smart home [26]. Establishing
authentication such as PKI architectures for IoT ecosystems could be expensive for many
IoT devices, so smart contracts based on blockchain architecture are an alternative [87].
Following, we outline the topics related to blockchain and cybersecurity in papers selected
in this work, which were developed between 2019 to 2021:

• Energy trading;
• Cryptocurrency, crypto-jacking, money laundering;
• Public organization;
• Decentralized consensus decision-making (DCDM);
• Fuzzy static Bayesian game model (FSB-GM);
• Internet of Things, smart contracts;
• Electronic health records.

Some cyberattacks take advantage of new technologies such as 5G, IoT, and the cloud
to perform DDoS attacks [88]. The growth of IoT devices with limited computational
resources and lack of security configurations make them vulnerable to different cyberat-
tacks. For instance, Mirai Botnet malware exploited the vulnerabilities of an estimated
600,000 IoT devices, resulting in massive Distributed Denial of Service (DDoS) attacks [89].
Cloud computing services are used to launch Distributed Denial of Service (DDoS) at-
tacks. However, adversaries are focusing on low-rate DDoS attacks because they are more
challenging to detect due to their stealthy and low-rate traffic [58].

On the other hand, using the hijacked Connection-less Lightweight Directory Access
Protocol, an attacker could perform DDoS attacks at 2.3 terabytes per second [90]. Social
media platforms have achieved relevance for interaction and social information exchange.
However, the attackers have used them to deceive people and make them victims of
attacks [91]. An adversary has found a striking attack target in humans because they can
be deceived through persuasion techniques [15]. Attacks based on human vulnerabilities,
called social engineering, have grown in recent years [66]. Figure 5 shows a word cloud
of topics related to social engineering. We can observe that human factors are relevant
in this kind of attack. The pandemic has created tremendous pressure on cybersecurity
aspects. During the COVID-19 pandemic, the social engineering attacks carried out were
phishing, spamming, and scamming. These attacks were combined with socio-technical
methods such as fake emails, websites, and mobile apps [92]. The need to work remotely
has changed the attack surface of organizations. Attacks on VPNs, hijacking of video
meetings, fake news campaigns, and phishing attacks have increased during the COVID-19
pandemic [15]. According to the text mining process, we identified the following topics
related to COVID-19 and cybersecurity:

• Malicious web pages;
• Malicious Mobil Apps;
• Malicious Emails messages;
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• Misinformation and fake news;
• Security and privacy.

Figure 5. Word cloud of topics related to Social Engineering.

Challenges in cybersecurity solutions

To face cyberattacks, organizations have established cybersecurity mechanisms that
could be physical, software-oriented, or procedural. Below, we show some of the most
common defense mechanisms:

• Security intelligence systems;
• Perimeter controls;
• Encryption technologies;
• Data loss prevention;
• Governance risk;
• Automated policy management.

The mechanisms described above are the most common solutions for cyberattacks.
However, it is possible to define specific defense mechanisms for each type of cyberattack
in some cases. For instance [67], the two defense techniques against phishing attacks are:

• Software-based defense approaches;
• User education.

However, MITRE [93] has defined 245 techniques that the attacker could use for
executing cyberattacks. The techniques are distributed in 14 stages; each stage is associated
with the attackers’ process of executing cyberattacks. Figure 6 shows the number of
techniques associated with each stage. Figure 7 shows the frequency of MITRE techniques
included in the works selected in this study, which were developed between 2019 and
2021. Our text mining analysis found that the most relevant techniques are reconnaissance,
discovery, lateral movement, collection, command-control, and impact. On this point, it
is important to mention that the absence of frequency in other techniques, such as initial
access or privilege escalation, is not an indicator that these techniques are not used in
cyberattacks. The information shown in Figure 8 reveals that researchers are more focused
on the result of one specific technique in their study. However, for the review made, we
can observe that not all selected works considered the cycle of a cyberattack; this aspect
is relevant for developing a good defense strategy. We found that most of the techniques
mentioned in the selected studies focused on gathering information, such as reconnaissance,
discovery, and collection.
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Figure 6. Cybersecurity Techniques according to MITRE.

Figure 7. Techniques MITRE identified in works selected in this study.

Figure 8. Techniques MITRE used in vertical domains such as Energy, Social Engineering, and IoT.

260



Electronics 2022, 11, 1692

Figure 8 shows the relation between cybersecurity techniques and domain attacks:
energy, IoT, and social engineering. We observed that the relevance of a specific technique
depends on the type of cyberattack. For instance, the most relevant techniques in social
engineering are reconnaissance, resource development, persistence, and defense evasion.
On the other hand, the most relevant techniques in IoT attacks are credential access,
lateral movement, and collection. This number of techniques could be a challenge because
cybersecurity analysts need to have the capability to detect them in real-time when they
are used in cyberattacks to select the best defense strategy.

Figure 9 shows some variants of cybersecurity attacks based on social engineering,
which show the incredible versatility of attacks, which can vary depending on the attack
techniques used digitally, in person, or by phone.

Figure 9. Classification of Social Engineering attacks.

Cybersecurity solutions require adapting to new challenges:

• The heterogeneity of IoT solutions;
• The expansion of the attack surface by IoT and Machine Learning;
• Attacks on Cloud infrastructures;
• Cognitive hacking.

Cybersecurity firms and researchers have been developing some alternatives by mainly
focusing on anomaly detection. Inside the anomaly detection process, the objective is to
detect some pattern, behavior, or component used by attackers [94]. Table 8 shows topic
development from 2019 to 2021 related to anomaly detection. Cybersecurity companies
and researchers in the field have moved on from reactive solutions to proactive ones [95].

Table 8. Cybersecurity topics related to IoT.

The Mechanism Applied Based on IoT Cybersecurity Context

Data analysis IoT attack classification

ANN Attack–defense trees

Graph neural nets DDoS attacks

Cognitive packet network Botnet

Random neural networks Attack countermeasures

Home security threat

Identification anomaly

Cybersecurity research is trying to stay one step ahead and take advantage of cyberse-
curity analysts’ cognitive capabilities to define proactive cybersecurity defense strategies.
So, several research types are focused on incorporating cognitive models to generate these
proactive solutions. In the selected period (2019–2021), several studies included artificial
intelligence and machine earning concepts applied to cybersecurity (See Table 9).
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Table 9. Topics related to anomalies.

Cybersecurity Context Scope Applied Mechanism

Cyber-physical power system (CPPS) Behavior pattern Multiagentsystems (MASs)

Internet of Things Attack pattern Honeypots

Connected and automated vehicles (CAVs) Anomaly detection Convolution neural network (CNN)

Smart home Anomaly identification Dimensionality reduction

Intelligent transportation system (ITS) Attack pattern Principal component analysis

The use of supervised machine learning such as Decision Tree (DT), Support Vector
Machine (SVM), Naïve Bayes (NB), Random Forest (RF), and unsupervised algorithms
such as K-nearest neighbor (kNN) and Artificial Neural Network (ANN’s) for building
intrusion detection systems (IDS), or anomaly pattern detection, are the most exciting topics
in cybersecurity. A relevant fact observed in the selected papers was the growing number
of studies related to deep learning applications. Researchers have considered deep learning
a good alternative for facing different cybersecurity issues. How can deep learning be
applied to detect IoT attacks, APT, DDoS, malware, and anomaly detection? An interesting
fact is that there are three variants of deep learning:

1. Deep learning;
2. Deep reinforcement learning;
3. Deep transfer learning.

Table 10 shows topics identified from papers in the text mining process related to
security in IoT. Research focus on defense solutions to face DDoS include the use of
cognitive sciences approaches such as [88]:

• Deep learning;
• Machine learning;
• Deep Convolutional Neural Network (CNN);
• Genetic algorithms;
• Game theory;
• PCA;
• Large-Scale System (LSS.)

Table 10. Machine learning applied to cybersecurity.

Learning Techniques Cybersecurity Application Context

Decision Tree Cryptojacking

k-nearest neighbors Internet of things

Random Forest Advanced persistent threat

Naive Bayes Collaborative attacks

Recurrent Neural Networks (RNNs) Traffic flow monitoring

Generative adversarial networks Distributed denial-of-service attacks

Deep learning Malicious javascript detection

Deep reinforcement learning Intruder detection

Deep transfer learning

Below there are some approaches of studies between 2019 and 2021 with solutions
based on machine learning and deep learning for identifying malicious URLs or sentiment
analysis in social media:

• Deep learning for word embedding;
• Natural language processing and sentiment analysis on online social networks.
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Game theory is another alternative of cognitive sciences applied to cybersecurity. Its
objective is to try to guess the next step for adversaries during cyberattacks. Figure 10
shows a word cloud with topics related to game theory. We identified that game theory
could be applied to different domains such as energy, investment, cyber-physical systems,
and computer security. Additionally, game theory research shows approaches in defense
mechanisms, information dissemination, and decision making. Game theory uses computa-
tional modeling to take advantage of security analysts’ cognitive processes and adversaries
to improve decision-making based on information analysis to face attacks [96]. Game theory
is mostly used in the economy field, which is responsible for studying optimal decisions
and strategies for given situations. According to the definition of Nash equilibrium, the
strategy or set of strategies of each player responds to the other players’ actions to maximize
each player’s profit. The player’s strategy is a specific action at a particular moment of
the game [96]. A game is defined as interacting with two or more participants seeking a
reward. During the game, participants develop strategies to maximize their profit. Players
do not necessarily represent people; they can be organizations or groups. There are two
classic games in-game theory: cooperative games and non-cooperative games. There are
two ways for the mathematical representation of a game: a standard form using matrices
and an extensive form using decision trees. A cooperative game is based on the players’
interaction reaching agreements to establish the decision-making that each player will carry
out, achieving the objective of reaching coalitions, and determining how to distribute the
rewards [97]. However, in non-cooperative games, each player must decide what decision
to make without knowing the rest’s decisions. These are more subject to the reality of what
happens in the cybersecurity domain. Complete information games are those in which
each player knows all the events in the game’s course from the beginning, especially when
making a decision. A classic example of a complete information game is the game of chess.
Incomplete information games, in most cases, are simultaneous decision-making games, so
each player knows something that the others do not. Interactions between an adversary
and the user could be modeled based on two players’ stochastic game. Using a non-linear
program is possible to compute Nash equilibrium to define the best response strategies for
players [98]. Developing games that consider cost, time, reward, and performance could
define effective game strategies.

Figure 10. Game theory research topics.

4. Results and Discussion

Cognitive Cybersecurity Model

Our text mining process found that the works selected in this study do not consider
indirect cognitive processes or cognitive models such as OODA or MAPE-K. Including

263



Electronics 2022, 11, 1692

game theory in cybersecurity can lead to strategies to minimize cyberattacks from a cogni-
tive perspective. A complete information model is the most appropriate to obtain the best
decision from the game theory approach. Big network environments are very complex sce-
narios for developing detection and protection cybersecurity solutions. The integration of
machine learning and deep learning with game theory techniques could improve proactive
security solutions. Concerning Figure 2, Cassenti et al. [23] mention that technology does
not consider the user learning processes. From our perspective, the game theory approach
could be a solution to this because it validates the user’s decision-making processes based
on a set of experiences and patterns. From the game theory perspective, if the user (player)
improves the learning process or the decision-making process based on cognitive processes,
the probability of winning the game increases. In this sense, we propose in Figure 11, a
cognitive cybersecurity model based on integrating cognitive process and machine learning,
deep learning, and game theory approach applied in cybersecurity. As shown in Figure 11,
we structured the model into three layers. The first layer of the cognitive model addresses
the aspects of perception related to the cognitive processes. It associates them with sources
of information that can be analyzed to establish patterns of anomalies based on space-time
criteria. The second layer establishes the association of the understanding processes with
machine learning (ML) techniques or deep learning (DL) that can be used for the anomaly
detection processes. This association must have bi-directional feedback between analysts
and technology to improve ML or DL algorithms’ training processes. The way towards
the analysis allows us to generate perspicacity about cybersecurity situation awareness.
Additionally, this feedback should support the improvement in the analyst’s cognitive
processes to detect cyberattacks.

Figure 11. Proposal for a Cognitive Cybersecurity model.

Finally, the third layer associates the cognitive projection process with game theory
techniques. At this level, the decision-making processes to establish the best defense
strategy must be supported by the information obtained from the ML and DL processes
carried out in the lower layer. The bidirectional relation, in one sense, is the computational
model of the game theory component. In another sense, it should improve the cognitive
decision-making processes. However, establishing the proposed model is complex without
obtaining all the information from the analyst and adversary (See Figure 12). Modeling
the adversary’s characteristics would allow analysts to have a complete vision to establish
a better decision. For instance, they knew that the adversary could use a combination of
tools (T), techniques (Th), and procedures (C2F). However, the list of tools and procedures
can be extensive and varied. Below is a list of the most widespread RATs:

• OSSEC is an open-source HIDS for data gathering;
• Snort is an intrusion Prevention System (IPS) to detect malicious network activity;
• Suricata is an open-source system for real-time intrusion detection (IDS) and intrusion

prevention (IPS);
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• Security Onion is open-source used for threat hunting, security monitoring, and log
management;

• OpenWIPS-NG is an intrusion prevention system (IPS), preferred for wireless packet
tracking;

• Fail2ban is a software that scans log files and bans IPs that show malicious activ-
ity. Procedures used for adversaries could be based on Command and Control (C2)
frameworks. Following, we list some C2 frameworks:

� FudgeC2 is a campaign-orientated Powershell C2;
� Callidus is an open-source C2 framework that leverages Outlook, OneNote,

Microsoft Teams for command and control;
� APfell is a cross-platform, OPSEC aware, red teaming, post-exploitation C2

framework;
� DaaC2: is an open-source C2 framework that makes use of Discord as a C2;
� Koadic is an open-source for post-exploitation;
� TrevorC2 is a client/server model for masking command and control through

web browsers

Figure 12. Attack and defense components.

We represent in Equation (1) the attack as the combination of tools (T), procedures
(C2F), and techniques (Th), where w represents the weights based on the tool, procedure,
and technique used by the adversary.

Attack = w(T) + w(C2F) + w(T h) (1)

On the other hand, cybersecurity analysts developed a set of cognitive processes
to establish the defense process. From a macro vision, the analyst must decide if a
possible event could be an attack or not, based on the cognitive process of perception.
Bitzer et al. [99] mention that perceptual decision making is applied to two-alternative
forced-choice tasks to judge perceptual feature differences. According to Bitzer, drift-
diffusion models have been used to quantitatively analyze behavioral data, i.e., reaction
times and accuracy. In the same vein, Dale et al. [100] mention that the cognitive analysis of
vast amounts of data requires the application of the heuristics process and that people often
mistakenly judge the likelihood of a situation by not taking all relevant data into account.
However, according to Nikolić et al. [101], the application of heuristics as mental strategies
and certain deformations in the thoughts and perceptions of decision makers affect their
attitudes and approach to problem solving. Trueblood et al. [102] mention that we need
to understand how people make perceptual decisions to improve training to minimize
misdiagnoses in the medical field. So, let us adapt this approach to cybersecurity: the
defense strategy must be oriented toward the factors associated with the cognitive process;
this is described in Equation (2), where: R.T is the Response Time associated with the time
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for executing a defense action by a cybersecurity analyst; H.T is the heuristic thinking
associated with the process of selecting a decision; B is the Bias related to human thinking,
and S.A is the speed accuracy in the decision-making process.

Cognitive Process = w1(R.T) + w2(H.T) + w3(B) + w4(S.A) (2)

where wi is the weight assigned to each variable.
Once the cognitive process has been carried out, the best decision is made considering

the weight of each variable in the cognitive process, expressed in Equation (3).

Decision(j) = (ΔP j) Cognitive process (3)

where Delta P j is the variation due to weights in cognitive processes.
Therefore, the defense strategy is expressed as Equation (4).

Defense = (Decision j) + Error (4)

However, analysts in the cybersecurity decision-making process could be affected by
factors such as Bias and speed accuracy. Bias (B) effects and speed-accuracy effects are ubiq-
uitous in experimental psychology. Bias effects arise when the two stimulus alternatives
occur with unequal frequency or have unequal rewards attached to them. Speed-accuracy
(SA) effects arise as the result of explicit instructions emphasizing speed or accuracy [103].
Computational models of decision making present a solution to this problem. In partic-
ular, we choose Response Time (RT) models such as the drift-diffusion model (D.D.M.),
proposed by Ratcliff [103], and the linear ballistic accumulator (LBA) model, proposed by
Brown [104]. Accumulator models assume that evidence is accumulated over time until
a threshold amount is reached for a commitment to that response option. These models
contain four primary parameters related to different psychological components of simple
decisions: caution, Bias, stimulus processing, and motor sense.

5. Discussion

In this study, a literature review for the period 2019 to 2021 was carried out. Text-
mining was used to determine the most addressed topics in chosen papers in the area
of cybersecurity. This exploratory analysis focused on the most relevant used words in
the content. The words we found included security, attack, detection, networks, machine
learning, and power. This result made us deduce that cybersecurity research has been
related to detecting cyberattacks on electricity grids through machine learning in recent
years. Another finding in our literature review was that the mainstream research has been
dedicated to implementing proactive cybersecurity. Cognitive science is being applied for
this purpose. We actually found relevant contributions in which machine learning and
deep learning-based solutions were proposed. Figure 13 shows the percentage of works
that use machine learning and deep learning, respectively, from the papers included in the
literature review that we carried out.

Figure 13. Deep Learning vs. Machine Learning.

The period 2019 to 2021 was atypical in the way some activities were carried out
worldwide due to it being in the context of a pandemic driven by COVID-19. In this context,
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the reasoning in some sectors has to consider the greater use of technological resources,
such as tele-education, tele-health, government, and private electronic services. From
the perspective of the digital transformation of organizations and cities, the pandemic
was an essential accelerator in the adoption of technologies in specific sectors. It made
organizations and people more dependent on technological resources. However, this
context generated the need to address essential aspects of cybersecurity. For example,
children increased their availability of internet connections, increasing their exposure
to online risks [105]. Organizations based their logistics and supply chain processes on
internet-based technologies, expanding the attack surface [106]. The inclusion of IoT for
data collection and process automation increases the need to acquire an end-to-end secure
IoT environment [107]. The use of social engineering attacks based on the human need to
obtain information about the pandemic increased their probability of accessing fake news
or being a victim of social engineering attacks [108].

During the same period, 2019–2021, even within the context of the pandemic, there
was no reduction in attacks on organizations’ information systems or the impact on people
through social engineering attacks. The literature review carried out for the perid 2019–2021
showed that the financial, energy, and healthcare services were the most attacked, and the
fastest-growing attacks were DDoS, Ransomware, Mobile malware, and Phishing. This
context highlighted the need for organizations to strengthen their cybersecurity strategies
concerning:

• Security intelligence systems;
• Perimeter controls;
• Encryption technologies;
• Data loss prevention;
• Governance risk;
• Automated policy management.

While from a user perspective, it highlighted the need to generate more awareness
concerning:

• Malicious web pages;
• Malicious Mobile Apps;
• Malicious Email messages;
• Misinformation and fake news;
• Security and privacy.

Faced with this continuous growth of cybersecurity attacks and the need to improve
security strategies to protect people and organizations, the literature review carried out
shows that research has promoted the use of learning techniques as a resource to strengthen
their security strategies, specifically to automate activities such as behavior pattern, attack
pattern, anomaly detection, and anomaly identification. The most-used learning techniques
in the cybersecurity domain correspond to Decision Tree, k-nearest neighbors, Random
Forest, Naive Bayes, Recurrent Neural Networks (RNNs), generative adversarial networks,
deep learning, deep reinforcement learning, and deep transfer learning, and you can see a
growing interest in what corresponds to deep learning. Although game theory is not new
in its application to cybersecurity, it has had significant growth in recent years, especially
in improving decision-making processes related to cybersecurity in the financial, energy,
and critical infrastructure sectors.

This finding encourages future work to understand how security organizations and
specialists are preparing to adopt cognitive techniques based on learning as a security
strategy. It has also proposed a possible future analysis of how our organizations can have
their learning capacity (situational awareness and self-awareness) capable of establishing
that it is being attacked and can establish a level of resilience. From the user’s perspective,
it highlights how these learning techniques can be used to strengthen cognitive processes
in detecting security attacks, especially those based on social engineering techniques.
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The design of cognitive models applied in cybersecurity compared to traditional
security methods is based on obtaining or abstracting information from the user’s cognitive
processes, organization, and adversary roles, for which a cognitive model could define the
following steps:

1. Implementation of infrastructure for handling a large volume of data;
2. Incorporation of cognitive sciences in security strategies such as artificial intelligence,

machine learning, data analytics, and psychology;
3. Cognitive model design based on:

A. Cognitive processes Observe–Orient–Decide–Act model (OODA);
B. the Monitor–Analyze–Plan–Execute model (MAPE-K).

4. Identification of cognitive processes:

A. Users’ or analysts’ cognitive processes;
B. The adversary’s behavioral characteristics.

6. Conclusions

The literature review found that much attention has been paid to proactive cyberse-
curity solutions, acceptable cybersecurity practices, and cybersecurity hygiene strategies
for mitigating cyberattacks. In this context, the use of cognitive science techniques has
grown significantly. Answers in this area are being proposed, and they mainly look for the
improvement of the response time of cyberattacks’ countermeasures that work in real-time.

In general, cognitive science is being used to understand the behavior of adversaries
to minimize the impact of cyberattacks. In this context, machine learning and deep learning
are the techniques that are used the most. The model we propose tries to fill the gap that
exists in automatizing cognitive science without considering the users learning processes.
Our opinion is that incorporating game theory represents a significant contribution to
bringing cognitive sciences to decision-making processes. A set of heuristic, Bias, and
quantitative perception measures was defined as part of the cognitive cybersecurity model
we have proposed. These measures make it possible to integrate machine learning and
deep learning techniques with game theory. We conclude that social and psychological
analysis in cybersecurity may improve the process of obtaining information that helps in
the decision-making processes.

The present work, investigating the period 2019–2021, understands the evolution of
cybersecurity under an atypical context such as a pandemic. Work carried out during
the year 2022 has not been considered because it is a period still in progress and has had
a change based on the progressive return of activities. Therefore, we believe that future
complementary work would be to analyze how this new change has affected cybersecurity
processes.

This work was based on the literature review of scientific bases. It would be interesting
to extend it with a study of different organizations and their perspective on the inclusion or
management of cognitive techniques applied to cybersecurity, including understanding
how these techniques can provide security in the requirements analysis, and by performing
security configurations in the context of DevOps [109] and Digital transformation [110],
in addition to how cognitive techniques tie in with Open-source tools, which are widely
used to maintain network security, endpoint security, and system security [111]. Although
our literature review does not show them explicitly, these are very relevant topics in
cybersecurity today. This leads us in future work to propose new search strings that allow
us to expand our study to these topics.
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Abstract: Chinese Ludo, also known as Aeroplan Chess, has been a very popular board game for
several decades. However, there is no mature algorithm existing for human–machine gambling.
The major challenge is the high randomness of the dice rolls, where the algorithm must ensure that
the machine is smarter than a human in order to guarantee that the owner of the game machines
makes a profit. This paper presents a fast Chinese Ludo algorithm (named “Threat Matrix”) that
we have recently developed. Unlike from most chess programs, which rely on high performance
computing machines, the evaluation function in our program is only a linear sum of four factors.
For fast and low-cost computation, we innovatively construct the concept of the threat matrix, by
which we can easily obtain the threat between any two dice on any two positions. The threat matrix
approach greatly reduces the required amount of calculations, enabling the program to run on a
32-bit 80 × 86 SCM with a 100 MHz CPU while supporting a recursive algorithms to search plies.
Statistics compiled from matches against human game players show that our threat matrix has an
average win rate of 92% with no time limit, 95% with a time limit of 10 s, and 98% with a time limit
of 5 s. Furthermore, the threat matrix can reduce the computation cost by nearly 90% compared to
real-time computing; memory consumption drops and is stable, which increases the evaluation speed
by 58% compared to real-time computing.

Keywords: game software; threat matrix computing; evaluation function; data modeling

1. Introduction

Board games are a form of intellectual confrontation invented over the course of a long
history of production activities [1,2]; in addition, they are important applications that can
help to explore and promote research into artificial intelligence [3]. The selection of pieces
depends on a perfect evaluation function with a computation complexity of approximately
bd, where b is the number of legal moves per position and d is the number of positions of
the chessboard. Because different types of board games have different b and d, the total
amount of calculations varies greatly [4,5]. The evaluation algorithms of chess programs
involve various artificial intelligence (AI) techniques, including machine learning, expert
systems, neural networks, search trees, etc. [6,7]. The critical jobs that most game software
focuses on consist of two aspects: (1) how to define and obtain comprehensive evaluation
factors; and (2) how to construct a perfect evaluation function.

The advance of AI chess can be attributed to two factors: (1) high performance
computing devices [8]; and (2) powerful evaluation algorithms [9]. In recent years, with
the rapid development of high-performance computing and network technologies, as long
as a suitable evaluation algorithm can be constructed a computer will be able process a
very large number of calculations. With the recent rapid development of high-performance
computer and network technologies, as long as the evaluating algorithm is properly
constructed the huge amount of computation can be handled by machines [10,11]. Because
machines are accurate, fast, and not influenced by emotion, they often beat human players.
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At present, computer players of classic board games such as chess, Go, Shogi [4], and
Checkers [12] can beat expert human players. R. Ruben et al. [13] have described a general
video game AI (GVGAI) that provides a way to benchmark AI algorithms for games written
in specific description languages for many application domains. The continuous promotion
of AI algorithms from games to reality is of great significance for the development of both
robot swarm intelligent collaboration and gaming [14,15].

The world chess champion Garry Kasparov was defeated by IBM’s Deep Blue computer,
which has become a milestone in the advance of artificial intelligence over human beings.
Deep Blue typically searches to a depth of between six and eight moves up to a maximum
of twenty moves, or even more in certain positions [16]. This brute force type of search can
benefit to a degree from advances in computer performance. However, moving from brute
force to informed search is a great endeavour in AI board game research. A recent study by
Ansk involved an idea to solve two-player zero-sum and extensive-form games [17]. They
were able obtain perfect information and simultaneous moves using the Double-Oracle
Method and Serialized Alpha-Beta Search. In addition, Branislav et al. [18] are devoted to
developing synchronous move game algorithms and evaluating exact backward induction
methods with efficient pruning and sampling algorithms under different settings. David B.
and his group focus on evolutionary algorithms, while Sebastian presents a rules learning
method for general game playing. Thus, this great endeavour requires a combination of
methods from a variety of subdisciplines [19,20].

Due to the enormous search space needed for the combination of large moves, the
development of a program that can beat humans at the ancient Chinese chess-like game Go
has been considered as one of the last great challenges [21,22]. Tesauro’s approach is already
considered to outperforms the best human players in playing backgammon. AlphaGo [3],
developed by Google DeepMind, has beaten a top professional human Go player without
handicaps on a full-sized 1919 board. AlphaGo’s algorithm uses a combination of machine
learning and search tree techniques combined with extensive training on both human and
computer play [23].

Similar to chess, Go, and backgammon, Chinese Ludo gaming, known as Aeroplan
Chess, was invented in China by reference to other ancient board games to commemorate
the Flying Tigers in World War II; the game’s rules and paths are derived from Lufbery
circles in air warfare [24]. To encourage students to master chemical equations in the game,
a new flying chess game called CHEMTrans has been developed.

In recent years, many online programs for Chinese Ludo gaming have been developed.
These simply provide a platform for interaction between game players, and the computer
does not engage in intelligent competition [25]. Developing a human–machine Chinese
Ludo gambling game, while an attractive idea, represents a highly challenging task. Apart
from the high randomness of the dice rolling, the algorithm must ensure that the machine
is smarter than humans in order to guarantee that the owner of the game machines makes
a profit. As a game requires 2–4 players and random dice rolling, no such gaming machine
has been developed [26,27].

It is an interesting idea and a challenging task to adapt Chinese Ludo to the gambling
industry. Despite the randomness of the game, the game machines must be “smarter” than
people to ensure that the game owners make money. The primary contributions in this
paper are as follows.

• We develop a human–machine gambling Chinese ludo game which is unlike most
other chessboard programs; while these involve brute-force algorithms that require
high-performance machines, our evaluation function is a simple linear sum of
four variables.

• For high-frequency threat computation between any two dice, we innovatively propose
the concept of a ‘threat matrix’. Using the threat matrix, our program can instantly
acquire the threat value between any two positions, rather than relying on brute-force
computing based on the current positions. As a result, our program can reduce the
real-time (immediate) computation cost by nearly 88%.
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• Threat matrix can run on an 80 × 86 SCM (Single-Chip Microcomputer), and has
achieved a 97% winning rate against human players.

The rest of this paper is organized as follows. Section 2 briefly introduces the rules of
the Chinese Ludo game and reviews related existing research works. Section 3 provides
details on the evaluation function, threat matrix, and our proposed algorithms. To clearly
show how to calculate the evaluation function, Section 4 presents a concrete example.
Section 5 analyses and compares the complexity of the main algorithms. Section 6 presents
experimental validations and shows comparisons of various strategies. Section 7 concludes
the paper.

2. Chinese Ludo Game

In this section, for convenience in understanding our algorithms we first briefly
introduce the rules of improved man–machine gambling Chinese Ludo by the Lanhai
Technology Company. Note that while the rules may be slightly different among different
versions, the main rules are always the same.

1. Composition

(a) Dice: One traditional dice, with each of its six faces showing a different number
of dots from 1 to 6.

(b) Board: One board, as shown in Figure 1, with 64 square positions marked with
different colors. Each player is assigned a color, either red or blue. The top left
corner and the right bottom corner are staging areas (‘hangars’) and the two
closed rectangles colored with red and blue in the center are the ending squares
corresponding to each game player.

(c) Planes: Each player has four planes, in colors matching those of the board. There
are two players, one human and one machine, and eight planes in total.

Figure 1. The chessboard of the Chinese Ludo game.

2. Game rules

(a) Launch: At the start of the game, all of the planes of the two players are in the
staging area. After randomly determine a player to roll the dice first, the players
take turns rolling the dice. Only when a player rolls a 6 can s/he select one of
her/his planes from its staging area to prepare to fly (in its starting square); the
planes fly in the clockwise direction.

(b) Move: When a player has one or more planes in play, s/he selects one to move
(fly) over squares of the number shown on the dice. If the landing square is the
same color as the plane’s color, the plane can fly directly to the next square in the
same color; however, this cannot be done with circles, which is called a ‘jump’.
Furthermore, if the landing square has the same color and is connected with a
dotted line, the plane can fly along the dotted line, which is called a ‘dotfly’. The
rolling of a 6 earns the player an additional roll in that turn, which can repeat
until the roll is not 6.
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(c) Hit: If the landing square is occupied by the opponent’s plane(s), the opponent’s
plane(s), either one or more, is hit and forced to return to the staging area. Planes
of the same color are not hit.

(d) Win: The first player who is able to fly all of her/his planes to the ending square
wins the game.

3. Evaluation Function

According to the rules of the Chinese Ludo game, the number that the dice shows
after rolling is random, and the player has to decide which of her/his planes at different
positions to select. Thus, in addition to luck, for a given position winning or losing depends
on the selection of planes.

Compared to traditional chess games, the randomness of the dice in Chinese Ludo
brings uncertainty to the evaluation of potential moves. Additionally, multi-layered nesting
judgement resulting from the rules can introduce looping and crashing during the game.
These two key difficulties may explain why there is no mature algorithm for Chinese Ludo
gaming suitable for human–machine gaming.

Without loss of generality, let us suppose the computer is blue and the opponent is
red. In the rest of the paper, we use blue for computers and red for their human opponents.

3.1. The Description and Definition of the Chess Position

To facilitate the evaluation of the planes, we first define the chess position. First, the
squares in the chessboard are numbered as shown in Figure 2. For planes of the same
player, the only difference is their position (i.e., different squares). Thus, we can use the
number to represent each plane’s position on the game board. The position of each of the
four blue planes is denoted by Xi with (i = 1, 2, 3, 4). Similarly, the position of each of the
red planes is denoted by Yj with (j = 1, 2, 3, 4). We use S(X1, X2, X3, X4, Y1, Y2, Y3, Y4) to
represent the eight planes’ positions on the board and R to represent the number that the
dice shows after rolling. Thus, (S, R) can determine a specific Chinese Ludo position.

Figure 2. The definition of a chess position on the chessboard.

3.2. Evaluation Function

Next, we define the value of a position, denoted as I(Xi), which is the number of
squares from the starting square to the current position; I(Xi) varies with the change of
Xi, and the closer it is to the ending square, the greater it is. Note that the position of blue
restarts from 1 after a modulo operation of 26.

At a chess position (S, R) we need to define an evaluation function, f , in order to
determine which plane to move. Obviously, f is determined by position (S, R); thus,
we use fi(S, R)(i = 1, 2, 3, 4) to represent the evaluation function of the i-th blue plane
at position (S, R). By computing and comparing fi(i = 1, 2, 3, 4), we can make our
decision as to which plane to move. Certainly, fi(S, R) can be used to evaluate the
red/opponent’s planes as well.
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Considering the game rules, we analyze the four key factors that affect fi(S, R),
as follows.

First, according to its rules (see Section 2), Chinese Ludo allows Jump and Dotfly
moves. Therefore, planes at different squares may move different distances with the same
dice roll. This is referred to as ‘Incremented Distance’, denoted by V1. Without considering
other factors, players intend to choose the plane that can move the longest distance.

Second, we consider Hits, i.e., whether, after moving, a blue plane lands on a square
occupied by a red plane and the red plane is hit back to its staging area. We call this
the ‘Opponent’s Hit Value’, denoted by V2. Clearly, V2 greatly reduces the chances of the
opponent/red player winning and increases the chance that the blue player wins.

Third, if after moving a plane does not hit the opponent’s plane on the current roll,
it may hit the opponent’s plane on the next roll. This means that a plane’s threat to the
opponent’s planes changes with each move. Certainly, players intend to choose the plane
which offers the largest increase in the threat, which we call the ‘Increased Threat Value of
Blue on Red’, denoted by T1.

In the same way, the threat represented by the opponent’s plane changes after each
move. We aim to choosing the plane which will result in the smallest increase in the
opponent’s threat, which we call the ‘Increased Threat Value of Red on Blue’, denoted
by T2.

Through the analysis of the above four factors, it can be seen that all four values
actually reflect changes in position, and position is the ultimate determination of which
player wins or loses the game. Thus, the four values are linearly correlated with the
evaluation function, fi(S, R)(i = 1, 2, 3, 4), where the evaluation function is defined as

fi(S, R) = V1 + V2 + T1 − T2.(i = 1, 2, 3, 4) (1)

By calculating each fi(S, R)(i = 1, 2, 3, 4) according to Equation (1), we are able choose
the plane with the greatest fi(S, R). Next, we provide details on how to calculate the four
values. For the convenience of the reader, we list the main symbols used in this paper
below in Table 1.

Table 1. Notations of the main symbols.

Xi The position of the i-th blue plane
Yj The position of the opponent’s j-th plane in red
I(Xi) The number of squares from the starting square to the current position of Xi
p(Xi, Yj) Possibility of plane Xi to hit plane Yj, that is, threat of Xi to Yj
P The threat matrix, P = (pij)64×64, where pij = p(Xi, Yj)
V1 Incremented distance
V2 Opponent’s hit value
T1 Increased threat value of blue on red
T2 Increased threat value of red on blue
O Computational complexity

3.2.1. Incremented Distance after Moving (V1)

According to the above definition of V1, at position (S, R), if blue’s i-th plane is on Xi
and the number on the dice is R, according to the game rules, there are three cases for Xi
to move:

1. Regular Move: this is the most common case, where the i-th plane moves forward for
R steps; therefore,V1 = R.

2. Jump: if Xi + R = 4, 8, 12, 16, 20, 24, 28, 32, 36, 40, 44, 48, or 58, that is, squares which
have the same color (here, blue), Xi can move four more steps and jump to the next
square of the same color, i.e., V1 = R + 4.

3. Dotfly: if Xi + R = 36 or 40, i.e., two special positions, it can fly along the dotted line, i.e.,

V1 = R + 4 + 16 = R + 20, (2)
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thus,
V1 = R‖(R + 4)‖(R + 20) (3)

where “‖” means the logical operation “OR”.

3.2.2. Opponent’s Hit Value (V2)

According to the rules, a plane can hit an opponent’s plane if the square on which it
lands is occupied by the opponent’s plane.

1. If Xi + R = Yj, i.e., the current position plus the dice number happens to be the current
position of the opponent, the opponent’s plane is hit back to its staging area;

2. If Xi + V1 = Yj, i.e., after the jump the blue plane can hit the opponent’s plane, red
loses the position, i.e., V2.

For the above two cases, V2 is the position value of the opponent’s plane that is lost by
the hit; otherwise, the opposing plane has no value to lose:

V2 =

{
I(Yj), if Xi + R = Yj or Xi + V1 = Yj

0, otherwise.
(4)

The reason we calculate V1 and V2 separately from T1 and T2 is that the action of V2 is
a definite effect; the valuation of T1 and T2 is based on the randomness of the dice, which is
a probabilistic event belonging to the threat, which we introduce below.

3.2.3. Increased Threat Value of Blue on Red (T1)

In addition to the specific threat of blue to red V2, we must consider the change in the
overall threat due to moving.

At a (S, R), assume a red plane at Yj has the position value I(Yj) and the positions of a
blue plane before and after moving are Xi and Xi + V1, respectively. We use p(Xi, Yj) and
p(Xi +V1, Yj) to represent the respective threat of the blue plane to the red plane before and
after the move. Then, their difference, p(Xi + V1, Yj)− p(Xi, Yj), can denote the increasing
threat of Xi to Yj. If we let the difference multiply the position value of Yj, we obtain the
increased threat value of of Xi to Yj, i.e., T1 = (p(Xi + V1, Yj)− p(Xi, Yj))× I(Yj).

Each player has four planes; thus, before moving, the respective overall threat of the
blue plane compared to the four red planes is the sum of the product of p(Xi, Yj) and I(Yj),

4

∑
j=1

p(Xi, Yj)× I(Yj). (5)

After moving, the respective overall threat of the blue plane compared to the four red
planes is the sum of the product of p(Xi + V1, Yj) and I(Yj),

4

∑
j=1

p(Xi + V1, Yj)× I(Yj). (6)

Thus, the sum of the increased value of the threat of Xi to all Yj(j = 1, 2, 3, 4) T1 can be
computed as

T1 =
4

∑
j=1

p(Xi + V1, Yj)× I(Yj)−
4

∑
j=1

p(Xi, Yj)× I(Yj)

=
4

∑
j=1

(p(Xi + V1, Yj)− p(Xi, Yj))× I(Yj).

(7)

When T1 ≥ 0, which indicates the threat of the blue plane to the red plane, is increasing,
it is beneficial for blue; similarly, if T1 < 0, which indicates the threat of the blue plane to
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the red plane, is decreasing, this is disadvantageous for blue. Thus, we should choose the
plane with the largest T1.

3.2.4. Increased Threat Value of Red on Blue (T2)

Similar to the above T1, before and after the move of the blue plane, the threat of the
red plane to the blue plane changes. We call the difference between the product of the
blue threat to red and the position value of the blue plane before and after the move as the
“increased threat value of red on blue”, denoted by T2.

At position (S, R), if the red plane is on Yj and the blue plane is on Xi and Xi + V1
before and after the blue plane move, the position values of the blue plane before and after
the move will be I(Xi) and I(Xi + V1). Thus, the respective threat of the red plane to the
blue plane before and after the move is p(Yj, Xi) and p(Yj, Xi + V1).

Then, the total threat value of the four red planes to the blue plane can be calculated
as the product of p(Yj, Xi) and I(Xi) before the move

4

∑
j=1

p(Yj, Xi)× I(Xi). (8)

and as the product of p(Yj, Xi + V1) and I(Xi + V1) after the move

4

∑
j=1

p(Yj, Xi + V1)× I(Xi + V1). (9)

Therefore, according to its definition, the threat increment, T2, is

T2 =
4

∑
j=1

p(Yj, Xi + V1)× I(Xi + V1)−
4

∑
j=1

p(Yj, Xi)× I(Xi). (10)

Intuitively, T2 ≥ 0 indicates that the threat of the red plane to the blue plane increases
and is disadvantageous for blue, while T2 < 0 indicates that the threat to the blue plane
decreases and is advantageous to blue.

Based on the above analysis, when entering Equations (3)–(10) into Equation (1), we
can obtain fi(S, R) as follows:

fi(S, R) = V1 + V2 + T1 − T2

= (R‖(R + 4)‖(R + 20)) + (I(Yj)‖0) +
4

∑
j=1

(p(Xi + V1, Yj)− p(Xi, Yj))× I(Yj)

+
4

∑
j=1

p(Yj + Xi + V1)× I(Xi + V1)− p(Yj, Xi)× I(Xi).

(11)

By computing and comparing each fi with i = 1, 2, 3, 4, we can select the plane which
has the largest fi to move.

Until now, we have not yet shown how to calculate p. As p is the most frequently used
variable in the evaluation function, the key to improving the efficiency of this algorithm is
calculating p rapidly. Next, we address this problem, then focus on the calculation of p in a
separate section.

3.3. Calculating Threat and Threat Matrix
3.3.1. Calculating Threat

From a given position, p(Xi, Yj) is computable according to the rules and the definition
of p.

At a position (S, R), suppose the blue plane is on Xi and the red plane is on Yj. If a hit
happens, i.e., (Yj = Xi), we have p(Yj, Xi) = 1. Sometimes, after moving a plane cannot hit
an opponent’s plane because the moving distance is too short. Then, we must consider the
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case of rolling the dice continuously until it is not 6. Next, we use an example to explain
how to calculate p(Yj, Xi).

Assume the opponent’s red plane is on Yj, a blue plane is on Xi, and the number on
the die is R. According to the rules, there are three cases we must consider in order to
calculate p(Yj, Xi).

1. If Yj < Xi ≤ Yj + 6, the possibility of the opponent’s plane on Yj hitting blue’s plane
on Xi by rolling once is

p(Yj, Xi) = 1/6. (12)

2. If Yj + 6 < Xi ≤ Yj + 12, the opponent’s red plane on Yj cannot hit blue’s plane on Xi by
rolling once. For it to be possible to hit, the red player must roll 6 the first time, landing on
position Yj + 6, then roll again. Thus, the probability is p(Yj, Xi) = 1/6× 1/6 = 1/36. By
analogy to more general cases, if rolling 6 up to seven times continuously the opponent’s
red plane on Yj does not threaten the blue plane on Xi according to the board. Thus, if
Yj + 6k < Xi ≤ Yj + 6(k + 1) (k = 0, 1, 2, 3, 4, 5, 6, 7), then

p(Yj, Xi) = (1/6)k+1. (13)

3. Calculate the probabilities for special positions. According to the rules, a plane can
jump if the landing square is the same color, such as 2, 6, 10, 14, 18, 22, 26, 30, 34, 38,
42, 46, and 50 for red, which can add the extra possibility of the plane on Yj jumping
and hitting Xi, in addition to the above two cases.
Squares of the same color are separated by three squares. Therefore, after each roll it is
possible to land on the same color square. There are thus two cases, as follows.

(a) When Yj < Xi ≤ Yj + 6 and Xi is on the red square (e.g., Yj = 1 and Xi = 6), if
the dice roll is 5, the plane on Yj hits the plane on Xi, thus there is no jump; if the
dice roll is 2, the plane on Yj first moves onto square 2, then jump onto square 6,
then hits the plane on Xi. The probability is

p(Yj, Xi) = 1/6 + 1/6 = 1/3. (14)

(b) When Yj + 6k < Xi ≤ Yj + 6(k + 1) and Xi is on a red square, then

p(Yj, Xi) = (1/6)k+1 + (1/6)k. (15)

With the above analysis and formulae, we can calculate any position’s threat to another
position and calculate the evaluation function, then make the choice of which plane to move.

3.3.2. Threat Matrix

Based on the above discussion, we have two methods to calculate the threat p:

1. Real-time computing
Real-time computing calculates p for current position (S, R) using
Equations (12)–(15) each time the dice is rolled.
However, in order to reduce the manufacturing cost of the game machine, the program
runs on an 80 × 86 SCM, which has limited computing and storage power. Although
the computing load decreases with respect to certain specific chess positions (such as
all eight planes moving into the circle), the computation takes about 3.7 s in extreme
cases, which is intolerable to players. We therefore sought faster algorithms to perform
the same job.
Through our observations, we found that no matter how the game changes, the threat
is only ever determined by the positions. This naturally triggers a new idea, i.e., to
compute the threat between any two positions and store them in a lookup table that is
independent of any single position, herein called the ‘Threat Matrix’.

2. Using the Threat Matrix to store pre-calculated threat values
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There are 64 positions on a chessboard. Therefore, we built a 64 × 64 matrix,
P = (pij)64×64, where pij = p(Xi, Yj) is the threat of a plane located on Xi to a
plane located on Yj. From the above discussion, the threat can be calculated using
Equations (12)–(15). Part of the threat matrix is as shown in Table 2.

Table 2. An illustration of our threat matrix.

1 2 · · · 29 30 31 · · · 63 64

1 1 0.1667 · · · 0.00012 0.00025 0.000128 · · · 0 0
2 0 1 · · · 0 0.05556 0 · · · 0 0
...

...
...

...
...

...
...

...
29 0 0 · · · 1 0.1667 0.1667 · · · 0 0
30 0 0 · · · 0 1 0.1667 · · · 0 0
31 0 0 · · · 0 0 1 · · · 0 0
...

...
...

...
...

...
...

...
63 0 0 · · · 0 0 0 · · · 0 0
64 0 0 · · · 0 0 0 · · · 0 0

4. Threat Matrix-Based Movement Strategy

In order for readers to better understand our algorithm, we use the following chess
position (as shown in Figure 3) as an example to illustrate how our algorithm operates. In
this example, it is assumed that S = (3, 5, 0, 0, 1, 11, 0, 0) and R = 3 and it is blue’s turn to
make the choice of its plane.

Figure 3. An example with chess position (S, R), where S = (3, 5, 0, 0, 1, 11, 0, 0) and R = 3.

In this example, there are two blue planes (shown as the third and fifth squares in
Figure 3) and two red planes (shown as the first and eleventh squares in Figure 3) on the
circle, and all other planes are in their staging areas. The threat matrix-based movement
strategy for the plane is shown in Algorithm 1.
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Algorithm 1: Threat matrix-based movement strategy for plane.
Input: Positions of the blue plane, f1, and opponent plane, f2: X1,X2,Y1,Y2
Output: Movement strategy

1 Initialize position values of blue plane and opponent plane: I(X1) = 29,
I(X2) = 31, I(X3) = I(X4) = 0, I(Y1) = 1, I(Y2) = 11, and I(Y3) = I(Y4) = 0;

2 for plane fi (i = 1, 2) do

3 Compute incremented distance V1 of fi;
4 Compute opponent’s hit value V2 of fi;
5 Compute increased threat value T1 of fi;
6 Compute increased threat value T2 of fi;
7 Compute the evaluation value fi: fi = V1 + V2 + T1 − T2;
8 end

9 return Choose suitable number to move based on evaluation values;

5. Recursion and Complexity Analysis for Multiple Moves

5.1. Recursive for n Plies

In the algorithm and example described above, we have evaluated only one move for
the plane based on the current position, which is somewhat short-sighted. For most chess
games, in order to win the game multiple moves need to be considered, and this is true for
Chinese Ludo.

As the game rules are the same for both sides, the evaluation function applies to both
blue’s planes and red’s planes. The plies of (S, R) are limited because there are only four
planes and the number of R can only be 1 to 6, which makes it possible to look multiple
moves ahead. This means that we can evaluate the opponent’s planes based on their
hypothetical choices and then consider the opponent’s hypothetical assessment.

Let (Sn, Rn) represent the hypothetical position of n moves ahead; we can obtain the
evaluation of n + 1 steps based on fi(Sn, Rn), denoted by fi(Sn+1, Rn+1). Thus, based on
the Equations (1)–(15), we have

fi(Sn+1, Rn+1) = V1 × fi(Sn, Rn) + V2 × fi(Sn, Rn) + T1 × fi(Sn, Rn) + T2 × fi(Sn, Rn). (16)

It is apparent that Equation (16) is a recursive formula; the initial computation is
expressed as Equation (11), with which we can look any number of moves ahead. Although
the more moves we look ahead, the more beneficial it is to the blue, the computation cost
increases exponentially with the increase in the number of moves. Next, we analyze the
relationship between the complexity and the number of moves ahead.

5.2. Complexity Analysis
5.2.1. Computation Complexity of One Move

Let us first look at the computation complexity of evaluating fi(S, R) based on the
current position.

First, according to the evaluation functions in Equations (3) and (4), the calculation
of V1 and V2 does not need to consider the opponent’s threat; Xi and Yj, the positions
of planes, are both integers and not more than 64, and only judgement and a simple
addition operation of the positions are needed. For each side, there are only thirteen special
positions. Therefore, to calculate V1 + V2, there are at most 13 + 13 = 26 comparisons of
special positions.

Next, according to Equations (7) and (10), the calculation of T1 and T2 mainly involves
computing p(Xi, Yj), which is essentially the comparison of positions.

As the real-time computing and threat matrix are two different methods, we discuss
them separately in order to compare their respective advantages and disadvantages.

1. Complexity of Real-Time Computing
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Considering the most complicated case, where each of Equations (12) and (13) need to
be calculated, Equation (12) includes one comparison and Equation (13) includes eight
comparisons, while Equations (14) and (15) include two special cases with special
positions; thus, there are at most (1+ 8)α comparisons. The number of all comparisons
is at most (1 + 8) + (1 + 8)α.
There are at most four opposing planes in play, and the number of all comparisons is
therefore β × (1 + 8 + α × (1 + 8)).
The above represents the calculation of one blue plane, and the blue player has four
planes; the number of comparisons is therefore

β × (2α + β × (1 + 8 + α × (1 + 8))) = 9αβ2 + 9β2 + 2αβ. (17)

2. Computing Complexity Using Threat Matrix
According to the definition of the threat matrix, there is no need to calculate p(Xi, Yj)
using Equations (12)–(15) each time, as we can simply look up the pre-calculated
matrix. According to Equation (7), we look up the threat matrix twice for each
opposing plane. As there are β opposing planes, there are at most 2β search instances.
Similarly, according to Equation (10), there are at most 2β search instances for T2. Then,
considering the calculation of V1 and V2, which is 2α, the full computation for one of
blue’s planes is 2α + 4β.
As there are at most four blue planes in play, the maximum computation is

β × (2α + 4β) = 4β2 + 2αβ. (18)

Comparing Equation (18) with Equation (17), the computation required for the threat
matrix is obviously only (4β2 + 2αβ)/(9αβ2 + 9β2 + 2αβ) = 7.92% with real-time computing,
showing that the computation of the threat matrix is only one-eighth that required by
real-time computing. In this game, we use the threat matrix instead of real-
time computing.

5.2.2. Complexity of More Moves Ahead/per n Plies

According to Equation (11), each player has four planes; thus, there are at most four
cases of S. R takes a value from 1 to 6; thus, the complexity of computing fi(Sn+1, Rn+1) is
6β instances required to compute fi(Sn, Rn). Therefore, if we look k moves ahead, (6β)k,
i.e., the computation complexity is O((6β)k).

Using the real-time computing method, the complexity is 9αβ2 + 9β2 + 2αβ,
according to Equation (17). If we look one move ahead, the computation is
(9αβ2 + 9β2 + 2αβ)× 6β, and if we look k steps forward, the computation complexity
will be O((54αβ3 + 54β3 + 2αβ2)k);

When using the threat matrix, according to Equation (18) the computation is 4β2 + 2αβ.
If we look one-step forward, the computation is (4β2 + 2αβ)× 6β, and if we look k steps
forward, the computation complexity will be O((24β3 + 12αβ2)k);

It is apparent that there is a clear advantage when using the threat matrix, especially
in multiple recursions, which we validate in the following experimental section.

6. Experiment Validation

The development of the Chinese Ludo game used an 80 × 86 SCM 32-bit single board
computer with a 100 MHz CPU. Because the computing power was very limited, we
used the threat matrix and evaluated only one move ahead of the current position. For
more advanced game players, we have developed a more complex two-layer recursive
algorithm which can evaluate two moves ahead. We used the 32-bit Windows XP OS as
the development platform because the game was eventually expected to run on the 80 ×
86 32-bit microprocessor. In addition, we chose Microsoft Visual C as the programming
language for easier adoption.
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To verify the effectiveness of our algorithms, we carried out three groups of experiments
to contrast human play versus the machine, evaluation of one move ahead versus two
moves ahead, and real-time computing versus using the threat matrix.

6.1. Contrasting Results for Human versus Machine Play

When the development of the game had finished, a team of 50 players was assigned
to play against the machine. The whole test lasted for about one month during which
there were more than 15,000 matches played, including 5000 matches with no time limit,
5000 matches with a 10 s limit, and 5000 matches with a 5 s limit. The time limit is the
maximum time allowed before reacting after the dice are rolled. It was proposed by the
company to increase fun and accelerate the game speed. Figure 4 shows the match results.
Figure 5 shows the contrast in reaction times between human players and the machine.

(a) (b)

Figure 4. Contrast in match results between humans and machine: (a) statistics on the match results;
(b) comparison of wins.

Figure 5. Comparison of reaction time between humans and machine.

From Figure 5, the following can be seen:

1. Aside from the randomness of dice rolling, the machine is much smarter than humans
at this game. Even without the time limit, the winning rate of human players is only
12%. When there is a 10 s time limit, human players win 7% of the time, and when
there is a 5 s time limit, human players only win 2% of the time. In addition, from the
comparison of reaction times human players takes eight times as long to play as the
machine does.
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2. When reaction time was limited, human players perform much worse and had much
less of a chance (less than one quarter) of winning compared with the machine, which
indicates that the decision of human players is rushed. Interestingly, through repeated
training certain people were able to make more careful judgements within the 5 s
time limit.

3. Figure 5 shows the comparison of reaction times between a typical human player and
the machine. From Figure 5, it can be seen that the threat matrix has a disadvantage
compared with human player, namely, that the reaction time of the machine is
proportional to the number of planes in play. Thus, the increase in the time spent with
the increase in the number of steps is smooth, and there are no fast decisions. However,
this is very different for humans. Although it generally takes human players longer,
this does not increase in a strictly monotonic fashion, and at times human players
make exceptionally fast decisions. Sometimes, the human player spends much less
time than her/his average time, or even less than the machine (for example, at 29 steps,
46 steps and 54 steps). The reason for this is there are special positions, such as hit,
dotfly, and jump, where human players can make quick decisions without calculation,
whereas a machine must evaluate all planes and then make a choice by comparing
evaluation functions. In this particular case, the algorithm can be improved. However,
the special positions require extra judgments that take up additional memory space
and CPU time. After balancing the potential improvements against the resources
required, the company abandoned the optional improvements.

6.2. Comparison of One Move Ahead and Two Moves Ahead

Obviously, for different positions (S, R), the amount of computation is likely to be
different, which leads to different levels of computational complexity. This indicates that
the evaluations of one move and multiple moves are not comparable. To show the pros
and cons of evaluating one move and two moves, we must compare (S, R) at the same
position. Thus, we set up twenty different typical positions (S, R) in order to evaluate the
difference. Figure 6a shows the comparison of the evaluation result, f , and Figure 6b shows
the comparison of the evaluation times.

(a) Comparison of evaluation value (b) Comparison of evaluation time

Figure 6. Comparison of the evaluation of one move and two moves ahead. The vertical axis indicates
the evaluation results, f , in (a) and indicates the evaluation time in (b).

From Figure 6a, two evaluations are consistent. In order to see their impact on the
selection of planes, we created the following formula:

μ(i, j) =
‖ f 1

i (S, R)− f 2
i (S, R)‖

‖ f 1
i (S, R)− f 1

j (S, R)‖ , (19)
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where f 1
i (S, R) and f 2

i (S, R) represent the evaluation of the number i plane at one move
ahead and at two moves ahead, respectively. Similarly, f 1

j (S, R) represents the evaluation
of the number j plane at one move ahead.

In Equation (19), if μ(i, j) ≥ 1, it indicates that the difference between the evaluations
of one move and two moves of the same plane is larger than those of one move of two
different planes. Therefore, the choice of planes at the same position will be different.
Otherwise, if μ(i, j) < 1, it means that the evaluations of one move ahead and two moves
ahead will not change the choice of planes. According to Equation (19), we calculate μ(i, j)
for the twenty positions, as shown in Table 3.

Table 3. μ(i, j) for twenty different chess positions (S, R). The * in the table means blank, indicating
that the opponent’s plane is in the staging area.

(S, R) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

μ(2, 1) 0.21 0.32 0.23 0.14 0.52 0.27 0.54 0.21 0.35 0.12 0.42 0.19 0.51 0.72 0.43 0.62 0.75 0.21 * 0.46
μ(2, 3) 0.17 0.13 0.03 0.41 0.12 0.07 0.27 0.24 0.15 0.02 0.12 0.29 0.31 0.25 0.03 0.02 0.15 0.41 0.65 0.07
μ(2, 4) 0.31 0.21 0.10 0.21 0.22 0.08 0.23 0.53 0.81 0.02 0.33 0.13 * * 0.07 0.12 0.60 0.02 0.36 0.21

In addition to the above twenty positions, we compared another fifty positions which
provided a consistent result, i.e., the evaluation of two moves ahead did not change the
choice of planes based compared to the evaluation of one move ahead. In fact, by looking
at Equation (16), cited below, we can find the theoretical reasons for this:

fi(Sn+1, Rn+1) = V1 × fi(Sn, Rn) + V2 × fi(Sn, Rn) + T1 × fi(Sn, Rn) + T2 × fi(Sn, Rn). (20)

In the evaluation of two moves ahead, the two moves need two more rolls of the dice;
however, these are hypothetical. Thus, the further evaluation of the second move ahead is
evaluated under the weight of 1/6 × 1/6 = 1/36, which makes the impact on the further
evaluation small. We can see that this is different from other forms of chess.

However, from Figure 6b, the time cost of evaluating two moves ahead is twenty times
of that of evaluating one move ahead. In addition, the memory consumption is increased
by a large amount.

6.3. Comparison of Real-Time Computing and the Threat Matrix

In order to compare real-time computing and the threat matrix, we conducted experiments
using a 32-bit Windows XP platform.

According to the game rules, the results of dice rolling is random, which means that
it is hard to acquire the same position (i.e., the initial conditions for the computation) to
compare the two evaluations. Therefore, similar to the previous comparison in Section 5.2,
we set typical chess positions in order to ensure the consistency of the initial conditions.
The results are shown in Figure 7.
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(a) (b)

Figure 7. Comparison of real-time computing and the threat matrix in terms of time complexity and
memory usage: (a) comparison of time complexity; (b) comparison of memory usage.

It can be seen from the results that the time consumption of evaluation using the
threat matrix takes no more than 0.001 s, while the average time when using real-time
calculation is 0.008 s, which is highly unstable compared to the threat matrix. The memory
consumption of real-time computation is far greater than that of the threat matrix as well.

7. Conclusions

High-performance computers have significantly contributed to the development of
artificial intelligence in the gaming industry, however, this should not be a reason to ignore
the effort of pursuing a perfect evaluation method. This paper presents a Chinese Ludo
program. Unlike most chess programs, which depend on high machine performance, the
evaluation function in our program is only a linear sum of four factor values. The other
contribution of this research is that we innovatively constructed a threat matrix that allows
us to easily acquire the threat between any two dice on any two positions. The threat matrix
approach can greatly reduce the amount of calculation, which allows the program to run
on a 32-bit 80 × 86 SCM with a 100 MHz CPU while supporting a recursive algorithms
to search plies. Our results show that, when compared with the real-time computing, our
threat matrix approach can reduce computation costs by nearly 90%. Furthermore, the
memory consumption is both reduced and relatively stable, which speeds up evaluation
by 58%.
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Abstract: Poisson pulse sequence generators are quite well studied, have good statistical properties,
are implemented both in software and hardware, but have not yet been used for the purpose
of authentication. The work was devoted to modeling authenticators of information-processing
electronic devices by creating a bit template simulator based on a Poisson pulse sequence generator
(PPSG). The generated templates imitated an important property of real bit templates, which reflected
the physical uniqueness of electronic devices, namely Hamming distances between arbitrary template
pairs for the same device were much smaller than the distance between arbitrary template pairs
for two different devices. The limits of the control code values were determined by setting the
range of the average frequency values of the output pulse sequence with the Poisson distribution
law. The specified parameters of the output pulse sequence were obtained due to the optimization
of the parameters of the PPSG structural elements. A combination of pseudo-random sequences
with the control code’s different values formed the bit template. The comparison of the Hamming
distance between the standard and real-time templates with a given threshold value was used as a
validation mechanism. The simulation experiment results confirmed the unambiguous authentication
of devices. The simulation results also showed similarities with the real data obtained for the bit
templates of personal computers’ own noise. The proposed model could be used for improving the
cybersecurity of a corporate network as an additional factor in the authentication of information-
processing electronic devices for which the measurement of noise with the required accuracy is not
possible or significantly difficult.

Keywords: cybersecurity; authentication; bit template; information-processing electronic device;
Poisson pulse sequences generators

1. Introduction

The ability to authenticate electronic information-processing devices based on their
unique characteristics attracts the attention of researchers who work to ensure the cyberse-
curity of information systems. The uniqueness of electronic devices at the physical level
makes it possible to carry out authentication using various methods, namely physically
non-cloneable functions for the Internet of Things (IoT) [1,2], error vector trajectories of the
Global System for Mobile Communications (GSM) mobile phone signals [3], the spectrum
of noise in the signal of radioactivity sensors [4], spontaneous electromagnetic radiation
from operating mobile phones, light-emitting diode (LED) screens, laptops [5], wireless
fidelity transmitters [6], etc. Authentication accuracy depends on the chosen method and
conditions of experiments, but usually does not reach 100 percent.

The implementation of the idea of authentication by individual characteristics is
based on a preliminary measurement of a physical quantity; for example, electromagnetic
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interference from operating units of the device, the so-called internal electrical noise.
The method of authentication for electronic information-processing devices (personal
computers) by the individual forms of correlograms of their internal electrical noise is
known [7]. The device authenticator—noise bit template—is calculated from the normalized
autocorrelation function of noise. In the future, bit templates could be compared with
each other using the selected metric; this is the Hamming distance in the simplest case.
An important property of the bit template set, obtained from sequential measurements
of the internal noise of a single device, is their closeness in the sense that the Hamming
distances between possible pairs of bit templates are small, while the distances between
pairs of templates for different devices are much larger. This makes it possible to reliably
distinguish these devices, i.e., to authenticate them. The reference templates from each
electronic device are pre-recorded on the server. During authentication, the device presents
a real-time template, which is compared with a reference template. Authentication is
confirmed if the distance between templates is less than a threshold value for the claimed
device. Bit template variations provide dynamic authentication because the templates
do not repeat exactly, and thus the authenticator reuse attack is eliminated. There are
known experiments, a result of which made it possible to authenticate stationary personal
computers of the same series with an accuracy of 98.6% [8].

An integrated sound card can be used to measure the internal noise of computers. Usu-
ally, noise bit templates of desktop computers are stable over time. For laptops the situation
is slightly different. If the laptop gets into a location with a strong external electromagnetic
field that significantly affects the internal noise of the laptop, then authentication errors
occur [8]. In addition, not all electronic information-processing devices have integrated
ADCs, for example, many microprocessors do not have an integrated ADC. For them, the
use of internal noise as a sign of authentication is not possible. Therefore, in this study, the
problem of modeling authentication features based on Poisson pulse sequence generators
was formulated.

Generators of random or pseudo-random pulse sequences have been used for a long
time to solve a wide range of problems in science and technology. Almost all standard
program libraries have the embedded generators of pseudo-random sequences, which users
could utilize. One of the most important generators is the Poisson pulse sequence generator
(PPSG). These generators are widely used in different branches of techniques for simulating
different processes that have a random temporal and spatial nature [9], for sociological
and scientific research [10,11]. Such generators are effectively used to solve cybersecurity
problems [12,13], to simulate the output signals of dosimetric detectors when designing them,
and testing devices for measuring the parameters of ionizing radiation [14–19], because the
number of radioactive decay particles detected by the detector over a period of time is
subject to the Poisson distribution law.

In recently published works quite effective principles of realization of software and
hardware PPSG are presented. Their structures, based on the use of pseudo-random
number generators (PRNGs), were proposed [20–27] and methods for assessing the quality
of their output signals were developed [28–31]. In this case the effectiveness of the possible
application of the PPSG significantly depends on the quality of the designed generator and
on the main characteristics of its output sequence.

The aim of this study was to model bit templates for the authentication of electronic
information-processing devices based on a Poisson pulse sequence generator. The following
tasks were solved to achieve this aim.

1. Optimization of the parameters of the PPSG’s structural elements in order to obtain
the specified parameters of the output pulse sequence. Definition of the limits of
control code values, specification of the range of values of the average frequency of
the output pulse sequence, which corresponds to Poisson’s law of distribution.

2. The bit template simulator was proposed based on the Poisson pulse sequence gener-
ator. Bit sequences with given characteristics were the result of the simulator.

3. The simulation experiment was carried out to test the required properties of bit templates.
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In this research, based on previously obtained results concerning Poisson pulse se-
quence generators and the development of the control code theory, the needed sequences
were programmatically generated. Sample device bit templates were simulated based on
these sequences and authentication was also performed programmatically. The examina-
tion consisted of calculating pairs of possible Hamming distances between the templates of
the same device (intradistances) and for different devices (interdistances) and comparing
them one with another.

Comparing the set of intradistances with the set of interdistances confirmed the
main idea, that the generated templates could be unmistakably classified as being related
to different devices. The threshold of distances was determined, according to which
classification was made for specific parameters of the PPSG.

In this research the Poisson Pulse Sequence Generator was used for the first time to
create device authentication templates based on the principle of biometrics. Compared
with the best practices, which were using the measured values—electromagnetic radiation,
internal electrical noise—the proposed method had several advantages. Benefits included
100% authentication, significantly more devices, and no time delay for measurements.

2. Materials and Methods

2.1. Structural Scheme PPSG and the Principle of Its Operation

The generator [16–18], whose structural scheme is illustrated in Figure 1, consisted
of a modified additive Fibonacci generator (MAFG), which contained registers Rg1–Rg5,
adders Ad1–Ad3, logical scheme LS, as well as a comparing scheme CS and logical element
&. All the structural MAFG elements, except LS, worked in binary-decimal code.

Figure 1. PPSG structural scheme based on MAFG.

On MAFG output, e.g., on Rg5 output, a sequence of pseudo-random numbers was
formed in accordance with the following expression:

xj+1 =
(

xj + xj−1 + xj−2 + xj−3 + a
)
modm (1)

where xj, xj−1, xj−2, xj−3 are the numbers in registers Rg4, Rg3, Rg2, Rg1, correspondingly,
m = 10q, and q is the number of decades of the scheme’s structural elements. The value of
the variable a is determined by the logical equation

a =
(
a00 ⊕ a01 ⊕ a02 ⊕ a03

)⊕ . . . ⊕ (
aq−10 ⊕ aq−11 ⊕ aq−12 ⊕ aq−13

)
(2)

where aij (i = 0, 1, 2, 3; j = 0, 1, . . . , q − 1) is the value of bits of the binary-decimal number
in Rg5. The number of members of Equation (2) can be selected from the range 0 . . . 4 · q.

293



Electronics 2022, 11, 2039

The theoretical average value of the pulse frequency at the PPSG output is determining
from the following Equation [16]:

fout =
G

10q fm (3)

where G is the control code, fm is the clock pulse frequency.

2.2. Output Signal Parameters and Internal Parameters of the Generator and Their Relationship

The main parameters of the output pulse sequence were as follows:

• average value of frequency fout;
• value range of fout;
• step of frequency fout changing −Δ fout;
• the repetition period of the pulse sequence;
• compliance of the pulse sequence with the Poisson distribution law.

The parameters of the output pulse sequence were determined by the following
internal parameters of the generator (Figure 1):

• the number of decades of the MAFG structural elements;
• initial settings of the registers Rg1–Rg5;
• number of members of Equation (2) involved in the implementation of the logic

scheme LS.

The three internal parameters were clearly defined:

• the repetition period of pseudo-random numbers in the output of the MAFG register
(Rg5 output);

• statistical characteristics of the number sequence of the MAFG output.

Based on the principle of PPSG construction, it could be argued that the repetition
period of the output pulse sequence was equal to the repetition period of numbers in the
MAFG output.

The repetition period and statistical characteristics of the sequence of numbers in
the MAFG output determined the compliance of the output PPSG pulse sequence with
the Poisson distribution law. However, that compliance significantly depended on the
average frequency of an output sequence fout, whose theoretical value was determined
by Equation (3) and, therefore, depended on the correlation between control code value
G and value 10q. In fact, when value G was approaching the value 10q, then fout was
approaching the clock frequency fm and, under such conditions, the output sequence
started losing its pseudo-random properties. From the other side, the lower the frequency
of the output sequence fout, the greater the time interval needed to be to determine its
statistical characteristics. In this case such an interval should not exceed the repetition
period of this sequence. Thus, in principle (theoretically), the original PPSG pulse sequence
might conform to the Poisson distribution law for arbitrarily small average values fout,
however, the sequence repetition period should be of a sufficiently large value. As a limit,
if the average value fout went to zero, the repetition period should go to infinity.

These statements were practical in nature, satisfied most PPSG applications, and are
confirmed below by specific calculations and simulation results. Theoretically, a more
general approach to determine the correspondence of the output sequence to the Poisson
distribution law could be considered, taking into account the value of the average repeti-
tion frequency, repetition period, observation time, and the chosen method of estimating
statistical characteristics. However, such an approach needs to be refined to be applied
in practice.

Taking into account the above, the average frequency fout, the range of its values, and
the step change could be calculated theoretically using Equation (3). The real values of
these quantities were determined as a result of simulation and/or experimentally.
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2.3. Estimation Method for Statistical Characteristics of the Output Signal

This research was carried out using a generalized method of studying the parameters
of the output PPSG pulse sequence for compliance with the Poisson distribution law using
Pearson’s test [32].

In accordance with the proposed method, the flow of input pulses of the PPSG was
divided into n equal groups, each of which consisted of imax pulses. The maximum number
of groups was nmax. The groups of input pulses corresponded to the groups of output pulses
with the number of pulses k1, k2, . . . knmax . The proposed method was based on the classical
testing method of the hypothesis of the distribution of the general totality according to
Poisson’s law using Pearson’s criterion (χ2 criterion) [32–34]. In this case, taking into
account the specifics of the PPSG construction, the following additions were proposed:

• we fixed nominal (theoretical) average value of numbers k1, k2, . . . knmax − kc, regardless
of the control code value G;

• the value imax was variable, depended on the value G, and was determined by the equation

imax =
10q

G
kc . (4)

As a result of the application of this method we obtained the value χ2
c . According

to the tables of critical distribution points of χ2 [33,34], according to the selected level of
significance α (usually α is assigned one of the three following values: 0.1; 0.05; 0.01), the
number of degrees of freedom k could be obtained using the critical value χ2

cr. If χ2
c < χ2

cr
there was no reason not to accept the hypothesis that the pulse flux corresponded to the
Poisson distribution law.

When determining the statistical characteristics of the PPSG output signal in the range
of values of the control code G, it was useful to average the last (current) h values of χ2

c .
Obtained by such a way, variable χ2

cav was comparable with χ2
cr. The averaging of the

values χ2
c was necessary for a certain “smoothing” of the results. Based on the simulation

experience, one could select value h = 5, which could be changed if needed for a clearer
(more integrated) determination of the control code range G, in which the output pulse
sequence corresponded to the Poisson distribution law.

When designing a PPSG, it is also useful to pre-determine the statistical characteristics
of the number sequence, in this case at the MAFG output. This could be achieved using
standard statistical tests, such as NIST statistical tests [22–27,32,35].

2.4. Defining the Limits of the Range of the Control Code Values

Lower G1 and upper G2 limits of the control code values G, in which the statistical
characteristics of the output pulse sequence corresponded to the Poisson distribution law,
could be determined based on the following.

The sequence evaluation time should not be longer than its repetition period Tn. That
is, based on the above methodology, the following inequality must be satisfied:

imax · nmax ≤ Tn (5)

From Equation (4) and inequality (5) we obtain

G ≥ 10q · kc · nmax

Tn
(6)

This meant that the value G1 was the smallest integer number satisfying Inequality (6). As
a result of PPSG simulation, it was found that the value G2 satisfied the following condition:

G ≤ G2 = s · 10q (7)

In this case the value of the coefficient s was determined separately for a concrete
number of MAFG decades q, and depended on the initial settings of the registers Rg1–Rg5,
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the number of involved members of Equation (2) and, under certain conditions, was close
to 0.1.

3. Results

3.1. Investigation of the PPSG Based on MAFG When q = 3
3.1.1. Determining the Repetition Period of the MAFG

At a fixed number of decades, the MAFG repetition period of a pseudo-random se-
quence of numbers in its output Tn and, thus, the repetition period of the pulse sequence in
the output of the PPSG, also depended on the number of involved members of Equation (2)
and from the initial settings of the registers Rg1–Rg5.

The performed investigations showed that the initial settings of the registers affected
the statistical characteristics of the output sequence. The values of these settings obtained
as a simulation result, when the statistical characteristics were satisfactory, is shown below.

Dependence of the repetition period Tn on the used number of members from Equation (2)
was significant. Some confirmed results are presented in Table 1, which were obtained for
such initial states of registers Rg1–Rg5, correspondingly 1, 0, 0, 0, 0.

Table 1. Dependence Tn on output signal a of the logical scheme LS, q = 3.

a Tn

a = 0 18,599

a = a00 18,599

a = a00 ⊕ a01 103,404,839

a = a00 ⊕ a01 ⊕ a02 4,348,679

a = a00 ⊕ a01 ⊕ a02 ⊕ a03 20,121,479

a = a00 ⊕ a01 ⊕ a02 ⊕ a03 ⊕ a10 > 109

a = (a00 ⊕ a01 ⊕ a02 ⊕ a03 )⊕ (a10 ⊕ a11 ⊕ a12 ⊕ a13 )⊕ (a20 ⊕ a21 ⊕ a22 ⊕ a23 ) > 109

Optimization of equation choosing for the output signal LS was a separate partial task
requiring additional research. Its solution would also affect the speed of the generator.

3.1.2. Determination of Statistical Characteristics and the Range of Values of the
Control Code

Figure 2 illustrates the investigation results of PPSG statistical characteristics based on
the MAFG for q = 3.

Here the following notations were used:

• SS_n—value χ2
c ;

• SS_n_pot—the average value of the last five (current) values χ2
c —χ2

cav;
• Level—number of values χ2

cav greater than χ2
cr.

The results were obtained at the following values of the method parameters for
evaluating the quality of the pulse sequence: nmax = 1000, kc = 10, χ2

cr = 25.
The output signal of the logic circuit of the LS was formed by the following expression:

a =
(
a00 ⊕ a01 ⊕ a02 ⊕ a03

)⊕ (
a10 ⊕ a11 ⊕ a12 ⊕ a13

)⊕ (
a20 ⊕ a21 ⊕ a22 ⊕ a23

)
(8)

as a result of the search for initial states of various variants of registers Rg1–Rg5, it was
found that the value of these settings was satisfactory—G, 0, 0, 0, 0, correspondingly. That
is, the option in which the initial settings depended on the control code. This was for such
initial settings for which results are presented in Figure 2.
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(a) (b) 

 
(c) 

Figure 2. PPSG statistical characteristics based on MAFG (q = 3): (a) the value χ2
c ; (b) the average

value of the last five (current) values χ2
c − χ2

cav; (c) number of values χ2
cav greater than χ2

cr. G—control
code value.

Thus, the range of the control code values G −(G1 ÷ G2), in which the original pulse
sequence corresponded to the Poisson distribution law, in this case (when q = 3), was
determined by the equation

G1 = 1, G2 = 124 (9)

In this case, the value G1 = 1, determined as a result of simulation, coincided with the
value G1, defined theoretically by the expression (6):

G ≥ 10q · kc · nmax

Tn
=

103 · 10 · 103

109 = 10−2 (10)

3.2. Dependence of the Average Value of the Output Signal Frequency on the Control Code

This section is divided by subheadings. It should provide a concise and precise
description of the experimental results and their interpretation, as well as the experimental
conclusions that can be drawn.

Figure 3a illustrates the dependence of the average frequency of the PPSG output pulse
sequence on the control code G, while Figure 3b illustrates a fragment of that dependence.

Here solid lines show the dependences obtained by simulation, and dotted lines
show theoretical values, calculated on the basis of Equation (3). Solid and dotted lines in
Figure 3a almost coincide. To specify the calculations, it was accepted that fm = 1000 Hz.
All real dependences were obtained for the condition of formation of the LS output signal
correspondingly with logical Equation (8) and explained initial states Rg1–Rg5: G, 0, 0, 0,
0, correspondingly.
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(a) (b) 

Figure 3. The value of the average frequency of the PPSG output signal based on MAFG (q = 3)
when ΔG = 1: (a) the dependence of the average frequency on the control code G; (b) the fragment of
that dependence. G—control code value.

Thus, the dependences of the values of the average frequency of the output pulse
sequence of the generator from the control code, obtained as a result of simulation, were
close to theoretical. That practically allowed the use of Equation (3) while determining the
average frequencies of the PPSG output signal.

3.3. Investigation of the PPSG Based on MAFG When q = 6
3.3.1. Determining the MAFG Repetition Period

Dependence of the repetition period Tn on the number of involved members of Equation (2)
is presented in Table 2. The following initial states of the registers Rg1–Rg5, correspondingly
1, 0, 0, 0, 0, were obtained.

Table 2. Dependence of Tn on the output signal a of a logical scheme LS (q = 6).

a Tn

a = 0 9,255,555

a = a00 4,649,999

a = a00 ⊕ a01 > 109

a = a00 ⊕ a01 ⊕ a02 > 109

a = a00 ⊕ a01 ⊕ a02 ⊕ a03 > 109

a = a00 ⊕ a01 ⊕ a02 ⊕ a03 ⊕ a10 > 109

a = (a00 ⊕ a01 ⊕ a02 ⊕ a03 )⊕ (a10 ⊕ a11 ⊕ a12 ⊕ a13 )⊕ (a20 ⊕ a21 ⊕ a22 ⊕ a23 )⊕
(a30 ⊕ a31 ⊕ a32 ⊕ a33 )⊕ (a40 ⊕ a41 ⊕ a42 ⊕ a43 )⊕ (a50 ⊕ a51 ⊕ a52 ⊕ a53 )

> 1010

3.3.2. Determination of Statistical Characteristics and the Range of Values of the
Control Code

Investigation results of the PPSG statistical characteristics based on MAFG for q = 6
are presented in Figure 4.
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(a) (b) 

(c) 

Figure 4. PPSG statistical characteristics based on MAFG (q = 6): (a) the value χ2
c ; (b) the average

value of the last five (current) values χ2
c − χ2

cav; (c) number of values χ2
cav greater than χ2

cr. G—control
code value.

The results were obtained for the same values of the parameters of the quality assessing
method of the pulse sequence, as in the previous case (for q = 3): nmax = 1000, kc = 10,
χ2

cr = 25.
Output signal of the logic scheme LS was formed according to the following expression:

a =
(
a00 ⊕ a01 ⊕ a02 ⊕ a03

)⊕ (
a10 ⊕ a11 ⊕ a12 ⊕ a13

)⊕ (
a20 ⊕ a21 ⊕ a22 ⊕ a23

)⊕(
a30 ⊕ a31 ⊕ a32 ⊕ a33

)⊕ (
a40 ⊕ a41 ⊕ a42 ⊕ a43

)⊕ (
a50 ⊕ a51 ⊕ a52 ⊕ a53

) (11)

where the initial settings of registers Rg1–Rg5 were correspondingly the following: G, 0, 0,
0, 0.

Control code range values G −(G1 ÷ G2), in which the output pulse sequence corre-
sponded to the Poisson distribution law, in this case (when q = 6), was determined by the
following equation.

G1 = 1, G2 = 111010 (12)

In this case the value G1 = 1, determined as a result of simulation, coincided with the
value G1, determined theoretically by Expression (6):

G ≥ 10q · kc · nmax

Tn
=

106 · 10 · 103

1010 = 100. (13)
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3.4. Dependence of the OUTPUT Signal Frequency Average Value on the Control Code

Figure 5a illustrates the dependence of the output of the PPSG’s pulse sequence aver-
age frequency on the control code G, while Figure 5b shows a fragment of this dependence.

  
(a) (b) 

Figure 5. Output signal average frequency of the PPSG based on MAFG (q = 6), when ΔG = 1000:
(a) the dependence of the average frequency on the control code G; (b) the fragment of that depen-
dence. G—control code value.

Here, similarly to Figure 3, solid lines illustrate the dependences obtained by simula-
tion, and dotted lines illustrate theoretical values, calculated on the basis of Equation (3).
Solid and dotted lines in Figure 5a almost coincide. It was accepted that. fm = 1000 Hz.
All the real dependences were obtained under the condition of LS output signal formation
according to the logic of Equation (11) and the above-justified initial states Rg1–Rg5: G, 0,
0, 0, 0, correspondingly.

The fundamental difference between the dependencies presented in Figures 3 and 5 is
that they were obtained using different values for the control code step changing G − ΔG:
in Figure 3 (for q = 3) when ΔG = 1; while in Figure 5 (for q = 6) when ΔG = 1000.

A decrease in value ΔG for q = 6, led to some ambiguity in establishing the average
frequency value of the PPSG output sequence. This is illustrated in Figure 6 where the
dependences were similar to the dependences in Figure 5, for ΔG = 100.

  
(a) (b) 

Figure 6. Output signal average frequency of the PPSG based on MAFG (q = 6), when ΔG = 100:
(a) the dependence of the average frequency on the control code G; (b) the fragment of that depen-
dence. G—control code value.
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3.5. Comparing PPSG Characteristics Based on MAFG for q = 3 and q = 6

Increasing the number of decades of the generator could significantly increase the
repetition period of the sequence of numbers in the MAFG output and, thus, also the
pulse sequence period of the PPSG output. However, this did not lead automatically to an
increase in the generator’s “distinguishing ability” concerning the established value of the
output sequence average frequency fout, which was actually setting the ability to specify
the changing step fout − Δ fout.

The performed research showed that “distinguishing ability”, at a fixed value for the
number of decades q, depended on the initial settings of the registers Rg1–Rg5 and on the
involved members of Equation (2), which determined the logic of signal generation on the
output of the LS scheme. In this case, the statistical characteristics of the original sequence
depended on these parameters. Taking into account the above considerations, improving a
generator’s “distinguishing ability” could be the subject of a separate study.

As far as increasing the number of decades from q = 3 to q = 6, during the above-
mentioned conditions, in fact did not lead to an increase in the PPSG’s “distinguishing
ability” (decreasing Δ fout) and expanded the range fout. For future work, it would be worth
considering the possibility of the practical use of this generator when q = 3.

3.6. Using the PPSG Based on the MAFG When q = 3

Figure 7 shows the structural scheme of the device, in which to expand the range of
average values of the output frequency, an additional frequency divider FD was introduced.

Figure 7. Structural scheme of the Poisson pulse sequence generator with an extended range of
average values in the output frequency.

At the FD output the clock pulse sequence was formed for the PPSG, the frequency of
which was determined by the equation

fm =
fg

Kd
(14)

where Kd is the division factor FD and fg is the reference generator frequency.
Some generator parameters are presented in the Table 3, of which one is presented

in Figure 7, when fg= 1 MHz. The PPSG was implemented based on the MAFG for
q = 3, while its internal parameters corresponded to the above: the output signal of the
logic scheme LS was formed by the expression (8), and the initial states of the registers
Rg1–Rg5 were G, 0, 0, 0, 0, correspondingly. This allowed us to tell whether the statistical
characteristics of the output pulse sequence in the given ranges of values fout, corresponded
to Poisson’s law of distribution.

The construction of PPSGs based on MAFGs, all elements of which, except those of the
LS, work in binary-decimal code, improves significantly the quality of the output sequence.
This was confirmed by a generalized technique for studying parameters of the PPSG output
pulse sequence for compliance with the Poisson distribution law using the Pearson test.
Investigations of the proposed solutions illustrated that the dependences of the average
frequency values of the generator’s output pulse sequence from the control code, obtained
as a result of simulation, were close to the theoretical ones. It was shown that the number of
decades was enough to choose q = 3, because greater numbers of decades did not actually
lead to an increased “distinguishing ability” for the PPSG; while scheme realization would
be more complicated in that case. In order to expand the output frequency average values
the introduction of a division factor into the PPSG structural scheme was proposed, which
would be divided by the frequency of the reference generator. The question of the selecting
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number of the equation members to calculate the logical variable a, the value of which
was obtained at the LS output, was rather significant. The number of data members of
the equation and approaches to their choice significantly affected the size of the repetition
period Tn. Further research is needed in this direction in order to improve the initial
characteristics of the PPSG and increase its performance.

Table 3. PPSG parameters with additional FD.

Kd fm [Hz] G fout [Hz] Δfout [Hz]

1 1,000,000 1 1000 1000
2 2000

. . . . . .
100 10,000

10 100,000 1 100 100
2 200

. . . . . .
100 10,000

100 10,000 1 10 10
2 20

. . . . . .
100 1000

1000 1000 1 1 1
2 2

. . . . . .
100 100

10,000 100 1 0.1 0.1
2 0.2

. . . . . .
100 10

100,000 10 1 0.01 0.01
2 0.02

. . . . . .
100 1

1,000,000 1 1 0.001 0.1
2 0.002

. . . . . .
100 0.1

4. Discussion

4.1. Structural Scheme of the Simulator for the Authentication Bit Templates and the Principle of
Its Operation

Real bit templates of the internal electrical noise of desktop computers (PC), which are
calculated according to the normalized autocorrelation function, have a length of 1000 bits
and contain approximately the same number of zero bits “0” and single bits “1”. When
comparing a pair of real-time templates of one PC, it turns out that they match for most
positions. Only a few positions will have inverted bits. The positions of the inverted bits do
not match for different pairs of templates. A comparison of the real-time bit noise templates
of two different PCs showed much less similarity. The Hamming distances between the
noise templates of different PCs were 5–10 times larger than the distances between the
real-time noise templates of each PC. The developed Poisson pulse sequence generator
made it possible to reproduce these properties.

The generator for q = 6 and G = 10,000 formed a bit sequence A, which contained
mainly zero bits “0”, and the number of single bits “1” for every thousand bits was an
average of 10. The positions of the single bits in each fragment of 1000 bits did not match.
Therefore, to simulate the real-time templates of the same device, it was advisable to choose
the control code of the generator G = 10,000. On average, the Hamming distance between a
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pair of such fragments will be 20. If at q = 6 the value of the control code G = 100,000, for
the generated sequence B, the number of single bits “1” per thousand bits was on average
equal to 100. The Hamming distance between two 1000-bit fragments of sequence B will be
on average 200. The formation of fragments of bit sequences A and B is shown in Figure 8.

Figure 8. Derivation of groups A and B of bit sequences with a length of 1000 bits for the subsequent
formation of bit templates.

From the beginning, the generation process was set, so the first 1000 bits were dis-
carded for both sequence A (A0) and sequence B (B0).

A combination (direct sum) of fragments of sequences A and B was used to form
bit templates. For each electronic device, a reference template was first created, and the
real-time templates were compared with it. To form a reference bit template for electronic
device N, there was a need to combine one 1000-bit fragment of sequence B, for example
BN with one 1000-bit fragment of sequence A, for example A1, Figure 9.

Figure 9. Formation of reference and real-time templates by two simulators, ti is the time of tem-
plate formation.

The fragment AM was used instead of A1 to form the real-time template M of electronic
device N. The bit templates of the electronic device N were calculated by the expression

BTM
N = BN ⊕ AM. (15)

The structural scheme of the bit template simulator is shown in Figure 10.

Figure 10. The structural scheme of the bit template simulator based on the PPSG.

The simulator functions were as follows. First, sequences A and B were generated and
stored in the memory. To generate them, one could use one PPSG, which was started first
with a control code G = 10,000, and then with a control code G = 100,000. Sequences were
written to memory. Two PPSGs and two memory blocks were used to illustrate the process
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of forming and storing the necessary sequences in the scheme of Figure 10. The request Q
for the template arrived at the control block, which sent a request to the memory for the
required 1000-bit fragments of the AM of sequence A and BN of sequence B. Fragments AM
and BN arrived at the adder, where the template BTM

N was formed.

4.2. Results of the Simulation Experiment

Comparative analysis of the standard template set BT1
J of individual devices J was

performed for ten devices. The Hamming distances H
(

BT1
J , BT1

I

)
between pairs of stan-

dard template devices J and I were calculated. The calculated distances led to the following
results in Table 4.

Table 4. The characteristics of the distance distribution between standard templates.

Average Value Standard Deviation Minimum Value Maximum Value

184 10 165 205

The results in Table 4 were obtained for the 90 distances, I = 1..10, J = 1..10, I �= J.
Each template was characterized by the template group—standard templates and real-time
templates. For successful device authentication distances within each group needed to be
significantly lower than the distances between standard templates. To check the adequacy
of the proposed simulator model, two types of comparisons should be performed: the first
type compares distances inside of the each group (for the each device), while the second
one compares distances between different groups (between the different devices).

Simulation experiments were performed to generate templates for two devices,
10 templates for each. The distances between different templates M �= K of one de-
vice N (group H1, intradistances) and distances between different templates M �= K of
two devices N �= L (group H2, interdistances) were found, only 90 distances for each group.
The distances between bit templates were calculated by the following expressions.

H1(M, N) = H
(

BTM
N , BTK

N
)
,

H2(M, N) = H
(

BTM
N , BTK

L
)
.

(16)

The distances for M = K corresponded to the comparison of the reference template
with itself for the same device and the comparison of the reference templates of two devices,
and were not taken into account.

The results of calculations using Expression (16) are presented in Figure 11. The left
side of the figure shows the distances between pairs of templates for the same device.
(intradistances), whose numbers are indicated by columns and rows. The right side of the
figure illustrates the distances between pairs of templates for different devices (interdistances).

The threshold value must be set in such a way to provide reliable authentication. For
our calculations, as could be seen from Figure 12, the threshold value needed to exceed the
maximum distance value of the intradistance group and be less than the minimum distance
value of the interdistance group. In that case FRR and FAR were equal to zero.

The results of calculations of the distance distribution of group H1 for N = 1 and
group H2 for N = 1, L = 2 are presented in Figure 12 as histograms.
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Figure 11. Distances between pairs of templates of the same device (top) and two different devices
(bottom).

Figure 12. Histograms of the distance distribution between bit templates of one device (intradistances)
and two devices (interdistances).

The characteristics of the distance distribution are shown in Table 5.

Table 5. The characteristics of the distance distribution.

Distribution Average Value Standard Deviation Minimum Value Maximum Value

Intradistances 23 6 12 39

Interdistances 205 5 189 215

The distance between the histograms was 150 bits, providing unambiguous authen-
tication between the two devices. The average values were in good agreement with the
theoretical estimates.
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The repetition period for the developed generator under certain conditions was not
less than 109 (Table 2). This allowed the estimation of the possible number of authenticated
devices, which was determined by the repetition period and the length of the fragments
of the sequence B, which was 106. The same estimate was valid for the number of authen-
tication requests for each of the devices. These estimates determined the class of tasks
for which the proposed model could be applied. For example, it could be a large enough
network with up to a million devices. If you accept the service life of each device as 10 years,
then such a device could be authenticated up to 250 times a day.

Let us compare the obtained simulation results with the existing practice, which uses
authentication by internal electrical noise [8]. For comparison, the following parameters
were selected: authentication reliability, the number of devices in the corporate network
that could be simultaneously authenticated, the bit template calculation time. The results
are presented in the Table 6.

Table 6. Comparison results by efficiency parameters.

Method Reliability Number of Devices Measuring Time, s

Internal electric noises 98.6 175 2

Simulator based on a PPSG 100 1,000,000 -

As can be seen, the proposed method in the article provided better performance
compared to the practice of authentication by internal electrical noise.

5. Conclusions

As a result of this research we executed the modeling of bit templates for information-
processing electronic device authentication on the basis of the pulse Poisson sequences
generator. For the purposes of the study, the Poisson pulse sequence generator was
developed based on a modified additive Fibonacci generator. The developed generator had
improved statistical characteristics for the output pulse sequence and expanded capabilities
for solving specific practical problems.

The proposed simulator scheme contained two generators. The generator for the value
of the control code G = 10,000 formed a bit sequence A, fragments of which had properties
of the real-time templates of each device. The generator for the value of the control code
G = 100,000 formed a bit sequence B, fragments of which reflected the difference between
the series of real-time templates of different devices. In the bit template of the device,
these properties were preserved by applying the action of the direct sum of fragments of
sequences A and B.

An imitation experiment to generate templates for two devices confirmed the effec-
tiveness of the proposed simulator. The properties of the generated bit templates allowed
them to be used for the purpose of unambiguous authentication of information-processing
electronic devices.

Further research will focus on protecting such bit templates from a variety of at-
tacks. From the authors’ point of view, the direction of detecting acoustic traps in speech
recognition systems is also promising for the application of Poisson pulse sequence genera-
tors [36,37].
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